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Riassunto 
Per poter valutare, dal punto di vista economico, in quali condizioni la tecnologia da fusione può 
essere un elemento chiave di un sistema di generazione elettrica futuro, è indispensabile disporre di 
strumenti di calcolo adeguati, in grado di simulare in modo semplice un reattore a fusione calcolando 
il costo di generazione, un sistema energetico, composto da differenti centrali elettriche, e di valutare 
per il sistema il costo medio di generazione.  
Il lavoro di tesi inizia con la presentazione del codice di calcolo FRESCO (Fusion REactor Simplified 
COst): un codice sviluppato in linguaggio C++ che mira a modellare in modo semplificato un reattore 
a fusione basato sulla configurazione tokamak. FRESCO permette di calcolare i parametri geometrici, 
fisici ed ingegneristici di una centrale a fusione e di effettuare un’analisi economica valutando il costo 
di generazione. Come lavoro sono presentati prima i miglioramenti introdotti in FRESCO, come il 
modello del sistema di pompaggio per la camera da vuoto del reattore e l’integrazione tra il codice 
FRESCO ed un programma di ottimizzazione basato sugli algoritmi genetici. Sarà poi descritto lo 
studio condotto per capire come gli intervalli operativi di un reattore a fusione possono influire sul 
costo di generazione, accompagnato dall’ottimizzazione di questi intervalli per ottenere il minimo 
costo di generazione. 
Nella seconda parte della tesi è presentato nel dettaglio il codice di calcolo COMESE C++ (COsto 
MEdio del Sistema Elettrico): un codice realizzato durante il lavoro di tesi allo scopo di avere uno 
strumento per lo sviluppo di nuovi scenari energetici. In particolare scenari che possano evidenziare 
come la tecnologia della fusione nucleare possa fare parte del parco di generazione elettrica. Il codice 
di calcolo COMESE C++ utilizza i dati della domanda elettrica e della generazione di un Paese, 
assieme ai dati delle tecnologie e dei sistemi di accumulo, per poter simulare uno scenario energetico. 
Esso permette di valutare se la generazione ipotizzata riesce a soddisfare la domanda, e in quel caso 
calcola il costo medio di generazione dello scenario, avendo la possibilità di eseguire un’analisi 
stocastica basata sul metodo Monte Carlo, per tenere conto dell’incertezza sui parametri economici 
delle tecnologie di generazione. 
Il codice COMESE C++ è stato utilizzato per definire due scenari energetici europei 100% rinnovabili: 
uno per il Nord Europa basato sulla tecnologa di generazione eolica e uno per il Sud Europa basato 
sulle tecnologie di generazione fotovoltaiche. Partendo da questi scenari di riferimento sono poi stati 
sviluppati nuovi scenari con la tecnologia da fusione, ed è stata fatta un analisi per determinare il costo 
di investimento di centrali elettriche a fusione tale da rendere competitiva la tecnologia e ridurre il 
costo medio di generazione di uno scenario energetico.  
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Abstract 
In order to be able to evaluate, from an economic point of view, under which conditions fusion 
technology can be a key element of a future electricity generation system, adequate calculation tools 
are needed to simulate a fusion reactor in a simple way and calculate the cost of electricity generated. 
Other tools are required to simulate an energy system, composed of different power plants, and to 
evaluate the system cost of electricity. 
The thesis work begins with the presentation of the FRESCO code (Fusion REactor Simplified COst): 
a code developed in C ++ language with the aim to model in a simplified way a D-T fusion power 
plant based on the tokamak configuration. In FRESCO the power plant is studied from a technical and 
an economical point of view. It allows the users to calculate reactor parameters i.e. geometrical and 
physical dimension of the power plant, electromagnetic parameters of the machine, net electricity 
production, auxiliary energy needed, the operative cycle phases (especially for the pulsed 
configuration), and not last, the related capital cost and the cost of electricity. As part of the thesis 
work, the improvements introduced in FRESCO are presented first, such as the model of the reactor 
chamber vacuum pumping system, and the integration between the FRESCO code and an optimization 
program based on genetic algorithms. Then, the analysis of the effects of the duration of the operative 
phases in a pulsed power plant on the cost of electricity is presented.  
In the second part of the thesis, the COMESE code (COsto MEdio del Sistema Elettrico, Average Cost 
of the Electric System) is described. The code developed as a part of the doctoral research activities, is 
used to develop and test energy scenarios. In particular, scenarios that can show how nuclear fusion 
technology can be part of the electricity generation park. The COMESE C ++ calculation code uses 
the electricity demand and generation data of a country, together with the data of the technologies and 
storage systems, in order to simulate an energy scenario. It allows to evaluate if the hypothesized 
generation succeeds in satisfying the demand. In that case, it calculates the levelized cost of timely 
electricity (LCOTE) for the scenario. It also offers the possibility to perform a stochastic analysis, 
based on the Monte Carlo method, in order to take into account the uncertainty on the economic 
parameters of generation technologies. 
An application of the COMESE C ++ code is presented. Two fully renewable European energy 
scenarios, one for Northern Europe based on the wind generation technology and one for Southern 
Europe based on photovoltaic generation technologies, are studied and compared. Alternative 
scenarios including fusion technology were developed, in order to estimate which economic 
conditions (overnight cost) fusion power plants can be competitive and bring a benefit to the levelized 
cost of timely electricity of an energy scenario. 
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1 Introduction 
In this chapter, after a description of world energy problems, it is introduced the research work and the 
objectives at the bases of the research and of the thesis work, then the key concepts of nuclear fusion 
as an energy source for the future are presented. Will be given an overview of the ITER project, and 
its objective: to verify from the point of view of physics the feasibility of the magnetic configuration 
for the future Tokamak fusion reactor. Magnetic configuration that will be used in the next DEMO, 
engineering machine, which starting from a physical configuration will allow the study of the first true 
fusion reactor prototype. At the end of the chapter the characteristics for the future commercial reactor 
will be described and the two ideas of continuous and pulsed power plant.  
1.1 Global energy demand 
The current world energy system faces now and it will faced in the next years a series of challenges 
constantly in evolution. The Young leader on Energy and Sustainability, YES group, a unique 
European organization led by young professional in energy and students working on energy subjects, 
has made an European survey on energy that it revealed like the force that will shape the future of 
energy is the climate change. The Mauna Loa Observatory in Hawaii registered in April 2017 a peak 
of concentration of carbon dioxide (CO2) greater than the threshold of 410 ppm. The highest level 
reached in the last 800,000 years. In relation to the problem of climate change, the interest in 
renewable energy technologies has been constantly growing all over the world in the last years. New 
studies are constantly emerging, bearing witness to the global interest in the energy subject 
characterized by a rapid evolution. 
The 2017 World Energy Outlook reports four “large-scale shift” that will be the key factors of the 
future energy development. One is the rapid deployment of the renewable technologies like 
photovoltaic and wind, accompanied to a decreasing on installation and generation costs. These 
aspects will lead to changes in the way of producing energy from all the nations of the world. From 
2010 to now the photovoltaic cost is drop by 70%, wind technologies costs drop by 25% and batteries 
costs drop by 40%. This is accompanied with the increasing of the electricity penetration with respect 
to the primal energy consumption. In the international energy scenario it is clear the role of China 
whose decisions weighed by the growing energy demand will concretely shape the way of producing 
electricity. Political slogan for an "energy revolution" and a "fight against pollution" is spreading in 
China and the transition to a tertiary-based economic model is shifting the energy sector to a new 
direction which will influence the entire world energy system. 
According to WEO 2017 the grow of the renewable energy will determine the progressive phase out  
of coal from electricity production, also in relation to the absence of developments in carbon capture 
storage technologies (CCS). The WEO 2017 describes that since 2000, the generation of coal 
electricity has grown by almost 900 gigawatts (GW), but the net additions expected from today to 
2040 will be only 400 GW and many of these are plants already under construction. In parallel with 
renewable energies, the use of natural gas as a flexible energy source will grow, and energy efficiency 
measures will increase. Thanks to the development of energy efficiency technologies (low 
consumption light bulbs and LEDs, increase in the efficiency of household appliances), the energy 
efficiency measures have already been able to reduce the growth of energy requirements in the last 
6 
 
years. And it has allowed the developed countries to maintain their stable energy consumption for 
some years now.  
The spread of renewable power plants characterized by irregular production requires the accumulation 
of energy and in the recent years there is a progressive increasing in funding for research in this field. 
At the same time the interest in the energy issue in so high for pushing the research for new energy 
sources able to sustain the economy and the life of the world in the future.  
As regards to oil consumption the demand grows until the 2040, even if at a steady decline.  From the 
point of view of fossil fuels, a key role will play the exploitation of the “shale gas” and the “tight oil”  
especially in the USA. The outlook for nuclear power has decreased compared to previous WEO 
forecasts. China continues to drive a gradual increase in nuclear fission power generation, and is 
expected to surpass the United States by 2030 to become the largest nuclear-based producer of 
electricity. From the point of view of the transport and vehicles the electric mobility is growing. 
The European Union has adopted the Energy Roadmap 2050 with the intention to guide the European 
Countries in the field of the energy e to reduce the greenhouse gas emission to 2050. The Energy 
Roadmap 2050 fixed to the 2050 a reduction by 80% of energy related greenhouse gas emission below 
1990 levels. Goal that cannot be achieved without a 95% to 100% decarbonized power sector. For this 
purpose energy scenarios of all European countries are used to demonstrate possible solutions to be 
adopted.  
In the field of research on alternative energy sources, Europe is active in the research for controlled 
thermonuclear fusion. A strategic energy source that can play a key role in the future generation of 
electricity, at European and global level. 
With respect to the other sources of energy, the controlled thermonuclear fusion it is characterized by: 
• High availability of uniformly distributed fuel throughout the planet. (Deuterium is in sea 
water, tritium can be obtained from lithium) 
• No greenhouse gas emissions; the reaction products are helium (inert gas) and high energy 
neutrons that are used for tritium production. 
• Reduced production of radioactive or activated materials; the tritium used in the reaction is 
radioactive but with a decay time of 12 years, the structures activated by the neutrons would 
have a decay of 100 years. Significantly lower times when compared to the decay time of the 
waste nuclear power plants (order of magnitude 100,000 years). 
• High degree of intrinsic safety: the reaction is maintained from the outside and requires 
special conditions. Without these conditions the reactions end and the reactor switches off.  
• No risk of proliferation for atomic weapons. 
• It can replace the base power plant production currently covered by fossils  and fission nuclear 
energy. 
However the fusion power plant goal requires now significant investments in the research that can 
only be made at the public level to overcome many technological challenges (new materials, new 
measurement systems and diagnostics operating in extreme conditions, new technologies for heating 
the plasmas) 
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1.2 Research and thesis work 
The activities presented in the thesis have been carried out within a research project on Fusion energy 
and energy scenarios. As explained in the previous paragraph, the world energy system will have to 
face increasingly pressing energy issues over the years linked to the problem of climate change. In 
particular, it will become increasingly important to look for an answer to the question: “How to 
produce energy in a sustainable way in the years to come?”. The research tool available to answer this 
question is based on energy scenarios, a set of hypotheses that aims to highlight a possible way to 
meet the energy needs in the next 10-20 years (short-term horizon) or even by the end of this century 
(long-term horizon).  
That of energy scenarios is a wide subject of study, as there are many variables at stake in a sector that 
is constantly being updated. In this context they become fundamental the tools able to discern from all 
the energy scenarios those that can satisfy certain requirements. Like that of the lower generation cost 
described by the System Levelized Cost of Timely electricity SLCOTE. 
The doctoral activities begun with an in-deep study of the  fusion technology itself as a possible future 
Fusion Power Plant and the enhancement of the FRESCO code, (Fusion REactor Simplified COst), a 
code that models in a simplified way a D-T fusion power plant based on the tokamak model. With the 
intention to increase familiarity with this new technology from an economic point of view and to 
understand with what expedients it is possible to reduce the cost of generation in a hypothetical future 
power plant. Specifically, studies have been carried out to assess how the operational phase of a pulsed 
power plant can influence the cost of electricity.  
Than moving from a single technology to the energy system, a wide activity has started on the 
implementation of computer tool for the development and analysis of energy scenarios. With the aim 
of setting up a flexible tool, because the subject of the energy sector is constantly in evolution, the 
COMESE, an excel spreadsheet used to perform energy systems simulations, has been converted in a 
much more flexible C++ code and then enhanced so to produce or simulate scenarios of any country, 
considering all the possible energy technologies and energy storage systems included. 
With the upgraded COMESE C++ and the technical and economic assessments preformed with 
FRESCO, it will become concrete the possibility to study energy scenario with and without fusion, 
compare the different scenarios and study the best solution from the economic point of view. 
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1.3 Fusion energy 
In order to understand the nuclear fusion reaction, a few key concepts are briefly recalled. From the 
concepts of atomic structure and mass defect, we move on to the definition of the two fissions and 
fusion nuclear processes, listing for the latter the main reactions and characteristics, confinement 
methods and some experiments currently in operation. 
The atom consists of a nucleus of positive charge, on which most of the mass is concentrated, and of 
negatively charged electrons that orbit around it. The nucleus in turn is formed by nucleons: the 
protons positively charged and neutrons without charge, both of similar mass. 
1.1        	  
  1.6710 
Every atom is naturally neutral: the charge of the protons is balanced by an equal charge born by the 
electrons of mass: 
1.2       
  9.1110  31   
The charge possessed by a proton is equal and opposite to that of an electron and equal to the 
fundamental electric charge . 
 1.3      
  1.66 10  19   
Every atom in nature is identified by the mass number  which indicates the number of nucleons in 
the nucleus, and the atomic number  which indicates the number of nucleus protons. Experimentally 
it has been verified that there is a difference, call the mass defect, between the real mass  !"# 
of an atom and the theoretical mass $% that can be determined as the sum of the masses of its 
components. 
1.4    $% 
  '  (    ' 	 
 
Figure 1-1: diagram that describes the average mass of the nuclides express in atomic mass unit for different atoms in 
function of there mass number. (Number of nucleons in nucleus) 
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This mass defect has been observed for all natural and artificial elements. Figure 1-1 summarizes for 
various elements the trend of the average mass of the theoretical nuclide of the atoms as a function of 
its mass number. Where the mass of the theoretical nuclide is obtained by dividing the real mass of the 
atom by the corresponding mass number and it is expressed in units of atomic mass 1 )* 
 1.6610 . 
1.5     	,-./0$% 
  !"# '  (    ' 	  1)*2 
In Figure 1-1 we see that heavy atoms with many protons and neutrons in the nucleus have a lower 
average nuclide mass, while light atoms such as lithium or helium are higher. This difference in mass 
present for all natural and artificial atoms (equation 1.7) is explained with Einstein's mass energy 
equivalence:  
1.6     3 
   ∙ 5 
The loss of mass observed with the increase in the number of nuclides corresponds to the formation of 
strong nuclear bonds, which able to keep the nucleus joined by winning the electrostatic repulsion 
forces. 
1.6     6 
 7 ∙  (    ∙ 	8  9.  ):: ;<=<5> 
1.7     3? 
 6 ∙ 5 
 7 ∙  (    ∙ 	  9.8 ∙ 5 1@2  ABC;BC <C<DE  
1.8     3? 
 7 ∙  (    ∙ 	  9.8 ∙ 5

  G @C*5H<ICJ ABC;BC <C<DE K<D C*5H<IC  
Although the mass differences involved are small, the multiplicative constant 5 
 9 ∙ 10LM 1/:2 
is so high that the corresponding energy is a considerable amount. In order to highlight this fact, just 
think that: 1 gram of matter corresponds, according to the mass-energy equivalence, to 9 ∙ 10LO @ of 
energy, equivalent to the energy contained in about 2140 tons of oil. 
 
Figure 1-2: Binding energy per nucleon function of the mass number of the atoms 
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Figure 1-2 shows the trend of the average bond energy per nucleon (3? ⁄  1Q<R/C*5H<IC:2) as a 
function of the corresponding mass number. The elements with a higher binding energy and therefore 
greater stability are placed at an intermediate atomic mass value around the atomic mass of the iron-
nickel. Light or heavy atoms have weaker nuclear interactions than those of intermediate atoms, so it 
is easy to trigger nuclear reactions that yield more stable nuclei. This transition from light to heavy 
nuclei to stable intermediate nuclei is accompanied by a release of energy derived from the difference 
in mass between products and reagents. In general, by indicating with R the reactants and P the 
products a generic nuclear reaction can be represented with the following equations: 
1.9     SL ( S ( ⋯ ( S	 → VL ( V ( ⋯ ( V	 ( 3 1<R2 
In which E, energy released by the reaction corresponds to: 
1.10    3 ≡ 1 L (   ( ⋯ (  	  XL ( X ( ⋯ ( X	2 ∙ 5~MeV 
A first group of nuclear reactions that exploits the mass defect to obtain energy are those that divide, 
fission, heavy nuclei to obtain smaller nuclei than the initial nucleus. This process is exploited in 
nuclear fission reactors where a nucleus of uranium 235 is bombarded with a thermalized neutron ] 
  0.025<R 
  290^ producing fission products with a mass number between 70 and 170 and 
releasing on average 2.43 fast neutrons (exploited for the subsequent chain reaction) together with an 
average energy of 206 Q<R, 0.88 Q<R per nucleon of the initial uranium atom. This reaction uses as 
a " projectile particle " a neutron that doesn't need an high level of energy to approach the nucleus and 
fission it. Macroscopically, the energy released by a fission reaction corresponds to 84 ∙ 10M Q@ /  
of burning fuel. Around 106 times greater than the energy related to the calorific value of the diesel 
fuel equal to 40Q@ / . 
1.11    _`Oa ( C → bcd"d ( ecf"f ( 2.43C ( 206Q<R =B::BIC D<)5>BIC 
The second group of exothermic nuclear reactions join, “make a fusion”, light nuclei to obtain heavier 
nuclei but with mass always less than the sum of the initial reactants. In general, the elements involved 
in this type of reaction are hydrogen isotopes (deuterium and tritium), helium and lithium. Example of 
a natural fusion reaction is the proton-proton cycle that occurs constantly in the sun, where hydrogen 
nuclei merge, releasing energy and producing helium and neutrons. Equation 1.12 shown the solar 
fusion reaction. 
1.12     4HL → Heh ( 2ei ( 2νk ( 26.7 MeV 
A first pair of fusion reactions that is of particular interest for artificial realization is that between 
Deuterium atoms: 
1.13     D ( D → HeO ( n ( 3.27 MeV 
1.14    n ( n → ] ( K ( 4.03 Q<R 
Both reactions are equally likely to occur and constitute the optimal reaction for a future nuclear 
fusion reactor, involving non-radioactive elements available in large quantities. To these they are 
added the reaction of deuterium with the three isotope of helium. 
1.15    D ( HeO → α ( p ( 18.3 MeV 
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And the Deuterium Tritium (D-T)  reaction with a 50% mixture of both gases. 
1.16    D ( T → α ( n ( 17.6 MeV 
Observing the reactions from the fuel point of view: deuterium is widely available in nature and is 
uniformly distributed, unlike uranium, rare and with mines strongly localized in a few countries. 
Deuterium is found in sea water in a concentration of 1 atom to 6700 of hydrogen (30g / ton of sea 
water). Based on current consumption, deuterium natural stock would be enough to run fusion reactors 
for a period of 2 billion years.  
Tritium is not available in nature having a half-life of 12 years, but it can be obtained from fertilization 
reactions (equations 1.17 and 1.18) starting from lithium which is present in nature with two isotopes rB M  (7.5%) and rB   (92.5%). The first one is the most useful isotope, because it reacts with thermalized 
neutrons and releases energy; unfortunately, it is the isotope with the less concentration in nature. In a 
future fusion reactor, the neutrons produced by the fusion reactions and coming out from the rector, 
they will encounter a lithium blanket, and can sustain the fertilization reactions with lithium producing 
the tritium. Then, tritium will be extracted and used inside of the fusion power plant in a closed cycle, 
the fusion power plant will produce the fuel for its operation. It is estimated that the low-cost lithium 
reserved on earth would be sufficient (based on current energy consumption, and on the deuterium 
tritium reaction) for a period of 20,000 years. But this value will be lower than expected, because the 
lithium is also used for the batteries that are the principal antagonists in the use of lithium. 
1.17     LiOM (  nthermalized neutron → α ( T ( 4.8 MeV most probable 
1.18     LiO (  nfast neutron → α ( T ( n  2.5 MeV 
The third element HeO is rare and, excluding the other fusion reactions, cannot be directly obtained. A 
great availability of HeO would allow a much more energetic reaction of the D-T to be exploited. To 
better understand the amount of energy released by the fusion reactions, and the advantage of 
exploiting this energy source, in Table 1-1 all the fusion reaction are compared with the previous 
fission reaction. Nuclear fusion reactions release more energy than the fission reaction, particularly 
those between deuterium and helium 3 or tritium, nor release more than four times. This comparison 
can also be made on the bond energy curve as shown in Figure 1-3. 
Table 1-1:Energy released from the principal fusion reaction. 
Nuclear reaction Energy 1MeV2 1MeV/nucleon2 106 1MJ/kg2 % respect the fission energy Fission U235 206 0.88 84 100 
D+D     →  He3+n 3.27 0.82 78 93 
D+D     →  T+p 4.03 1.01 96 114 
D+ He3 →  α+p 18.3 3.66 351 418 
D+ T    →  α+n 17.6 3.52 338 402 
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Figure 1-3: diagram that graphically shows the comparison in energetic terms between fusion and fission reaction 
 
In order to make the nuclear fusion reactions happen, the nuclei of the particles involved in the 
reactions must be brought to a distance comparable with the nuclear diameter (order of magnitude 10La). At this distance the Colombian interactions between charged nuclei are so intense to reduce 
the probability of collision. This is the reason why the particles must be brought to high temperature, 
in that condition the particles have a speed high enough to be able to overcome the electrostatic 
repulsion and reach the region where the forces of strong nuclear attractions overcome repulsive 
Coulomb interactions, allowing the fusion of the two particles.  According to the classical theory, the 
Columbian barrier is defined as the distance limit between the centers of the nuclei, after that the 
attractive nuclear interactions win the repulsive electronic ones. Note this distance indicate here as r 
it is possible to calculate the W energy that must have the particle to overcome the barrier: 
1.19     W 
 ZLZe4πεr  1eV2 
Where ZL and Z indicate the atomic numbers of the particles involved, "<" is the elementary electric 
charge and r the Colombian barrier. For a Deuterium-Tritium reaction the two nuclei have the same 
atomic number, the Colombian barrier is of the order of 5 ∙ 10La   so the energy of the Coulomb 
barrier is  
  288<R. Knowing that 1eV corresponds to about 11600 K, 288keV corresponds to 
about 3.4 billion K a temperature much higher than the temperature inside our sun (internal 
temperature of the sun 1.57 ∙ 10^). 
 
Figure 1-4: Electric potential energy of the particles function of the distance between the two nuclei and Coulomb 
barrier for a D-T fusion reaction  
 
13 
 
 
Figure 1-5: The sun 
 
 
Table 1-2: Main data for the Sun 
Main data for the Sun 
Surface 6,0877 × 1018 m2 
Volume 1,4122 × 1027 m3 
Mass 1,9891 × 1030 kg 
Average density of 
the sun 
1,408 × 103  kg/m³ 
Average density of 
the nucleon 
1,5 × 105  kg/m³ 
Surface 
temperature 
5777 K 
Nuclear 
temperature 
~1,57 × 107 K 
Gravity 
acceleration at the 
surface 
274.0 m/s2 
(27.94g) 
 
 
In reality, to trigger the fusion reaction, it is not necessary a temperature of billions of degrees, the 
literature gives reference to 150 million K. To understand well what are the conditions for which the 
reaction occurs we must define the probability that two nuclei interact to give a fusion reaction. This is 
defined by the fusion cross section σ. If we consider a reaction between Deuterium and Tritium, and 
we assume that Tritium nucleus is the target and the Deuterium nucleus is 
the projectile equipped with a velocity v (as seen in Figure 1-6), the cross 
section can be seen as a circular surface centered in the target nucleus, if the 
deuterium atom passes through the surface, the fusion reaction takes place; 
if it goes out, the reaction does not occur. For nuclear fusions the cross 
section has a size of the order of magnitude of a nuclear diameter. In 
particular, it is measured in barn. 
1.20     1 A)DC 
 10 
Figure 1-7 shows the trends of the fusion cross section for the main nuclear fusion reactions, the cross 
section is function of the kinetic energy of the particles involved. It should be noted that a correct 
evaluation of the fusion cross section must also take into account the quantum effects not considered 
by the classical theory. In particular this involves three effects: 
• Even if a particle has an energy lower than the energy of the Coulomb barrier, it can still give 
rise to a fusion reaction, this effect is called tunnel effect. 
• A particle with an energy higher than that of the Coulomb barrier may not give fusion 
reaction, due to the high velocity of the particles, the interaction time would not be sufficient 
to allow the reaction. 
• Under certain conditions, the relative velocities of the particles are able to give rise to a 
resonance effect which increases the probability of a reaction. 
Figure 1-6: D-T collision, 
and cross section σ 
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Figure 1-7: fusion cross section for the principal 
fusion reaction: D-T, D-D, D-He3 
 
Figure 1-8: Trend of <σv> for the principal fusion 
reaction: D-T, D-D, D-He3 
 
Looking the diagram Figure 1-7 and considering the tunnel effect, it is possible to see that among of 
the three reactions, the "easiest" one to trigger is the reaction between Deuterium and Tritium. This 
reaction has a fusion cross section greater than the others for the same temperature.  
The Deuterium-Tritium (D-T) is the reaction chosen for the first generation of fusion power plant. 
Although it involves the tritium that is a radioactive element not present in nature, it is the easiest to 
trigger and that allows to release a good amount of energy. The Deuterium-Helium3 (D-He3) reaction 
is not considered as a reaction useful for a fusion power plant because it is the more difficult to trigger 
and it uses He3  as fuel, element with a very low availability in nature. This does not exclude that it can 
still take place inside a deuterium reactor as a secondary reaction. Finally, the reaction between 
deuterium-deuterium, even if it does not constitute the immediate objective for a first generation of 
fusion power plant, it is the final objective for the second generation of fusion power plant. Since 
using only deuterium as fuel permits to eliminate tritium radioactive and increases the reserves of fuel, 
the reserve estimated for deuterium is higher than those of lithium. From here on, reference is made to 
the deuterium-tritium reaction. As it has been said in order to make the fusion happen, the reactants 
must be brought to high temperatures, i.e. they must have a high kinetic energy, and so being in the 
plasma state. Nor does it follow that the main objective of fusion research is to achieve a permanently 
confined plasma with the temperature and density characteristics suitable for the reaction. It is the 
condition that prevents the use of a traditional solid wall, because it is not able to contain a plasma 
that, with the simple contact, would lose the desired characteristics. Before describing in detail the 
structure of the machines that are based on this principle, we introduce the equation describing the 
thermonuclear power, the gain factor Q and the Lawson criterion and the triple product used to 
describe the optimal conditions to have the fusion reaction in a plasma. 
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It is possible to demonstrate, and for this we refer to the literature, that the thermonuclear power 
released by a fusion reaction can be evaluated with equation 1.21. 
1.21     V 
 CC <  > 3 
1.22     SL 
 CC <  > D<)5>BIC D)>< 
Where with Cand C are respectively the density of deuterium and tritium present in the mixture, <  > the weighted average on the distribution of velocity of the particles of the product between the 
fusion cross section and the particle velocity (see Figure 1-8 for the value), and with 3 the energy 
released by the single fusion reaction, which in the case of the D-T reaction is 3 
 17.6 Q<R.  SL, 
it indicates the reaction rate or how many reactions take place in a given volume of plasma. The 
maximum thermonuclear power is obtained when the mixture of the two fuels deuterium and tritium is 
at 50%, in these condition C 
 C 
 L , which allows to rewrite the equations 1.21 and 1.22 as: 
1.23     V 
 14 C <  > 3 
 SL3 
1.24     SL 
 14 C <  > D<)5>BIC D)>< 
The energy generated by the fusion reaction is contained in the kinetic energy of the fusion products, 
in the case of the deuterium tritium reaction in the alpha particles and in the neutrons. Observing that, 
the final energy and the momentum of the system after the fusion are greater than those of the 
reagents, and assuming that the released energy is distributed in the particles produced inversely 
proportional to the mass ( ≅ 4	), the energy can be divided as follows: 
• 3 energy possessed by the α particle is 3.5 MeV 
• 3	 energy owned by the neutron is 14.1 MeV 
and the total thermonuclear power results: 
1.25      V 
 V ( V	 
1.26     V 
 14 C <  > 3 
1.27     V	 
 14 C <  > 3	 
Between the two products of the deuterium tritium reaction, only the alpha particle has the charge, 
while it is the neutron that carries the greatest amount of energy (about four-fifths). This plays a key 
role in the design of the future fusion power plant, and in particular of a reactor based on magnetic 
confinement. Of the total power produced by a thermonuclear reaction, if the magnetic fields are used 
to confine the plasma, only one-fifth of the total power produced can be captured by the magnetic 
fields and used to maintain the temperature of the reaction plasma. The remaining one comes out 
transported by the neutrons and can be exploited to obtain thermal energy which, through 
thermodynamic cycles, allows to obtain electric energy. Considering all the voices of power loss 
associated with the radiations emitted by a plasma, it can be shown that an external power supply is 
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necessary for maintaining the plasma at the temperature conditions required by the fusion. This 
external power indicated here as Vd allows to define the gain factor Q (1.28), the ratio between the 
thermonuclear power released by the reaction and the power supplied from outside to trigger it. 
1.28      
 VVd 
Thanks to the gain factor, three operating conditions are identified: 
•  
  1 Breakeven: it indicates the condition in which the thermonuclear power equals the 
external power (only from the thermal point of view). This operating condition does not 
guarantee to have an equivalence of the electric power used and produced because it is not 
considered the efficiency. 
•  →  ∞ Ignition: all the power to maintain the plasma temperature in the fusion conditions is 
provided by the reaction itself. It is said that the reaction is self-sustaining. 
•  >  1 3 :   10 is the goal of the project of a fusion reactor: to have a surplus of power 
produced that allows to obtain an effective gain respectively to the external power given. 
Considering the effects of yield η and starting from the hypotheses of: 
• neglecting the confinement of the α particles, all the thermonuclear power exits the reactor; 
• neglecting the losses due to synchrotron and line core radiation; 
• do not supply any electrical power to the additional heating systems, and derive the power for 
maintaining the reaction directly from the thermonuclear power produced; 
the following function is obtained: 
1.29     C¢ 
 3]£1  £ 14 <  > 3  A√] 
which binds three key parameters of a fusion plasma: 
• C density of fuel particles 
• ] temperature, index of the kinetic energy possessed by the same particles 
• ¢ energy confinement time, that is the time in which a plasma is able to maintain the 
absorbed energy. 
In the equation 1.29, A is the coefficient describing the Bremsstrahlung radiation losses and  is the 
Boltzmann constant. Figure 1-9 shown the graph of the function 1.29, this function has a minimum 
value, the condition in which the power produced by the system equals the power supplied by external 
systems. This point is the so-called breakeven point. 
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Figure 1-9: Q=1, Breakeven 
 
Figure 1-10: Ignition condition 
 
If the same approach used for equation 1.29 is extended to the ignition condition, assuming that: 
• only the alpha particles are confined to the system (neutrons exit to the system) 
• no external power will be given to the reactor 
It is possible to obtain a function equal to the previous one, but for the ignition condition: 
1.30     C¢ 
 3]120 <  > 3  A√] 
Also the function 1.30 has a minimum, represented schematically in Figure 1-10, this point is the 
optimal point for obtaining the ignition of a plasma. From the values that describe this point: 
• ] 
 20 <R 
• C¢< 
 1.5 ∙ 10 3/: 
The equation for the triple product is obtained: 
1.31     C¢] 
 3 ∙ 10L 1O ∙ : ∙ <R2 
Given two of the three parameters, the triple product allows us to define the third one for the optimal 
conditions of ignition. So given two parameters, the third parameter to be determined is the goal that 
should be reached for having the best conditions of ignition. 
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1.4 The three types of confinement and the fusion machines 
The scientific challenge of fusion is to make the nuclear reaction take place between deuterium and 
tritium, that is to succeed in confining a quantity of plasma with sufficient density, for a sufficiently 
long time and at a temperature able to trigger the fusion reaction ( T≈150 million degrees). These three 
conditions (described in the triple product 1.31) require special confinement methods able to keep the 
plasma isolated from all the physical containment structures. In fact, any contact with the walls would 
result in the loss of the three desired characteristics and the shutdown of the machine. Three methods 
are currently known for effectively confining a high energy plasma: 
• Gravitational confinement. 
• Inertial confinement. 
• Magnetic confinement. 
1.4.1 Gravitational confinement 
The first method of confinement, gravitational, is the one which occurs in all the stars. Here, the high 
mass (see Table 1-2) produces a gravitational field of great intensity, about 28 times the acceleration 
of gravity of the earth, which is able to effectively confine the plasma and to maintain the conditions 
of ignition that allow the nuclear fusion to support itself. This method is not physically feasible on 
earth because it cannot have a mass equal or superior to that of the sun, and for this reason, 
confinement methods are being studied that exploit alternative principles. 
1.4.2 Inertial confinement 
The first method that can be implemented is inertial confinement. Its origin comes from studies on the 
hydrogen bomb (H bomb), where the high temperatures generated by a nuclear fission bomb (driver) 
allow to obtain in an uncontrolled way the fusion reaction. With the inertial confinement studies, it is 
proposed to replace the H-bomb driver (the nuclear fission bomb) with a controlled device able to 
generate within a few nanoseconds a power of several hundreds millions of MW. Its impulsive 
operation, similar to an internal combustion engine, envisages having a capsule, Pellet (see Figure 1 
15), containing a mixture of deuterium-tritium (fuel) coated with a material capable of quickly 
absorbing a high energy. During an operating cycle, the capsule is bombarded with a driver (energetic 
vector) able to provide a very high energy (high power lasers, concentrated X-ray beams, relativistic 
particle beams) of the Megajoule in few nanoseconds. This energy is absorbed by the capsule shell, 
which sublimates causing the implosion of the pellets and the increase in pressure and density of the 
fuel (n). In these extreme conditions the capsule heats up (T) in the central area (hot spot), where the 
ignition conditions are reached and the fusion reaction is triggered. This reaction then spreads 
outwards forming a thermonuclear wave that triggers other reactions, burning most of the fuel and 
releasing energy. The thermal energy produced is collected by a thermodynamic fluid and is used to 
operate in a specific thermodynamic cycle generating electricity. After being replaced the Pellet, the 
procedure is repeated. This confinement takes its name from the phenomenon of propagation and 
reaction that occurs at a higher speed than the inertia with which the gas of the capsule expands. 
Figure 1-11 shows the scheme of an inertial fusion machine (NIF), National Ignition Facility, of the 
Lawrence Livermore National Laboratory in California. Inertial fusion research is conducted at a 
national level by a few states, which are equipped with a nuclear arsenal, and have a close link with 
military research; many results are covered by secrecy and for this reason they are not supported by 
international research. 
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Figure 1-11: scheme of the NIF chamber, prototype of 
inertial fusion reactor. 
 
 
Figure 1-12: dimensions of the pellet used in an 
inertial fusion reactor. 
 
 
1.4.3 Magnetic confinement 
The concept / method on which the international interest is oriented is the magnetic confinement that 
sees its origin in studies on the motion of particles in electromagnetic fields. Given the extended 
Lorenz law (equation 1.32) and Newton's second law (equation 1.33), it can be demonstrated (refer to 
the specialized literature) that a particle moving in a uniform magnetic field, if it has a velocity 
component not parallel to the field, as a result of the same one, it will follow a helical path along the 
lines of the field. This principle is at the basis of magnetic confinement, in a vessel container in 
conditions of ultra-high vacuum, a plasma is produced which, thanks to the application of known 
magnetic fields of direction and intensity, is kept confined. The particles are obliged by the magnetic 
interactions to traverse internal trajectories to a closed magnetic surface. 
1.32     ¥ 
  ' ¦ 1§2 
 1.33     ¥ 
  ' ) 1§2 
The first confining studies were conducted on magnetic mirror machines (Figure 1-13), formed by 
straight solenoids capable of generating uniform magnetic fields in a cylindrical region, and formed 
also by coils able to intensify them at the end, in order to confine the particles in the longitudinal 
direction by the so-called magnetic mirror effect. These machines effectively confine the particles in 
the transverse direction, but have considerable difficulty in confining them along the axial direction. 
The solution to this problem was to overcome by closing the solenoid to form a torus giving rise to the 
Tokamak, Russian acronym for “Toroidalny Kamera Makjna”, machine with toroidal chamber (Figure 
1-14). Tokamak is the most studied magnetic confinement configuration in the world; it derives from 
the studies on the fusion started in the Soviet Union in the late '50s, studies of which Europe and the 
so-called Western world remained in the dark until 1955, when they were announced in Geneva during 
the International Conference about the peaceful use of atomic energy. 
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Figure 1-13: Magnetic mirror machine 
 
Figure 1-14: Toroidal solenoid 
 
The Tokamak, as already mentioned can be seen as a solenoid wound to form a closed donut (Figure 
1-14). It is formed by the vessel, the chamber where the plasma is produced and confined, and by the 
field coils that are placed around this structure. In general, the main coils on a Tokamak magnetic 
machine and the corresponding product fields (Figure 1-15) are: 
• The toroidal coils forming the closed torus solenoid and producing the toroidal field (along the 
torus axis). This field corresponds to the field inside the donut, a field closed to form a circle 
along which the trajectories of the particles are screwed. Its function is to provide for the 
confinement of the particles. 
• The poloidal coils located internally and externally to the toroidal structure have two tasks, to 
balance the toroidal forces that tend to take the plasma out of the donut configuration and to 
induce a current in the plasma core, the plasma current capable of generating the transverse 
poloidal field that surrounds the toroidal field lines and stabilizing the configuration. In 
particular the internal poloidal coils induce the plasma current, which behaves towards the 
plasma as a transformer (primary circuit - coils, secondary circuit - plasma), and together with 
the external pole coils contribute to produce a vertical field that actively balances the radial 
drift due to the toroidal forces that arise after closing the torus solenoid. 
Depending on the desired configuration, additional coils are added, and these ones produce vertical or 
radial fields that provide both the balance of the plasma and the maintenance of an optimal shape. 
These coils are called coils for balance and form. The union of all the fields (screw-pinch 
configuration) generates the closed magnetic surface able to confine a fusion plasma. 
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Figure 1-15:general scheme of a tokamak machine 
 
An important characteristic of the Tokamak is its impulsive functioning. The poloidal coils that induce 
the plasma current are used as an inductance, and within them the magnetic energy is stored, then 
released and the plasma current is generated. This fact constitutes one of the limits of the machine, 
since it neither prevents continuous operation; a series of research aims to increase the duration of the 
impulse as much as possible in order to have an impulsive operation, but which lasts longer than one 
hour. 
Given the intensity of the magnetic fields required, order of magnitude from 0.7 to 5-6T, in a Tokamak 
reactor all the coils are made of superconducting materials, which require temperatures close to 
absolute zero for their operation. 
We also mention, in addition to the Tokamak, two other configurations for fusion machines, both 
based on magnetic confinement: 
• The reverse field pinch (RFP) which is the magnetic confining configuration of the plasma 
studied for example with the RFX-mod machine (Figure 1-17) in Padua at the RFX 
consortium. A machine built to study the properties of plasma. 
• The Stellarator, whose photo is shown in Figure 1-18, is a magnetic machine, which on 
condition of an increase in the system complexity and shape of the reels (overview diagram 
Figure 1-19, photo of a coil Figure 1-20) , is able to realize the confinement field only thanks 
to external magnetic fields without the need for plasma current. The absence of plasma current 
allows this three-dimensional configuration to operate continuously. 
Among the three types of machines in the tables: Table 1-3, Table 1-4 and Table 1-5 are given some of 
the main parameters. For another example of Tokamak quantities we can also refer to the ITER 
specifications listed in Table 1-6. 
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Figure 1-16: Joint European Torus – JET scheme (Tokamak) 
 
 
 
Table 1-3: JET main parameters 
Major radius 2.96 m 
Minor radius 1.25 m 
Maximum 
plasma current 
4.80 MA 
Maximum 
toroidal field, 
at the axis. 
3.40 T 
Pulse duration 20 – 40 s 
Q in a 
Deuterium 
Tritium 
Plasma 
0.90 
Fusion Power 16 MW 
Energy from 
fusion 
22 MJ in 4 s 
 
 
 
Figure 1-17: A photo of the RFX-mod experiment built at the RFX 
Consortium, Corso Stati Uniti 4, Padova. This machine studies the 
magnetic configuration known as Reverse field pinch-RFP. 
 
 
 
Table 1-4: RFX-mod main 
parameters 
Major radius 2.0 m 
Minor radius 0.46 m 
Maximum 
plasma 
current 
2 MA 
Maximum 
toroidal field 
0.7 T 
Pulse 
duration 
0.5 s 
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Figure 1-18: Photo of the experiment Wendelstein 7-X, stellarator 
studied at the Max-Plank Institute for Plasmaphysik, Greifswald. 
It is shown the complex structure of the coils. 
 
 
Table 1-5: Wendelstein 7-X, main parameters 
Major plasma  
radius 
5.5 m 
Minor plasma 
radius 
0.53 m 
Magnetic 
fields 
3 T 
Plasma 
volume 
30 m3 
Pulse length 1800 s 
 
 
 
Figure 1-19: Internal scheme of the Wendelstein 7-X stellarator 
 
Figure 1-20: Photo of a deformed elliptical coil 
used in the Wendelstein 7-X stellarator 
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1.5 Iter project 
ITER, acronym for International Thermonuclear Fusion Reactor or literally translated from the Latin 
"the way", is an international project that aims to demonstrate experimentally the feasibility of a fusion 
reactor of the Tokamak type. ITER is the result of years of international agreements, studies of 
numerous laboratories and experiments conducted on more than 200 Tokamak-type machines. 
Including the European JET machine, Joint European Torus (Figure 1-16), still operating in England 
and whose ITER is the successor. The time scale will see the first plasma of ITER in 2020, followed 
by the deuterium-tritium campaign for 2035. 
1.5.1 The history 
The history of ITER and the beginning of the international fusion research was placed in November 
1985 at the "Superpower Summit", during the meeting between the then American president Ronald 
Regan and the Supreme Soviet Secretary General Mikhail Gorbachev. The two world leaders, who 
met for the first time at the end of the Cold War, agreed to consider the energy of fusion an 
inexhaustible source of energy for the benefit of humanity ("an inexhaustible source of Energy for the 
benefit of mankind "). In the subsequent summit of Reykjavik (Iceland) on 11-12 October 1986 the 
agreement was reached between the European Union (Euratom), Japan, the Soviet Union and the USA 
to start the project of a large international research facility on fusion. So in April 1988 in Garching 
(Germany), at the Max Planck Institute for Plasmaphysik (IPP), 50 staff of professionals representing 
all the parties gathered to form the CDA - Conceptual Design Activities, with the aim of defining the 
technical characteristics of the project and the resources necessary for its realization. Under the 
guidance of the IAEA (International Atomic Energy Agency) the CDA met for six months a year until 
1990. In the same year of the beginning of the work of the CDA, the latest version of Soviet tokamak 
the T-15 (heir of the first tokamak T-1 built in 1958) came into operation. On 9 November 1991 
exactly ten years before the ITER project took the official lead, the JET reached for the first time the 
milestone of the fusion research, producing a thermonuclear fusion power between 1.5 and 2 MW. 
Internationally, it was announced that "a significant amount of power was obtained from a controlled 
fusion nuclear reaction. On this thrust, on July 21st 1992 in Washington DC (USA), on the basis of the 
specifications defined by the CDA, the work of the ITER-EDA (Engineering Design Activities) began. 
In three world locations: San Diego (USA), Garching (Germany), and Naka (Japan), the conceptual 
design of the experiment began. Canada and Kazakhstan are involved in the project respectively by 
Euratom and the Russian federation. In the meantime, new records are struck. 
• December 1994, the TFTR (Tokamak Fusion Test Reactor) in Princeton (New Jersey), 
produces 16MW of Fusion Power. 
• 1995 the TFTR always manages to produce a 510 million degree K plasma 
• In 1997 the JT-60 (Japanese Tokamak) operating in Naka, improves the results obtained in 
thirty years of research by obtaining the best triple product conditions. 
• In December of the same year, JET beat another three records producing 22MJ of fusion 
energy, 16MW of power in a single impulse, obtaining a power equal to 65% of that spent. 
In Figure 1-32 the operating conditions reached over time are indicated for each machine. In 1998, six 
years after the beginning of the work of the ITER-EDA, the ITER council approves the final project of 
the experiment. Frightened by the cost, the United States decided to withdraw, and the San Diego site 
ends its activity. Despite this, the studies and research continue and in 2001 the new "ITER-FEAT" 
scheme was defined and approved: in addition to maintaining the majority of the previous program 
intact, measures aimed at containing costs were introduced. It is at this point that symbolically the 
25 
 
meaning of ITER as International Thermonuclear Experimental Reactor is associated with a deeper 
meaning, "the way". On January 10th 2003, China applied to enter the project. On January 30th 2003, 
the United States returned and six months later Korea asked to participate. ITER begins to take on an 
increasingly global character. In the same year the agreements for the search of the construction site 
begin. In February 2005, Euratom and Japan signed the Agreement for the Joint Implementation of the 
Broader Approach Activities in the Fusion Energy Research. An equal partnership between the 
European Union and Japan for coordinating the research to complement the ITER Project and to 
exploit the knowledge derived from ITER, with the aim to carry out new R&D and advanced 
technology development for the next-step device the DEMO machine. Engineering machine necessary 
for the study of the future fusion power plant. The agreed joint programme consists of three projects: 
the Engineering Validation and Engineering Design Activities for the International Fusion Materials 
Irradiation Facility (IFMIF/EVEDA), the International Fusion Energy Research Centre (IFERC), and 
the Satellite Tokamak Programme (STP)  JT-60SA Project. In June 2005, after many negotiations, the 
official site for the construction of ITER, Cadarache in the south of France was chosen (Figure 1-22). 
Where the "Joint Work Site" was inaugurated on December 15th 2005. At the same time India also 
joins the project becoming the seventh participating partner. On November 21st, 2006 at the Élysée in 
Paris, the official agreement for the construction of ITER was signed by the seven participants, the 
European Union, the United States of America, the Russian Federation, Japan, China, Korea and India. 
The French President Jacques Chirac, the President of the European Commission José Manuel Barroso 
and 400 invited guests including the top representatives of ITER and member states of the European 
Union will be present at the signing. 
 
Figure 1-21: Geographical position of the 
ITER project construction site in Cadarache 
in the south of France. 
 
Figure 1-22: site of construction of the ITER project in 
Cadarache in the south of France in September 2011 
 
In January 2007, the work began in Cadarache with the preparation of 90 hectares of land. And in 
October of the same year the ITER Organization is officially announced to follow all the phases of 
study, planning, and construction. In the map in Figure 1-21 the geographical position of the site for 
ITER is indicated. Figure 1-22 show how the construction site was presented in September 2011. 
Figure 1-23 the construction progress the 25th of July 2018 seven year after. While in Figure 1-24 a 
reconstruction of how the site will be presented at the end of the works. 
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Figure 1-23:   site of construction of the ITER project in Cadarache in the south of France 25 July 2018, ITER 
Organization/EJF Riche, https://www.iter.org/album/Media/4%20-%20Aerial 
 
 
Figure 1-24: digital reconstruction of the ITER site 
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1.5.2 Working progress of the ITER project 
From 2011 to 2018 the construction works continue, accompanied by design changes and numerous 
international agreements for the production of components and for transporting them. From Figure 
1-25 to Figure 1-30 are shown some milestone reach during the construction progress photos taken 
from ITER Organization website to which you refer to see the latest photos, constantly updated. 
 
Figure 1-25: February 2011, the excavation was 
completed for the construction of the antiseismic 
platform where to build the room of the Tokamak 
 
 
Figure 1-26: August 2011, the pouring for the 
foundations of the Tokamak building begins 
 
Figure 1-27: December 2011, the first building of 
the complex, the plant for the on-site construction 
of the poloidal coils, is completed. 
 
 
Figure 1-28: April 2012, completion of the 
antiseismic foundations of the Tokamak building 
 
 
Figure 1-29: September 2012, completion of the 
ITER headquarters, a building of 20,500 square 
meters. 
 
 
Figure 1-30: April-May 2015, state of construction 
of the Tokamak containment building 
 
 
In Figure 1-32 the ITER Tokamak scheme is presented, while in Table 1-6 the main experimental 
quantities are given. ITER will not use the power produced by fusion reactions to produce electricity, 
its task will be to study the physics of the reactor and collect the data for the project of the future 
experiment and machine, which is why a considerable number of diagnostic systems are included in 
the project. To provide the external power necessary for the reaction, three neutral beam injectors 
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(NBI) are installed, (2 active immediately + an additional one if necessary) capable of delivering a 
power of 16.5MW each, and two antennas for radiofrequency heating the ECRH (Electron Cyclotron 
Radiofrequency Heating) and the ICRH (Ion Cyclotron Radiofrequency Heating) both with the 
possibility of delivering a power of 20MW.  
 
Figure 1-31: Values of the triple product that characterizes the casting machines, values reached over the 
period from 1965 until today. 
 
 
Figure 1-32: ITER scheme, in the lower right corner a person is 
positioned to understand the dimensions of the structure. 
 
 
Table 1-6: ITER main parameters 
Total 
thermonuclear 
power 
500 MW 
External Power 
for plasma 
heating 
50MW 
Q (gain factor) >10 
Pulse time 400-3600 s 
Maximus torus 
radius (R) 
6.2 m 
Minimun torus 
radius (a) 
2 m 
Plasma current 15 MA 
Toroidal 
magnetic field 
intensity 
5.3 T 
Plasma volume 837 m2 
Plasma surface 678 m2 
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1.6 DEMO – the engineering machine for study the future commercial 
reactor 
The final aim of all fusion research, and in particular of the ITER experiment, it is to acquire the 
necessary knowledge for the construction of a commercial reactor. The first experiment more similar 
to a reactor prototype will be DEMO, acronym for Demonstrative Reactor. This prototype, which is 
presented by a possible scheme Figure 1-33, it will have to run steadily or in a pulse condition and 
generate an electrical power of at least 1GW to be competitive with the other energy sources, and in 
any case it will not reach the ignition condition. The thermal power to maintain the plasma under 
operating conditions will result from the confinement of the alpha particles and the additional power 
supplied from the outside. The expected gain factor for the reactor should be around Q = 30 or higher. 
 
Figure 1-33: scheme of a prototype of fusion power plant 
 
With the increase in power levels in DEMO, tests will be carried out on the life span of structural 
materials, and if necessary new substitute materials will be sought. In view of a continuous service, the 
procedures for the scheduled maintenance, and in particular the procedures for the robotized 
maintenance of the internal reactor chamber will also be tested. In ITER materials and devices will be 
tested for the first time, some of which will be an integral part of DEMO and will be added to the 
blanket and the electrical generation plant. In the blanket of DEMO, the special steel structure 
(Eurofer) surrounding the reaction chamber, they are present the ducts in which liquid lithium 
circulates with the task of absorbing high energy neutrons (80% energy thermonuclear produced) in 
escape from the plasma. The blanket in DEMO and in a future fusion power plant will perform two of 
the key functions for the fusion reactor: 
• By absorbing the high energy neutrons, it will be able to accumulate thermal energy to be 
yielded to the thermodynamic fluid for the next phase of electrical generation. 
• Absorbing neutrons will allow the lithium fertilization reactions to occur in the blanket with 
the production of new tritium to be used for the subsequent reaction. 
Alongside the blanket there will be a complex system for the separation of tritium from lithium, for its 
purification and for sending it to the reaction chamber. The electrical generation plant will be of a 
conventional type substantially similar to that of a nuclear fission power plant. As regards to the 
30 
 
blanket modules for the production of tritium starting from lithium, the best solutions will be adopted 
in DEMO. Once the fusion power plant has been built, this will require a constant and planned 
maintenance similar to that carried out for a fission power plant, materials activated due to the neutron 
flux will have to be stored on site for a period of 50-100 years, after that they may be stored in an 
alternative warehouse. However, given the minimum radioactivity, they will not require the 
construction of long-term geological repositories, as required for nuclear fission waste. The hazards to 
the safety of the operation of the plant will be linked to the radioactivity of tritium and to the normal 
mechanical or electrical problems that a common thermoelectric power plant can know. Furthermore, 
in case  of an accident, there is no problem of melting the core of the fission power plants, due to the 
very principle of operation of the fusion reactor, which does not have it. 
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2 FRESCO code 
The FRESCO code (Fusion REactor Simplified COst), is a code written in C++ language with the aim 
to model in a simplified way a D-T fusion power plant base on the tokamak model. In FRESCO the 
power plant is studied from a technical and an economical point of view. Furthermore, it allows the 
users to calculate reactor parameters i.e. geometrical and physical dimension of the power plant, 
electromagnetic parameters of the machine, net electricity production, auxiliary energy needed, the 
operative cycle phases (especially for the pulse configuration), and not the last the related capital cost 
and the cost of electricity. With the last update, FRESCO code can be coupled with a Genetic 
Algorithm for optimization analysis. An example is the study carried out for the SOFT2016, where the 
cost of an hypothetic fusion power plant is optimized in function of the operational time (in case of a 
pulsed fusion power plant). 
With FRESCO code it is possible to simulate steady-state and pulsed fusion reactor; it is also possible 
to change different component of the system an example is the tritium breeding blankets (HCPB or 
HCLL), and with a Monte Carlo routine, it is possible to perform a statistic analysis by varying 
parameters and the costs of the components of the system. 
The data for a simulation with FRESCO code like geometric parameters, building materials, and the 
cost of all the technical solution and components come from the ITER experiment data at first. Other 
aspects, such as the tritium production inside the breeding blanket and the thermal to electricity 
conversion plant, are obtained from the technical description of the two power plant models presented 
in the European Fusion Power Plant Conceptual Study (PPCS). For Model B and Model AB are taken 
the two breeding blanket proposals included in the FRESCO simulation. Some other useful 
information can be obtained from the simulation made with another fusion code, like PROCESS code. 
More than 2 thousands lines of the code can be divided in seven sections: the first one is the input data 
collection, followed by the calculation of the geometric parameter of the reactor, and the calculation of 
the electromagnetic parameter. The calculation of the thermal and electromagnetic flux and the 
operative time of the power plant are made in an unique section, in order to distinguish the two cases: 
one pulsed and one steady state model. The fifth section is demanded for the calculation of the cost of 
all the component of the reactor and the LCOE (Levelized Cost Of Electricity). Inside this part, there 
is the sixth section demand for the calculation of the electrical energy production. And finally, the last 
part for the output of the results. Input and output sections are strongly linked. In case of the 
optimization process with a Genetic Algorithm, in the last section it is created the resulted control file 
with the variables used in the genetic algorithm, in order to select the best simulation and generate the 
new input for the next generation. 
The levelized cost of electricity (LCOE) is one of the most important information about a power plant, 
because thanks to this, it is possible to compare different technologies or different solutions over their 
economic life. And in a context of a sensitivity analysis or an optimization analysis, the LCOE can be 
the control value (control function) for an optimization.  
In the next paragraphs, the sections here indicated are described, highlighting the new parts added in 
FRESCO code.  
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Compared to the previous version of the FRESCO code, one of the first improvements introduced has 
been  the reorganization of the input parameters.  This is a necessary operation, as some parameters 
were often doubled and defined in different areas of the program. These were then organized and 
collected in a single section of the program in order to be easily managed. The various input 
parameters will be presented during the explanation of the various sections of the FRESCO code.  
The value of the input data are obtained from ITER experiment data, from the PPCS European model 
and from other studies made with other codes, for example PROCESS code.  
2.1 Geometric parameter  
The first geometric parameter calculated in FRESCO code is the plasma minor radius ), obtained by 
the fusion power (V¨ , input datum) through an iterative process based on the equation 2.1. 
2.1     V¨ 
 © CD4 〈〉¬;R
 
­      
Fusion power, eq. 2.1, is function of the square of the fuel density function of the radial position (mix 
of deuterium and tritium) CD, the average of the reactivity 〈〉, the energy released by a single 
fusion reaction ¬ (for a deuterium-tritium reaction is 17.59Q<R equal to 2.81823 ∙ 10L @) all 
integrate over the plasma volume. 
Assuming equal deuterium and tritium density C 
 C the fuel density can be an input datum C®,. 
 C or is calculated with the equation 2.3. 
2.2     C ( CC 
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where the electron density C, atomic mass number of impurity Z, atomic mass number of element of 
the plasma ®®, and the helium fraction  (fixed to a 10% C ) are all input datum. In the calculation is 
assumed a parabolic dependence of density, temperature and current to the radius, with the equation 
2.4. 
2.4      bD 
 b ²1  D)³
´
 
b is the value of the X at the magnetic axis. Temperature and density value at the magnetic axis are 
derived from the respective average value 〈b〉 
2.5    b 
 〈b〉1 ( µd 
r is the radial coordinate of the concentric flux surface assuming the same elongation for each one 
(0<r<a).  The peaking factor of the equation µd are input data for density µ	 and temperature µ, for 
the current is a function of the peaking factor of the temperature µ¶ 
 3µ/2. 
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Considered the H-mode operation, the equation 2.4 for the density profile becomes the equation 2.5 
for 9 < ·0 	 and 2.6 for 9 > ·0 	, while the equation that describes the temperature profile is 
equation 2.9, in these equation is considered the data for pedestal and separatrix. With C0 and C¸ 
are indicated respectively the density for the pedestal and for the separatrix, with ]0 the temperature 
for the pedestal region.  ·0 	 and ·0  are the relative position for the pedestal region respect to 
the minor plasma radius ). C0 plasma density in the core region is calculated with the equation 
2.8 while ] is an input datum. 
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In FRESCO code it is also defined the density weighted volume averaged plasma temperature 〈]〉0È, 
with the equation 2.11. 
2.11     〈]〉0È 
 ] ¯ 1 ( µ	1 ( µ	 ( µ± 
Remember that we assumed electron and ion temperature equal ] 
 ]/ 
 ].  And µ	, µ are input 
parameters which describe the parabolic profile. 
Reactivity 〈〉 is calculated by the Bosch and Hale formulation [29] with the equation  
2.12     〈〉 
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the plasma volume is expressed with the equation: 
2.13     R 
 2ÌS¹®ÌDº  
2.14     ;R 
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where R is the major radius of the torus, A is the aspect ratio given in input ( 
 S/)),  k is a 
coefficient for the elongation of the section, and finally ® is a correction factor representing the rate 
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between the elliptic section and the section’s shape of the plasma. Replacing equation 2.14 in the 
fusion power equation 2.1, we can obtain this equation: 
2.15    V¨ 
 4Ì)®¬ © CD4 〈〉D;D  

  
Defining R0 the radial distance of the plasma centre from the major axis of the torus, Z0 the vertical 
distance to the mid-plane of the torus, it is possible to represent the coordinate of the plasma 
boundaries with the next two equation. Where É is the radial coordinate of a radial reference system 
place in the centre of the plasma poloidal section.  
2.16     ÍSÉ 
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Therefore a fair approximation of the plasma poloidal section area is given by the sum of rectangles 
with base equal to SÉ ( ;É  SÉ and height to É ( ÎÉ . With this assumption is possible to 
rewritten the equation 2.15 in the equation 2.17 
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The obtained formulation allows to integrate the equation with numerical methods, the only unknown 
variable is the minor radius ). The value of ) is calculated through an iteration process. With the value 
of the minus radius ), it is possible to calculate the major radius S from the aspect ratio , the poloidal 
section area S and the plasma volume V.  
The average wall loading (W) ratio between the fusion power and the internal blanket surface is 
evaluated with the equation 2.20. Where it is assumed that the first wall surface SÒÓÔÔ coincides with 
the external plasma surface (no scape of layer). With this approximation the average wall loading is 
overestimated. The plasma surface is calculated with the ARIES formulation 2.18 
2.18      È.. 
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¸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Where V.¸ is the plasma perimeter, S is the plasma shape factor (ratio of the plasma poloidal 
perimeter to the perimeter of a circular one with the same minor radius) calculated with the equation 
2.19 
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Remember that k is the elongation factor and Î the triangulation factor. 
2.20      
 0.8 ∙ V® È..  
In the equation 2.20,  “0.8 ∙ V®” is the energy released by the D-T reaction and associated to neutron 
particles. 
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2.1.1 Dimension of the component surrounding the plasma 
The second part of the geometrical parameter section is dedicated to the dimensioning of the 
component surrounding the plasma. As we can see in the Figure 2-1, which represents the inner 
section of the machine,  from the plasma wall we find: First wall, breeding blanket, high temperature 
shield (HTS), Low temperature shield (LTS), vacuum vessel (VV), Toroidal field coil and central 
solenoid coil(CS). Each one of these component has an appropriate thickness. 
 
Figure 2-1: simplified representation of the inboard radial build of the machine. The blanket thickness, dB, is the sum 
of first wall thickness, breading blanket and high temperature shield (HTS). While dD is the thickness of the vacuum 
vessel with the Low temperature shield (LTS) and dC the Toroidal field coil thickness. [27] 
 
The blanket thickness dB, that includes also the first wall and the high temperature shield, depends on 
the choice of the breeding blanket technology. In FRESCO two are the possible choices: the first one 
is the Helium Cooled lithium led (HCLL), the second one is the Helium Cooled Pebble Bed (HCPB). 
In function of the power density of the first wall W and the technology, the FRESCO code calculates 
the appropriate thickness.  
For the HCLL: 
2.21    ;¦ 
 AD<<;BC]ℎB5C<:: ( ²0.781 ∙ ¯ 1.84±³ 
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For the HCPB: 
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2.24    AD<<;BC]ℎB5C<:: 
 0.365 ∙ ¯*H>BKHB5)>BIC =)5>ID1.39 ± 
For a specific simulation, the ;¦ parameter can be also given as input datum. The vacuum vessel 
thickness ;n, that includes also the low temperature shield, is an input datum of the simulation.  
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Toroidal field coil thickness ; is calculated from the previous vacuum vessel thickness ;n and the 
value of the maximum magnetic field in the machine ¦ and the maximum current density 
acceptable for the conductors ×-	0 (for ITER experiment this value is set to 10 /). 
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The thickness of the central solenoid ;: is an input datum for the machine (set to 0.8m from the 
ITER design value).  
Here, in FRESCO, at the end of the geometric section there is the first control of the geometry: if the 
internal building radius leads to an internal radius of the central solenoid below zero, an error occurred 
and the input data must be checked, especially the data linked to the plasma radius.  
 2.31    SÚ/ 
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2.1.2 Toroidal Field Coil stress analysis 
The evaluation of the toroidal field coil stress analysis 〈¨Ú〉 can be carried out at the end of the 
geometric section with the equation 2.32, where SL and S, the distance of the inner and outer leg of 
the machine, are evaluated respectively with the equation 2.33 and 2.34, respecting the tokamak axis. 
The mechanical stress on toroidal field coil is used for the evaluation of the total number of cycles 
acceptable for a pulse power plant.  
2.32     〈¨Ú〉 
 14 〈×-	0〉¦dSL ln SSL  
2.33     SL 
 SÚÛ ( ;2 
 ¯S  )  ;¦  ;2 ±  
2.34     S 
 S ( ) ( ;¦ ( ;n ( ;2   
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2.2 Plasma electromagnetic parameter 
In this section the plasma electromagnetic parameter is totally defined: plasma inductance rX,  plasma 
resistivity ( so the plasma resistance S)  with the Spitzer formulation, the total plasma current and at 
the end of the section is evaluated the poloidal beta and compared with the Troyon limit. The plasma 
inductance rX is calculated by the sum of the internal r/ and external inductance r. The internal 
inductance is evaluated from the inductance per unit length H/ with equation 2.36 function of the 
current density profile. External inductance r, see equation 2.38 is a function of the geometric 
parameter of the plasma. 
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(The whole quantity is determined with the same formula used in the Process code.) The plasma 
resistivity ·X is obtained by the Spitzer formulation equation 2.39 where Λ is evaluated with the 
equation 2.40. 
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Assuming the plasma at a low temperature, like an ohmic conductor, the plasma resistance S is 
evaluated with equation 2.41 where  .¸ 
 ®Ì)   is the plasma cross section area, and ·XâãÚ 
the parallel resistivity. With the hypothesis that the variation of neoclassical resistivity enhancement 
factor âãÚ  along the minus radius doesn’t change, a constant value is taken and âãÚ 
 2.5. Average 
value given by Wesson. 
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From the MHD safety factor at the 95% of the flux surface `a given as input datum is now possible to 
compute the Plasma current with equation 2.42. derived from the Ampere’s law. 
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In the equation 2.42 we found the plasma shape factor function of the elongation coefficient k and 
triangularity coefficient  Î, the cylindrical equivalent safety factor -f. obtained from equation 2.43 
and function of the aspect ratio A. 
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The evaluation of the plasma current Ø enables the estimation of the poloidal beta with the equation 
2.44, and the possibility to compare these value with the Troyon limits here indicates as ä	. 
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2.2.1 Central solenoid parameter 
 
In the electromagnetic parameters section, it is also evaluated the parameter of the central solenoid of 
the machine.  The central solenoid inductance is evaluated from equation 2.46. 
2.46    rÚÛ 
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Where §is the number of turning an input datum ( with the reference  of ITER value, the number of 
turns is fixed to 264.1 turns/m, ITER CS data ℎ-¸ 
 12.45  with 3288 turns ), ℎ-¸is the height of the 
central solenoid  approximated as two times the value of the major radius (for ITER data ℎ-¸/S ≅ 2) ,  ÚÛ/internal central solenoid area,  0ÚÛ central solenoid annulus section. The current in the central 
solenoid is evaluated with the 2.47  where ¦ÚÛd 
 13 ]. Finally it is calculated the energy stored in 
the central solenoid inductance with equation 2.48. 
2.47    ØÚÛ 
 ¦ÚÛdℎÚÛ§Ù  
2.48    3ÚÛ 
 12 rÚÛØÚÛ   
  
39 
 
2.3 Operations phases for a fusion power plant 
The FRESCO code is conceived for economic assessments of simplified models of fusion power plant 
(FPP). FRESCO can consider two types of power plant operation scenarios: the pulse operation 
scenario, and the steady state operation scenarios. The selection between the two options is one of the 
input parameters. The approach used for modelling the operative cycle for a pulse power plant is 
described in Figure 2-2, where the operation cycle of the machine, ¢-f-., is split into two periods: the 
flat top phase ¢¨ where in the reactor it happened the fusion reaction and it is produced the thermal 
energy, and the dwell time ¢0È.., where the reactor is prepared for the next pulse. In the FRESCO 
model, it is assumed that the thermal energy generated by fusion reactions during the burn phase is 
partly converted into electricity and partly stored in a thermal energy storage (TES), operating with 
molten salt (60% NaNo3, 40% KNO3). The FPP lifetime VV./® is set at the maximum of 60 years 
with a maximum number of operative cycles equal to §Ú 
 210a cycles. The flat top phase ¢¨ is 
composed by the plasma heating time ¢° where it is reached the burning condition and the burning 
time ¢?,9	. While in the dwell time occurs the Ramp-up, where the plasma current rise from zero to 
the nominal level, Ramp-down, where the plasma current goes to zero at the end of the pulse, and the 
operation for preparing the machine, like the pump down process for restoring the initial level of 
pressure, and the recharge of the central solenoid. So dwell time (¢;æ<HH) extends from the end of the 
burn until the beginning of the next heating phase. Since the central solenoid is charged while the 
vacuum vessel is pumped down, the two phases can partially or fully overlap. Thus the dwell time can 
be evaluated as: 
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While flat top time is: 
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Using the same notation of the Figure 2-2 the operational phases can be expressed as: 
• ¢ ç 
 >L  > Ramp-up time, where the current rises from zero to the nominal plasma current 
• ¢° 
 >L  > Heating time, that is the time from the current flat top initiation to the burning 
time condition 
• ¢?,9	 
 >O  > Burning time, where it happened the fusion reaction and it is produced the 
thermal energy 
• ¢  
 >h  >O is the Ramp-down time, where the pulse is ended, generally set equal to the 
Ramp-up time, 
• ¢ÚÛ is the Charge time for the central solenoid, 
• ¢, is the time need for pump-down operation of the machine, 
The cycle time of operation has a maximum value that depends on the maximum number of cycle over 
the power plant lifetime and the availability factor, that is a function of the blanket and divertor 
lifetime. 
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Where C¸-ë9 is the number of second of one year, ¥ is the availability factor, and §-f-.ë9 the 
number of cycle accepted for one year of operation: 
2.52     §-f-.ë9 
 §ÚVV./® 
§Ú  is the total number of cycles accepted during the power plant lifetime VV./®. 
The availability factor is calculated in FRESCO with an iteration routine, starting from the information 
of the total power plant lifetime VV./®, the lifetime of the divertor and the blanket that specified the 
number of a month after that the component must be substituted, and the duration of the operation for 
the substitution for the divertor and for the blanket. The routine uses, if specified, a Monte Carlo 
Routine for  varying the life and substitution time. Then, it is simulated an hypothetic life of operation 
and it is evaluated the number of the substitution for each component, the month where the machine is 
stopped for maintenance and the correspond availability factor ¥. 
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Figure 2-2: Operative cycle of a fusion power plant [125] 
 
A different case is the steady state operation where the time for central solenoid recharge is set to one 
hour, only for the starting operation of the reactor. Because the sustaining of the plasma current in a 
steady state reactor is done with external heating and current drive systems. 
In the next paragraph, it will be described for each phase here presented, how in FRESCO code the 
time of each phase is calculated, if it is not set as input, and how the flux balance and the thermal 
energy balance are evaluated, from which it depends the duration of each phase. It is also presented 
the improvement added to FRESCO code the routine for the evaluation of the pump-down process.  
2.4 Central solenoid flux evaluation 
In FRESCO code for the central solenoid operation, it is assumed the double swing operation. The 
magnetic field inside the central solenoid is a complete reversal from (¦ÚÛ to ¦ÚÛ. The central 
solenoid flux ìÚ¸ is calculated with equation 2.54. 
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To the central solenoid flux it is then added the contribution of the vertical field ì­¨: 
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The flux produced by the central solenoid and the vertical field ìÚ¸îïî is used in the ramp up phase for 
the rise of the current from zero to the nominal level ì ç. The remaining one ì"ð/.?.  can be used 
for sustaining the plasma current in the flat top phase. The calculation of these value are shown in 
chapter 2.6. 
2.5 Ramp-Up phase – the rise of the plasma current 
In the Ramp-up phase, the central solenoid operates as a primary of an hypothetic transformer and it 
induces in the gas fuel inside of the torus vessel, secondary of the hypothetic transformer, a current 
named the plasma current BX>. At the beginning of the Ramp-up time > the current is BX> 
 0, 
than it rises until it is reached the nominal value BX>L 
 ØX at the time >L. The Ramp-up time is 
defined as:  
2.58     ¢ ç 
 >L  > 
The flux required for the Ramp-up rise of the current is calculated with the equation 2.59 and it is a 
function of the plasma inductance rX, the plasma resistance SX1]>2 function of the plasma 
temperature, and the variation of plasma current B> function of time. The plasma temperature ]> 
is expressed in 1<R2 and it varies from 0 at >  to ]  at >L. ] is the final temperature at the end 
of the Ramp-up phase result of the ohmic heating. The plasma can be seen as a conductor with a 
resistance SX1]>2 crossed by the current B>, the resistivity of the plasma conductor is a function 
of the temperature and it decreases with it, as described by the Spitzer resistivity formulation 2.39. 
Acting as a conductor, the plasma can be heated by ohimc heating; however, since the resistivity 
decreases with the temperature, it can be heated only for few keV. In FRESCO ] , not knowing a 
priori, it is calculated with an iterative process based on power balance equation 2.61.  
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As presented in equation 2.59, the Ramp-up flux is the sum of two integrals: the first one depends on 
the plasma inductance and the plasma current variation; the second one is a function of the resistance 
of the plasma. “Ejima formulation” gives an approximation of the second integral, the minimal 
resistive flux consumption [30]. 
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ÙSØX 
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Where !¶/ is the Ejima coefficient set to 0.3-0.45. FRESCO code uses the “Ejima formulation” for 
the evaluation and control of the Ramp-up time. With the new improvement, the Ramp-up time can be 
set as input parameter or can be calculated with the iteration routine. If Ramp-up time is set as input, 
the resistive contribution to the Ramp-up flux is evaluated directly with the integral, and the result is 
compared with the value given by “Ejima formulation”. If the integral value is less than the reference, 
the routine returns a specific error code. Otherwise, when the Ramp-up time is not set as input with an 
iterative process, the value of the Ramp-up time is increased until the resistive flux equals the 
minimum flux consumption obtained by the “Ejima formulation”. In the solution of equation 2.60 it is 
assumed a linearity dependence between the plasma temperature and the plasma current. 
Also the ohmic temperature ] is calculated in FRESCO code with an iterative process operating 
simultaneously with the routine for ¢ ç. Starting with a first attempt value for ] 
 1 <R, the 
routine increases the temperature until the power balance for the ramp up phase is satisfied. Equation 
2.61 shows the plasma thermal power balance which must be verified for all the phase of the reactor, 
and equation 2.62 shows the extended version. The time derivative of the plasma energy  on the left 
side must be equal to the sum of the power losses V.¸¸¸ and the heating power V/	ó. In FRESCO 
the power losses are calculated as the sum of conductive losses V-	0 and radiative losses V90. The 
radiative losses include the Bremsstralung losses V?9 and the synchrotron losses V¸ f	-. While the 
heating power V/	ó is the sum of the ohmic power Vô/-, the alpha power V generated from the 
fusion reaction, and the external auxiliary power V,d. The auxiliary heating power V,d is assumed to 
be provided only by RF system for the Ramp-up time, and by RF systems and NBI systems for the flat 
top phase.  
2.61     ;;> 
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For the evaluation of the ohmic temperature ], it is assumed that the auxiliary heating V,d 
provided by RF system in the Ramp-up is equal to the minimum power needed to reach the H-mode 
condition, the threshold power V9¸.0. With the equation 2.64, the lower bound for the threshold 
power and with the equation 2.63 the upper bound are estimated. Where with C  is indicated, the 
plasma density at the end of the ramp up equal to 0.4Cõö, Cõö is the greenwald density. The first 
value for the V,d power is set as the average value of the two threshold limit equation 2.65. 
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.0 
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For each value of ] in the iteration, the resistivity of the plasma 2.66 and the corresponding ohmic 
power are calculated, equation 2.68 where  is a coefficient that is considered the profile for 
temperature and density. 
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The alpha power is calculated with an iterative process similar to the one use for the evaluation of the 
minus radius ). The equation for the fusion power (2.17) is specified for the alpha power. Where ¬ 
 3.52Q<R is the energy released by the alpha particles in a D-T fusion reaction. (Remember that 1 <R 
 1.6022 ∙ 10L` @) 
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The losses by radiation is evaluated as Bremsstrahlung losses with the equation 2.74, while the 
conduction losses are evaluated with the equation 2.76, where the plasma energy  is calculated with 
equation 2.77, and the confinement time is estimated with the formulation 2.78  
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At the end they are calculated the total power produced in the Ramp-up phase V90  ç, the total 
losses V.¸¸  ç and the plasma power V.¸  ç at the end of the Ramp-up.  
2.79     V90  ç 
 V  ç ( V  ç  
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With that information, it is evaluated the parameter that controls the iteration process: 
2.82     /9/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The iteration process ends when /9/	 becomes near one, in the interval of 10.9  1.12.  At the 
end of the iteration, it is evaluated the 9/¸ parameter that indicates the velocity for the rising for the 
current 
2.83     9/¸ 
 ØX¢ ç 
If the value of 9/¸ is greater than the limit fixed and the auxiliary power is less than the upper limit 
for the threshold power, the initial value for the auxiliary power is increased and the iteration process 
is restarted with a new initial value. 
2.6 Available flux and flat top period 
Once it is calculate the Ramp-up time with the equation 2.59, it is evaluated the total flux required in 
the Ramp-up ì ç, and from the knowledge of the flux produced by the central solenoid ìÚÛ, it is 
calculated the available flux at the end of the Ramp-up ì"ð/. equation 2.84. Where with ìÚ_ ç it is 
indicated the possible flux generated by a current drive system in the Ramp-up phase, in the main case 
this quantity is equal to zero ìÚ_ ç 
 0.  
2.84     ì"ð/. 
  ìÚÛ ( ìÚ_ ç   ì ç 
If the available flux ì"ð/. is negative, the code gives an error because the central solenoid flux is not 
able to sustain the Ramp-up phase, otherwise ì"ð/. > 0 FRESCO code distinguishes between the two 
possible types of operation, steady-state and pulse operation.  
For the steady-state operation, the central solenoid has to be sized only for the production of the flux 
required for the current Ramp-up, an available flux greater than zero indicating that the central 
solenoid has been oversized. For this condition, the current contribution is calculated from the current 
drive system as a difference between the plasma current and the bootstrap current, given in input as a 
percentage of the plasma current. 
2.85     ØÚ 
 ØX  ØåÛ 
For the pulsed operation, if the flat top time ¢¨ is set as input, the routine evaluates the required flux 
for sustaining the current ì !ú.  
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2.86      ì !ú 
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And comparing the required flux ì !ú with the available one ì"ð/.  , it distinguishes two possible 
pulse operations: 
• ì !ú < ì"ð/. we are in an inductive pulse operation mode, the available flux can sustain the 
plasma current for all the flat top period, the machine doesn’t need an external current from 
current drive systems ØÚ 
 0 , the inductive current is Ø/ 
 ØX  ØåÛ. 
• ì !ú > ì"ð/. we are in an hybrid pulse operation mode, the plasma current can be sustained 
partially with the available flux, but an external current drive system is needed for sustaining 
the current for all the flat top period. The available flux can sustain the current only for a time ¢ð/. . 
2.87    Ø/ 
 ì"ð/.SX¢¨10M 
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If the flat top time ¢¨ has a negative value , i.e. it is not set as input, the routine calculates the flat top 
time with the assumption of an inductive mode operation. The current drive is set to zero ØÚ 
 0 and 
the inductive one is Ø/ 
 ØX  ØåÛ. Only the available flux is used for sustaining the current in the flat 
top operation so ¢¨ 
 ¢ð/.. 
2.90    ¢ð/. 
 ¢¨ 
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2.7 Heating phase 
The first phase that composes the flat top is the heating phase, where the plasma is heated and brought 
to the burning condition. In FRESCO the duration of the heating phase can be set as input or can be 
calculated from the thermal energy balance equation.  
Known from the input file or from previously calculation, the principal parameters required for the 
fusion power plant operation i.e. the plasma temperature, the plasma temperature weighted over the 
density 〈]0È〉, the density of the plasma, the efficiency ø and the plug efficiency £.,ó of the current 
drive system, are possible to calculate for the heating phase the ohmic power with equation 2.91  and 
the alpha power with the same approach use for the Ramp-up phase, see chapter 2.5.  
2.91    V 
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The auxiliary power V,d is set equal to the power coupled by the heating and the current drive 
systems V-,°Ú. 
2.92    V,d 
 V-,°Ú 
 V-,° ( V-,Ú 
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Initially the heating power is set to zero V-,° 
 0 so the auxiliary power is equal to the power 
coupled by the current drive systems V,d 
 V-,°Ú 
 V-,Ú calculated with the equation 2.94. 
But for the inductive operation where V-,Ú 
 0, the heating power will be set to V-,° 
 50 Q 
considered the minimum heating power needed for a fusion power plant during the heating phase.  
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The power produced in the heating phase is then equal to: 
2.96     V90 ° 
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 ( V ( V-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Remember that for this calculation, the auxiliary power is equal to the heating and the current drive 
power.  
2.97    V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For evaluating the total power losses, it is calculated the Bremsstrahlung losses with the equation 2.74, 
the synchrotron losses with Trubnikov formulation 2.98 where û is function of the reflectivity. 
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And the conduction losses  V-	0 (2.100) are obtained from the plasma energy .¸  equation 2.99 
calculated for the temperature weighted over the density at the beginning of the burning phase equal to 
the temperature desired for the D-T fusion condition. 
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If the heating time is not set as input ¢° < 0 the program calculates the value with the equation 
2.103 
2.103    ¢° 
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  çºV-,°Ú  
Otherwise ¢° > 0 the auxiliary power will be updated with equation 2.104 
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The new value for the auxiliary power is then compared to the power coupled with the current drive 
systems and if V,d < V-,Ú it is generated an error, else  V,d > V-,Ú the routine corrects the 
power coupled by heating systems V-,° 
 V,d  V-,Ú and updates the value of the power 
produced V90, the confinement time ¢, the power loss by conduction V-	0 and the total power loss V.¸¸¸. 
2.8 Burning phase 
For the burning phase, it is assumed that the confinement time is equal to the value calculated for the 
heating phase ¢ å,9	 
 ¢°. The power production is the sum of ohmic heating power V  and 
alpha power V , the same value calculated for the heating phase, and the power coupled from current 
drive systems, assuming that the heating systems are turned off at the beginning of the burning phase. 
2.105    V90 å,9	 
 V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While the power losses are the same calculated for the heating phase, for the burning phase it is 
calculated the net plasma heating power for the reactor V/	 as difference between the power production 
and the losses. 
2.106    V/	 
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Finally, it is evaluated the real auxiliary power installed with the plug efficiency: 
• For ØÚ > 0 hybrid mode operation Xüïý½%þ½ý  
• For ØÚ < 0 inductive mode operation Xüïý½%½ý  
The Q factor are evaluated both with the Helios formulation and the Process formulation as 
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And it is calculated the H factor as the ratio of confinement time ¢ å,9	 and the value of ¢íXå`f, 
calculated with the equation 2.109 
2.109     ¢íXå`f, 
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Where Q 1)*2  is the atomic mass of the ions (2.5 amu), ø is the inverse of the aspect ratio A, ØX 1Q2 the plasma current, ¦  1]2 the toroidal magnetic field, C 1O2 the electron density.The time 
duration for the burning time ¢?,9	 is evaluated as the difference between the flat top duration ¢¨ and 
the duration of the heating time ¢°. 
2.110     ¢å,9	 
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2.9 Time for the vacuum vessel pump-down 
The time for the vacuum vessel (VV) pump-down process ¢K*K extends from the end of the current 
pulse (t4) until the beginning of the Ramp-up (t0). In Figure 2-2 ¢K*K = t4 –t0. One of the 
improvements done in FRESCO code, and not presented in the first version of the code, is the new 
module for the evaluation of the pump-down time. In the pump-down phase the pressure and the 
vacuum condition of the vacuum vessel are restored to the pre-impulse condition. K> 
 5 ∙10h 1V)2. The pump-down model integrates numerically the equation 2.111 increasing t4 for a fixed 
value of >0 until the two terms of the equation 2.111 are equal with a tolerance of >IHH 
 10 . 
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where R 1O2 is the volume of the vessel, K> 1V)2 is the pressure required at >,   1¸ 2  is the 
pumping speed, ) 
 Û­,  L^  
  9 V) 3/: is the outgassing rate of the vacuum vessel wall and C 
  0.73 is the decay index. Equation 2.111 is obtained integrating in the time variable the pump-
down differential equation (2.112). 
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2.10 Cycle time, ramp-down, and central solenoid charge time 
Given as input or calculated in the appropriate routine, the Ramp-up time ¢ ç, the flat top time ¢¨, 
the heating time ¢° and, with the new modules, the time for pump-down process ¢XçéX. The last two 
periods are immediately evaluated: the time for the ram-down phase ¢  is set equal to the ramp-up 
process, the time for the central solenoid charging ¢ÚÛ is set to one hour for the steady state operation 
or, for the pulse operation, it is set equal to the pump-down time. Both the time for the ramp-up and 
the time for charging the central solenoid can be set as input value. Fixed the time for the central 
solenoid charge, it is calculated the grid power necessary for the charge process: 
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At the end it is evaluated the dwell time ¢0È.. ant the cycle time ¢Úf-. for the pulse operation 
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The two phases for pumping down the vacuum chamber and for charging the solenoid are independent 
of each other so they can be partially or fully overlapped, then the dwell time is set equal to the 
maximum time between the two process. From ¢Úf-. and the effective life for the power plant, it is 
evaluated the total number for the cycle for the pulse operation in the lifetime 
2.117     §-f-.ô9/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If the number of cycle in the lifetime exceeds the maximum allowable number of cycle, FRESCO will 
generate an appropriate error code. 
2.118     §-f-.ô9/	 < §-f-.é"ê 
The amplitude for the stress on the structure is evaluated with the formulation: 
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Where: 
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2.11 Electricity production for a Fusion Power Plant 
Knowing the fusion Power V® as input value for the simulation and evaluating the auxiliary power for 
the heating and the current drive systems V-,°Ú, the next step in the FRESCO routine is the 
evaluation, both for the steady state and the pulse operation, of the total thermal energy produced in 
the reactor and the gross and net electrical power production for the fusion power plant. Alpha power 
and the Neutron power are calculated respectively with the equations 2.123 and 2.124, thermal power 
with equation 2.125 where it is assumed a multiplication factor for the neutron power due to the effect 
of the breeding blanket. 
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Considering all the systems and the losses, it is also possible to evaluate the total thermal power for a 
steady state power plant with equation 2.126, where the coefficients are taken from  the paper written 
by LI-PUMA, A., et al. (see reference [54]) 
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For a pulse power plant due to the pulse generation, it is assumed that the power plant is equipped with 
a molten salt storage system, similar to the one used for the concentrating solar power technologies. 
Part of the thermal energy generated in the burning time is stored and used during the dwell and 
heating time for obtaining a continuous generation of energy. Assuming that the round trip efficiency 
for the thermal storage is £!Û 
 80%, the equivalent total thermal power can be calculated with the 
equation 2.127. 
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And it is possible to evaluate energy and power in input and output to the thermal storage system 
(TES): 
2.128     V!Ûíã 
 ÂV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The gross electric power for a steady state power plant is: 
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¸¸ 
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 And for the pulsed power plant is: 
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Where with £9		/	 is indicated the efficiency of generation process based on a Rankine cycle. The 
auxiliary power for the pumping system is evaluated with equation 2.134 where =,% 
 21.36% is 
the fraction of the gross electric power used to energize the pumping systems, same approach used for 
the evaluation of the power for the cryogenic systems evaluated with equation 2.135 where =-9f% 
0.07% of the gross electric power. The value for =,% and =-f% are taken from [54]. 
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The net electric power generated by the fusion power plant is: 
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The recirculation fraction is: 
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The total efficiency and the energy generated in one year expressed in kilowatt-hour are evaluated 
respectively with equations: 
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2.12  Economic assessment 
The cost of electricity of the fusion power plant has been calculated in FRESCO with the levelized 
cost of electricity (LCOE) specified for carbon free technologies as shown in the equation 2.140. 
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where t is the year in which the sale of production takes place, PPlife is the power plant economical 
lifetime, I is the power plant investment cost, O&M  the operation and maintenance costs, F the fuel 
cost, D the cost of decommissioning, E is the amount of electricity produced, all evaluated in year t. 
Finally 1 ( r is the discount factor and r the real discount rate for year t (inflation is neglected). 
The investment cost I is the sum of the overnight cost plus the interest during constructions Øn 
function of the lead time and the debt-equity ratio.  
2.141     Øn¨ !ÛÚô 
 16.5% I= >ℎ< I<DCBℎ> 5I:> 
For the evaluation of each term of the equation 2.140 in FRESCO it is used a scaling cost approach. 
Starting from the cost of ITER components and the cost of the material, the costs of the power plant 
are calculated scaling it with appropriate geometrical scaling factors: Q linear scaling, Q surface 
scaling, QO volume scaling, with specific coefficient function of the components and with a learning 
factor indicate as ¥Q set as input. 
2.142     Q 
 S-/	Sí!  
2.143     Sí! 
 6.2 12 
The cost for the materials (i.e. eurofer, deuterium, tungsten,…) are set as input and are actualized 
using the actualization factor calculated from the actualization rate rÓÓÔ respect to the reference year yk ,equation 2.144. 
2.144     fÓ 
 Â1 ( rÓÓÔ100 Ã
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2.145     CostÓkÓÔ_ !" 
 CostÓkÓÔ_#$! ∙ fÓ 
For a deep description of the evaluation of all the cost of the components referred to the specific paper 
[27], here in the table they are summarized the cost of all the ITER component referred to the year 
2000 taken from [27], and for each cost in the third column they are indicated the coefficient use in the 
FRESCO code scaling process. With all the costs of the component, it is possible to evaluate the direct 
cost as the sum of costs of all the components, plus the assembling costs, the power supply, waste 
storage, and building costs. The indirect costs are evaluated in function of the direct one using the 
same approach of Process code. The overnight cost is the sum of direct and indirect cost. Investment 
cost is then equal to the overnight cost plus the interest on capitals. The fuel cost is evaluated from the 
years of operation, and it is the sum of the deuterium and the cost of the breeding blanket material. 
The operation and the maintenance cost is evaluated as the cost of personnel (30.36M€cu/y) plus the 
administration costs (7.46) and the replacement costs of divertor and blanket modules. The 
decommissioning cost are set as input and derived from the fission power plant experience. 
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Table 2-1: Cost of the component of the machine and scaling coefficient  [27] 
Component of the machine ITER cost [M€]  Scaling coefficient 
Magnetic systems   
   Toroidal fields coils windings 149.6 QO 
   Poloidal field coil & correction coils 63.6 QO 
   Magnetic structure 215.3 QO ∙ í! é"ê 
   Central solenoid coil 39.8 ìÚÛìÚÛ í! ∙ ¦ÚÛ¦ÚÛ í!  
   Conductor 454  Ú Ú í!  
Vacuum vessel   
   Main Vessel 198.2 QO 
   Port assembler 95.9  
Divertor 97.2 Q 
H&CD   
   Neutral Beam Injector 122.8 ¯I:>ãåíVãåí ±í!  
   Radio Frequency heating systems 99.1 ¯I:> ¨V ¨ ±í!  
Vacuum pumping & fuelling systems   
   Vacuum pumping 32.4 QO 
   Fuelling systems 11.4  
Cryostat and cryodistribution   
   Cryostat 96.9 QO 
   Cryodistribution 113.7 QO 
Tritium plant 46.8 QO 
Diagnostics 150.9 0.5 
Remote handling 78.1  
Machine assembly   
   Assembly operation 64.3 Q 
   Assembling tooling 54.2  
Power supply  Q 
Buildings 486.4  
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2.13 Output section 
The output section collects all the instruction for the correct presentation of the result. Here it is 
presented an example of the output file obtained by a FRESCO code simulation. The FPP simulate is 
the DEMO1 study with PROCESS code in April 2015, an example of a pulsed  fusion reactor. At the 
beginning of the file it is written the origin of the data, the mode and the blanket use for the simulation 
and it is given the COE of that power plant. Then grouped by typology, they are provided all the 
parameters that characterize the simulated reactor, both the input and the output parameters. Each 
parameter is accompanied with the name and the corresponding measurement unit in the international 
system. 
DEMO1 April 2015 2016-07-11  15:02:26 
 
Mode: PULSED (burn time: 2 [h]) 
Blanket: HCPB  
COE (Euro 2000): 63.426 [ceuro/kWh]    *** check:63.426 *** 
 
***RADIAL BUILD*** 
 
      2.87  [m]   minor radius (a) 
     8.897  [m]   major radius (R) 
       3.1        aspect ratio (A) 
     39.59  [m2]   poloidal section area 
     25.43  [m]   poloidal section perimeter 
    2213.2  [m3]   plasma volume 
    1421.6  [m2]   FW surface 
    1.1452  [MW/m2] wall loading 
 
     1.683  [m]   inner radius 
       0.8  [m]   CS thickness (input) 
     2.483  [m]   outer radius 
   0.64795  [m]   TFC thickness 
       0.5  [m]   VV thickness (input) 
      1.08  [m]   BLK thickness 
 
 
***ELECTROMEGNETIC PARAMETER*** 
 
2.0512e-005  [H]   plasma inductance (Lp) 
6.4592e-006  [H]   plasma internal inductance (Li) 
    1.1555  [H]   plasma internal normalized inductance (li) 
    15.627        ln Lambda 
5.7373e-009  [ohm]   plasma resistance (Rp) 
    20.779  [MA]   plasma current (Itot) 
     7.231  [MA]   bootstrap current (Ibs) 
 
    119.21  [mV]   loop voltage (loop) 
5.2484e-021  [1/m3]   Greenwald density (nGW) 
     1.521        n/nG 
    1.3109  [%]   beta thermal 
    1.2791  [%]   beta total 
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     12.32  [T]   max toroidal magnetic field (input) (Btm) 
      5.66  [T]   toroidal field on axis (Bt0) 
 
 6.99e+019  [1/m3]   fuel density 
     2.584        Zeff 
 
 
***CENTRAL SOLENOID*** 
 
     1.683  [m]   inner radius (RcsInt) 
     2.483  [m]   outer radius (RcsExt) 
       0.8  [m]   thickness (input) 
    8.8985  [m2]   bore (ScsInt) 
     10.47  [m2]   corona circolare (Scorona) 
 
    17.866  [m]   height (h) 
    3943.7  [#]   number of turns (Nspire) 
    46.865  [kA]   CS conductor current (Ics) 
    184.82  [MAT]   total CS current 
    15.462  [H]   CS inductance (Lcs) 
    16.979  [GJ]   CS stored energy (Lcs) 
 
 
***Vs considerations(Mode HYBRID)*** 
 
    358.76  [Vs]   Vs generated by CS  
     150.6  [Vs]   Vs generated by Vertical field (VsVF) 
    509.36  [Vs]   Vs available (VsCs+VsVF) 
 
    495.92  [Vs]   required during ramp up (VsRampUp) 
    69.701  [Vs]   resistive (14.055%), (minimum: 69.694Vs) 
    426.22  [Vs]   inductive (85.945%) 
 
    495.92  [Vs]   from CS and VF 
         0  [Vs]   from CD systems (VsContrib) 
 
    559.63  [Vs]   Vs required for fully inductive operation (VsReq) 
    13.441  [Vs]   Vs available during flat top (VsDisp) 
    172.92  [sec]   time for fully inductive operation 
    546.19  [Vs]   Vs missing 
 
   0.32538  [Ma]   inductive current 
    13.222  [MA]   non inductive current required (Icd) 
    63.634  [%]   Icd/Itot 
 
 
***RAMP UP PHASE*** 
 
   0.72874  [MWt]   ohmic power (PohmRampUp) 
    15.378  [MWt]   alpha power (AlfaPowerRampUp) 
    182.57  [MW]t   auxiliary heating power from RF (RFstartH = Pthresh) 
    198.68  [MWt]   total power production (PprodottaRampUp+RFstartH) 
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    37.428  [MWt]   Total radiation power losses (PradRampUp) 
    157.49  [MWt]   Transport loss power (PcondRampUp) 
    194.92  [MWt]   power loss (PpersaRampUp) 
    3.6442  [MWt]   plasma power (WplasmaRampUp/tRaise) 
    198.56  [MWt]   power losses + plasma power 
(PpersaRampUp+WplasmaRampUp/tRaise) 
 
    182.16  [MWt]   upper limit H-mode threshold power (Pthresh_up) 
    112.98  [MWt]   lower limit H-mode threshold power (Pthresh_low) 
    147.57  [MWt]   H-mode threshold power (Pthresh) 
 
      41.7  [sec]   current raise time (tRaise) 
   0.49829  [MA/sec]rate of current raise (vRaise) 
       1.4  [keV]   plasma temperature at the end of ramp up (Tohm) 
7.1847e+019  [1/m3]   density @end of ramp up (nRamp) 
   0.96491  [sec]   L-mode confinement time (tauIPBLmode) 
 
 
***HEATING PHASE*** 
 
    198.68  [MWt]   power production at the end of Ramp Up 
(PprodottaRampUp+RFstartH) 
    194.92  [MWt]   power loss at the end of Ramp Up (PpersaRampUp) 
 
    628.56  [MWt]   power production at the end of Heating (Pprodotta) 
    628.56  [MWt]   power loss at the end of Heating (Ppersa) 
 
    10.842  [sec]   heating phase (tHeat) 
 
 
***BURN PHASE*** 
 
   0.11293  [MWt]   ohmic power (Pohm) 
    408.07  [MWt]   alpha power (AlfaPower) 
    220.37  [MWt]   auxiliary heating power (PcoupHCD) 
    628.56  [MWt]   total power production (Pprodotta) 
 
    108.74  [MWt]   Bremsstrahlung radiation power losses (Pbrem) 
    13.918  [MWt]   Synchrotron radiation power losses (Psyncr) 
    122.66  [MWt]   Total radiation power losses (Prad) 
     505.9  [MWt]   Transport loss power (Pcond = Wplasma/tauE) 
    628.56  [MWt]   total power losses (Ppersa) 
 
    220.37  [MWt]   auxiliary power for CD (PcoupCD) 
         0  [MWt]   auxiliary power for heating only (PcoupH) 
    367.28  [MW]   total auxiliary power installed for H&CD (Paus) 
 
     505.9  [MWt]   net heating power (Pin) 
    2.4935  [sec]   confinement time (tauIPB98y2) 
    2.6619  [sec]   confinement time (TAU_E) 
    1.0675  [sec]   H factor (TAU_E/tauIPB98y2) 
 
    9.2296         Q factor (Helios approach) 
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    9.2344         Q factor (PROCESS approach) 
 
 
***OPERATIVE CYCLE*** 
 
    7828.5  [sec]   Cycle (2.1746 [h]) 
      41.7  [sec]   Ramp up time 
    10.842  [sec]   Heating time 
    7189.2  [sec]   Burn time 
      7200  [sec]   Flat top 
      27.8  [sec]   Plasma ramp down time 
 
    558.96  [sec]   CS recharge 
    558.96  [sec]   Time for pumping 
    628.46  [sec]   Dwell time 
 
    3276.4  [#]     Cycles/annum 
1.9659e+005  [#]     Cycles/lifetime 
    2e+005  [#]     Cycles to failure 
 
    30.377  [MW]    Power from electric grid for CS recharge 
 
 
***AVAILABILITY*** 
 
       720  [months] power plant life (mesiVita) 
     585.2  [months] operative months (mesiEffFunz) 
     134.8  [months] power plant stop (mesiComplFerma) 
 
       3.2  [years] DV life  
    4.4799  [years] BLK life  
       4.3  [months] time for DV replacement 
      7.89  [months] time for BLK replacement 
        15  [#]   number of DV substitutions (numSostDV) 
        10  [#]   number of BLK substitutions (numSostBLK) 
         2  [#]   number of simultaneous substitutions (numSostContemp) 
        27  [#]   number of stops (numFermate) 
 
    81.278  [%]   availability factor  
 
Tensione di progetto a temperatura criogenica [MPa] = 409.65 
Tensione media calcolata sulle TFC [MPa] =                205.31 
 
 
 
***PLANT POWER BALANCE*** 
 
       407  [MWt]   Alpha power  
      1921  [MWt]   Neutron power in blanket  
    220.37  [MWt]   Heating power coupled to plasma  
 
    2647.7  [MWt]   Total thermal power 
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    264.87  [MWt]   Input power to TES 
    2382.9  [MWt]   Total thermal power equivalent 
        44  [%]   Thermal to electric efficiency 
    1048.5  [MW]   Gross electric power 
 
    223.95  [MW]   Pumping power 
   0.42615  [MW]   H&CD efficiency (gammaCD) 
       0.6  [MW]   H&CD plug effciency (plug_eff) 
    367.29  [MW]   H&CD power (Icd/etaCD) 
    7.3392  [MW]   Auxiliary and cryogenic power 
    598.58  [MW]   Recirculating power 
    449.88  [MW]   Net electric power 
 
    57.091  [%]   recirculating fraction (pumping incluso) 
    22.107  [%]   total efficiency 
 
 
 
***BLANKET VOLUMES AND COSTS*** 
 
    32.029  [m3]   FW volume 
    717.92  [m3]   volBlkBreed 
    31.849  [m3]   volBlkBackWall 
    297.76  [m3]   volHTS 
    33.937  [m3]   gap 
    438.89  [m3]   volLTS 
    370.68  [m3]   volManifold 
 
    591.26  [m3]   volEurofer 
     496.8  [m3]   volBe 
    110.56  [m3]   volLiSiO4 
       158  [m3]   volZrH 
 
     507.3  [Meuro]   costoTotEurofer 
    551.45  [Meuro]   costoTotBe 
    16.717  [Meuro]   costoTotLiSiO4 
    69.141  [Meuro]   costoTotZrH 
 
    1144.6  [Meuro]   TOT blanket cost (with learning factor) 
 
 
***POWER PLANT COSTS*** 
 
    442.19  [Meuro]   toroidal field coils 
    187.84  [Meuro]   poloidal field coils 
    54.889  [Meuro]   central solenoid 
    684.92  [Meuro]   TOT coils 
     400.6  [Meuro]   magnetic structure 
    565.81  [Meuro]   superconductors 
    1651.3  [Meuro]   TOT magnets 
    681.74  [Meuro]   vacuum vessel 
    1144.6  [Meuro]   blanket 
    139.49  [Meuro]   divertor 
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      1141  [Meuro]   H&CD (heating and current drive) 
    75.461  [Meuro]   diagnostics 
    520.62  [Meuro]   cryostat 
    112.25  [Meuro]   fuel pumping 
    138.33  [Meuro]   tritium recirculating system 
    78.147  [Meuro]   remote handling 
    96.222  [Meuro]   TFC power supply 
     38.48  [Meuro]   PFC power supply 
    118.76  [Meuro]   electric generation systems (turbines) 
    394.05  [Meuro]   Electric systems 
         0  [Meuro]   Inductive storage system  
    528.76  [Meuro]   TOT electric systems 
    18.513  [Meuro]   termal energy storage 
    57.287  [Meuro]   waste storage 
    146.55  [Meuro]   assembly 
    729.61  [Meuro]   civil 
    7282.4  [Meuro]   Total direct costs 
 
    1694.9  [Meuro]   Contingency 
    1409.1  [Meuro]   Owners costs 
      3104  [Meuro]   Indirect costs 
 
     10386  [Meuro]   Overnight cost 
    5103.9  [euro/kWt]   per unit of fusion power 
     23087  [euro/kW]   per unit of electric power 
 
    69.909  [%]    IDC 
 
     17647  [Meuro]   Investment cost (IDC included) 
     8.672  [euro/kWt]   per unit of fusion power 
    39.227  [euro/kW]   per unit of electric power 
 
    562.61  [euro/kWa]   O&M costs 
     13538  [Meuro]   BLK and DV replacement costs 
 
    63.426  [ceuro/kWh]   Cost of electricity in Euro 2000 
    524.39  [$/MWh]   Cost of electricity in dollars 1990 
     87.55  [%]    investment 
     1.344  [%]     operation and maintenance 
    0.1442  [%]     fuel 
    10.962  [%]     BLK and DV replacements 
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2.14 FRESCO code – results 
An application of the enhanced version of the Fresco code has presented at the SOFT 2016 conference 
with the title: “Economic assessment of different operational reactor cycle structures in a pulsed 
DEMO-like power plant”[125] 
In this work the improvements introduced in the FRESCO code were used, especially the new 
modules for the evaluation of the pump-down time and the module for the coupling with the genetic 
algorithm, in order to perform an optimization study of the operative cycle of a pulsed power plant and  
to find an economic optimal solution. Since the operative cycle of a pulsed fusion power plant is 
composed by a sequence of phases, whose duration cannot be arbitrarily chosen, due to both technical 
and physical constraints, for each phase it has been set a range of acceptable value, where the genetic 
algorithm operates by changing randomly the parameters value order to find the optimal cost solution. 
The results of the study show that the solution region is populated by local minima. The absolute 
minimum is achieved when the phases composing the dwell time are minimized Figure 2-3. The 
absolute minimum is achieved when the phases composing the dwell time are minimized. In Table 2-2 
it is summarized the relevant parameters for the DEMO-like pulsed power plant used in FRESCO, and 
in Table 2-3 the result of the optimization process with the genetic algorithm. 
Table 2-2: Relevant parameters for the DEMO-like pulsed power plant modelling in FRESCO [125] 
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Table 2-3: Results from optimization [125] 
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Figure 2-3: Relationship among %&'() burn and the remaining optimization variables. The colour of the circles is a 
function of the COE. For the sake of clarity, only the solutions within 130% of the minimum COE are plotted (∼6500 
points). The white dot identifies the best case. In plot (c) +, is the additional power possibly required to raise the 
plasma temperature to burn conditions. [125] 
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3  COMESE code 
The COMESE code (COsto MEdio del Sistema Elettrico, Average Cost of the Electric System), is a 
code developed at Consorzio RFX with the aim to have a computer tool able to verify energy 
scenarios presented in literature, and to develop, study and test the sustainability of new future energy 
scenarios. Originally, the first version of COMESE, here called COMESE-spreadsheet, it had been 
developed in my workgroup before the 2014, with the aim to investigate the Italian scenarios evolution 
up to 2050, with particular attention on renewable energy sources.  
COMESE code-spreadsheet version featured a lot of limitation derived from the fact that it had been 
developed into a spreadsheet environment. The high number of worksheets that compose the 
COMESE-spreadsheet (eighteen worksheets) made it difficult to read and use. There wasn’t a clear 
distinction of the input data from the calculation data and the output data. Formulas wasn’t simple to 
read and it was difficult to modified because of the references linked with more than one worksheet. 
All of these issues converge in a rigidity to the subsequent improvement and result in more possibility 
of error in the use. 
The doctoral activities encompassed the conversion and improvement of the COMESE code into a 
completely new version the COMESE code C++, a program written in a high level programming 
language. The choice of the C++ language was made for two reasons: firstly, the familiarity acquired 
during the study of FRESCO code, and secondly, the potential offered by the Object Oriented 
Programming, that permits to reuse portion of the code in a more easier way. The development of the 
code started from the beginning with the idea to create a modular code made of different section, class 
and methods, for having a program easy to use, control and maintain, and with the possibility to have a 
constant improvement for the next future. 
COMESE code C++ like the previous one permits the study of new energy scenarios and to verify of 
their sustainability. The improvements added give the possibility to the users to simulate more 
scenarios in less time, they permit to verify if one scenario is able to satisfy the energy demand with an 
hourly resolution. The new COMESE code includes more powerful modules for managing an electric 
storage system, dispachable technologies, and can do a Monte Carlo simulation for a stochastic 
analysis. COMESE code C++ includes the fusion technology as a possible power plant in future 
energy mix. The modular structure of the new COMESE code allows also to add in an easier way new 
power plant technologies, new storage system solutions, and to add new modules or to improve the 
existing ones without adapting the others to the new ones. 
In this chapter it will be described the general structure of COMESE code C++,  starting from how it 
works, then the structure of the program is presented, and finally, the sections of the program will be 
described in detail. The detailed description starts from the input files, than they will be described the 
modules that compose the central part of code, along with the description of the solutions adopted, and 
finally the output files will be presented with the main results of the simulation. For convenience in the 
next paragraph the word "COMESE code" will be referred to the new version "COMESE code C++".  
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3.1 The new version of COMESE code – COMESE code C++ 
COMESE code is a code for investigating possible future power system scenarios, the model adopting 
the assumption of a zero-dimensional network, i.e. transmission and distribution grids are not 
modelled in detail. All the generators, the storage systems and the loads are connected to the same 
node of the network. This is known as the copper plate assumption. The consequence of this 
assumption is that COMESE code do not calculate directly the grid cost of the network. The electric 
network cost is added as an additional cost at the end of the simulation. 
The operation of the COMESE code can be divided in three main sections: a section for the 
preparation of the simulation with the creation of the folder for the results, and the loading of the input 
data (the scenario data and the load and generation profile), a section for the modelling of load, storage 
systems and power generation fleet. In these sections COMESE code meets the hourly demand profile 
with base power plants, must run power plants, the storage systems and finally the dispatchable power 
plants. The last section is for the economic assessment, where the cost of electricity is evaluated 
(COE) per each power plant, as well as the system  Levelised Cost of Timely Electricity (LCOTE) and 
Monte Carlo simulations for the stochastic analysis of the LCOTE are performed. COMESE code can 
do a Monte Carlo Simulation with a maximum number of 1Msample - this limitation depends on the 
possibility to open the csv files of the result with a spreadsheet. But in principle the limit doesn’t exist 
if the file is opened with more advance computer tools.  
Figure 3-1 presents a flowchart that describes COMESE code operation. In grey boxes, they are 
presented the main input information used by COMESE code. In the white boxes the operations of the 
code. At the beginning COMESE code loads the scenario input file, where all the assumptions are 
collected for the energy scenario, i.e. the technology energy mix, the horizon year of the energy 
scenario, the total demand of electricity.  
Then, the program loads the Load and Generation profile of the reference year for the must-run and 
special technologies. With the data of the scenario input file, the hourly data of the reference profile 
are scaled as a function of energy to obtain the Load and generation profiles over the time horizon. 
The new Load profile is taken as an objective, and in the second section of the COMESE code the 
program, like a dispatchable code, tries to distribute the generation of the power plants for meeting the 
Load. 
65 
 
 
Figure 3-1: COMESE C++ flowchart. 
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In order to meet the Load, COMESE code activates at the beginning the base power plants with a 
constant generation profile, setting a power level equal to the average power over a year. The average 
power is calculated as the ratio of the energy generated by the base power plant, divided by the hours 
of one year. With this, it is assumed that a base power plant operates continuously for all the hours of 
the year, but with a power level lesser than the capacity installed and function of the capacity factor. 
Then COMESE code adds to the base generation the generation profiles of the must run technologies. 
At this point, COMESE code evaluates for each hour, where the generation exceeds the demand, the 
surplus condition, and where the generation remain under the demand, residual demand. It is obtained 
a vector for the hourly surplus and for the hourly residual demand.  
Next step of COMESE code is the activation of the storage systems. COMESE code can activate one 
or more storage systems with a cascade mode, when the vector of the surplus and residual demand is 
scrolled by the routine: if it is found a surplus, the program will try to store the surplus in the first 
storage system; if this is full or it cannot receives more power in input because it reached the nominal 
one, the routine will store the energy in the first, and activate the second storage system for the 
remaining energy and so on. A similar procedure is used in the discharge, when a residual demand is 
found in one hour, the storage systems are activated in order for meeting the residual demand in 
function of the energy stored before and of the nominal power of the storage systems. 
The energy storage activating procedure here is described in a simplified version, the discharge 
storage process has a more complex optimization routine which dialogues with the activation of 
dispatchable technologies. The routine controls hourly the input and output power from storage 
systems in order to reduce the  capacity power installed for the dispachable technologies. In the 
routine, it is assumed that in an electric system it is possible to have a prevision of the future Load of 
3-4 days. For the description of the storage optimization methods, refer to the paragraph 3.14. 
At this point COMESE code makes a second check of the surplus and residual demand, if the storage 
systems are too limited, it is possible that some energy cannot be stored, this energy will be curtailed. 
At the same time, it is possible that the residual demand was not fully met. COMESE code will pass 
now to the activation of the dispatchable technologies. 
In function of the activation order specified in the scenario input file, COMESE code activates the 
dispachable technologies. Important note: COMESE code does not increase automatically the energy 
level of all the dispachable technologies fixed in the input data for the scenario, it only changes the 
capacity installed for some of them (specified in the input file),  for covering the peak of power. At the 
end of the demand-generation calculation, it is possible that the generation cannot meet the Load, and 
the program returns a message of not feasible scenario. In this case, the code gives to the users all the 
information for correcting the initial input assumptions. The user will have then to decide how to 
correct the hypotheses of the input’s scenario on the basis of the new information given by the 
simulation. This allows the verification of the sustainability of scenarios found for example in 
literature. 
If at the end of the dispachable activation routine there are surplus of generation, it is activated the 
curtailment routine, this routine cut the generation of the must-run technologies, some energy is 
thrown away, with the result of an increase COE of those technologies. All the energy generated in a 
scenario must be paid by the system including the curtailment. 
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The results of the COMESE code second section can be: the generation does not meet the Load, and 
the corrections on the scenario input assumptions are needed, or the generation meets the Load, and it 
is collected the information for the next economic analysis of the energy systems. I.e. The storage 
systems, if specified as unlimited in input, are fixed to the level for storing all the surplus, otherwise 
they are fixed to the input value, for all the technologies it is defined the real energy generated and the 
capacity installed. 
At the beginning of the economic section, the last section of COMESE code, the program loads all the 
economic data for the technologies, and with the data obtained from the first load-generation analyses, 
it calculates for all the technologies the cost of electricity, then uses energy mix for evaluating the 
Levelized cost of timely electricity. The evaluation of the LCOTE is made weighting the COE of each 
technology with the energy used, and finally adding the additional cost of the storage system and the 
network. If in the simulation the Monte Carlo simulation is set with a number C of iterations, 
COMESE code iterates the evaluation of the COE of each technologies for n-times extracting the 
economic value from the interval of each parameter, and calculate n LCOTE for n systems. COMESE 
code returns as a result the deterministic value of the LCOTE, and a vector containing all the values of 
the Monte Carlo simulation. This vector can be elaborated in a post processing tools for obtaining the 
mode for LCOTE of the electric systems, and for plotting the probability distribution function of the 
LCOTE. An example of these analysis are given in chapter 4. 
3.1.1 Files structure of the COMESE code C++ 
The COMESE code is made of around 20000 lines of code divided in 20 files. The main file named 
COMESE.cpp is composed by around 2600 lines of code that contain the heart of the program, which 
link together all the other files. The remaining 19 files are called “header file”. The header files can be 
grouped according to the function inside of the code.  
The first group is the “Preparation files” that includes the instruction for creating the output result 
folders and the instruction for the simple command line interface, with which the user can set the 
names of the input file for the simulation. The secondo group is the Classes files (“Scenario.h”, 
“Storage.h”, “Technology.h”, “matriceDatiCarico.h”, “DatoMonteCarlo.h” ). The Classes of the object 
oriented programming can be seen as the mould of the bricks that compose the COMESE code, in 
another way the classes is like a type of data (i.e. integer or double), but more advanced. They can 
store in an organized structure a lot of information and contain all the common functions, call 
methods, that can operate in the same type of data. The header file related to the calculus modules 
contain the instruction for the use of the dispatchable technologies, for the curtailment of the surplus 
energy, the evaluation of the interest on capital, the randomly extraction of a number from an interval. 
The last two groups of header file are the header file with all the auxiliary instruction, i.e. the routine 
for order a vector of data, and the header files containing the instruction for printing the results and 
prepare all the output tables.  
Figure 3-2 presents the folder structure of the COMESE code C++. With the idea of making a clear 
distinction between the code files, input files and output files. In the main folder of COMESE code, 
three folders are presented: the folder “src” contain header files and the main file of the program; the 
input data folder contains the input data, and the output data folder contains the output data. Input and 
output files used in COMESE code are text file with the extension “.txt” and “.csv (MS-DOS)”. The 
csv text files were chosen for the output file, because they can be open and elaborate in an easier way 
with a spreadsheet. 
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COMESE code does not include graphical libraries, so all the post processing elaboration must be 
done with external codes. This aspect, with the idea to have a graphic user interface for the input data, 
it is one of the possible future improvements for the code. 
 
Figure 3-2: Folder structure of the COMESE code C++ 
 
In the input folder, there are four subfolders: 
• Input Load Generation Data: contains all the Load and Generation profiles of must-run and 
special technologies used in the program for different years and countries. 
• Input Scenarios: contains the input file that define a scenario. 
• Input Storage: contains all the file defining the storage systems. 
• Input technology: contains the input files for each technology, and one or more summary text 
files where it is written the list of technologies used for a simulation. The summary text file is 
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used as input of the COMESE code for indicating to the program which technology, present in 
the folder, must be loaded for the simulation. 
The input files necessary for a simulation in COMESE code are: 
• The scenario input file for the main assumption of the scenario. 
• The Load profile, the reference profile of the demand of electricity from which COMESE 
code elaborates the Load profile for the simulation. 
• The generation profiles, they are the generation profiles for the must run technologies and 
special technologies used for meeting the Load profile. 
• The technology input files, containing all the information for the COE calculation for each 
technology. 
• The storage input files, the ones with the economics and operative data for the storage systems 
• The summary of the technologies used: list of the technologies input file used in the scenario 
simulation 
All the input files are described in detail in the next paragraphs, where for each one it is given an 
example. 
In the output file there are six subfolders: 
• “Output COE”: it contains the result files of the LCOTE calculation and the data of the 
stochastic analysis.  
• “Output Load Data”: it collects some of the intermediate data related to the simulation for 
meeting the total generation profile and the demand profile. 
• “Output Data Gen Load”: it contains the intermediate tables printed at the end of the different 
sections for the filling of the load profile, and the final table that collects the results at the end 
of the section, when all the technologies have been activated. 
• “Output Scenario”: it contains a summary of the scenario read as input, useful for the check of 
the reading information, and as a backup for reproducing the same result in a future 
simulation, and a summary of the scenario data before the economic calculations. 
• “Output Storage”: it contains the matrices of data relate to the energy storage systems 
• “Verify data”: in this folder it is located the file with all the message printed on the console, 
and for each technology and storage system, a text file with the voices of cost that compose 
the COE and the additional costs.   
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3.2 Input file – the scenario Input file 
First input file for a scenario simulation in COMESE code is the scenario input file, this file containing 
the assumptions of the energy scenario. In Figure 3-3 is presented an example of the scenario input 
file. In this file, it is possible to find four zones highlighted in Figure 3-4. With A, B and C, it is 
marked the area of the data, with D the area for the comment, correspondent to the cells outside the 
rectangles. If something is written in the area D, it will be not read by the code; this is useful for 
leaving a comment inside of the input scenario data. 
 
Figure 3-3: Example of scenario input file “Scenario_test.csv” 
 
 
Figure 3-4: zones of the scenario input file 
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In the section A of the Figure 3-4, zoomed in Figure 3-5, they are specified:  
• name of the scenario,  
• author,  
• date, when the scenario input file was created,  
• the year to whom the scenario refers (i.e. 2080),  
• the reference year used for generation and demand profiles  
• the total energy demand of the scenario in [TWh] or alternatively the energy demand of the 
reference year in [TWh] with the annual grow rate in [%] 
When it is specified the energy demand of the reference year and the annual grow rate, the demand of 
the horizon year is calculated with the equation:  
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Otherwise it is used the value specified in the field “Energy demand on the time horizon”.     
 
Figure 3-5: Section A  
 
In the section B, Figure 3-6, they are summarized the input information common to the scenario 
simulation and used both in the final calculation of the COE of each technology and in the evaluation 
of the  Levelised Cost of Timely Electricity (LCOTE):  
• the CO2 emission cost [€/t] 
• the discount rate [%],  
• the import energy cost [€/kWh] 
• the electric grid cost [€/kWh] 
The electric grid cost is added directly to the LCOTE of the system as an additional cost, because the 
COMESE code actually do not simulate the electric network (one node assumption of copper plate 
assumption). 
 
Figure 3-6: Section B 
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Figure 3-7: Section C 
 
The last section of the scenario input file is the section C, Figure 3-7, here they are specified for each 
technology the energy mix, the capacity installed, the load factor, the type of exercise, and the order 
and mode of intervention. 
In the 1st column there are the names of the technologies currently planned in COMESE code, in the 
2nd column the share mix of the technologies expressed in percentage value respectively to the total 
demand of electricity of the scenario (Figure 3-4 the field “Energy demand on the time horizon”) . The 
3rd column can be used instead of the second one for defining the energy mix, using the energy instead 
the percentage value. All the values will be expressed in [TWh]. In Figure 3-7 the 3rd column is 
empty, because in the example it is use the 2nd one.  
The 4th column contains the capacity installed for each technology and the 5th the equivalent hours of 
production. The 4th and 5th columns are used alternatively to the 6th one where it is specified the Load 
Factor or the Capacity Factor. The knowledge of the Load Factor and the share mix of a technology 
are the minimum information for calculating the value of the 4th and 5th columns.  
In the 7th column it is specified the type of exercise of a technology, the possibilities are: “Base” 
corresponding a base power plant technology, “Modulabile” corresponding to a dispatchable 
generation technology, and “Intermittente” corresponding to a must-run technology. Depending on the 
type of exercise defined in the 7th column, to each technologies it is defined the order of intervention 
in the 8th column. Base power plant technologies have the higher priority here indicated with 0. The 
must run technologies have a unique number for the order of intervention, this value is important for 
the correct simulation of COMESE code. The number range for the must run technology is: 
• 51-59 must-run hydroelectric technologies,  
• 61-69 CSP technologies, 
• 71-79 photovoltaic technologies 
• 81-89 wind technologies 
• 99 fusion technology. 
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If the dispatchable technologies are for example six, the order of intervention go from 1, the first that 
will be used, to 6, the last one used in for the peak generation. Only for the dispatchable technologies 
it is used the 9th column. In this column, for each dispatchable technology, it is written an acronym 
that specifies to the COMESE code which type of dispatchable routine must be used in the activation 
of that technology. The possibilities are three:  
• “CMOD” – common mode. It is the default method, when COMESE finds a residual demand 
at the hour h, it activates the dispatchable technology up to its maximum level defined by the 
capacity installed, and until all the energy allocated for that technology has not been used. 
• “PHDEF” – power hours deficit. It is an advance method of activation, this method is used for 
maximizing the hours of generation, varying the installed power.  
• “TRP” – trapezoidal. It is an advanced method of activation, this method is used for 
maximizing the use of that technology, when there is the maximum value of residual demand 
of electricity, using as much as possible the maximum power installed.  
The three methods of activation are deeply described in the paragraph 3.15.    
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3.3 Input file – the Load and Generation profile source for the data 
In the input data of COMESE code, there are hourly profiles for Load (demand of electricity) and 
generation (hourly power generated by a type of power plant). The generation profiles loaded in the 
COMESE code are profiles for the must-run power plant technology, and the profile defined as special 
like the fusion technology generation profile. The electricity generation of these technologies is 
characterized by a seasonal trend like the hydroelectric run of a river technology, daily trend 
connected to the day-night cycle, for example the photovoltaic generation or a high variable trend i.e. 
the wind generation. All profiles are strongly influenced by the climate of a specific country, so in the 
COMESE code they are used like a reference for the future years, assuming that the trend doesn’t 
change in the future. 
Load profile represents the hourly demand of electricity of a country and for a year, this type of profile 
is used in the first section of COMESE code like an objective profile. The first section of the code tries 
to fill the Load profile, and it reaches the balance between generation and demand, with an appropriate 
mix of technologies chosen in the scenario input file (see paragraph 3.2 for an example of the input 
file for the scenario). The energy mix is composed of base power plant, must run power plant (i.e. 
photovoltaic - PV or WIND), storage system and dispachable power plant. Dispachable power plant is 
the only technology whose level of capacity installed can be changed inside of the simulation for 
reaching the balance between demand of electricity and generation. 
Generation profile represents the hourly power generation of a specific type of power plant for one 
year. The profiles data are obtained from the national energy agencies, that registered the data year by 
year and made it available in the specific national web database. For the Italian system, TERNA and 
GSE give these statistical data. At the European level, in the recent years it is active a huge database, 
recently updated with a new web page, the ENTSO-E transparency platform that collects all the data 
from the European country, including the Load and Generation data needed for the COMESE code 
simulation. Another useful database for collecting the profile, it is the Data Platform portal, where it is 
collected the European power system data, and some data taken also on the ENTSO-E database. Data 
Platform portal collects in an unique file all the data of each country and for more years, with a 
structure easier to use and standardized to the hour resolution. Some countries (i.e. Belgium, United 
Kingdom) provide Load and generation profiles with a resolution of half an hour or fifteen minutes. 
In Table 3-1 it is presented an overview of the data collected and elaborated by the Data Platform 
portal based on ENTSO-E transparency platform and ENTSO-E power statistics for the 2015 with 
information about the completeness of the data. One main problem found during the collection of the 
data is that often the time series are incomplete. If the missing information is limited to few hours, the 
profiles can be completed manually with an interpolation; in case of missing information longer than a 
week, the profiles must be classified as unusable. In Table 3-1 for the 2015 they are indicated: 
• in green with CD the countries with a complete information, 
• in orange with ID the countries with a partial information for which is possible to recovered 
the profile with an interpolation,  
• in red with MD the countries with unusable profile where they are missing an high amount of 
data 
• and with ND the data absent in that country.  
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Table 3-1:In this table, it is summarised the status of the data collected from the Data Platform portal database and 
base on the ENTSO-E data. In green “CD” indicates the complete hourly profile, in orange “ID” the profile with a low 
number of missing data, in red “MD” the profile with the higher number of missing information, and “ND” the data 
profile not present in that nation. In the table, they are shown in bold the nations with the dataset in the best 
condition. 
Analysis of completeness of load and generation data for 2015 – data collected from 
OpenDataDatabase and based on Entsoe power statistics (EPS) and Entsoe transparency (ET) 
Complete Data - CD Incomplete Data - ID Missing Data - MD No Data - ND 
Acronym Country Load 
(EPS) 
Load (ET) PV Wind 
onshore 
Wind 
offshore 
AT Austria CD CD CD CD ND 
BE Belgium CD ID MD MD MD 
BG Bulgaria CD CD CD CD ND 
CH Switzerland CD CD MD MD ND 
CY Cyprus CD ND ND MD ND 
CZ Czech Republic CD CD CD CD ND 
DE Germany CD CD CD CD ND 
DK Denmark CD CD CD CD CD 
EE Estonia ID ID MD MD ND 
ES Spain CD ID ID ID ND 
FI Finland CD ID ND ID ND 
FR France CD CD CD CD ND 
UK United Kingdom CD CD CD CD CD 
GR Greece MD CD ID ID ND 
HR Croatia CD CD ND ND ND 
HU Hungary CD CD ND CD ND 
IE Ireland CD ID ND MD ND 
IT Italy CD CD CD CD ND 
IS Iceland CD ND ND ND ND 
LT Lithuania CD MD MD MD ND 
LU Luxembourg CD CD ND ND ND 
LV Latvia CD CD ND CD ND 
ME Montenegro CD CD ND ND ND 
MK Republic of 
Macedonia 
CD MD ND ND ND 
NL Netherlands CD CD MD MD MD 
NO Norway CD MD ND CD ND 
PL Poland CD CD ND CD ND 
PT Portugal CD CD CD CD ND 
RO Romania CD MD MD MD ND 
RS Serbia CD MD MD ND ND 
SE Sweden CD MD CD MD CD 
SL Slovenia CD CD CD CD ND 
SK Slovakia CD ID MD ND ND 
 
For 2015 the data of Load from ENTSO-E power statistic are complete for all the countries. A great 
number of incomplete and missing information is present for the PV and wind onshore profiles. Only 
few countries have a profile for wind offshore and generally those profiles are complete. In Table 3-1 
are shown bold the countries with the most complete data, for these countries in Table 3-2 are 
presented the total of the energy demand and the total generation calculated from the respective 
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profile. One important thing to note is the profile for PV and wind onshore generation given by 
Germany are in the normalized format. 
 
Table 3-2: Total energy demand and generation for some European countries 
Total energy demand and total generation calculate from the data collected from the open 
database for the nation with the data in the best condition. All the value is express in [TWh] 
Acronym Country Load 
(EPS) 
Load (ET) PV Wind 
onshore 
Wind 
offshore 
AT Austria 69.62 59.16 0.82 4.91 - 
BG Bulgaria 38.62 37.73 1.35 1.41 - 
CZ Czech Republic 63.53 63.5 2.2 0.56 - 
DE Germany* 505.27 477.92 Norm* Norm* - 
DK Denmark 33.89 32.82 0.61 9.3 4.83 
ES Spain** 248.5 261.63** 12.75** 47.95** - 
FR France 471.26 470.08 7.17 19.6 - 
UK United Kingdom 282.19 334.83 7.66 18.42 14.11 
HU Hungary 40.75 41.59 - 0.64 - 
IT Italy 314.35 314.35 1.09 14.65 - 
LV Latvia 7.07 7.07 - 0.1 - 
PL Poland 149.96 161.35 - 10.64 - 
PT Portugal 48.93 51.92 0.76 11.33 - 
SE Sweden*** 135.93 133.22*** 0.029 16.41*** 16.8 
SL Slovenia 13.65 12.31 0.28 - - 
*Germany gives for PV and Wind onshore generation the normalized profile here indicated as Norm 
** Spain, the data are obtained from incomplete profile recovered by interpolation 
*** Sweden, the data here indicated are the total value obtained from a missing profile; here Sweden 
is placed in the table because it is one of the countries that has a complete profile for wind offshore 
generation 
 
In Table 3-2 they are shown in bold six European countries chosen for having a complete profile and 
for the geographical position in the European Union. The countries chosen are the United Kingdom in 
the north, Italy in the south, Portugal in the west, Poland in the east, and Germany and France at the 
centre of Europe. For all these nations in the next paragraph they are given an overview of Load and 
generation profile. It is done a comparison between the regions of Europe, and for the Italian and the 
United Kingdom profiles a comparison for different years. In the same paragraph, it is presented the 
methodology used in COMESE code for creating the Load and generation profile for future scenarios, 
with major attention to the profiles that don’t exist actually i.e. the generation profile for fusion 
technology or the wind offshore profile with 3800 equivalent hours of generation.  
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3.4 Load profile  
Load profiles record the demand of electricity of a nation with an hourly resolution or higher (15 or 30 
minutes). Figure 3-8, Figure 3-9, Figure 3-10 show examples of Load profile from 2015 to 2017 for 
the Italian national electric system, with the particular case of 2016. With the intention to compare 
simulation based on the 2016 profile respect to the other years, the Load profile of 2016 is modified 
for obtaining year profiles of 365 days. Two profiles were created: 
• 2016_365_no29 profile obtained with the elimination of the 29 of February (Figure 3-11), 
• 2016_365_noEND profile obtained with the elimination of the 31 of December (Figure 3-12). 
The first solution (Figure 3-11) is obtained with the elimination of one day inside the year the 29th of 
February, the second one with the elimination of the last day of the year 31st of December (Figure 
3-12). The two profiles do not have difference in the seasonal trend but for the order of the days in the 
weeks, the elimination of one day inside the year causes a shift of the days inside a week from the 
cancel day until the end of the year. The consequence is a modified sequence of working day and 
week-end days, working days and week-end days are characterized by a different demand of 
electricity, and this can cause a possible incorrect hourly evaluation between generation and demand. 
The second solution (Figure 3-12) doesn’t have this problem and in the simulation it is preferable to 
the first one. 
 
Figure 3-8: Load electricity profile for Italian Nation 2015 
 
 
Figure 3-9: Load electricity profile for Italian Nation 2016 with 366 days 
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Figure 3-10: Load electricity profile for Italian Nation 2017 
 
 
Figure 3-11: Load electricity profile for Italian Nation 2016 mod, profile modified for having an year of 365 days 
without the 29th of February 
 
 
Figure 3-12: Load electricity profile for Italian Nation 2016 mod, profile modified for having an year of 365 days 
without the 31st of December. This profile maintains the correct order of the days in the week. 
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Figure 3-13: Comparison of the three Load profiles for Italian Nation for the year 2015, 2016 without the 31st of 
December, 2017. It is s clearly visible the similar trend for different years. 
 
In Figure 3-13 three Load profiles for the Italian case are compared: all the present profiles have the 
same number of days, and have the same global trend along the year including, summer peak demand 
in June-July and subsequent decline in August. It is possible to observe the different level of demand 
in terms of electric power higher in 2015, it becomes lower in 2016 and grows in 2017. This signals a 
recovery in electricity consumption in the future years. 
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3.5 How COMESE uses load profile of a reference year 
For a scenario simulation COMESE code uses the Load profile of a reference year (i.e. 2015) for 
determining the profile of a future scenario. Given that the global trend doesn’t change from 2015 to 
2017, Figure 3-13,  in COMSE code it is assumed for simplification that the profile trend doesn’t 
change in the future. For determining the new profile, COMESE code calculates the total energy of the 
reference profile (in this example the Load profile of 2015 for Italy) as integral over the entire year of 
the hourly power demand and it compares the result with the total demand of electricity defined in the 
scenario input file. Because the data provided is discrete in nature, hourly profiles, the integral is 
simply computed as a summation of terms with the equation 3.3. 
3.3    E/ k 
 Ï P∆t 
M
1ÐL
1MWh2 
Where with P 1MW2 it is indicated the power demand of electricity of the hour i of the year, and 
∆t 
 1hour. The new profile is obtained with a proportional scaling using the scaling factor calculated 
by the ratio of the desired value of the total demand for the new scenario, and the value of the 
reference profile. See equation 3.4. 
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Equation 3.5 describes how it is evaluated the proportional coefficient for scaling, V/ ¸-	9/  is the 
new hourly power demand in the new profile. 
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Figure 3-14 shows an example of the scaling process, in red the reference profile for the 2015 for Italy 
correspondent to a demand of electricity of 314 TWh and in blue the new profile with a demand of 
electricity of 600 TWh. The scaling factor used is =¸ -. 
 1.90871. 
 
Figure 3-14: Reference Load profile Italy 2015 with demand of electricity of 314 TWh (blue), and new profile with a 
total demand of electricity of 600 TWh (red). 
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3.6 European Load profiles 
One of the strengths of COMESE code is its flexibility; the program is completely transparent to the 
nation profiles used for the simulation. So it is possible to simulate scenarios of any nations, starting 
from the corresponding input data. Here the Load profiles of different European countries for 2015 are 
presented. In Figure 3-15 they are indicated the European countries selected among those for which 
complete data are available for Load and generation profile. See the Table 3-2 for a list of European 
countries with a complete set of data for the 2015. The regions here chosen are Germany Figure 3-17 
and France Figure 3-18 for the central Europe, the United Kingdom Figure 3-20 for the north Europe, 
Portugal Figure 3-19 for the south west of Europe, Poland Figure 3-21 for the east Europe and Italy 
Figure 3-16 for the south of Europe. Italy is taken as an example of nation with an high level of 
photovoltaic generation and low wind generation, at the opposite side the United Kingdom with low 
photovoltaic generation and high generation of wind onshore and offshore power plant. Portugal is 
taken as an example of European country of the south of Europe, but near the ocean so with generation 
both from photovoltaic a wind, Poland as an example of nation without photovoltaic generation. And 
finally, Germany and France more central in the UE and characterized by the highest level of electrical 
demand.    
 
Figure 3-15: position of the European country considered for the profiles presented  
 
 
82 
 
 
Figure 3-16: Normalized Load profile for Italy, En=314 TWh, Pmax=59.6 GW 
 
 
 
 
Figure 3-17: Normalized Load profile for Germany, En=505 TWh, Pmax=77.3 GW 
 
 
 
 
Figure 3-18: Normalized Load profile for France, En=471 TWh, Pmax=91.6 GW 
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Figure 3-19: Normalized Load profile for Portugal, En=48.9 TWh, Pmax=8.62 GW 
 
 
 
Figure 3-20: Normalized Load profile for United Kingdom, En=335 TWh, Pmax=59 GW 
 
 
Figure 3-21: Normalized Load profile for Poland, En=150 TWh, Pmax=23.1 GW 
 
The Italian profile, as described before, Figure 3-16 is characterized by a peak of electric power 
demand in June-July with a strong reduction of the demand in August. The trend in the rest of the year 
is approximately constant, the demand of electricity is greater in the winter period, it decreases slowly 
in the spring month. The German load profile, Figure 3-17, in comparison to the others here presented 
have the more constant trend. The Load profile of France, Figure 3-18, has a peak of electricity 
demand in the winter period (January, February) corresponding the use of the electric heating in the 
home, after that the profile decreases to a lower and regular level and then it grows again in the 
autumn-winter periods. The nation with the higher electricity power demand in 2015 is France with 
91.6 GW peak reach in February. The second one is the Germany, Italy and the United Kingdom have 
a similar peak of demand, Poland and finally Portugal minor peaks. The load profiles of Portugal 
(Figure 3-19), the United Kingdom (Figure 3-20) and Poland (Figure 3-21) have a regular trend 
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similar to the German one but with an electricity power demand greater in the winter period, and lower 
in the spring-summer month. Comparing north Europe profiles with the south Europe ones, it is 
possible to see that northern European countries have more regular profiles, and the higher demand of 
electricity in the winter period, different for the south European countries where the peak of electricity 
power demand is in the summer period. All the profiles have the same decrease in the trend at the end 
of December.  
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3.7 Generation profile from real data 
The second type of profiles used in COMESE code simulation is the generation profiles of 
technologies. The generation profile for a specific technology plots the power generated by all the 
power plants of that type installed in a nation, with an hourly resolution and for a specific year. The 
generation profiles used in COMESE code are: 
• PV generation profiles,  
• WIND onshore and offshore generation profiles,  
• Hydroelectric run of a river generation profiles,  
• Concentrating solar power (CSP) with molten salt storage profiles,  
• Fusion power plant generation profiles.  
All these profiles are currently used in COMESE code, the code with the addition of a specific module 
can be easily extended to the use of other profiles if needed. Here the profiles are presented for 
different technologies and for different years, from 2015 to 2017, for the Italian case. In Table 3-3 it is 
listed the value of peak power and total electric energy demand and total electric energy generated 
corresponding to load and generation profiles of the Italian country. The profiles refer to 2016, the 
leap year, are reduced to 365 days with the elimination of the last day of the year (same logic used for 
the load profiles for maintaining the correct order of working and not working days). 
Table 3-3: Total energy generated of demand and peak power for the Italian profile  
Profile LOAD PV WIND Hydro run of 
river 
Year P peak 
[GW] 
En tot 
[TWh] 
P peak 
[GW] 
En tot 
[TWh] 
P peak 
[GW] 
En tot 
[TWh] 
P peak 
[GW] 
En tot 
[TWh] 
2015 59,65 314,35 0,60 1,09 6,29 14,64 4,89 23,42 
2016_366days 48,99 283,26 15,81 17,91 6,38 16,35 7,69 31,06 
2016_365days 48,99 282,63 15,81 17,88 6,38 16,28 7,69 31,02 
2017 50,33 291,45 10,36 19,60 6,70 17,58 6,57 26,65 
 
3.7.1 Generation CSP with storage normalized profile for Italy 
 
Figure 3-22: Concentrating solar power normalized profile for Italy-2015 data collect from Enea 
 
In Figure 3-22 it is presented the generation profile normalized for concentrating solar power 
technology, profile characterized by the maximum production in the central month (spring-summer) of 
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the year and a less production in the winter period. The generation profile of CSP plants comes from a 
combination of the data of the direct normal irradiation (DNI), recorded in Casaccia, Rome, Italy in 
2015 and the configuration of the CSP plant (IEA, 2010). 
In Figure 3-23, Figure 3-24, Figure 3-25 there are generation profiles of photovoltaic technology for 
Italy respectively for 2015, 2016 without the 31st of December and 2017. The three profiles are 
compared in Figure 3-26, and in Figure 3-35 where the three profiles are normalized to the peak power 
production. The seasonal trend of photovoltaic generation presents a generation high in the spring-
summer period and low in the winter-autumn period for all the years considered. The spike of 
generation for the 2016 probably is related to an error on the data but this does not change the global 
trend of the profile for 2016. 
In Figure 3-27, Figure 3-28, Figure 3-29 there are the generation profiles for the wind onshore 
technology for Italy for the year 2015, 2016 without the 31st of December and 2017. First thing that 
appear is the high variation of the generation of wind power plant along weeks of the year, respect to 
the more uniform generation of PV power plant. A variation that doesn’t change from one year to 
another. In Figure 3-30 the three profiles are compared in the same graphic, in Figure 3-36 the same 
profiles are compared normalized respect to the peak power production of each year. Figure 3-36 
displays a similar global trend quite constant for different years. Respectively to the photovoltaic one, 
wind onshore technology can produce and high level of power in autumn-winter months respect to the 
summer-spring months. Even if this difference is less pronounced than in that of photovoltaic 
generation. The high production in the autumn-winter period can be exploited in a scenario using the 
wind generation as a possible complementary technology of the photovoltaic one. 
In Figure 3-31, Figure 3-32, Figure 3-33, there is the generation profile for the hydro run of river 
technology for Italy for the year 2015, 2016 without the 31st of December and 2017. While in Figure 
3-34 and Figure 3-37 there is a comparison of the three profile respectively real and normalized to the 
peak power production for each years. The hydro run of a river technology production is linked with 
the water regime of the river and present a greater production in the spring and summer period 
compared to the winter one. The three years present a similar trend from 2015 to 2017 and it is also 
possible to see a progressive increase of the production linked with the installation of new power 
plants. 
As seen for the Load profiles from 2015 to 2017, also for the generation of Photovoltaic, Wind 
onshore and hydro run of river technologies, it is possible to see a similar seasonal trend that repeats 
itself from one year to a next one. This supports the assumption that it is possible to obtain the new 
generation profile for the future year, with a proportional scaling from a base year with logic that is the 
same used for the load profile. So for each technology, they are compared the energy production set in 
the scenario input file and the total energy production of the reference profile, as integral of the power 
generate hourly over the entire years, than it is evaluated the scaling factor as the ratio between the 
desired value and the reference. Finally the new profiles are obtained by multiplying the dataset of the 
reference profile for the scaling factor. This approach is used until the technology of the scenario has 
the same hour of production of the reference profiles. An example of scaled profile is presented in 
Figure 3-38, Figure 3-39, Figure 3-40 respectively for photovoltaic, wind onshore and hydro run of 
river. If the simulation of a scenario required a particular technology with a generation profile with 
different hour of production, more carefully studies of the profile used as input are required. 
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3.7.2 Generation PV profile for Italy 
 
Figure 3-23: Photovoltaic generation profile for 2015 Italy 
 
 
Figure 3-24: Photovoltaic generation profile for 2016 Italy, profile reduced to 365 days with the elimination of 31st of 
December 
 
 
Figure 3-25: Photovoltaic generation profile for 2017 Italy 
 
 
Figure 3-26: Comparison of Photovoltaic generation profiles for 2015,2016,2017 Italy 
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3.7.3 Generation Wind onshore profile for Italy 
 
Figure 3-27: Wind onshore generation profile for 2015 Italy 
 
 
Figure 3-28: Wind onshore generation profile for 2016 Italy, profile reduced to 365 days with the elimination of 31st 
of December 
 
 
Figure 3-29: Wind onshore generation profile for 2017 Italy 
 
 
Figure 3-30: Comparison of Wind onshore generation profiles for 2015,2016,2017 Italy 
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3.7.4 Generation Hydro run of river profile for Italy 
 
Figure 3-31: Hydro run of river generation profile for 2015 Italy 
 
 
Figure 3-32: Hydro run of river generation profile for 2016 Italy, profile reduced to 365 days with the elimination of 
31st of December 
 
 
Figure 3-33: Hydro run of river generation profile for 2017 Italy 
 
 
Figure 3-34: Comparison of Hydro run of river generation profiles for 2015,2016,2017 Italy 
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3.7.5 Comparison of Generation normalized profile for Italy  
 
Figure 3-35: Comparison of PV generation normalized profiles for 2015,2016,2017 Italy 
 
 
Figure 3-36: Comparison of Wind onshore generation normalized profiles for 2015,2016,2017 Italy 
 
 
Figure 3-37: Comparison of Hydro run of river generation normalized profiles for 2015,2016,2017 Italy 
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3.7.6 Example of scaled Generation profile 
 
Figure 3-38: Reference Generation PV profile Italy 2015 with a generation of electricity of 1.09 TWh (blue), and new 
profile with a generation of electricity of 228.9 TWh (red). 
 
 
Figure 3-39: Reference generation Wind profile Italy 2015 with a generation of electricity of 14.64 TWh (blue), and 
new profile with a generation of electricity of 47.7 TWh (red).  
 
 
Figure 3-40: Reference Generation hydro run of river profile Italy 2015 with a generation of electricity of 23.42 TWh 
(blue), and new profile with a generation of electricity of  35.4 TWh (red).  
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3.8 Generation profiles for technology with different capacity factor 
The new scaled profiles presented in Figure 3-38 for the photovoltaic technology, in Figure 3-39 for 
wind onshore technology and in Figure 3-40 for hydro run of river technology are profile obtained 
with the assumption of using a technology with the same equivalent hours of production of the 
reference case. Respectively 1200h for PV, 1600 h for wind, 4425 h for hydroelectric run of river. So 
the installed power is greater or equal to the maximum peak power of the profile, and the 
contemporaneity factor for the three technologies is less than one.   
The Contemporaneity factor (fc) is a parameter that gives an indication of how much the power 
plants can generate power at the same time, if for an hour of the year its value is one, this corresponds 
to a situation of power generated equal to the installed power. For renewables technologies, like 
photovoltaic, or wind where the solar panel or the turbine are placed in different areas of the country, 
it is clear that it is impossible to have a contemporaneity factor equal to one. Unless you have very few 
power plants in a restricted area 
3.7    =- 
 V	Ví  
The Capacity factor (CF) is defined as the ratio between the amount of energy generated by a power 
plant and the energy that the same power plant can generate at maximum power over a period of time. 
Thanks to the capacity factor, it is possible to define the equivalent hours of production ℎ4  as the 
ratio between the energy generated by a power plant and the power installed for that type of power 
plants over a period of time, i.e. one year. The equivalent hours are the number of hours that a power 
plant operating at maximum power must be in function for generating the same amount of energy 
generate over the considered period of time.   
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The Capacity factor is always lesser than the Availability factor (AF). The Availability factor (AF) of 
a power plant is defined as the amount of time that the power plant is able to produce energy over a 
certain period of time, divided by the length of the time interval. 
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When in a simulation of a scenario a technology is set up for operating with a number of equivalent 
hour greater than the reference, COMESE code use the same approach of scaled profiles. The 
reference profile is scaled with a multiplying factor in function of the energy used. But since the 
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equivalent hours are greater for the same power installed, the energy generated is greater, the result is 
that the new profile obtained has a peak power closer to the installed one. The contemporaneity factor 
tends to be near 1. Until the equivalent hour is close to the value of the specific profile, this is not an 
issue; but if the set hours are greater than the reference case, the peak power of the scaled profile may 
be greater than the installed one. In this situation COMESE code gives a warning, a power plant can’t 
generate more power than to the installed one (contemporaneity factor greater than one). For that 
simulation, the input profile must be replaced with a modified one.   
 
Figure 3-41: Comparison between the reference profile of generation for wind offshore in the United Kingdom for the 
2015 corresponding to 3500h equivalent and the new generation profile of 3800h equivalent obtain shifting the first 
one up. 
 
 
Figure 3-42: new generation profile for wind offshore technology at 3800h equivalent 
 
From the equation of the equivalent hours, for increasing the value of the equivalent hours, the energy 
generated by that technology must increase with the same power installed, and for increasing the 
energy there are two possibilities: one is to increase the contemporaneity factor, a solution used if the 
equivalent hours are near to the original value of the profile; second one is to increase the total energy 
of the reference profile. This involves changing the original profile. In this case the generation profile 
is modified adding at the bottom of the profile curve a fixed generation of 8760h shifting up the profile 
and increasing the amount of energy, maintaining at the same time the variation of the profile along 
the year. This choice is based on the assumption that installing more power plant in different region 
permits to have a low, but a constant level of generation in each hour of the year. The contemporaneity 
factor of the new profile is considered constant and equal to the original one. In Figure 3-41, it is 
presented the reference profile and the new profile of wind offshore generation for the United 
Kingdom, in blue the reference profile of a wind offshore generation with 3500h, in red the modified 
profile for a generation of 3800h. In Figure 3-42 it is presented only the new modified profile of wind 
offshore used in the simulation of the European scenario with fusion technologies. 
94 
 
3.9 Generation profiles for European Country 
As explained for the Load profile in paragraph 3.6 COMESE code is completely transparent to the 
nations profiles used for the simulation, so it is possible to simulate the scenario of any nation. Here 
they are presented the generation profiles for photovoltaic, wind onshore, wind offshore of the 
countries indicated in Figure 3-15. The intention is to highlight the variation on seasonality of 
photovoltaic and wind onshore generation in different areas of Europe, from south to north, and from 
regions near to the ocean to regions without access to the sea. The regions selected are Germany, 
France, the United Kingdom, Portugal, Poland and Italy. All the profiles are collected for the same 
type of production and all the profiles are normalized to the maximum peak of hourly generation in 
order to highlight the different trend along the year, and enable their comparison. For Germany, it is 
available directly the normalized profile for photovoltaic and wind generation. All the nations have the 
data both for photovoltaic generation and for wind onshore generation, except Poland that has only the 
data of wind onshore. The United Kingdom has both the data from Wind onshore and offshore. 
3.9.1 European photovoltaic generation normalized profiles  
From Figure 3-43 to Figure 3-47 they are presented the photovoltaic generation profiles. Moving from 
the north of Europe, United Kingdom Figure 3-43 to the south of Europe it is possible to see how the 
photovoltaic generation increase and the trend becomes more regular, see for example the Portugal 
Figure 3-47 or the Italian case Figure 3-46. In all the profiles, it is possible to see that the peak of 
generation of photovoltaic power plants is in the spring summer period, while the less production is 
concentrated in the autumn winter period.  
 
Figure 3-43: Photovoltaic generation profile normalized to the peak of power production for the United Kingdom 
2015 
 
 
Figure 3-44: Photovoltaic generation profile normalized to the peak of power production for Germany 2015 
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Figure 3-45: Photovoltaic generation profile normalized to the peak of power production for France 2015  
 
 
Figure 3-46: Photovoltaic generation profile normalized to the peak of power production for Italy 2015 
 
 
Figure 3-47: Photovoltaic generation profile normalized to the peak of power production for Portugal 2015  
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3.9.2 European Wind onshore generation - normalized profiles  
From Figure 3-48 to Figure 3-53 it is presented the wind onshore generation profile. Moving from the 
north of Europe, the United Kingdom Figure 3-48 to the south of Europe, it is possible to see a weekly 
trend more variable along the year. The seasonality of the electricity generation changes respectively 
to the photovoltaic one, the peak of wind onshore energy production is located in the winter period at 
the end of the year and it is quite constant in the north of Europe, becoming less constant and lower 
moving to the south. Compare for example the case of Italy in Figure 3-52 and the United Kingdom in 
Figure 3-48. At the same time, going from south to north, the generation grows even in the central 
months of the year. 
 
Figure 3-48: Wind onshore generation profile normalized to the peak of power production for United Kingdom 2015  
 
 
Figure 3-49: Wind onshore generation profile normalized to the peak of power production for Germany 2015  
 
 
Figure 3-50: Wind onshore generation profile normalized to the peak of power production for France 2015  
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Figure 3-51: Wind onshore generation profile normalized to the peak of power production for Poland 2015  
 
 
Figure 3-52: Wind onshore generation profile normalized to the peak of power production for Italy 2015  
 
 
Figure 3-53: Wind onshore generation profile normalized to the peak of power production for Portugal 2015  
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3.9.3 European Wind offshore generation - normalized profiles  
From the selected countries, the only region with the offshore profile is the United Kingdom, in Figure 
3-54 is presented that profile. The profile is quite regular for the global trend with a less production 
and high variability in the summer period, and a very uniform and high production in the winter 
months. The weekly trend is variable. In Figure 3-55 the two profiles of onshore and offshore wind 
generation are compared. The two generation profiles have the same global trend, related to the same 
wind regime of the area, but the offshore wind has an higher level of generation. In Figure 3-56 the 
generation of wind offshore is compared to the photovoltaic one for the United Kingdom highlighting 
the complementary of the two technologies, aspect that can be used in the project of new possible 
scenarios. 
 
Figure 3-54: Wind offshore generation profile normalized to the peak power production for the United Kingdom 2015  
 
 
Figure 3-55: Wind onshore and offshore generation profile normalized to the peak power production for the United 
Kingdom 2015, comparison of the two trend. 
 
 
Figure 3-56: Wind offshore and photovoltaic generation profile normalized to the peak power production for the 
United Kingdom 2015, comparison of the two trend.  
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3.10 Load and generation profile comparison for United Kingdom in 
different years 
Likely for Italy, here they are presented the comparison of Generation and Load profiles for the United 
Kingdom. The choice of the United Kingdom is in function of the study carried to the SOFT 2018,  
where it was the study future scenarios with the fusion technology in two regions, the South of Europe 
with an high generation of photovoltaic, and the North Europe characterized by an high wind 
generation. For the north Europe the region profiles chosen are the United Kingdom profiles. Because 
United Kingdom has a similar value for the total demand of electricity of Italy and a peak of power 
demand similar to the Italian Load profile. See Table 3-3 for Italian profile and Table 3-4 for the 
United Kingdom data. 
Table 3-4: Total energy generated od demand and peak power for the United Kingdom profile, data from own 
calculation base on opendatabase. *The data for the 2016 and 2017 are not complete but are useful for describe the 
seasonality. 
United 
Kingdom 
LOAD PV WIND onshore WIND offshore 
Year P peak 
[GW] 
En tot 
[TWh] 
P peak 
[GW] 
En tot 
[TWh] 
P peak 
[GW] 
En tot 
[TWh] 
P peak 
[GW] 
En tot 
[TWh] 
2015 59.03 334.83 6.84 7.66 6.21 18.42 4.04 14.11 
2016_366days* 57.90 334.64 7.36 8.41 6.74 18.52 3.89 11.73 
2016_365days* 57.90 333.75 7.36 8.40 6.74 18.42 3.89 11.68 
2017* 54.89 305.47 8.68 10.13 7.04 25.91 4.33 14.95 
 
The data here presented cover the years 2015, 2016 and 2017. With the same approach used for Italy 
the profile of 2016 are modified to have 365 days with the elimination of the last day of the year. 
Unfortunately the data for the profile of the years 2016 and 2017 are not complete; this does not 
preclude the possibility to compare the different profile observing the seasonality but the total value 
presented in Table 3-4 is affected to this missing of information. In Figure 3-57 it is possible to see 
that in the last three years the trend of demand of electricity in United Kingdom remain similar; the 
same observation can be done for the photovoltaic generation presented in Figure 3-58. Wind 
generation is more variable for the three years, 2015, 2016 with 365 days, 2017, Figure 3-59 presents 
the profile for the onshore and Figure 3-60 for the offshore, except the high variation, is clear that the 
wind technologies can generate the same power independent to the season, and more in winter months 
rather than the spring-summer period. 
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3.10.1 Comparison of Load normalized profile for United Kingdom  
 
Figure 3-57: comparison of normalized Load profile for years 2015, 2016 with 365 days and 2017 for the United 
Kingdom  
3.10.2 Comparison of Photovoltaic generation normalized profile for United Kingdom  
 
Figure 3-58: comparison of normalized photovoltaic generation profile for years 2015, 2016 with 365 days and 2017 
for the United Kingdom  
3.10.3 Comparison of Wind onshore generation normalized profile for United Kingdom  
 
Figure 3-59: comparison of normalized wind onshore generation profile for years 2015, 2016 with 365 days and 2017 
for the United Kingdom 
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3.10.4 Comparison of Wind offshore generation normalized profile for United Kingdom  
 
Figure 3-60: comparison of normalized wind offshore generation profile for years 2015, 2016 with 365 days and 2017 
for the United Kingdom.  
 
 
3.11 Generation profile from assumption – Fusion power plant profile 
Since there are actually no fusion power plant facilities based, two arbitraty profiles for the fusion 
power generation are used in the COMESE code simulations. The first one is constant profile and the 
second one is called 2-season profile.  
The creation of the first profile starts from the assumption that a fusion power plant operates as a base 
power plant, so for the entire year with a constant level of power. This is the same approach used for 
all the base technologies like geothermal technology or a fossil fuel technology. 
 
Read from the scenario input file the energy that the fusion power plant must generate 3C, and the 
capacity factor ¥%, COMESE code calculates first the power installed Ví with the equation 3.13 and 
then with the equation 3.14 the equivalent power that this power plant must generate for the entire year 
for generating the same amount of energy. For a future power plant, it is assumed a value for the 
capacity factor equal to a fission one, around 80%. The value of  V4 define the fixed power level of 
the constant profile. In Figure 3-61 it is presented an example of constant generation profile for fusion 
technology. 
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The second solution for the fusion generation profile is based on the assumption to concentrate all the 
maintenance of the power plant in the central months of the year, where the great production of the 
photovoltaic power plants can provide more energy and balance the less production of fusion. The idea 
is exactly to decrease the fusion power when we can use other renewable technologies like the 
photovoltaic one, and create a complementary profile to these. With this idea, it was created a 
generation profile with two power levels: one that approximately covers the winter and autumn period, 
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one the spring and summer period. Approximately because in function of the scenario it is possible to 
reduce or increase the two periods. In Figure 3-62 is plot an example of 2 season profile. 
 
Figure 3-61: example of constant fusion generation profile. Capacity installed 44 GW with a capacity factor of 80% 
 
 
Figure 3-62: example of 2-season fusion generation profile.  
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3.12 Input file – the power plant technology data 
The input files for the technologies are “csv” files that collect all the economic information needed for 
the calculation of the COE of a power plant. The input file is common for all the technologies, but it is 
populated with different data depending on the type of technology. I.e. while a fossil fuel technologies 
will be characterized by the cost of the fuel, the calorific value of the fuel, the photovoltaic technology 
does not. The input data for the technologies are obtained principally from the  “Energy Technology 
Reference Indicator projections for 2010-2050” [79]. ETRI 2014 is a document from the European 
Commission that collect for many technology the economic data for all the European country and it 
give a projection of the economic data to the 2050. In addition to the ETRI 2014 other useful 
documents for the data are: the report from the Polytechnic of Milan “Costi di produzione di energia 
elettrica da fonti rinnovabili” [80] for the bioenergy technologies, the portal of the International 
Renewable Energy Agency (IRENA) for the photovoltaic technologies, and “Energia elettrica, 
anatomia dei costi. 2014” for the Italian power plant [81]. In Figure 3-63, Figure 3-64, Figure 3-65 
there are three example of input file respectively for a fossil fuel tech, for a renewable tech and for a 
nuclear tech. In Figure 3-66 it is presented the file that contains the list of the technologies taken as 
input by COMESE code. In this summary file, at the beginning it is specified the number of 
technologies used, and then they are collected the names of all the technologies with the input file for 
each one.  
 
Figure 3-63: example of input file for a fossil fuel technology, (coal USC) 
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At the beginning of the input file for the technologies, it is specified the technology name, the author, 
and the creation date. Useful information for remembering when and who created that input file. Then 
it is specified the economic information, each line corresponds to a parameter, and for each parameter 
it is possible to define a base value, the mode, the min and max variation respectively to the mode and 
the type of distribution. The reason of this is that COMESE code is prepared for statistical analysis 
using a Monte Carlo simulation, so each parameter can be defined as an interval with the correspond 
uncertainties and a determinate distribution of probability. In the table presented in Figure 3-63 for 
example it is possible to see two types of distribution: with “tri” is indicated a probability distribution 
triangular centred to the mode value, with “lin” a uniform distribution, each value of the interval has 
the same probability.   
 
Figure 3-64: example of input file for a renewable technology, (residential photovoltaic) 
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Figure 3-65: example of input file for a nuclear technology, (EPR) 
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Figure 3-66: example of summary input file for the technologies 
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3.13 Input file – the storage technology data 
Also for the energy storage systems there is an input file that collects all the economics and 
operational parameters. For the Hydroelectric storage data referred to the European documents, ETRI 
2014 [80]. For the data of the lithium batteries referred to the Lazard’s Levelized Cost of Storage 
Analysis [101], where it is collected the information for different type of electric storage systems. In 
Figure 3-67 it is given an example of input file for an Hydroelectric storage system, in Figure 3-68 an 
example for a batteries storage system. 
 
Figure 3-67: example of input file for hydroelectric storage 
 
From a comparison between the input file for the technologies and for the energy storage systems, it is 
possible to see that some parameter are the same like the overnight cost in [€/kWh] or the life of the 
system. In addition there is the new parameter specific for the energy storage systems. 
Overnight cost for a storage system can be defined also in [€/kWh]. For the batteries storage system 
there is a strong connection between the energy capacity of the modules and the nominal power, so it 
is possible to make an easy conversion from overnight cost in [€/kWh] and overnight cost in [€/kW]. 
In the input file it was maintaining the possibility to define both of them. 
For storage systems two efficiencies are defined: an input and an output one, as described in the 
paragraph about the operation of the storage system. In addition, it is possible to set the depth of 
discharge parameters, that defines the minimum level of the energy that must remain inside of the 
storage.  
Nominal power here is defined as the maximum power accepted as input or the maximum power 
released as output at net of the efficiency. 
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Maximum capacity: defined as the maximum amount of energy that can be stored in the system, if 
this level is set to a very high level (i.e. 1000TWh) is equal to have an unlimited storage system, for 
the batteries the Maximum capacity it is related to the nominal power via the number of hours for 
which the system can store the energy.  
Example: 
If it is defined a battery storage system of 800 TWh of maximum energy, and this system is built with 
batteries modules that have a duration of the storage of 8 hours, the corresponding nominal power of 
the system is the ratio of the energy capacity and the hours of storage: 
3.15    V	 
 3C<DE 5)K)5B>E 1ℎ2 >ID)< >B< 1ℎ2 
 8008 
 100  
Normally it is used the assumption that a storage system at the beginning of the year is empty, but if 
the simulation required a different solution, it is possible to set the initial level of storage in the field 
“Available capacity at t=0” where with t=0 is the first hours of the years. Last two parameters are the 
power of one module of the storage, parameter defined only for the batteries systems, and the 
“Duration of the storage”, in other words the time for which the module can store the energy. 
 
Figure 3-68: example of input file for lithium batteries storage 
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3.14 Storage system model 
One of the major improvements of COMESE code with respect to the previous version is the 
introduction of a computing module for the simulation of one or more electric storage systems.  
Using an hydraulic analogy, the storage system can be modelled like a graduated cylinder, where the 
cylinder represents the tank where to store electric energy. The dimensions of the tank define the 
capacity, the fluid the energy loaded and discharged and the flow rate of the connections with which 
the fluid is carried to the cylinder representing the electric power in input and in output of the system. 
The losses in the connections can be seen as the losses in the charge and discharge processes of the 
system for which an entry efficiency and an outgoing efficiency are defined. 
So the storage system is like this tank defined with a maximum capacity ¸9 1ℎ2, the maximum 
energy that can be stored in that system, a nominal power V	 ¸9 12 defined as the internal power 
that the system can managed, two efficiencies, one for the charging process £/	 and one for the 
discharging £, process. The round trip efficiency £ is defined as the product of the input and 
output efficiency: 
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Because the storage is modeled like a tank with input and output connections, more than one electric 
storage systems can be easily modeled by connecting more system in series.  From a programming 
point of view in COMESE code the programming instructions represented by all the variables that 
define a storage system and the functions, methods proper of a storage system ( like the charge or the 
discharge) are contained in a single file the “storage.h” class. So for the COMESE program, 
simulating two or more storage systems means simply defining two or more objects of the storage 
class that will then be used in the simulation. ( define an object of a class are like define a variable, but 
formed by a larger and more organized structure).  
So for example in a simulation they can defined two storage systems: an hydroelectric storage system 
who usually in the simulation is defined for working first, and a batteries’ storage system who works 
for second. In the paragraph 3.13, they are summarized the main parameters defined for a storage 
system used in COMESE code. The storage energy capacity is usually limited by technical constraints 
(e.g. the available volume of basins for pumped hydro power stations that varies according to the 
ground morphology and hydrology). However, in case of batteries, the storage system is modular, that 
is n modules of nominal power (V	 ¸9 ,	/9f 12) and energy capacity (¸9 ,	/9f 1ℎ2) are 
connected in series and parallel, so for the overall system nominal power V	 ¸9 12  and energy 
capacity ¸9 1ℎ2 no evident limits exists. 
In principle the maximum capacity defined for a storage systems in COMESE code can be set to a 
very high value (1000TWh); the consequence of this solution is that the code sees the storage as a 
theoretical unlimited storage systems. In this condition COMESE code do all the same operation of a 
limited one, but at the end gives as a result the capacity of the storage system that allows the electric 
system to store all the excess energy without curtailment. 
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3.14.1 Charging and discharging process 
Each storage system is modeled as a tank, the charge and discharge routine progressively fills or 
empties the storage system based on generation and load dynamics. Scrolling through the hours of the 
year, evaluate for each hour if there is a generation surplus or a residual demand.  
In the first case it evaluates the surplus in terms of power and compares it with the maximum power 
surplus storable in hour B : 
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If the surplus power exceeds this value, the system loads at maximum the maximum input power. The 
remaining surplus power should be stored in one of subsequent storage systems. Before loading the 
storage using the input power, the routine performs a check on the energy already stored, checking if 
the system can store the energy of that time. Eventually reducing the power used in charge for that 
time. When the charge and discharge routine detect a residual demand for one hour, the routine makes 
two checks first controls if the stored energy is adequate to meet this residual demand then if the 
residual demand is consistent with the maximum output power. The maximum power the storage 
system can deliver to fill deficits is: 
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After these checks fill the residual demand with the appropriate level of power in output. During  the 
charging process and discharging, the level of energy stored in the storage system varies. In case the 
system has been set with a capacity [GWh] so high as to be approximate to an unlimited system, the 
maximum level of energy stored during the year defines what is the capacity of the system to store all 
the annual surplus. 
3.14.2 Optimization method for the discharge process  
The method for charging and discharging just described is the simplest solution but it is not the best, in 
fact the routine thus set unloads the stored energy as soon as required, without any control over the 
remaining residual demand level after the storage activation. This electrical residual demand is the one 
that must be covered by the modular technologies, whose generation cost depends on the installed 
power and grows with it for the same level of energy generated. The discharge of storage system 
without a control can leave in the residual demand a peak of required power higher than the installed 
power of dispatchable technologies. In the optimization method that is presented here, a solution was 
studied in order to model a controlled discharge of storage energy. 
The routine starts with an evaluation for the year of all the events of deficit in terms of  time duration, 
energy required to cover the events of deficit and peak power of the event. All these data are collected 
and saved in appropriate vectors. For doing this, the storage activation routine calculate a vector with 
the hourly difference between the Load and the generation from base, must-run power plant.  
3.19    ΔVf,/ 
  3f,/   nf,/   
Where ΔVf,/ is the power difference between the generation and the load, 3f,/ the power generate and nf,/ the demand of electricity all for year y and the hour B.  ΔVf,/ > 0 denotes an overproductions for 
the hour B, ΔVf,/ < 0 a deficit while ΔVf,/ 
 0 when the generation meet the load. 
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Whenever overproductions occur, the energy surplus can be stored only if ΔVf,/ ≤  V/	     and  E¸,f,/L <  ¸    where V/	the maximum power accepted as input, E¸,f,/ is the energy level of the 
storage for the hour i-1 and   ¸ the maximum capacity for the storage. A generation curtailment 
occurs otherwise.  
On the other hand, the first time that the routine finds ΔVf,/ <  0 following a surplus event, it starts the 
optimization process for the discharge. The first hour of deficit following a surplus event is the 
beginning of a deficit event. The amount of energy needed for covering the deficit 3C8k× is read 
from the vector just evaluated, and it is compared to the total energy stored previously in the storage 
system 3C¸9×. With × are indicate the index of the vector for the deficit events. Now the routine 
calculates the energy availability coefficient n as:  
3.20     ^; 
 3C¸9 ∗ £,/3C0® 
The energy availability coefficient allows to know if the stored energy can cover the whole event of 
deficit or not. If ^; ≥ 1 the storage system has all the energy necessary to cover the deficit later and 
optimizing system does not turn on and the storage system fills the deficit event without any control. 
Otherwise if ^; < 1 the storage system hasn’t all the energy needed and the power demand for each 
hour of the deficit event that the storage system has to fill are reduced by the ^; coefficient. With 
these methods the energy stored is spread in all the deficit in a more uniform way, even if the storage 
doesn’t have all the energy for cover it. And the peak of the residual demand is reduced. 
3.14.3 Storage optimization method with activation of dispatchable technologies  
Always with the final goal of reducing the generation cost for the modular technologies, the possibility 
of preloading the storage with modular technologies was introduced with the aim of further reducing 
the power peak of the residual demand (relatively recent development in the COMESE code). In few 
words, in addition to the coefficient n, a second coefficient n0 is calculated for each deficit 
events in function of the energy that the storage must have for cover the deficit event, so that the 
maximum remaining residual power is lower than a fixed power level. 
If ^;0 ≥ 1 the storage system has all the energy necessary to cover the deficit so that the residual 
demand has a power level lesser or equal to the dispachable technology installed. Otherwise if ^;0 < 1 the storage system hasn’t the energy needed and the routine starts to evaluate the 
individual deficits that make up the deficit event. For each hour of deficit, the routine uses at first the 
energy stored, and if the level of the residual power demand is higher than the reference value, the 
routine scroll the vectors and it goes back of a fixed number of hours, and it activates in those hours a 
modifiable power to preload the storage in order to have for the hour in question an additional stored 
energy to be used. 
The advantage of this method lies in the fact that the storage system can be charged for many hours 
with a low power and can provide a high power in a few hours. This type of use does not affect the 
cost of the storage system that is related to capacity, but it allows to greatly reducing the installed 
power from the modular that, instead, impacts a lot on the cost of the system. 
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3.15 Optimized flexible technology activation. 
In COMESE code, for meeting the residual demand after the activation of base power plants, must-run 
power plants and the storage systems the dispachable technologies are activated. In this chapter it is 
described the routine for the activation of the dispatchable technologies and the three solution adopted 
for covered the residual demand and at the same time try to reduce the cost of the electric system.   
Dispatchable technologies are activated with a priority order and with three methods specified in the 
input file of the scenario. The possible activation methods are:  
• “common activation” named in the input file as CMOD, developed for fill residual deficits as 
much as possible, in function of the energy set for that technology and the capacity installed. 
• “power – hours deficit” named as PHDEF, developed for maximize the energy use for a 
dispatchable technologies, but with the lowest level of capacity installed. This method has 
been designed to reduce the cost of those dispatchable power plants that have high installation 
costs (fixed costs) compared to fuel costs. 
•  “trapezoidal activation” named as TRP developed for use maximum power in case of greater 
residual demand. 
In general, the “common activation” method is used for the latest 
dispatchable technology like gas technologies (OCGT – open gas 
cycle turbines), while the “trapezoidal activation” is used for 
hydroelectric technologies to make the most of the installed power. 
“PHDEF” is used for bioenergy technology, where making the most 
of an installed plant allows to reduce the fixed realization costs. 
As described in the flowchart of Figure 3-69, the main routine for 
the dispatchable technologies takes as first input the array of the 
residual demand wrote at the end of storage module, then it reads 
the first dispachable technology data and in function of the 
operational-code (CMOD, PHDEF, TRP) it activates one of the 
three subroutine. Each one fills properly the residual demand and at 
the end returns an array of residual demand update, where the 
hourly value is reduced in function of the dispatchable power 
activated hourly. This array becomes the new residual demand array 
for the next dispatchable technology. The routine continues 
iteratively until they are used all the dispatchable technologies or 
the residual demand is completely covered. Naturally, if the 
dispatchable technologies are not sufficient to cover the residual 
demand, this will be reported at the end of the calculation routine. 
Key point of the COMESE code is to maintain the possibility to be 
able to say whether a scenario is feasible or not. For this reason, no 
automatic routine has been introduced that modifies the values set in 
the initial scenario in order to cover the demand. COMESE code gives a result if a scenario is feasible 
or not, and provides to the user the information to correct it. But it is always up to the user to choose 
how to do it. 
Figure 3-69: dispachable routine 
flowchart 
113 
 
All the three methods start the routine from the array of the residual demand ΔVf,/ , difference between 
Load and Generation from base, must-run and storage systems. The residual demand array in the 
routines are sorted in ascending or descending order with respect to the value of the residual demand, 
keeping the hourly information of the year. A duration curve of the residual demand is obtained from 
this process. The hourly information of the year is kept, since it allows to return to the ordered vector 
ΔVf,/ according to the hours of the year at the end of the routine. Crucial passage to know for every 
hour of the year, those plants are called to cover the electricity demand. The three routines operate on 
the duration curve of the residual demand according to a logic similar to that of the storage, they fill 
the residual demand respecting power and energy constraints of the dispatchable technologies and one 
of the three different objectives set in the scenario input file.  
3.15.1 Common activation routine - CMOD 
In the common activation routine, energy allocated for that technology is spread proportional in the 
duration curve with a profile of activation scaled form the duration curve itself. 
The residual demand vector, containing the hourly data of the residual demand, is loaded and sorted in 
a decreasing order. Then for the first hour B 
 0 of the duration curve, the routine evaluates the 
activation coefficient n0B as the ratio between the total energy that the dispatchable technology 
should generate 3C0î:B and the total energy for cover the residual demand 3C9¸¿¾;B. With B is 
indicated the iteration. 
3.21     n0B 
 3C0î:B3C9¸¿¾;B  
The activation coefficient is used for calculating the required power V94 to the dispatchable 
technology for the B iteration, as the product of the residual demand of the B hour of the array of the 
residual demand and the activation coefficient. 
3.22    V94B 
 V0B ∗ n0B 
Now V94 are compared to the installed power for the technology and if it is greater, they are limited to 
the installed one. The request for residual power for the hour is covered for a quota equal to V94.  
3C0î:B and 3C9¸¿¾;B values are update in function of the power activate, becoming 3C0î:B ( 1 and 3C9¸¿¾;B ( 1. In the new iteration a new activation coefficient is calculated 
for the new hour and so on. The routine ends if the total residual energy demand becomes zero, if the 
energy set for that technology becomes zero (all the energy was used for that technology) or if the 
routine reaches the end of the array. At the end all the arrays are reordered according to the hours of 
the year. In Figure 3-70 it is presented an example of CMOD activation, in blue the duration curve for 
the residual demand and in red the portion of the residual demand covered by the CMOD activation 
method. 
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Figure 3-70: Example of common activation methods for a dispatchable technology 
 
3.15.2 Power – hour deficit routine - PHDEF 
The “PHDEF” method (developed for biomass technology) is designed to distribute the available 
energy covering the maximum possible hours by appropriately adjusting the installed electrical power 
(not known a priori). Only for this method, the hourly deficit is sorted in increasing order. At the 
beginning it is calculated the first attempt power V0_:  
3.23    V0_ 
 3	0/ℎ0®éd 
where 3	0 is the energy associate with that technology and ℎ0®éd the total hours of deficit 
whenever ∆Py,i <0. For the first hour the deficit is filled completely if  
3.24    ΔVf,/ ≤  V0_ 
or only partially if  
3.25    ΔVf,/ >  V0_ 
than the value of the remain energy of that technology is updated, the deficit hours will decrease, and 
it will be calculated the new iteration power. The installed power level is adjusted iteration after 
iteration until the optimal level and the final hours are reached. 
Figure 3-71 presents an example of PHDEF activation, in blue the duration curve for the residual 
demand and in red the portion of the residual demand covered by the PHDEF activation method. 
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Figure 3-71: Example of PHDEF activation for dispatchable technology 
 
3.15.3 Trapezoidal activation - TRP 
“Trapezoidal activation” is used when an electrical power and an energy associated with that 
technology are known, and with the aim to activate the maximum installed power and generate the 
greater part of the energy in the hours of greater residual demand, consequently reducing its use in the 
hours where the demand is lower. The method bases its function in the idea of covering the base of the 
duration curved with a trapezoidal activation profile.  
From the scenario input, it is known the power installed Ví and the energy that the technology has to 
generate 3C0. From the array of the residual demand, it is obtained the duration curve with a 
decreasing order. And from this curve, it is calculated the total number of hours of the residual 
demand ℎd . With these data are prepared the trapezoidal profile of activation, where the major base 
of the trapeze  is ℎd , the height are  Ví  and the minor base is ℎ	  . The value of ℎ	 are 
computed with the equation 3.26. 
3.26    ℎ	 
 12 ∙ 3C0  Ví ∙ ℎd2Ví  
If the value of ℎ	 < 0  is set to ℎ	 
 0 and the trapezoidal profile degenerate in a triangular 
one. Where the base of the triangle are the ℎd and the height are Ví. 
The ℎ	value indicates the transition index for the activation. For the hours index lesser than  ℎ	 
the dispatchable technology can be activated with a power level equal to the installed power. For the 
hours index greater than ℎ	 the dispatchable technology is activated with a power reduce and equal 
to V-/ð equation 3.27. 
3.27     V-/ð 
 Ví  ∙ ℎ0®9¸ℎ0®9¸  ℎ	 
Where with ℎ0®9¸ is indicated the remaining hours of the residual to be covered. 
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Figure 3-72: trapeze with the parameters used in the TRP activation method 
 
In Figure 3-72 it is described the parameter use for the evaluation of the trapezoidal profile and in 
Figure 3-73 it is presented an example of the TRP activation, in blue the duration curve for the 
residual demand and in red the portion of the residual demand covered by the TRP activation method. 
Figure 3-74 gives another example TRP activation, where the trapezoidal profile degenerates into a 
triangular shape. 
 
 
Figure 3-73: Example of TRP for dispatchable technology 
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Figure 3-74: Example of TRP for dispatchable technology, case of a triangular shape. 
 
 
3.16 Curtailment 
The COMESE code reduction routine is only activated if, after the activation of the storage systems, 
there is still a surplus of energy generated. The routine loads the surplus array and scrolls the hours of 
the year curtailed the hourly surplus from the must-run technologies generation. The curtailment 
operates first on the photovoltaic generation and then on the wind generation dividing the curtailment 
proportionally between the various types of photovoltaic or wind power plants. The consequence of 
the curtailment is that the power plant generate less energy respectively to the installed power, so the 
capacity factor decreases and consequently the COE of the correspond technology increases. The 
increase in the generation cost can be explained by the fact that at the level of the electricity system 
the energy we throw is also paid.  
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3.17 Demand and generation 
In this chapter before the description of the economic calculation of the COE and the LCOTE, some 
figures show how COMESE code gradually meets the load profile with the activation of the different 
power plant technologies and storage systems. All the figures here are limited to some days of the year 
for a better representation. 
In Figure 3-75, it is presented the starting point the demand of electricity and the generation from Base 
and must run technologies; as can be seen, the generation exceed the demand in some hours, surplus 
events, and in other remain under the demand, deficit events. Figure 3-76 plots the trend of the storage 
system in the charge and discharge process.  
 
Figure 3-75: Load profile of the electricity demand and generation from base and must run power plants.  
 
 
Figure 3-76: Storage level trend for stored the energy surplus of the Figure 3-75: Load profile of the electricity 
demand and generation from base and must run power plants. 
 
Figure 3-77 presents the electricity demand and the residual demand that must be covered by the 
storage systems and the dispatchable technologies. Finally in Figure 3-78 the result of the simulation 
when the generation meets the demand is presented. 
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Figure 3-77: Load profile of the electricity demand and residual energy demand after the activation of the base and 
must run power plants. 
 
 
Figure 3-78: example of how COMESE meets the electricity demand using the Base, Must-Run technology, storage 
and dispatchable technologies. 
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3.18 LCOTE and SLCOTE  
Once the power mix technical feasibility is checked and the hourly balance between demand and 
generation plus stored power verified, COMESE performs an economic assessment. The SLCOTE, 
system levelized cost of timely electricity is used as a benchmark between alternative energy 
scenarios. Thus, assuming that in year E the electricity is generated by a brand new power plants' fleet, 
i.e. neglecting any existing capacity and the related amortized investment. Provided that N generating 
plants are serving the system in year E, the SLCOTE of a system is calculated as follows: 
3.28    SLCOTE 
  ∑ ¹LCOTE, ' E,º ( CÓ88$ÐL E3,  
where rOT3/,f is the levelized cost of timely electricity generated by the i–th technology, 3/,f and 3,f are the electricity generated by the i–th technology and the energy system respectively. 00 1€2 
are additional costs due to energy storage systems and/or expenditures related to transmission grid 
upgrades. The formula of the SLCOTE can be rewritten using also the energy values related to the 
energy demand: 
3.29     r=]3f 
  Ï ²rOT3/,f ' 3/,f1%2100 ³ ( 00
ã
/ÐL  
In these equation 00 1 €	ö2 
The LCOTEi,y for each technology is computed as follows (IEA/NEA, 2010): 
3.30    LCOE 
  ∑ ¹I, (  O&M, ( F, ( D, ( C,º1 ( r Ð ∑ E1 ( r   
where t is the year in which the sale of production takes place, PPelife is the power plant economical 
life, It is the power plant investment cost, O&Mt the operation and maintenance costs, Ft the fuel cost, Dt the cost of decommissioning, Ct the carbon cost, Et is the amount of electricity produced, all 
evaluated in year t. Finally 1 ( r is the discount factor and r the real discount rate for year t 
(inflation is neglected). The levelized cost method also neglects the presence of specific market or 
technology risks, so that the cost of electricity corresponds to the cost of an investor assuming the 
certainty of production and the stability of electricity price. 
In order to allow comparisons between different electricity generation options unbiased by 
uncertainties on the future technology and national economy developments, COMESE can also 
provide the probability density function of the SLCOTE. In this case,  r=]3E is computed as a 
function of a user-defined number of stochastic variables. Although in principle all the code variables 
can be consider random with a known probability distribution (uniform or triangular), the default 
stochastic parameters are those listed in the input file for the technologies, see the paragraph 3.12. The 
value of the  r=]3E is then computed n times (C 
  10h is default value of the random samplings) 
to get the corresponding probability distribution. 
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3.19 LCOTE calculation: extra cost due to the battery storage system 
As presented in the storage batteries system description chapters 3.14 and 3.14 , the batteries storage 
system is based on batteries modules, the same logic is found for evaluation of extra cost due to the 
batteries storage system. Single module of batteries is characterized by operational and economic 
parameters, here it is summary the parameter used for the evaluation of the cost: 
• The maximum power of the module VÓ>0,. [MW] 
• The time for complete charge and discharge at maximum power ∆>¸9ó [h] 
• The overnight cost of one module [€/kWh] 
• The operative and maintenance cost of one module[€/kWh] 
In COMESE code, it is used the overnight cost and the operative and maintenance cost express in  
[€/kW] obtain from the value in [€/kWh] simply multiplying the value for the ∆>¸9ó 
From the first generation for covering the demand analysis in COMESE code is determined the 
maximum level of energy stored in the batteries storage system along the year 3	 Ó> ¸90 and the 
maximum power exchanged in the same year VÓ> d-	ó. This information is used for the 
evaluation of the maximum number of module that composes the storage system. With equation 3.31 
is evaluated the number of module needed for storing the maximum peak of energy and with the 
equation 3.32 the number of module needed for the required power level. The number of module 
installed for the system is the maximum value of the two rounded to the greater integer, equation 3.33.  
3.31    CD0,.!	 
 3	 Ó> ¸90/¹VÓ>0,. ∙ ∆>¸9óº 
3.32    CD0,.X 
 VÓ>d-	ó/VÓ>0,. 
3.33    CD0,.í	¸..0 
 maxCD0,.!	, CD0,.X 
From the number of battery modules installed, it is calculate the capacity of the storage system as the 
product between the energy that can be stored in one module with the total number of module, 
equation 3.34.  
3.34     >ID)< )K)5B>E 
 CD0,.í	¸..0 ∙ ¹VÓ>0,. ∙ ∆>¸9óº 
If in the COMESE code simulation, it is fixed a limit on the batteries storage system capacity, the 
result is that the number of module is fixed and the maximum power exchange by the system is 
determined by the time for complete charge and discharge specific by the type of module used. 
The capital cost of one module is calculated with equation 3.35 where the interest on capital and the 
actualization factor is calculated as a common technology. 
3.35     )KB>)H I:>, 
 ¹=<DCBℎ>I:>, ∙ 1 ( BC><D<:>º ∙ 1=    G €J 
The cost of one module is now evaluated with the sum of capital cost and operative and maintenance 
cost, equation 3.36. 
3.36     I:> I= IC< I;*H< G €J 
 )KB>)H I:>,  G €J ( =&Q,  G €J 
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3.37    I:> I= IC< I;*H< 1€2 
 I:> I= IC< I;*H< G €J ∙ V,1Q2 ∙ 1000 
3.38      I:> I= :>ID)< A)>><DE :E:>< 1€2 
 I:> I= IC< I;*H< 1€2 ∙ CD0,.í	¸..0 
From the cost of one module in Á €	öÄ it is calculated first the cost in 1€2 of one module multiplying for 
the power of the module, equation 3.37 and then the cost of the complete system multiplying for the 
number of modules equation 3.38 . The extra cost due to battery storage system is finally calculated 
with the ratio between the cost of the system and total electricity demand of the scenario. See equation 
3.39 . Where 00Æ@îî¾AB is the extra cost due to batteries storage system in Á €	öÄ 
3.39  00Æ@îî¾AB G €ℎJ 
 I:> I= :>ID)< A)>><DE :E:>< 1€2]I>)H <H<5>DB5B>E ;<)C; 1]ℎ2 ∙ 10`   
 
Extra cost due to batteries storage system is simply added to the system levelized cost of timely 
electricity (SLCOTE), because it is just expressed in function of the total electricity demand. In 
particular, it is possible to observed that the contribute to the SLCOE of the batteries storage system 
for a fixed electricity demand is directly proportional to the capacity installed. Greater is the system 
greater is the impact of in the SLCOE. 
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3.20 Future improvement for COMESE code C++ 
As presented from the beginning COMESE code C++ were developed with the precise intention to 
have a computer tool flexible, made of different module, a code open to new improvements. Here they 
are listed some of the new improvements that could be added in the future. 
A first improvement is that of providing COMESE with a graphical interface that allows an untrained 
user of advanced programming languages to be able to use it, without having to modify the source 
code. A second improvement can be added to the COMESE code the graphic libraries and the 
possibility to create the result graphs without the use of an external post-processing program.  
Alternatively, two parallel programs could be created with a preprocessing program for the creation of 
input files and a post processing program for data processing, which could also be done in a different 
programming language such as Matlab. In this regard, a first version of post processing is already 
being realized in Matlab language. 
A great improvement that could be added, starting from the results obtained with FRESCO, would be 
that of couple the COMESE code with a genetic algorithm that allows to perform optimization 
operations. This would allow us to perform a study to see which hypotheses are the best to create a 
scenario with a low SLCOTE. 
From the point of view of possible simulations, the COMESE code has opened a door to numerous 
studies, which may derive from the simulation of scenarios with different technologies from those set, 
to the study of new storage systems, up to the verification of scenarios already studied with curves of 
generation and load updated. 
Here a further development could be to add a module to be able to carry out a variation of the 
generation profile or of the load profile in order to study different configurations of the annual 
electricity demand. For example the study of scenarios in which the electric demand is modified by the 
introduction of electric mobility. 
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4 Simulation of European scenarios 
with COMESE 
As a final result at the end of the design of the COMESE code C++, in this chapter the results obtained 
from the simulation of energy scenarios including the fusion technology at European level are 
collected. The question that leads to this first study on energy scenarios was to understand how fusion 
technology could enter an energy scenario and in particular at what cost level it could enter.  
From current developments on renewable technologies, photovoltaic and wind technologies are 
experiencing a strong development in recent years also linked to incentives. Numerous studies are 
conducted on energy storage systems in support of these technologies. In the last year, the interest in 
the storage of electricity and renewable technologies is growing, and numerous solutions are proposed 
in this area, the last news a series of batteries the zinc-air batteries that promise to store the energy to 
competitive costs. If the fusion technology will be ready after 2050 and ready at a commercial level 
around 2080 under what conditions it can be competitive  when compared with technologies such as 
photovoltaics and wind power that from now to 2050 will surely know a further development. It is a 
hard question to be answered. 
Without the pretense of obtaining a definitive answer, with the COMESE code start from some first 
assumptions for the future were studied a lot of possible European scenarios and among these neither 
have been identified some 100% renewable scenarios in which to try to see the effects of the 
introduction of the fusion technology. 
According to the current forecasts and international pledges on climate change, decarbonization of 
Energy is a must, almost worldwide; the European Union has adopted an Energy Road-map to 2050, 
setting 80% cut of Energy CO2 emissions and fixing the ambitious target of fully decarbonizing EU 
electricity generation by 2050. The carbon free power generation technologies likely available by 2050 
are: 1) fossil fueled power plants with Carbon Capture and Storage (CCS), 2) nuclear power plants 
(III+ and IV generation fission) 3) power plants using renewable energy sources.  
The following assumptions hold: 
• Fusion will be commercially available in the second half of this century (say 2080),  
• The development of the fusion technology leads to a complete phase out from the fission 
power plants in Europe, with a gradual but decisive and planned way such that the nuclear 
energy if present is produced only by fusion plants. 
• The CCS technologies will not be available so not included in the mix, since technology 
development and learning factor rate is nowadays lagging behind expectations. 
• The renewable technologies experience a great development, considering a strong deployment 
of solar photovoltaic (PV) and wind plants, as indicated by national potential and the 
outstanding tariff reduction recently registered in national audition. 
• The energy storage systems are available to manage the high variations of renewable sources, 
in order to store the excess energy and use it in the hours of maximum residual demand. 
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• Finally, dispatchable technologies cover the residual demand not stisfied by the other 
technologies like hydroelectric Dam and Bioenergy. 
From this assumption with COMESE code, five possible European energy scenarios with and without 
fusion technology have been identified and simulated.Three energy scenarios for southern Europe 
based on the Italian load and generation profiles, which have photovoltaic as the most renewable 
technology. And two energy scenarios for northern Europe based on the UK load and power profiles, 
in which the wind energy technology plays a key role. For all the scenarios, an energy demand of 600 
TWh was hypothesized. 
Table 4-1: Scenarios for southern Europe 
 South Europe 
 100% RES Fusion - BaseLoad Fusion - 2 seasons 
 [GW] [TWh] [GW] [TWh] [GW] [TWh] 
PV - commercial 230.4 277 63.4988 76 78.3333 94 
PV - residential 58.83 70 16.2125 18.6 20 24 
PV -  utility scale 160.8 241 44.3141 67 54.6667 82 
Wind onshore 23 43.68 23 43.68 23 43.68 
Wind offshore 2 4.02 2 4.02 2 4.02 
Dam hydro 12.8 28.899 12.8 31.38 12.8 31.38 
Run of river hydro 8 35.4 8 35.4 8 35.4 
Bioenergy 28.34 49.38 21.62 61.8 15 30.6 
Municipal Waste 
Incinerator 
1 7.02 1 7.02 1 7.02 
Geothermal 1 7.86 1 7.86 1 7.86 
Fusion   37.5 262.8 37.5 262.68 
Total generation  764.259  615.56  622.64 
Curtailed Energy  131.16  7.38  10.74 
Charging/discharging losses 33.099  8.18  11.9 
Pumped Hydro Storage 9 100 9 100 9 100 
Battery Storage  1.2  0.4  0.5 
 
In Table 4-1, they are presented the three energy scenarios studied for the south of Europe, a scenario 
100% RES (renewable energy source) based on photovoltaic generation, and two energy scenarios 
which include fusion as a technology able to generate at least 44% of the total electricity demand. In 
the “Fusion – BaseLoad” scenario the fusion technology operate as a base power plant without any 
modulation in the year, in the “Fusion – 2 season” scenario is assumed that the fusion power plant 
operate with a two level profile like the one presented in Figure 3-62. Where it is assumed that all the 
maintenance for the power plants can be concentrated in the spring summer period, so that the reduced 
fusion generation can be balanced by increased photovoltaic generation. 
In Table 4-2, they are presented the corresponding energy scenarios for the northern Europe, as for the 
south Europe, for the north Europe is created a 100% RES scenario based on wind onshore and 
offshore generation, and only one scenario with fusion technology able to generate at least 44% of the 
total electricity demand and operating as a based power plant. Given the high variability of wind 
generation, and the absence of a clear generation variation between winter and summer months, no 
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two-season scenario was simulated for the north Europe. In the last five lines of the Table 4-1 and 
Table 4-2 are summarized some of the result of the Generation-Demand analysis made in the first 
section of COMESE code, in particular it is worth noting the cut energy and the level of storage that 
are much higher for the south than northern Europe.  
Table 4-2: Scenarios for northern Europe 
 North Europe 
  100% RES  Fusion - Baseload 
 [GW] [TWh] [GW] [TWh] 
PV - commercial     
PV - residential 10.0376 7.98 10.0376 7.98 
PV -  utility scale     
Wind onshore 12 30 12 30 
Wind offshore 165 637 72.8947 287.02 
Dam hydro     
Run of river hydro 1.85128 6 1.85128 6 
Bioenergy 40.8975 40.92 39.63 40.38 
Municipal Waste 
Incinerator 
1 7.98 1 7.98 
Geothermal     
Fusion   37.5 262.8 
Total generation  729.88  642.16 
Curtailed Energy  121.44  37.8 
Charging/discharging 
losses 
 8.44  4.36 
Pumped Hydro Storage 3 50 3 50 
Battery Storage  1  0.4 
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4.1 The economic analysis with COMESE code 
After the evaluation that the generation meet the demand for all the five scenarios with COMESE code 
are performed the economic analysis for the evaluation of the SLCOTE for all the five scenarios using 
the economic parameter for the scenarios presented in Table 4-3. In that table are collected Capital and 
O&M costs, lifetime, load factor, for all the technologies with the variation range for stochastic 
analysis. Equivalent generation hours are also provided for each technology, along with a trial 
calculation of the LCOTE in the best condition for all the technologies.  
The stochastic analysis for the evaluation of the SLCOTE for the five electric systems was performed 
with a Monte Carlo Simulation of 500000 of sample and the probability distribution function obtain 
from the analysis are presented in Figure 4-1. It is possible to observe that the introduction of fusion 
power technologies with the economic parameter of table Table 4-3 allows to decrease the SLCOTE 
both of the north and the south European scenarios and the two European scenario with fusion as a 
baseload technologies have an SLCOTE values next to each other. The SLCOTE for all the scenarios 
with fusion varies between 8 and 11-12 c€/kWh. 
Figure 4-3 presents how the LCOTE of the technologies contributes to the SLCOTE of the systems to 
note the noteworthy contribution to the cost given by bioenergy, the constant in the three scenarios 
given by the fusion technologies, and that of the storage systems comparable to that of other 
technologies. 
 
Table 4-3: Capital and O&M costs, lifetime, load factor, levelized cost of electricity for the generation technologies 
considered 
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Figure 4-1: Probability distribution function for the stochastic analysis for the five European scenarios with and 
without fusion. 
 
 
Figure 4-2: Cost items that compose LCOTE for the five simulated scenarios 
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4.2 Assessment of the economics of fusion technology 
 
An independent chapter deserves the last analysis performed with the COMESE code, identified two 
100% RES reference scenarios for southern Europe with lots of sun, and for northern Europe with 
wind, and calculated the SLCOTE for the two scenarios.  It was decided, for the two fusion technology 
scenarios as a base technology, to change the overnight cost of the fusion technology and see to what 
extent it was possible to increase the overnight cost for the system's LCOTE to remain below the value 
of the scenarios 100 % RES. The results of these simulation was presented in Figure 4-3, here it is 
possible to see that 100% RES scenarios for the north Europe are cheaper than the south one. The 
overnight cost limit for which the fusion technology can enter and play a positive effect on the 
SLCOTE of the scenario are around 8000 €/kW for the north Europe and 13000 €/kW for the south of 
Europe. High values when compared with that of Table 4-3 but accessible at the electrical system 
level.  
Subject to the starting hypothesis, on which discussions and changes are possible, this result obtained 
thanks to the COMESE code is an example of how it is possible to study the economic conditions that 
allow the fusion technology to become part of a typical energy scene. This is the first example and in 
the future many other scenarios can be used. This first example opens the way to a many other 
scenarios and a more new simulations possible with the COMESE code. 
 
Figure 4-3: Assessment of the economics of fusion technology inside two possible European scenarios 
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5 Conclusion 
In order to be able to evaluate how fusion technology can be part of a future electricity generation 
system, computer tools that can perform physical, engineering and economic analysis are 
indispensable. Codes that can be adapted to a constantly evolving field of study such as that of 
renewable energy and research on controlled thermonuclear fusion.  
The doctoral activities started with the study and enhancement of the FRESCO code (Fusion REactor 
Simplified COst), a code written in C++ language with the aim to model in a simplified way a D-T 
fusion power plant base on the tokamak model. A computer tool where a power plant can be studied 
from technical and an economical point of view computing the reactor parameters i.e. geometrical and 
physical dimension of the power plant, electromagnetic parameters of the machine, net electricity 
production, auxiliary energy needed, the operative cycle phases especially for the pulse configuration, 
and not the last the related capital cost and the cost of electricity. FRESCO has been revised, 
rearranged and updated with new approaches that allow a better study of the economy of a fusion 
reactor. Completely new sections have been introduced, such as those for the evaluation of the 
pumping time to empty the vacuum vessel between one pulse and the next.  The coupling to a genetic 
optimization algorithm has been a further improvement.  
With the FRESCO code, as described in the paper “Economic assessment of different operational 
reactor cycle structures in a pulsed DEMO-like power plant”[125], an optimization analysis of the 
operative phases of a pulsed fusion power plant was performed. The different operating phases that 
compose the operative cycle have been optimized to get the minimum COE. The study made it 
possible to understand that by acting on the operating cycle phases for a pulsed fusion generator, it is 
possible to optimize the system cost and an absolute optimal solution does exist. The uncertainties on 
the costs and reliability of the components together with the uncertainty on financial aspects enlarge 
the estimate of the COE. The FRESCO code coupled to the genetic algorithm can now be used for 
optimization studies involving many other reactor parameters. 
Next step in the thesis work was the creation of COMESE code C++,  (COsto MEdio del Sistema 
Elettrico, Average Cost of the Electric System), a code developed with the aim to have a computer 
tool able to to develop, study and test the sustainability of new future energy scenarios possibily 
including nuclear fusion power plants.  The new version of COMESE looks as a flexible computer 
tool useful to better shape and study energy scenarios. 
In the COMESE code C++  new modules have been included: a module to simulate the operation of 
an energy storage system, a module for the optimal use of dispatching systems, and a module that 
make storage systems and dispatching technologies working jointly. A routine for stochastic 
simulation based on the Monte Carlo method, which is able to vary any parameter of any technology 
has been also added.  
With the COMESE code it was therefore possible to simulate European energy scenarios, for both 
southern Europe (largely based on photovoltaic technology) and for northern Europe (based on wind 
energy). The 100% renewable European reference scenarios highlight how a northern European 
scenario based on wind technology has lower costs than a south European based on photovoltaics and 
storage. Alternative scenarios have been produced by introducing the fusion technology. The results of 
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the analysis demonstrate that an overnight cost limit for a fusion power plant exists such that, under 
this value, the power plant has a positive effect on the cost of generating the system (cost reduction), 
above it the situation would be worse. 
Concluding the improvement of the FRESCO code and the development of COMESE code C++ has 
opened a door to numerous studies and numerous possibilities and future research activities. Coupling 
COMESE to a genetic algorithm for optimization, studying scenarios of different world countries, 
using the cost of generation obtained in COMESE code like the objective cost for the FRESCO code 
optimization analysis are examples of new future studies. 
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