In this paper, we try to solve the semidefinite program with box constraints. Since the traditional projection method for constrained optimization with box constraints is not suitable to the semidefinite constraints, we present a new algorithm based on the feasible direction method. In the paper, we discuss two cases: the objective function in semidefinite programming is linear and nonlinear, respectively. We establish the convergence of our algorithm, and report the numerical experiments which show the effectiveness of the algorithm.
Introduction
The box-constraint optimization problem
is an important kind of nonlinear programming, where x ∈ R n , f (x) : R n → R. It is also called the optimization problem with simple bounds. Many problems from practical engineering can be turned into the box-constraint problem (1.1).
There are several algorithms to solve problem (1.1), such as the trust-region method [1] [2] [3] [4] [5] [6] , projection method [7, 8] , active set method and interior point method [9] [10] [11] 4, 12] . Hager and Zhang [13] give recent advances in bound constrained optimization. Most of these methods are founded on the special construction of Ω = {x| a ≤ x ≤ b} on which the projective operations can be dealt easily, cannot be solved directly, so we cannot get the projection as easily as before, and the projection methods for (1.1) cannot be used for the semidefinite programming problem with box-constraint (1.4). It inspires us to consider other methods to solve (1.4) .
Recently, we have studied several effective methods for nonlinear semidefinite programming, for example, the sequential linearization method, sequential quadratic programming method, and sequential linear programming method (see [14, 15] ). For information on semidefinite programming, please consult [16, 17] . In this paper, for the particular semidefinite programming problem (1.4), we will present a feasible direction method.
Notations: Some notations and definitions are introduced firstly. We use ‖ · ‖ 2 and I(I n ) to denote 2-norm and the identity matrix with appropriate dimension, respectively. S n denotes the set of symmetric matrices, S n + the set of all n × n symmetric positive semidefinite matrices, and S n − is defined similarly. For all A, B ∈ S n , the trace product ⟨A, B⟩ = Tr(AB) and the Frobenius norm
to denote the n × n diagonal matrix whose i-th diagonal entry is d i . For a given matrix A, λ j denotes its j-th eigenvalue in the nonincreasing order and A − denotes the matrix defined by The organization of this paper is as follows. In Section 2 we consider Case 1: The objective function in (1.4) is linear, and establish some important theorems and corollaries. In Section 3 we consider Case 2: The objective function in (1.4) is nonlinear, and we give an algorithm and investigate the global convergence of our algorithm. In Section 4, we report some interesting and competitive numerical results. Finally, We give conclusions in Section 5.
Case 1: f (X) is a linear function
In this section, we consider the case:
We first give the following assumption. 
where U − (·) is defined in (2.7), and the minimum is
2 is well-defined, and
The KKT equations of (2.5) arē
Suppose PC is the matrix in spectral decompositionC = PC Diag(λ)P T C
, where λ = (λ 1 , λ 2 , . . . , λ n ) are eigenvalues of C . We divide PC into two matrices: P 
where P − C and P + C are the matrices described above. Now we take any Y ∈ U − (C), so there exist P
, such that
where λ is the corresponding eigenvalue ofC , then
If we take U
we get the minimizer of (2.1):
and bring this to ⟨C, X ⟩, the unique minimum is
Consider the dual problem of (2.1), we have the following result. 
and the minimum is
Proof. The KKT conditions of (2.8) are
(2.9)
Set Z 1 = X − V and Z 2 = X − W , the above equations can be written as
By use of the proof of Theorem 2.2, the solution is U
The uniqueness of the solution of (2.1) and (2.8) is a consequence of the above result. 
Case 2: f (X) is nonlinear function
In this section, we suppose that f (X) is a nonlinear function, and that for convenience, the lower bound A of Ω = {X|A ≼ X ≼ B} is set to be 0, so (1.4) is reformed as According to the feasible direction method, at each iteration, a descent and feasible direction is needed. So, we consider the approximate form of (3.1) (3.2) and use the solutionX k of (3.2) to produce a feasible direction D k =X k − X k . We now give the feasible direction method as follows.
Algorithm 3.2 (Feasible Direction Method for boxsdp).
S0. Set 0 < η < 1, 0 < σ < 1, choose X 0 ∈ Ω, Set k := 0. S1. Solve the problem (3.2) to getX k and set
α k = α and go to S5; else go to S4. S4. Set α = σ α,X k = X k + αD k , and go to S3. S5. IfX k satisfies some termination rule, stop; otherwise, set k := k + 1, X k :=X k , go to S1.
In the above algorithm, we call S3-S4 as the inner iteration. To obtain the convergence of Algorithm 3.2, we first prove the following theorem which says how to identify the local minimizer. Proof. Necessary condition: If X * ∈ Ω is the local minimizer of (3.1), we have
So, we get the minimum of (3.2) at X * :
must be larger than and equal to 0. From Theorem 2.2, the minimizer and minimum of (3.2) at X * are, respectively,
and
It is obvious that X * is the feasible point of (3.3), so it is easy to obtain that the minimum is lower than 0 = ⟨∇f (X * ), X * −X * ⟩.
So, X * is a minimizer of (3.3) and X * ∈ B Sufficient condition. Let X * be the matrix satisfying
Supposing that X * is not the local minimizer of (3.1), then the minimum of (3.3) must be lower than 0, that means
which is a contradiction.
as the stopping rule of Algorithm 3.2. From Theorem 3.3, we get the following corollary.
Corollary 3.4.
For all X ∈ Ω not being the local minimizer, we have G(X ) < 0.
Next, we give a lemma.
Lemma 3.5. The inner iteration of Algorithm 3.2 terminates finitely at X k which is not the local minimizer, and there exists
β > 0 for all k, when the inner iteration terminates, α k ≥ −σ βG(X k ).
Proof. Because ∇f (X) is continuous on Ω, and Ω is a bounded set, so ∇f (X) is Lipschitz continuous on Ω with Lipschitz constant L. So we have
So, after finitely many time reductions, the inner iterations must terminate.
We also know that, from S4 and S5 of Algorithm 3.2, when inner iterations terminate,
Finally, we establish the convergence of Algorithm 3.2.
Theorem 3.6. The sequence {X k } generated by Algorithm 3.2 converges to the local minimizer.
Proof. It is clear that all the X k generated by Algorithm 3.2 are in Ω. If at some k, we get G(X k ) = 0, then Algorithm 3.2 terminates and X k is the local minimizer.
So, we now suppose that G(X k ) < 0. Form Lemma 3.5, we know that the inner iteration at each X k terminates finitely. Also, when it terminates, α k ≥ −σ βG(X k ) and
So, we obtain G(X k ) → 0 and {X k } converges to the local minimizer.
Computational result
In this section, we give some preliminary computational results (see Table 1 ). We implement our Algorithm 3.2 in Matlab 7.6 to solve some Box-Constraint Semidefinite Program with 2.4 G cpu.
We construct some test functions by combining
and the linear part
with addition, subtraction, multiplication, division and composite operation randomly, where C is a symmetric matrix and ′ a ′ is a constant. We give 6 functions for testing:
where C 1 , C 2 , C 3 are selected randomly symmetric matrices.
We set the parameters η, σ of Algorithm 3.2 with η = 10 −5 , σ = 0.5, and set the stopping rule with |G( The failure in the next table means that the iteration number is more than 20 000, and the dim(n), iter, G(X ) mean, respectively, the dimension of matrix X , the iteration number, and the G(X k ) when the algorithm stops.
For each test function, we set positive definite matrix B randomly, and calculate randomly two examples for each dimension. 
Conclusion
In this paper, we present an algorithm for the Box-Constraint Semidefinite Program. In Section 2, we study some properties of this program when the objective function is linear. In Section 3, we consider the case in which f (X) is nonlinear function. We present a feasible direction algorithm for this case, and establish the convergence of this algorithm under mild conditions. The preliminary computational results show that our algorithm is efficient.
