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Prior research at the ﬁrm level ﬁnds information technology (IT) to be a net substitute for both labor andnon-IT capital inputs. However, it is unclear whether these results hold, given recent IT innovations and
continued price declines. In this study we extend prior research to examine whether these input relationships
have evolved over time. First, we introduce new price indexes to account for varying technological progress
across different types of IT hardware. Second, we use the rental price methodology to measure capital in terms
of the ﬂow of services provided. Finally, we use hedonic methods to extend our IT measures to 1998, enabling
analysis spanning the emergence of the Internet. Analyzing approximately 9,800 observations from over 800
Fortune 1,000 ﬁrms for the years 1987–1998, we ﬁnd ﬁrm demand for IT to be elastic for decentralized IT
and inelastic for centralized IT. Moreover, Allen Elasticity of Substitution estimates conﬁrm that through labor
substitution, the increasing factor share of IT comes at the expense of labor. Last, we identify a complementary
relationship between IT and ordinary capital, suggesting an evolution in this relationship as ﬁrms have shifted
to more decentralized organizational forms. We discuss these results in terms of prior research, suggest areas
of future research, and discuss managerial implications.
Key words : IT business value; productivity; substitute; complement; hedonic; capital services; technological
change; rental price; price index; organizational decentralization
History : Vallabh Sambamurthy, Senior Editor; Chris Forman, Associate Editor. This paper was received on
February 13, 2007, and was with the authors 10 12 months for 3 revisions. Published online in Articles in
Advance August 31, 2009.
1. Motivation
Microeconomic theory posits that the demand for
information technology (IT) is a reﬂection of its
own price, the price of other production inputs,
and the relationship between inputs (i.e., marginal
rate of technical substitution). Two inputs are
substitutes if their cross-price elasticity of demand is
∗This paper is dedicated to the memory of Paul Chwelos, respected
colleague and dear friend.
positive: Increased price for input x1 drives increased
demand for input x2. The reverse is true for comple-
ments: Increased price for input x1 drives decreased
demand for input x2. Understanding the relation-
ship between information technology and other pro-
duction inputs—substitute versus complement—is
necessary for an accurate theoretical representation
of IT within production-theoretic frameworks. More-
over, because IT investment and application have
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Table 1 Prior Research Comparison—Substitutability of IT and Other Production Inputs
Current study Dewan and Min (1997) Chun and Mun (2006)
Data
IT data source Computer intelligence IDG/computerworld BEA
IT components Hardware Hardware, IS labor Hardware, software,
comm. equip.
IT measure Capital services Capital stock Capital services
IT deﬂator PCs (BR01∗1) All IT (G90∗2) BEA (by component)
Other IT HW (BEA)
Sample 1987–1998 1988–1992 1984–1999
Approx. 800 ﬁrms Approx. 360 ﬁrms N = 41 (industries)
N > 9800 (ﬁrm-year) N > 1131 (ﬁrm-year) Mfg and service
Mfg and service Mfg and service
Model
Estimation Translog, CES-trans. Translog, CES-trans. SGM cost function
Substitution Allen Allen Allen, Morishima
Result
AES IT-K −3.4058 1.006 4.695
AES IT-L 3.0120 1.063 2.416
Subsamples: Mfg./serv. Consistent Consistent Consistent
∗1Berndt and Rappaport (2001); ∗2Gordon (1990).
enabled enormous improvements in organizational
productivity and performance (Brynjolfsson and Hitt
2000, Melville et al. 2004, Stiroh 2002), understanding
its relationship with other production inputs informs
managerial decision making.
One mechanism by which IT enhances organiza-
tional efﬁciency is via substitution for more costly
labor and regular capital. For example, IT can auto-
mate paper-based administrative processes like pur-
chasing (invoicing, purchase orders, etc.), allowing
one clerk and one computer to do the work of mul-
tiple clerks and no computers. Available empirical
evidence is consistent with the substitution narrative
(Table 1). In one study, estimation of the Allen elastic-
ity of substitution (AES) suggests that ﬁrms used IT as
a net substitute for labor and regular capital between
1988 and 1992 (Dewan and Min 1997). Analysis of 41
U.S. industries spanning 1984–1999 is consistent with
these ﬁrm-level results, while also suggesting that IT
is an Allen complement for intermediate goods (Chun
and Mun 2006).
Beyond the replacement of IT for other production
factors, IT also enables new processes and services.
Indeed, although ﬁrms continued to automate activi-
ties through the use of IT in the late 1980s and early
1990s, they also looked to use IT in ways beyond
mere substitution. Factory machinery, for example,
became increasingly embedded with microprocessors
and memory modules to improve automated control
and to track system performance. Last-minute fare
sales electronically communicated via e-mail help ﬁll
empty seats on otherwise underused airline ﬂights.
The result of such innovative uses of IT is the need for
more computers to share and process increased vol-
umes of data and information, i.e., a complementary
relationship between IT and ordinary capital. In addi-
tion, these types of applications provide differenti-
ated beneﬁts to automation, suggesting that a more
nuanced use of IT could offer greater beneﬁts relative
to those accruing from straightforward substitution.
Unfortunately, the dearth of prior research on this
subject means that we do not know collectively
whether rapid technological progress in IT has altered
the nature of IT as a production factor for ﬁrms in
the U.S. economy. We could only ﬁnd two prior pub-
lished studies on this topic (Chun and Mun 2006,
Dewan and Min 1997)—and not a single ﬁrm-level
study that uses data after the emergence of the Inter-
net. In contrast, empirical analysis of other impor-
tant production inputs, such as research and devel-
opment (R&D) and energy, has been proliﬁc. More
than 30 empirical studies have examined the extent
to which public and private investment in R&D are
substitutes or complements to other inputs (David
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et al. 2000). In the case of energy, price increases and
price shocks have spurred more than 25 studies exam-
ining whether energy is a substitute or complement
with capital (Apostolakis 1990).
Thus, given rapid technological progress in how IT
is applied by ﬁrms in the Internet era, the possibility
that such application may alter the nature of IT as a
production input, the signiﬁcant implications for pro-
ductivity and growth, and the lack of prior research,
there is a need for additional research examining the
nature of IT as a production factor.
In this study we report new evidence and new
results examining the nature of IT as a production
input. Our basic thesis is that during the pre-Internet
era (pre-1992), ﬁrms used IT to substitute away from
labor and capital, with the result being IT capital
deepening and improved ﬁrm efﬁciency. In contrast,
we posit that during the emerging Internet era (post-
1992), ﬁrms began to use IT in very different ways.
Rather than substituting IT for capital, new capital-
based applications required IT for their functioning
and to enhance their efﬁciency, resulting in a shift
toward a complementary relationship between IT and
capital. The overall pattern of empirical results sup-
ports our basic thesis, while raising new questions
about maintained assumptions concerning the nature
of IT as a production factor.
This study contributes substantively to what we
know about the nature of IT as a production factor,
practically to inform management about how best to
leverage IT to enhance ﬁrm performance, and method-
ologically to the way in which IT is measured. First,
given different rates of technological progress across
different types of IT hardware, we introduce new
price indexes that provide a ﬁner-grained measure
of IT capital. Second, given the importance of the
ﬂow of capital services resulting from IT applica-
tion, especially in the Internet era, we use the rental
price methodology to measure capital in terms of the
ﬂow of services provided. Finally, use of the hedonic
approach enables us to extend the IT measure through
1998, enabling analysis of two periods spanning the
emergence of the Internet.
The remainder of the paper is organized as follows.
Section 2 discusses the theory and methods used in
this study. Section 3 details the data and measurement
methods used, whereas Section 4 presents empirical
results. Section 5 discusses managerial implications
and provides concluding remarks.
2. Theory and Conceptual
Background
In this study we extend prior research by exploring
how technological progress alters the nature of infor-
mation technology as a production input. We examine
this question using two complementary approaches.
First, we examine the difference in price elasticity of
demand between centralized information systems (IS)
that were more common during the earlier data-
processing era of technology, and decentralized IS,
a type of technology more common today. Analo-
gous to necessary goods such as bread and cooking
oil, we expect that older, centralized IS has a rel-
atively inelastic price elasticity of demand. In con-
trast, newer systems rooted in personal computers
would be relatively elastic to changes in price. Second,
we analyze whether technological progress, especially
in the past decade of Internet transformation, alters
the nature of information technology as a produc-
tion input. We expect that the substitutability for IT
and regular capital changed across an earlier period
in which the World Wide Web had not yet emerged
(1988–1992) to a later period marked by rapid Internet
adoption and diffusion (1993–1998).
2.1. Price Elasticity of Demand: Centralized
vs. Noncentralized Information Systems
According to microeconomic theory, the price elasticity
of demand is a measure of how responsive demand is
to a change in price. For a normal good (i.e., an item
for which an increase in income means an increase in
demand), demand for that good will always increase
when its price decreases. The question is, to what
extent? Typically, the more necessary a good is (milk,
heating oil, etc.), the less sensitive its demand will be
to price changes (relatively inelastic). This logic sug-
gests that information systems that are essential to a
ﬁrm’s everyday operation will be less elastic relative
to those that may be important, but not a necessity.
Prior research suggests that IT has a relatively elas-
tic price elasticity of demand. Brynjolfsson (1996)
estimates the price elasticity of demand for ofﬁce,
computing, and accounting machinery (OCAM) using
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industry data spanning 1970–1989 to be 1.33, indi-
cating that IT is relatively elastic. However, because
OCAM was not disaggregated, it is an open ques-
tion as to whether this result holds for all types of
computing technology. Hendel (1999) estimates cross-
price elasticity of demand for various types of per-
sonal computers in ﬁrms, ﬁnding that PCs are elastic
relative to price increases of PCs with similar speeds
and similar perceived quality. Prince (2008) estimates
the price elasticity of demand for personal comput-
ers in households, for both short-run and long-run
changes in price, ﬁnding that household demand for
PCs is elastic in both the short and long run. However,
we could not identify a study that estimates the price
elasticity of different types of IT at the ﬁrm level.
In particular, we are interested in whether there
are differences in the price elasticity of centralized
versus decentralized computing. These technologies
generally represent the evolution of technology from
one focused on the centralized processing of data
in the support of hierarchical, industrial-era corpora-
tions, to one focused on distributed processing power
used across a more team-oriented and ﬂexible high-
performing organization (Bresnahan et al. 2002).
Over time, there has been a general shift toward
the use of more decentralized computing, thereby
reducing the amount of centralized computing tech-
nologies as compared to that used in the previous
era. However, centralized computing still maintains
an (albeit reduced) essential role in today’s organiza-
tions. As such, the demand for centralized comput-
ing is expected to be inelastic to price changes. On
the other hand, decentralized computing technologies
are more prevalent in ﬁrms. Although they too play
an essential role in today’s organizations, more of
these technologies are being applied toward new and
experimental means for generating future growth. As
such, we expect these types of technologies to be more
sensitive to price changes (price elastic).
As a ﬁrst step in our analysis we test the extent to
which the demand for IT is affected by the price of IT.
An increase in IT demand given favorable changes
in IT prices would indicate that ﬁrms are deepen-
ing their investments in IT and have a need to adjust
their production input mix. Moreover, an analysis of
the price elasticity by type of technology will identify
if demand varies for different types of technologies
given similar price changes. This provides an indica-
tion of the need to account for technology differences
in our input relationship analysis.
We conduct our analysis by estimating the price
elasticity of demand for IT, which represents the per-
centage change in quantity of IT demanded for a
percentage change in price of IT. We represent the
quantity Qij of decentralized (PCs) and centralized
(other IT) IT demanded with an IT demand equa-
tion introduced in earlier research (Brynjolfsson 1996)
that incorporates a widely used functional form (Oum
1989). For estimation, the demand equation is trans-
formed into log form, and an error term is added:
Qij = eP1j Y 2ij  (1)
where
Pj = purchase price of IT in year j , and
Yij = sales of ﬁrm i in year j .
In log form,
lnQij = +1 lnPj +2 lnYij +  (2)
In (2), 1 and 2 can be interpreted as the price
and income elasticities of demand for IT, respectively.
Given our argument above, we would expect that 1
would be less than zero (normal good) for both PCs
and other IT. However, in absolute terms, we expect
1> 1 for decentralized IT (elastic) and 1< 1 for
centralized IT (inelastic).
Given putative differences in the price elasticity
of demand across the two different types of IT,
using a single price index to deﬂate a measure of
IT becomes tenuous. Prior IT business value research
(e.g., Brynjolfsson et al. 2002, Brynjolfsson and Hitt
1996, Melville et al. 2007) does just this by using a sin-
gle price index developed for centralized (mainframe)
IT systems by Gordon (1990). This value (−19.3%),
estimated from processor and peripheral price data
over a time period ending in 1984, is extrapolated
across time frames that extend beyond 1990 and
across all types of IT hardware including nonmain-
frame technology such as personal computers. If we
ﬁnd that the price elasticity of demand is different
for the two types of technology, it would seem pru-
dent to extend the Gordon (1990) centralized com-
puting deﬂator and identify and apply a separate
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index for decentralized computing. Indeed, we might
expect this to be the case given that different types of
technology can have different organizational impacts
(Gurbaxani et al. 1998, Aral and Weill 2007).
Observation of the rapid technological progress in
personal computers underscores this point. Between
1989 and 1992, the average PC microprocessor (CPU)
grew 80% in speed from 15.06 to 27.78 megahertz,
RAM capacity grew from one to four megabytes, and
hard-disk capacity grew from 45 to 123 megabytes
(Berndt et al. 1995). In contrast, a turn-of-the-
millennium PC operated with gigahertz speeds had
gigabyte hard drives and multiple megabytes of
RAM (Berndt and Rappaport 2001). From 2000 to
2007, desktops had incorporated roughly a three-
fold improvement in clock speed, typically incorpo-
rated two to four cores (separate CPUs on one chip),
shipped with 50–100 GB hard drives, and had from
0.5 to 4 GB of RAM.
Because the quality of IT hardware changes so
rapidly, it is necessary to use quality-adjusted indexes
to account for technological innovations embedded
in new computer models and surviving vintages of
computers by type of IT. This provides a more accu-
rate representation of the technology in use at U.S.
corporations (Berndt et al. 1995), and is critical given
that accurate IT indexes are crucial to our line of
research because output and productivity estimates
are sensitive to the IT indexes used (Griliches 1995,
Eldridge 1999, Landefeld and Grimm 2000, Moulton
2001, Nordhaus 2002). Indeed, the application of inap-
propriate price indexes has been cited as a primary
driver of spurious results in early IT value research
(Barua and Lee 1997).
2.2. IT and Other Input Factors: Substitute vs.
Complement in the Internet Era
It is ironic that despite the core role of information
technology in the postindustrial era, there are so few
studies of its behavior as a production input. As a
counterexample, consider the case of other produc-
tion inputs, such as R&D and energy. In the case
of R&D, more than 30 studies at the line of busi-
ness, ﬁrm, industry, and aggregate economy level
have been published on this topic (David et al. 2000).
The research suggests that as private R&D spending
may be more efﬁcient than public R&D spending, the
degree to which public spending spurs private spend-
ing (complementary) is important. However, even
with this level of scholarly attention, the body of
evidence is equivocal on the complement/substitute
issue.
Another example is energy, which is important
given that oil shocks impact the demand for capital
depending on its substitutability or complementarity
with energy. In a review of more than 25 empirical
studies on this topic, Apostolakis (1990) ﬁnds that
the type of analysis impacts the ﬁndings: time-series
data studies ﬁnd complementarity, whereas time-
series cross-sectional data studies ﬁnd substitutability
of energy with capital. Despite the equivocal nature
of ﬁndings, the variation in methods, data sources,
and levels of analysis across the large set of published
studies provides a rich set of ﬁndings from which to
infer patterns consistent with received wisdom and to
guide future research.
In contrast, we could only ﬁnd two published stud-
ies analyzing the issue of IT-capital substitutability
(Chun and Mun 2006, Dewan and Min 1997). More-
over, given the data sources used by these studies,
it is not clear whether ﬁrms will use more or less
labor and non-IT capital in response to the consis-
tently falling price (and therefore increasing use) of
IT in today’s environment. Case studies of IS imple-
mentation in organizations illustrate examples of both
complementary and substitute relationships between
particular IT systems and other factors of production.
However, we do not know which type of relationship
is more prevalent overall. For example, Gurbaxani
and Whang (1991) theorize that IT can be used to
improve the monitoring of workers, thereby reducing
agency costs through improved behavior control. This
ability enables a ﬁrm to both increase the productiv-
ity of its existing workers and reduce the demand for
new workers (IT a substitute for labor).
Zuboff (1985) posits that IT’s automating capabili-
ties may enable a substitution of technology for other
factors of production, enabling ﬁrms to take advan-
tage of the falling price of IT to reduce operational
costs (IT a substitute for other capital and labor).
On the other hand, IT’s informating capabilities may
allow managers to combine technology with other
capital and labor in innovative ways to create new
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business processes that generate higher levels of per-
formance. Milgrom and Roberts (1990) argue that IT
can be used as a complementary investment to phys-
ical capital, enabling a ﬂexible production line and
a faster, more responsive manufacturing environment
(IT a complement to other capital). More recently,
industrial theorists have argued that IT can be used
to create virtual production networks to outsource
manufacturing activities to global production part-
ners, again making IT a substitute for labor and other
capital within ﬁrms (Sturgeon 2002).
Thus, although there is abundant IS research con-
sistent with the existence of both complementary and
substitute relationships between IT and other inputs,
there is insufﬁcient empirical evidence to make gen-
eral statements about which type of relationship will
obtain overall. Moreover, it is unclear whether prior
research at the ﬁrm level, which identiﬁes IT as a
net substitute for capital and labor (Dewan and Min
1997), is applicable in the Internet era.
When examining whether the falling price and
increasing use of IT will lead to more or less use of
other factors of production, i.e., labor and non-IT cap-
ital, we ask the question, “Is IT a substitute for non-IT
capital and labor?” To determine the net relationship
between IT and other inputs, we use the elasticity
of substitution. This measure captures the ease with
which two inputs can be substituted for each other
(Hicks 1932) and represents the input adjustments
that a ﬁrm makes in response to changes in relative
input prices, holding output constant (i.e., movement
along a single isoquant). In a multifactor case, the
most common measure of substitutability is the AES,
which deﬁnes Allen complements as two inputs whose
AES is less than zero, i.e., ij < 0; and Allen substitutes
as two inputs whose AES is greater than zero, i.e.,
ij > 0. The AES1 is deﬁned as
ij =
∑
fixi
xixj
· Hij H   (3)
1 The derivation of the AES formula is not presented in the inter-
est of space; refer to Allen (1938) or Dewan and Min (1997) in the
context of IT. Also, note that although there is no direct relation-
ship between the elasticity of substitution and the curvature of the
isoquant (De La Grandville 1997), larger absolute magnitudes rep-
resent larger reactions in the quantity of input i used for a change
in the price of input j .
where
fi = marginal product of input i;
H  = the determinant of the Bordered Hessian
xi = input i;
Hij  = the cofactor of fij .
Calculating the AES requires the use of factors
estimated from a production function. A popular
form of the production function is the Cobb-Douglas;
however, this speciﬁcation imposes a number of
restrictions on the relationships between inputs;
in particular, it constrains the inputs to be perfect sub-
stitutes (i.e., the elasticity of substitution is 1.0). To
relax these restrictions and reduce the possibility of
model speciﬁcation assumption errors, we follow ear-
lier research (Dewan and Min 1997) and introduce
two ﬂexible functional forms: the Translog and the
CES-Translog.
Translog:
lnVAij = +1 ln ITij +2 lnKij +3 ln Lij
+4 lnITij 	 lnKij 	+5 lnITij 	 lnLij 	
+6 lnKij 	 lnLij 	+7ln ITij 	2 +8lnKij 	2
+9ln Lij 	2 + controls+ ij  (4)
CES-Translog:
lnVAij = −
1


ln1IT
−

ij + 2K−
ij + 1− 1 − 2	L−
ij 
+4 lnITij 	 lnKij 	+5 lnITij 	 lnLij 	
+6 lnKij 	 lnLij 	+7ln ITij 	2
+8lnKij 	2 +9ln Lij 	2 + controls+ ij  (5)
Both are ﬂexible in that they permit a larger vari-
ation in the substitution patterns between inputs;
the Translog is a generalization of the Cobb-Douglas
with the squares and interactions of the inputs, and
provides a second-order approximation of any twice
continuously differentiable function. Likewise, the
CES-Translog is a generalization of both the Translog
and the CES functions and enables econometric test-
ing of the Translog form (Pollak et al. 1984).
3. Data and Empirical Methods
In this section we explicate data sources, the hedo-
nic method used to extend IT data through 1998, the
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reﬁned price index computation, and the computation
of service ﬂows.
3.1. Data Sources
We use the Computer Intelligence (CI) database for IT
investment data within Fortune 1,000 ﬁrms between
the years 1987 and 1998. The CI database details
the quantity of mainframe, peripheral, minicomputer,
and PC systems, as well as other IT hardware for
approximately 800 ﬁrms in each year. These data were
collected using a variety of methods, including sur-
veys, site visits, physical audits, and telephone inter-
views. Once the hardware counts were collected at
the site and establishment level, CI aggregated these
data to the ﬁrm level and calculated the total value
of IT capital stock based on CI’s estimates of the mar-
ket values of each hardware asset. The CI data are
augmented with ﬁnancial data from Standard and
Poor’s Compustat. Using the methods outlined in pre-
vious research (e.g., Brynjolfsson and Hitt 1995, 1996;
Dewan and Min 1997), we use these ﬁnancial data to
construct estimates of value added (VA), non-IT cap-
ital stock (K), and labor expense (L), all of which are
summarized in Table 2.2
3.2. Hedonic Method for Extending CI Data
Through 1998
An issue with the CI database is a change in the
deﬁnition of IT stock that took place in 1995. Prior
to 1995, IT stock represents the value of all IT sys-
tems within the ﬁrm. From 1995 onward, the measure
encompasses only the market value of computer pro-
cessors. To leverage all available years of CI data, we
use hedonic methods to make the post-1994 values of
IT stock comparable to the previous and more com-
prehensive measures. First, using the measures of the
IT assets of ﬁrms in the 1987–1994 period, we estimate
2 Secondary data are subject to inaccuracies from a number of
sources, including changes in methods and data entry errors in the
underlying databases. As such, we undertake an examination of
outliers in both the Compustat and CI data using the one-period
differences of IT, K, L, and VA. Observations with a log change
of greater than 1.0 were examined, and where possible, data entry
errors were corrected, such as when there are changes in units
across years (e.g., measures in $ millions mixed with measures in
$ thousands). For cases in which the cause of the error is not readily
apparent, these observations were eliminated as outliers. In total,
57 observations were removed.
the implicit prices used in constructing the CI IT stock
measure. Next, we apply these implicit prices to the
1995–1998 period and use CI IT hardware counts to
estimate a new IT stock measure, thereby creating a
data set for the 1987–1998 time period that uses con-
sistent measurement methods and is highly correlated
to the original CI measure (Appendix A).3
3.3. Reﬁned IT Price Index Computation
To improve the application of price indexes in future
IT research, we need to improve the approach of using
a single value as a multiplicative index across years.
In the log form used within IT value estimations, the
application of a single value index is simply a linear
shift in the IT capital stock measure, and thus has no
effect on the estimated IT elasticities; it is equivalent
to using nominal values or applying no index at all.
In addition, we need to account for the shift in com-
puting that has taken place since 1984. More speciﬁ-
cally, we need to use a price index that accounts for
the wide adoption of end-user computing technology
in business, primarily personal computers. As stated
by Gordon, “   to the extent that price reductions
were more rapid on mini and micro (i.e., PC-type)
computers than on mainframes, a ‘true’ price index
for computer processors would decline more rapidly
than the processor index developed here   ” (Gordon
1990, p. 228). Indeed, as Gordon (1990) found, a
price index for personal computer processors over the
1981–1987 time period declines more rapidly than the
price index for IBM mainframes over the 1972–1984
time period.
We update the IT price index used in existing IT
productivity research by splitting the IT stock esti-
mates into two major components—PCs and other IT
hardware (CPE)—and deﬂate each value separately
using appropriate quality-adjusted price indexes for
each category. These improvements enable us to more
accurately reﬂect the quality and price changes of
the different types of computer in use today. This is
consistent with earlier research demonstrating index
differences across hardware categories (Berndt and
Rappaport 2001, Berndt et al. 1995).
3 Additional information is contained in an online appendix to this
paper that is available on the Information Systems Research website
(http://isr.pubs.informs.org/ecompanion.html).
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For PCs, we apply the PC price index provided
by Berndt and Rappaport (2001), which was con-
structed using hedonic methods. PCs show a particu-
larly high rate of price decline consistent with its high
rate of innovation; the average annual rate of quality-
adjusted price change is −28.1% per year between
1987 and 1998. The midpoint of the CI data set, 1993,
was chosen as the base year for all adjustments. For
all other classes of IT (i.e., mainframes, minicom-
puters, networking equipment, and computer periph-
erals), we applied the Bureau of Economic Analy-
sis (BEA) price index for computers and peripheral
equipment, which averaged −15.7% annually dur-
ing the 1987–1998 time frame.4 Together, the share-
weighted average of our price indexes is −23.5% per
year. However, as demonstrated by the ﬁrms in our
data set (numbering from 783 in 1987 to 845 in 1998),
the share of PCs within overall IT capital stock grows
over time. As such, the actual effective index increases
in magnitude in the later years of our sample. Given
that our measures of IT price differ from measures
used in previous research, in terms of average rate of
price change and in the rate of price change across years,
we would expect our results to differ from those pre-
sented in previous research. Indeed, as Gordon (2006)
recently noted, existing computer price indexes, being
focused on a single category of hardware, ignore the
transition from mainframes to PCs. Using two share-
weighted price indexes allows us to capture this very
important change, and estimates that directly depend
on IT prices, in particular the AES, will be affected.
Nominal values for non-IT capital stock, labor
expense, and the components of value-added are
deﬂated using appropriate industry-speciﬁc price
indexes where available, with the midpoint (1993)
again used as the base year. The average annual price
change for these indexes ranges from a low of −0.15%
per year to a high of 4.05% per year, much smaller in
absolute terms than the IT price indexes.5
4 Both of these indexes are based on hedonic techniques to control
for quality change. BEA hedonic deﬂators for PCs and mainframes
are more complete than those for other classes of IT hardware, such
as networking equipment and peripherals (Doms and Forman 2005,
Van Reenan 2006). For background on hedonic methods in general
and their application at the BEA, see Triplett (2004) and Moulton
(2001).
5 BEA-implicit GDP price deﬂators by industry are used to deﬂate
sales; the Bureau of Labor Statistics (BLS) producer price index
3.4. Computation of Service Flows
In this section, we argue that the ﬂow of IT services
is a better representation of the value provided by
IT than is a summation of IT assets. IT assets pro-
vide a useful proxy for IT services, and have been
widely used in prior research using production the-
ory (Brynjolfsson and Hitt 1996, Lichtenberg 1995).
However, for the purpose of production function esti-
mation, a more appropriate measure of inputs is the
ﬂows of services from (or, equivalently, payments to)
assets that are used, but not consumed in the produc-
tion process (Jorgenson and Griliches 1967). Payments
to employees (labor) are traditionally measured in this
way, but capital inputs are often measured in terms
of total stock rather than the value of services derived
from that stock.
Although capital stocks and ﬂows are related
through rental prices, the use of stocks rather than
ﬂows has long been understood to introduce a num-
ber of measurement errors, the most important of
which is the implicit assumption that capital service
prices are proportional to capital asset prices for dif-
ferent types of capital (Jorgenson and Griliches 1967).
Measuring capital assets in terms of stock calls for
adding together capital stocks at constant prices to
obtain an overall measure of capital input. Because
we expect the rental prices of PCs and CPE to be quite
different, we will use capital service ﬂows to avoid
this source of bias.
To convert capital stock measures to service ﬂows,
we use the rental price methodology as implemented
by the BLS and other statistical agencies. Rental
prices, or “user cost” of capital, are deﬁned as the
sum of rate of return, depreciation, and the expected
rate of asset price appreciation or depreciation, net of
income and property taxes. Although the BLS is the
primary source of rental prices, we adjust these data
to make use of our new price indexes.
Rental prices were calculated using the traditional
methodology used by the BLS. As illustrated in Equa-
tion (6), rental prices, or “user cost” of capital, are
for intermediate materials, less foods and feeds, is used to deﬂate
materials; the Bureau of Labor Statistics (BLS) Employment Cost
Index is used to deﬂate labor; BEA price indexes for private ﬁxed
investment from NIPA tables are used to deﬂate non-IT capital
stock.
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deﬁned as the sum of rate of return, depreciation, and
the expected rate of asset price appreciation or depre-
ciation, net of income, and property taxes. Consistent
with our conjecture of a salient difference between
PCs and centralized computing, we compute separate
rental prices for 12 SIC industries (Appendix B).
Rit = PiRi + it −Epit		Tt +Wt (6)
where,
Rit = rental price of asset i in year t,
Pi = purchase price of asset i,
Ri = nominal rate of return,
Tt = income tax parameter in year t,
Wt = wealth tax parameter in year t,
it = depreciation rate of asset i in year t,
Epit	= expected rate of capital gains on asset i
in year t.
Rental prices were created for three classes of
assets: non-IT capital, PCs, and CPE. Averaging across
all industries and years, the mean rental price for
non-IT capital is 12.64% of the asset purchase price.
In contrast, the average rental prices for PCs and
CPE across the time frame are 70.31% and 55.48%
of the asset price, respectively. These rental prices
reﬂect the well-known ﬁnding that the ratio of rental-
to-purchase price is much higher for IT assets than
for non-IT assets, given the rapid price declines of
IT versus regular capital (Chwelos 2003). Averaging
across the data set using the volume of asset types
(PC versus CPE) as weights, the ratio of rental prices
for IT versus non-IT capital in the panel is approxi-
mately 4.68:1, reﬂecting the much shorter service life
(depreciation) and more rapid obsolescence (negative
asset price change because of innovation) of IT assets.
Using capital stocks would have implicitly assigned
an equal weight to the stocks of PCs and CPE, result-
ing in mismeasurement of the IT input.
Service ﬂows are computed using the average of the
starting and ﬁnishing capital stock values for the year
in question; the resulting median values of IT and non-
IT capital stocks and service ﬂows, as well as labor and
value-added, are shown in Table 2. Whereas value-
added, labor, and non-IT capital stocks grow modestly
over the sample time period, the value of real IT cap-
ital stock increases by more than an order of magni-
tude between 1987 and 1998. More pronounced still is
Table 2 Data Sample—Firm Characteristics
Non-IT Non-IT IT IT
Value capital capital capital capital
Year Firms added Labor stock services stock services
1987 783 71684 36776 52764 6435 519 293
1988 793 74353 38568 51881 6358 619 315
1989 797 79727 41085 53932 5980 680 351
1990 795 77300 40462 54921 5812 768 366
1991 813 71391 41576 57298 5455 867 395
1992 820 67954 41027 53866 4965 1078 506
1993 822 72417 42665 56999 5208 1264 648
1994 840 76397 44225 55917 5361 1629 883
1995 888 81443 45935 60202 6479 1854 1086
1996 888 91062 46679 61779 6589 2645 1443
1997 862 98760 52022 67073 7230 3211 1966
1998 845 111627 58566 70545 8723 7317 3840
Note. Median values, in millions of 1993 dollars, for all columns except Year
and Firms.
the growth of IT capital services, which, reﬂecting the
higher rental prices, grows faster than does IT capital
stock. By 1998, IT capital services are approximately
31% of total capital services, up from only 4% in 1987.
4. Results
Before we begin our examination of the effects of IT
price changes on the role of IT in production, we
estimate the returns to IT for ﬁrms in our data set.
We ﬁnd consistent evidence of positive and signif-
icant IT returns, providing one indication that the
new price indexes and input measurement methods
used in our research do not adversely affect the core
results found in existing IT business value research.
Table 3 presents regression results for Cobb-Douglas,
Translog, and CES-Translog speciﬁcations, with the
estimated output elasticity for each input in the bot-
tom three rows. We also display the standard devia-
tions of these estimates derived from bootstrapping,
as described in Section 4.2 below. All estimated pro-
duction functions satisfy the quasi-concavity assump-
tion as the bordered Hessian is, in all cases, negative
semideﬁnite at the median values of the inputs. Con-
trols were used for both industry and year, and Huber-
White robust estimators were used to account for non-
independent variance within repeated observations of
the same ﬁrm.
IT output elasticity is estimated to be positive and
signiﬁcant across all functional forms, with estimates
of 0.0636, 0.0652, and 0.0744 for the Cobb-Douglas,
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Table 3 Estimate of IT Impact on Firm Output, 1987–1998
Cobb-Douglas Translog CES-Translog
Constant 22989 160729 30131
01702∗∗∗ 17030∗∗∗ 01068∗∗∗
 — — 02275
— — 00419∗∗∗
IT 00636 04948 06542
00103∗∗∗ 01120∗∗∗ 00499∗∗∗
K 0193 02063 02886
00111∗∗∗ 00950∗∗ 00455∗∗∗
L 06946 −104 —
00189∗∗∗ 02280∗∗∗ —
IT ∗ IT — 00069 00284
— 00031∗∗ 00029∗∗∗
IT ∗K — 00126 −00177
— 00045∗∗∗ 00063∗∗∗
IT ∗ L — −0044 −00638
— 00101∗∗∗ 00049∗∗∗
K ∗K — 00256 00416
— 00029∗∗∗ 00029∗∗∗
K ∗ L — −00574 −00622
— 00087∗∗∗ 00034∗∗∗
L ∗ L — 00869 00703
— 00107∗∗∗ 00021∗∗∗
N 9,847 9,847 9,847
Firms 1,514 1,514 1,514
Controls Industry, year Industry, year Industry, year
R2 09213 09294 09265
IT 00636 00652 00744
00103∗∗∗ 00045∗∗∗ 00065∗∗∗
K 0193 01803 01841
00111∗∗∗ 00043∗∗∗ 00055∗∗∗
L 06946 06957 07045
00189∗∗∗ 00067∗∗∗ 00069∗∗∗
Notes. Log VA-dependent variable, log input variables, 1993 base year.
Robust standard errors for coefﬁcient estimates in parentheses computed
using White’s estimator. Standard error for elasticity in Translog and CES-
Translog models computed using the bootstrap procedure.
∗p < 010; ∗∗p < 005; ∗∗∗p < 001.
Translog, and CES-Translog functional forms, respec-
tively. All adjusted R-squared are above 0.92, indi-
cating good explanatory power for each speciﬁcation.
The restrictions imposed by the Cobb-Douglas spec-
iﬁcation versus the Translog are strongly rejected
(F61513 = 2393, p < 00001). Likewise, the restric-
tion implied by the Translog versus the CES-
Translog speciﬁcation is also rejected (F19815 = 2954,
p < 00001).6 Thus, the use of more ﬂexible functional
forms is appropriate. However, given the widespread
6 The CES-Translog is ﬁt using nonlinear least squares in Stata
SE 8.0, which uses a variation of the Gauss-Newton algorithm for
use of the Cobb-Douglas and Translog speciﬁcations
in the IT business value literature, we include the
results for all speciﬁcations in Table 3 to enable com-
parisons with prior (and future) research.
Our estimates of IT output elasticity are slightly
higher in absolute magnitude than those reported
in earlier research using CI data, although some-
what lower than those reported in IT-substitution
research we update in this paper.7 We attribute the
difference in results to differences in capital mea-
surement, speciﬁcally, to measuring real capital using
(a) updated and more asset-speciﬁc price indexes tied
to the industry, asset, and year in question, and (b) the
rental price approach to measuring capital service
ﬂows. These differences result in capital measures that
more accurately capture the relative economic impor-
tance of the service ﬂows across IT and non-IT capital.
As well, these measures correctly aggregate different
types of IT capital (PCs and other IT) that have signif-
icantly different rental prices, mitigating any potential
aggregation bias.8 Nonetheless, our estimated output
elasticities are consistent with earlier research.
optimization. To ensure that the results reﬂect the global optimum,
we experiment with a range of starting values in two ways. First,
we purposively constructed a symmetrical search of the coefﬁcient
space by varying the 
, 1, 2, 0, and 4 through 9 across the
ranges −22, 01	, 01	, −55, and −11, respectively. This
search composed 900 values. Second, we constructed a search on
the same parameter space using 2,000 randomly generated start-
ing values. Across both samples, the global optimum in terms of
minimum RMSE and RSS is the estimate reported in the result
tables. Although we cannot know that this is a truly global opti-
mum, we note that some 95.2% of estimates converged to these
values, with the other 4.8% converging to three other local minima.
These local minima are qualitatively similar to the results reported
in Table 3 in terms of the parameters of interest (output and sub-
stitution elasticities).
7 For example, Brynjolfsson and Hitt (2003) and Bresnahan et al.
(2002) use CI data and report IT output elasticities of 0.0483 and
0.0347, respectively. In IT-substitution research, IT output elasticity
is reported to be 0.104 by Dewan and Min (1997) between 1988 and
1992 (IDG data).
8 IT output elasticity estimates were also found to increase over ear-
lier (1988–1992) versus later (1993–1998) time periods. The increase
over time reﬂects the rapid price and quality improvements in PCs
as well as the increase in factor share of PCs in total IT over time.
The change in elasticity provides another indication of the need
to measure IT components (PCs versus other IT) separately versus
treating them the same via a single price index.
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4.1. Price Elasticity of Demand
We examine the price elasticity of demand as a ﬁrst
step in analyzing the effects of IT price and quality
changes. Equation (2) is estimated for both PCs and
CPE using both ordinary least squares (OLS) and, as a
check on the impact of the supply side, two-stage least
squares (2SLS). To identify the supply side, we use a
semiconductor price index for microprocessors as an
instrument for the purchase price of IT. For the years
1987–1992, we use the summary price index for micro-
processors from Grimm (1998); for 1992–1998 we use
the microprocessor price index from Aizcorbe et al.
(2002). Research has demonstrated that microproces-
sor prices are correlated with the purchase price of IT,
including those of computers and other networking
equipment (Aizcorbe et al. 2002, Chwelos 2003, Doms
and Forman 2005). Moreover, they are the basis for
Moore’s law and the rapid price declines of IT.
When estimating Equation (2), the noise term may
also contain other (unmeasured) factors that may be
associated with, or drive, demand. For information
technology, such factors may include new technol-
ogy form factors, complementary peripherals, mar-
keting campaigns, advertising, and the like. Firm
demand for technology may also be driven by organi-
zational characteristics (structure, size, function, etc.),
the brand of technology under consideration, and
the ﬁrm’s evaluation of its current IT capabilities
to meet future needs (Hendel 1999, Prince 2008).
However, semiconductor prices are driven primarily
by the latest technological breakthrough, with more
leading-edge microprocessor technologies command-
ing higher prices (Aizcorbe et al. 2002). Semiconduc-
tor prices are also not likely to be related to individual
ﬁrm demand for IT because it is unlikely that an
individual ﬁrm will inﬂuence aggregate semiconduc-
tor prices.9 Thus, although semiconductor prices are
correlated with the purchase price of IT, we do not
believe semiconductor prices are correlated with the
error term of Equation (2). As such, they make a rea-
sonable candidate for an instrumental variable in our
2SLS analysis.
The results from the two approaches are nearly
identical, conﬁrming that controlling for supply
effects had little impact. The results of the 2SLS
9 We thank the associate editor for introducing this line of reasoning.
Table 4 Price Elasticity of Demand for PCs and Other IT, 1987–1998
PCs Other IT
Constant −53347 −3424
05859∗∗∗ 05933∗∗∗
p −11867 −05762
00103∗∗∗ 00289∗∗∗
y 08844 08376
00232∗∗∗ 00232∗∗∗
N 7,932 7,412
Firms 1,283 1,265
Controls Industry Industry
R2 08136 04658
Notes. Log PC or other IT purchases are the dependent variable, log input
variables. Robust standard errors in parentheses computed using White’s
estimator. Results are robust to empirical speciﬁcation, including OLS and
2SLS (presented here).
∗p < 010; ∗∗p < 005; ∗∗∗p < 001.
approach are presented in Table 4. The price elasticity
of demand for PCs is estimated to be 1.19, indicat-
ing that the demand for PCs is elastic. That is, a 1%
decrease in the price of PCs leads to a 1.19% increase
in purchases of PCs. This ﬁnding is consistent with
that of Hendel (1999), who estimates demand price
elasticities across 14 categories of PCs in 1988 and
ﬁnds that they are all elastic. However, the price elas-
ticity of demand for CPE is only 0.58, which is inelas-
tic, indicating that a 1% drop in the price of other IT
leads to only a 0.58% increase in purchases of other
IT. Our estimate of PC = 119 is slightly smaller than
the price elasticity of 1.33 reported in earlier research
(Brynjolfsson 1996), likely because of differing lev-
els of analysis: ﬁrm versus economy. Our ﬁrm-level
estimate does not include consumer use of comput-
ing technology (home PCs); consumer demand for
computing may be more price elastic than business
demand. Alternately, the difference may simply stem
from the later time frame of our study.
Taken together, the results of our price elasticity of
demand analysis suggest that by the late 1990s, ﬁrm
demand for computing power was focused on decen-
tralized rather than centralized systems. The shift
in demand was driven not only by improvements
in client-level computing power, but by new orga-
nizational designs centered around a team-oriented
structure. The results also indicate that with con-
tinued improvements in the price and quality of
technology—something that has occurred since the
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Table 5 Allen Elasticity of Substitution Estimates 1987–1998, Capital Services
Mfg. Services Mfg. Services
Translog (I) CES-Translog (II) Translog (III) Translog (IV) CES-Translog (V) CES-Translog (VI)
IT K
Estimate −25686 −34058 −17233 −37073 −20318 −58811
Standard error 08077∗∗∗ 08518∗∗∗ 11814∗ 17483∗∗∗ 10467∗∗∗ 22804∗∗∗
95% Bias-corrected −4.6336 to −5.1113 to −4.4732 to −8.4824 to −4.9864 to −12.8029 to
conﬁdence interval −14481 −15613 02419 −15225 −03391 −31859
IT L
Estimate 26005 30120 23400 26140 22291 28018
Standard error 03767∗∗∗ 04672∗∗∗ 04496∗∗∗ 06426∗∗∗ 04711∗∗∗ 07170∗∗∗
95% Bias-corrected 2.0017 to 2.3121 to 1.6839 to 1.7684 to 1.7160 to 1.8732 to
conﬁdence interval 34989 42359 34533 43265 38995 48413
K L
Estimate 21381 22435 17974 32169 17743 38324
Standard error 01611∗∗∗ 01723∗∗∗ 01578∗∗∗ 06384∗∗∗ 01772∗∗∗ 09276∗∗∗
95% Bias-corrected 1.9180 to 1.9999 to 1.5570 to 2.4455 to 1.5127 to 2.7457 to
conﬁdence interval 25047 27255 21587 4839 22457 61522
Notes. Translog models estimated using linear least squares regression. CES-Translog models estimated using nonlinear least squares regression. AES standard
errors and conﬁdence intervals computed using the bootstrap procedure.
∗p < 010; ∗∗p < 005; ∗∗∗p < 001.
inception of Moore’s Law in 1965—ﬁrms will turn
increasingly towards IT as a production input. This
not only supports the need to examine the continu-
ing shift in ﬁrm production inputs as a whole (toward
more IT), but also the need to account for the different
types of technology that make up the IT input cate-
gory. This is further support for our identiﬁcation and
use of individual price indexes for centralized and
decentralized technologies.
4.2. Substitution
4.2.1. Baseline Results. Table 5 presents the AES
estimates, which are evaluated at the median val-
ues of IT, K, L, and VA. Because the elasticities of
substitution (as well as the output elasticities for
the Translog and CES-Translog functional forms) are
highly nonlinear functions of the estimated param-
eters, their distributions must be estimated using
numerical techniques. Estimates of the standard devi-
ations and conﬁdence intervals for the output and
substitution elasticities are calculated using the boot-
strap procedure (Efron and Tibshirani 1993) with
1,000 replications.
As expected, ordinary capital and labor emerge as
net substitutes (KL > 0), as do IT capital and labor
(ITL > 0) under both speciﬁcations (Translog, CES-
Translog). To further probe our results, we split the
sample into the manufacturing (SIC code 4) and ser-
vice sectors (SIC code > 4) and repeat the regres-
sions. All labor-related AES estimates are similar in
both samples and across both speciﬁcations, indicat-
ing again that labor is a substitute for both IT and
non-IT capital.10 High labor cost appears to remain
an issue for all types of ﬁrms and the reduction of
labor expense through capital substitution remains a
key managerial objective.
Our analysis of the relationship between IT and
non-IT capital inputs yields unique results. AES esti-
mates show that ﬁrms are using these two factors
in complementary ways. Speciﬁcally, for the over-
all sample, we ﬁnd that ITK < 0. This result holds
across both the Translog and CES-Translog functional
forms and is consistent across analysis of manufac-
turing and service sector sample splits. It appears
that ﬁrms of all types have turned to capital invest-
ments as a means for completing production activi-
ties. Indeed, these results provide empirical support
for earlier case studies describing combined non-IT
and IT capital solutions.
10 Chun and Mun (2006) estimate ITL to be larger in manufacturing
versus services for a period that includes the early years of the
Internet, which we attribute to differences in level of analysis, data
sample, and empirical methodology.
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4.2.2. Technological Progress. Our identiﬁcation
of an IT-K complementary relationship in ﬁrms over
the 1987–1998 time period is unique and differs
from the IT-K input relationship identiﬁed in earlier
research examining an earlier time frame (Dewan and
Min 1997). We posit that the evolution of organiza-
tions toward more decentralized forms (via decentral-
ization of decision authority, self-management teams,
work cells, etc.), enabled by new types of decentral-
ized technologies (e.g., PCs, servers, networking, etc.),
has helped bring about a change in how IT and ordi-
nary capital inputs are used in ﬁrms. As industrial
era ﬁrms began to use IT, application was targeted
primarily at replacing more costly capital inputs.
However, as ﬁrms gained experience with IT and
as technological innovation continued, especially the
rise of Internet and networking technologies, the shift
toward using IT as more of a complement to ordinary
capital accelerated. Given limited prior research on
IT substitutability, we assume this shift started after
1992.
To test our supposition, we split our sample into
two time periods and estimate the IT-K-L input rela-
tionships to examine if there has been a change in
these relationships over time. We ﬁrst estimate the
input relationships for 1988–1992 (period 1) to pro-
vide a baseline for comparison to the later 1993–1998
time period (period 2). The choice of these years also
allows us to directly compare our estimated relation-
ships to those of the earlier study by Dewan and Min
(1997), which used the 1988–1992 time frame. We then
repeat our analysis by using the Gordon (1990) IT
Table 6 Time Period Results by Methodology with Comparison to Prior Research
Updated price index/Capital services Gordon price index/Capital stock
1988–1992 1993–1998 1988–1998 1988–1992 1988–1992 1993–1998 1988–1998
(I) (II) (III) DM97 (IV) (V) (VI) (VII)
IT 0075∗∗∗ 0090∗∗∗ 0080∗∗∗ 0104∗∗∗ 0084∗∗∗ 0072∗∗∗ 0077∗∗∗
K 0177∗∗∗ 0183∗∗∗ 0184∗∗∗ 0281∗∗∗ 0178∗∗∗ 0206∗∗∗ 0194∗∗∗
L 0718∗∗∗ 0690∗∗∗ 0701∗∗∗ 0601∗∗∗ 0710∗∗∗ 0682∗∗∗ 0690∗∗∗
ITK −5895 −2713∗∗∗ −2829∗∗∗ 1006+ −0773 −1792∗∗∗ −160∗∗∗
ITL 5295 2480∗∗∗ 2729∗∗∗ 1063∗∗ 2863∗∗∗ 2427∗∗∗ 2383∗∗∗
KL 2654 2114∗∗∗ 2161∗∗∗ 1005∗∗∗ 2216∗∗∗ 2031∗∗∗ 2140∗∗∗
Notes. Column (IV) from Dewan and Min (1997, p. 1668), Table 4, Col. 1 and 2. All other columns are current study results. All models
use value-added as a dependent variable, with labor ordinary capital, and IT as independent variables. Industry and year controls. CES-
Translog speciﬁcation using nonlinear least squares regression. Standard error for elasticity and AES computed using the bootstrap
procedure.
+p < 015; ∗p < 010; ∗∗p < 005; ∗∗∗p < 001.
price index and IT capital stock measurement method.
This analysis allows us to test whether the choice of
price indexes and measurement methods impacts our
core results. It also allows for a more seamless com-
parison of results with Dewan and Min across similar
time periods.
Table 6 presents the estimated output elasticities
and substitution elasticities for three periods across
two empirical methods. A CES-Translog speciﬁcation
similar to Equation (5) is used in this analysis with
value-added as the dependent variable and IT, K,
and L as independent variables. As before, bootstrap-
ping is used to develop all conﬁdence intervals for
the substitution elasticity estimates. The results are
split based on the use of the updated IT price indexes
introduced in this paper and the capital services
methodology (CR-Flow) and the use of the Gordon
IT price index and IT capital stocks (Gordon-Stock).
Within these two major subgroups, estimates are pro-
vided for the 1988–1992, 1993–1998, and 1988–1998
time periods.
The pattern of results using updated price indexes
and capital services adopted herein provides support
for the evolution of the IT-K relationship over time.
In period 1 (1988–1992), we ﬁnd ITK to be negative
but not signiﬁcant (Column I). Thus, at this point
in time, we can only say that IT and ordinary cap-
ital inputs are being used in many ways, in both
a substitution and complementary fashion, with nei-
ther type obtaining overall. However, our results indi-
cate that a shift occurs in the late 1990s. During the
1993–1998 time period (Column II), we ﬁnd ITK to
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be both negative and signiﬁcant. Thus, given techno-
logical progress, experience, and other organizational
advances, we identify an evolution in the IT-K rela-
tionship from one that is mixed-used to one that is
complementary in nature.
Comparing our results to those using Gordon-
Stock, we ﬁnd similar results across the entire
time frame (Column VII) and within the late 1990s
time period (Column VI). The substitution elastici-
ties between the input factors are found to be the
same (sign and signiﬁcance) as those estimated using
CR-Flow. Differences do occur in the earlier time
period (Column V), with ITL and KL being the same
sign (positive) but also being statistically signiﬁcant.
However, for ITK , both the sign (negative) and lack of
signiﬁcance at a minimum p < 015 level is the same
across CR-Flow and Gordon-Stock. Thus, our ﬁnding
of an evolving IT-K relationship across time periods
is also found in analysis using Gordon-Stock, indicat-
ing that our results are not a byproduct of the price
index used or the method for measuring IT usage.
Finally, estimated substitution elasticities across the
1988–1992 time frame using Gordon-Stock allow us
to closely replicate the Dewan and Min (1997) study.
Our estimates for ITL and KL (Column V) are very
similar to those of Dewan and Min (replicated in Col-
umn IV), both in sign and signiﬁcance. Both forms of
capital are found to be substitutes for labor. A differ-
ence exists with our estimate of ITK which is nega-
tive but not signiﬁcant. This differs from the ITK > 0
(p < 015) result of Dewan and Min (1997).
Despite the basic consistency of results across both
studies, there are differences between our analysis
and that of Dewan and Min (1997). These include the
number of ﬁrms in the sample, size of ﬁrms, and mix
of ﬁrms, among others. Of special note is their inclu-
sion of a software input, based on three-times IS labor,
within their measure of IT investment. The use of an
IS labor measure within the IT measure may poten-
tially be a contributor to their ﬁnding of an IT-K sub-
stitution relationship.
5. Discussion and Conclusion
5.1. Discussion
In this study we extend prior research on the substi-
tutability of information technology with other pro-
duction inputs (Chun and Mun 2006, Dewan and Min
1997) to examine the extent to which technological
progress has altered the nature of IT as a production
factor. Our maintained thesis is that the emergence of
the commercial Internet in the 1990s enabled ﬁrms to
go beyond mere substitution to enable entirely new
processes and services, engendering the possibility of
new relationships among production inputs. Given
the critical role of IT in the modern economy, under-
standing the answer to this question is important
to researchers, business managers, and public policy
makers.
Several key results emerge from our empirical anal-
ysis of 9,800 observations from approximately 800
large, Fortune 1,000 ﬁrms for the years 1987–1998.
First, there is a signiﬁcant difference in the price
elasticity of demand between centralized and decen-
tralized computing. Speciﬁcally, the price elasticity
of demand for decentralized IT computing power
(PCs) is estimated to be 1.19, indicating that the
demand for decentralized computer power is rela-
tively elastic. This means that a change in demand
for PCs will be larger than a relative change in their
price. In our case, a 1% decrease in PCs prices will
result in a 1.19% increase in demand for PCs. On
the other hand, the price elasticity for centralized
computer power (CPE) is relatively inelastic, mean-
ing that a 1% decrease in the price of CPE will yield
only a 0.58% increase in demand. Thus, although
current demand for IT is driven by decentralized
computing needs—motivated by modern organiza-
tional structures—there remains a need for central-
ized, shared computing power that enables ﬁrms to
conduct core business processes. We draw an analogy
between necessary goods such as heating oil and such
necessary centralized computing power—both are rel-
atively inelastic. Thus, technological progress and the
proliferation of decentralized computing yields a dif-
ferent price elasticity of demand relative to earlier
types of computing systems.
Second, we ﬁnd that across all types of ﬁrms,
IT remains a net substitute for labor through 1998
(ITL > 0, p < 001), updating a similar ﬁnding by
Dewan and Min (1997) whose analysis time period
ended in 1992. Labor has the largest factor share
and is the primary cost driver for ﬁrms. IT and its
automating capabilities provide an opportunity to
reduce these costs, and today’s ﬁrms continue to turn
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to technology as a replacement for labor in the pro-
duction process.
Third, in contrast to prior research, we ﬁnd that IT
is a net complement to non-IT capital. This indicates
that ﬁrms are increasing their use of ordinary capi-
tal in combination with IT; speciﬁcally, we ﬁnd that
IT is being used as a complement to non-IT capital
(ITK < 0, p < 001). Firms can take advantage of IT’s
new capabilities to produce their goods and services
through the joint application of IT and regular capi-
tal. This result holds across the entire study period for
various subsamples: service and manufacturing sec-
tor ﬁrms appear to have designed their production
processes to use IT as a replacement for labor and as
a complement to ordinary capital.
Moreover, comparing our ﬁndings to those of
Dewan and Min (1997)—by splitting our sample into
subperiods (1988–1992; 1993–1998) and using simi-
lar methods—indicates that the IT-K net complement
result is strong in the more recent period, and weak
in the earlier period. This provides further support
for our thesis that as ﬁrms began to adopt Internet
business practices, such as selling online, their use of
IT and non-IT capital shifted from a substitution to a
complementarity relationship.
Finally, the ITL estimates indicate a potential differ-
ence in IT labor substitution across industry sectors,
with ITL being higher in service ﬁrms than in man-
ufacturing ﬁrms. This variation is feasible given the
“leanness” of current manufacturing. Over time, these
ﬁrms have adopted organizational innovations (Total
Quality Management, employee empowerment, self
managed teams, etc.) to remain competitive with
global competition and may have already established
efﬁcient levels of labor. Compound this with the
adoption of outsourcing in this sector, and we have
a scenario where further substitution levels may
be marginally limited. On the other hand, ﬁrms in
the growing service industry are relatively newer at
these IT-based, labor-saving applications, and as such,
marginally large labor substitution opportunities may
still remain in these types of ﬁrms. However, we hes-
itate to form any concrete conclusions in this regard
because our ITL results contradict those related to
industry-level analysis during the same time period
(Chun and Mun 2006). Many key data and method-
ological differences exist between our study and that
of Chun and Mun, central of which is our examina-
tion of large Fortune 1,000 ﬁrms and their examination
of 41 industries. However, given the potential implica-
tions of our sector-based ﬁndings (e.g., identiﬁcation
of labor-based outsourcing opportunities in services),
future research is needed to identify the labor substi-
tution characteristics of non-Fortune 1,000 ﬁrms.
5.2. Implications
Given our ﬁndings of a different price elasticity of
demand across different types of IT, the use of mul-
tiple price indexes for different categories of IT pro-
vides a more precise estimate of constant dollar IT
measures such as capital and the ﬂow of services.
This is especially important given the proliferation
of different categories of information technology. We
have identiﬁed two sources for such indexes: one for
distributed computing (PCs) and one for centralized
computing (mainframe). The application of category-
speciﬁc indexes accounts for evolutionary changes in
a ﬁrm’s IT asset mix. Given the highly innovative
nature of the IT sector, we expect that the price-
performance ratio of IT hardware will continue well
into the future, making the use of appropriate IT price
indexes crucial to precise empirical coefﬁcient esti-
mates and meaningful analysis results.
Second, as argued by Jorgenson and Griliches
(1967), for the purposes of production function estima-
tion, the appropriate measure of inputs is the ﬂow of
services from assets that are used, but not consumed,
in the production process. Although this approach
imposes an additional burden on researchers to calcu-
late rental prices, the data required to do so are pub-
licly available from the BLS. In addition, this approach
avoids capital aggregation biases inherent in the capi-
tal stock approach, and is theoretically consistent with
the production function approach commonly used in
the IT returns area of research.
The managerial implications of this research arise
from the ongoing shift in the use of labor, non-IT cap-
ital, and IT capital driven by changes in their relative
prices. As long as price and quality improvements
in IT continue, demand for IT should remain strong,
providing opportunities for IT-producing ﬁrms and
IT service ﬁrms. Continued investment in IT inno-
vation and new product development is prudent for
ﬁrms assisting in adoption and implementation of
new technologies.
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Given our ﬁnding that IT is a net complement to
non-IT capital, we expect investments in non-IT cap-
ital to increase along with those in IT. Because IT
has a central role in the new information economy,
managers should explore different ways to apply IT
in conjunction with other forms of capital to enable
new business processes that reduce costs, increase
revenues, or improve quality. In addition, as a result
of the continued price and quality improvements
in IT, managers should continue to look for addi-
tional ways to reduce labor requirements and related
costs. Interestingly, in the United States, this labor-
saving technological change is currently being rein-
forced by the growth of IT-enabled “offshoring” of
labor services to developing economies. Although
the ability of ﬁrms to produce more output with a
smaller workforce is an indication of improved pro-
ductivity and efﬁciency of operations—both of which
are now necessities for competitiveness in the global
economy—programs may be needed to reduce the
short-term impact of the reduced labor requirement.
Retraining is one such program that will help mini-
mize any negative impacts and enable the workforce
to move to growing sectors of the economy and enjoy
higher real wages in the long run.
5.3. Conclusions and Future Research
Overall, our analysis highlights the central role of
technological progress in the evolving nature of infor-
mation technology as a production factor in devel-
oped economies. Although our main ﬁndings are
strong, several questions emerge that provide fruit-
ful opportunities for future research. First, although
we found strong results for two broad categories of
hardware—decentralized versus centralized—future
research might examine a broader set of informa-
tion systems categories, perhaps including software.11
Second, our ﬁndings are generated from a ﬁrm-
level analysis. As with the case of other important
streams of literature, such as the energy-capital sub-
stitution debate (David et al. 2000), future research
at the industry level using cost-function approaches
and other measures of substitutability (e.g., Mor-
ishima elasticity of substitution) would provide addi-
tional empirical evidence. This would also inform the
11 We thank an anonymous reviewer for this suggestion.
types of general technology investments that may be
needed within speciﬁc industries (e.g., decentralized
IT to enable offshore outsourcing). Future macroe-
conomy analysis, such as comparing developed
economies with emerging economies, would provide
a crucial examination of whether the use of informa-
tion systems by local economies is inﬂuenced by local
market conditions (Kraemer et al. 2006, Dewan and
Kraemer 2000). Third, future research might exam-
ine speciﬁc industries or differences across indus-
tries to determine the extent to which differing types
and uses of IT in the organizational context, espe-
cially small and medium-sized organizations, may be
reﬂected in the substitutability of IT for ordinary cap-
ital and labor.12 Finally, an open question is whether
the price elasticity of demand for information tech-
nology is becoming less elastic over time in the
2000s. Our estimates of the price elasticity of demand
for IT in the 1990s are lower than those in earlier
research addressing the 1970s and 1980s. However,
future research examining more recent periods, say,
2000–2007, would address the question of whether
this result is stable, on par with other general-purpose
technologies, or merely a temporary phenomenon.
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