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Proyecto de Fin de Grado de Ingeniería Informática en la especialidad de Ingeniería de 
Computadores. El objetivo principal de este proyecto es: Partiendo del artículo Parallel Sparse 
Matrix-Matrix Multiplication: A Scalable Solution 1-D Algorithm [1], proponer un algoritmo 
eficiente para la multiplicación de matrices sparse de grandes dimensiones, del orden de 106*106 
y una probabilidad de que un elemento sea no cero de 75E-06. Nos hemos autoimpuesto la 
restricción de que un nodo del clúster realice como máximo el producto de matrices del orden 
de 105 x 105 por motivos de la memoria necesaria. Esto implica que, si queremos resolver el caso 
de matrices 106 x 106, se deba complementar con una solución 2D, producto de submatrices. La 
memoria ocupada en este caso por las estructuras necesarias en la solución propuesta es del 
orden de 500MB. El algoritmo usa la descomposición de matrices en bloques basada en el 
número de procesadores. Las matrices con las que se trabajan no tienen estructura, 
repartiéndose los elementos no nulos de forma aleatoria. Se ha mejorado el algoritmo inicial 
propuesto y se ha estudiado la posibilidad y las consecuencias de aplicar otros algoritmos, como 
el algoritmo de Cannon y se han propuesto mejoras y soluciones a los problemas detectados. 
Para lograr el objetivo se ha estudiado la escalabilidad y el paralelismo de los algoritmos 
propuestos en dos clústeres de la facultad, uno de 1Gb con 64 nodos de 4 cores cada nodo y otro 
de 10Gb con 16 nodos de 4 cores cada uno.  
Como resumen de los resultados obtenidos se puede destacar lo siguiente. Para los clústeres con 
los que hemos trabajado la solución óptima es de 4 procesos en un nodo, cada proceso en un 
core del procesador del nodo. Para el clúster de 1Gb la opción -map by node es la mejor. Para el 
clúster de 10Gb se puede realizar el reparto de los procesos a procesadores por nodo o por core, 
ya que no hay diferencias significativas. Los tiempos totales del producto matricial de 106 x 106 
son comparables a los del artículo de referencia. La comparación solo puede ser grosera debido 
a las diferencias entre los recursos computacionales que ellos y nosotros usamos, pero los 
tiempos avalan nuestra solución. 
Pensamos que la solución propuesta puede adaptarse fácilmente a clústeres que se diferencien 
en el ancho de banda de la red de la comunicación, procesadores con distinto número de cores y 
diferente jerarquía de memoria. 
Queda como posible estudio el análisis teórico de la necesidad de memoria asociada a una matriz 
en función de su dimensión y la probabilidad de que un elemento de la matriz sea no cero.  
Por último, es importante analizar las entradas/salidas a disco para almacenar matrices de 
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Capítulo 1 Introducción 
Desde los inicios del procesamiento paralelo se han estudiado, diseñado y experimentado 
distintas formas de paralelizar la multiplicación de matrices.  
La multiplicación de matrices es una de las operaciones más importantes para muchas 
aplicaciones, ya que involucran un elevado cálculo de datos con complejidad creciente de 
acuerdo a las dimensiones de las mismas. La multiplicación de matrices es ampliamente utilizada 
en diferentes campos como la computación científica, la teoría de grafos, la teoría de redes, la 
combinatoria, los métodos numéricos etc. 
El algoritmo más sencillo para la multiplicación de matrices realiza O(𝑛ଷ) operaciones. Strassen 
fue el primero en demostrar que este algoritmo no es óptimo, dando un algoritmo de complejidad 
O(𝑛ଶ.଼ଵ) para el problema. Muchas mejoras le siguieron, hasta la fecha que el algoritmo para la 
multiplicación de matrices más rápido que existe, con una complejidad de O(𝑛ଶ.ଷ଼) fue obtenido 
por Coppersmith y Winograd. Incluso después de estas mejoras, estos algoritmos han 
demostrado limitaciones en su rendimiento [2].  
Por otro lado, en este proyecto se va a trabajar con matrices sparse en lugar de densas. Las 
matrices sparse son matrices donde una gran parte de sus valores son ceros, por lo cual, estos 
valores pueden ser omitidos en su almacenamiento.  
El objetivo principal de este Trabajo de Fin de Grado es proponer un algoritmo eficiente para la 
multiplicación de matrices sparse de grandes dimensiones del orden de 106 x 106, que usa la 
descomposición de matrices en bloques basada en el número de procesadores. Las matrices con 
las que se van a trabajar no tienen estructura, repartiéndose los valores no nulos de forma 
aleatoria en la matriz. 
A continuación, se describen las secciones en los que se estructura la memoria: 
- En la sección Introducción, se da una breve introducción del tema principal del proyecto 
y se describen los objetivos planteados inicialmente, la motivación alcanzada para su 
realización y las herramientas utilizadas a lo largo del curso del proyecto. 
- En la sección Planificación Inicial, se describen los ciclos por los que pasará el proyecto, la 
planificación del proyecto, el sistema de respaldo de la información y la estructura de 
descomposición del trabajo. Se presentan los riesgos potenciales a los que está expuesto 
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el proyecto y el plan de prevención y contingencia para cada uno de ellos. Por último, se 
concluye con el análisis de la factibilidad del proyecto. 
- En la sección Diseño, se describe la justificación de las matrices sparse, unos conceptos 
básicos acerca del tema principal del proyecto, las formas de almacenamiento de las 
matrices y las consideraciones iniciales que se han tenido en cuenta. 
- En la sección Desarrollo, se describe el algoritmo principal junto con sus versiones y las 
funciones que componen el programa. 
- En la sección Análisis de resultados, se analizan los resultados obtenidos de las 
ejecuciones del programa mediante gráficas, tablas y trazas. 
- En la sección Conclusiones, se recogen las conclusiones a nivel de objetivos del proyecto 
y dificultades la realización de este y se proponen unas futuras mejoras. 
1.1 Objetivos 
Los objetivos principales de este proyecto son los siguientes: 
1. Proponer un algoritmo eficiente para la multiplicación de matrices sparse de grandes 
dimensiones, del orden de 106 x 106 y una probabilidad de que un elemento sea no cero 
de 75E-06. 
2. Estudiar la escalabilidad y el paralelismo en los algoritmos utilizados. Dichos algoritmos 
serán ejecutados en un clúster de 64 nodos con 4 cores cada uno, con enlaces de 1Gb y 
en un clúster de 16 nodos con 4 cores cada uno, con enlaces de 10Gb. 
3. Proponer mejoras o soluciones a los problemas detectados. 
1.2 Motivación 
El objetivo principal del proyecto es proponer un algoritmo eficiente para la multiplicación de 
matrices sparse de grandes dimensiones: mejorar el algoritmo que los autores del artículo Parallel 
Sparse Matrix-Matrix Multiplication: A Scalable Solution with 1-D Algorithm [1] han propuesto. 
Este artículo presenta una implementación novedosa de la multiplicación paralela de matrices 
sparses basándose en una descomposición 1D. Trabajan con matrices de dimensiones del orden 
de 106*106 con una probabilidad de que un elemento sea no cero de 75E-06. Las matrices son 
generadas aleatoriamente. Utilizan hash lists distribuidas para almacenar las matrices, ya que 
reducen la latencia al acceder y modificar un elemento de la matriz producto y al concatenar los 
resultados parciales calculados. Usan el método del recorrido de bucles i, k, j en el que cada 
procesador lleva a cabo una comunicación punto a punto con el resto para fusionar los resultados. 
Gracias a estas implementaciones, logran conseguir un speedup mucho mejor que el de otros 
algoritmos 1D existentes hasta la fecha. La escalabilidad tiende a ser mejor para matrices sparses 
de grandes dimensiones. En parte, esta escalabilidad se logra debido a que, a medida que 
aumenta el número de procesadores, disminuye la sobrecarga de comunicación MPI. 
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A diferencia de su enfoque 1D, en este proyecto se utiliza un enfoque 2D basado en la 
descomposición de submatrices. Esto se debe, en parte a que se trabaja con grandes cantidades 
de memoria que un procesador podría no poder manejar. Nos hemos autoimpuesto la restricción 
de que un nodo del clúster realice como máximo el producto de matrices del orden de 105 x 105 
por motivos de la memoria necesaria. Esto implica que, si queremos resolver el caso de matrices 
106 x 106, se deba complementar con una solución 2D, producto de submatrices. Por otro lado, 
utilizan la clase vector de C para beneficiarse de la asignación dinámica de memoria contigua y 
hash lists para almacenar las matrices. La función hash no se ha usado, aunque podría ser una 
mejora en caso de necesidad. El uso de la clase vector de C se aprovecha del Garbage Collection. 
El uso del Garbage Collection genera varios problemas como: rendimiento impredecible, mala 
escalabilidad, uso intensivo de recursos y pérdidas de memoria. Para mejorar esto, en este 
proyecto se ha generado una función que predice el tamaño que van a tener las estructuras para 
evitar sobreestimar a la hora de reservarlas. Finalmente se mejora la comunicación entre 
procesadores estableciendo una comunicación basada en un árbol binario. Gracias a estas 
implementaciones, se ha logrado un speedup comparable con el reseñado en el artículo. 
 
1.3 Herramientas utilizadas 
A continuación, se enumeran las herramientas más importantes que han sido necesarias para el 
desarrollo de este proyecto. Se pueden agrupar en dos grupos: Las herramientas utilizadas para 
interactuar con el clúster y las herramientas utilizadas para la generación de matrices, gráficas 
etc. 
Dentro del primer grupo podemos encontrar las siguientes herramientas: Cisco AnyConnect 
Secure Mobility Client, FileZilla, Putty, OpenMPI, C++ y el Compilador Intel®. 
Dentro del segundo grupo podemos encontrar: MATLAB y RStudio. 
 
1.3.1 Cisco AnyConnect Secure Mobility Client 
Cisco AnyConnect Secure Mobility Client es un cliente VPN basado en web de Cisco. 
La conexión VPN permite a los usuarios conectarse a la red de la UPV/EHU desde sitios remotos 
utilizando internet como vínculo de acceso. Una vez facilitadas las credenciales de acceso, los 





FileZilla es un programa multiplataforma para la transferencia de archivos que soporta los 
protocolos FTP, FTPS y SFTP. Se ha utilizado para transferir los archivos desde el ordenador local 
al servidor y viceversa. 
1.3.3 Putty 
Putty es un cliente SSH y Telnet con el que podemos conectarnos a servidores remotos iniciando 
una sesión en ellos que nos permita ejecutar comandos. Ha sido necesario para conectarse al 
servidor de la UPV/EHU remotamente después de conectarse mediante VPN. 
1.3.4 OpenMPI 
MPI (Message Passing Interface) es una especificación para la programación de paso de 
mensajes, que proporciona una librería de funciones para C, C++ o Fortran que son empleadas en 
los programas para comunicar datos entre procesos.  
A continuación, se resumen las funciones de MPI utilizadas en el proyecto: 
Para enviar datos de un procesador a otro se han utilizado las funciones MPI_Send y MPI_Isend y 
para recibir datos de un procesador se han utilizado las funciones MPI_Recv y MPI_Irecv. La 
principal diferencia entre las funciones con I (Isend) frente a las funciones sin ella (send), radica 
en que las primeras no son bloqueantes. Esto significa que devuelven el control a la ejecución del 
programa lo antes posible, es decir, hasta que el hardware y el sistema operativo sean capaces 
de realizar el resto del envío por sí solos. Para asegurarse de que todos los procesos han 
terminado todas sus operaciones de envió o de recibo pendientes, se ha utilizado la función 
MPI_Waitall. 
Para enviar un mensaje desde el proceso raíz a todos los procesos del grupo (en este caso, los del 
comunicador especificado), incluyéndose a sí mismo, se ha utilizado la función MPI_Bcast. 
Se ha utilizado la función MPI_Scatter para dividir un mensaje en partes iguales y enviarlos 
individualmente al resto de procesos y a sí mismo. 
Para medir el tiempo de ejecución se ha utilizado la función MPI_Wtime, obteniendo el tiempo 
inicial y el final, de forma que la diferencia entre ambos es el tiempo empleado. 






Para poder realizar algunas de las múltiples operaciones que aparecen a lo largo del programa, 
es necesario incluir la cabecera de C, math.h. Gracias a esta cabecera se han podido resolver las 
siguientes operaciones: La función pow (base, exponente) devuelve, sobre el propio identificador 
de la función, el resultado que se obtiene de elevar la base al exponente. La función 𝒍𝒐𝒈𝟐() 
devuelve el logaritmo en base dos del argumento. 
Se ha llevado a cabo un uso intensivo de mallocs para asignar la memoria necesaria para las 
estructuras y frees para liberar el bloque de memoria especificado al sistema. Además, se han 
utilizado punteros para acceder a las direcciones de memoria que contienen los datos de interés. 
1.3.6 Compilador Intel® 
Intel® C++ Compiler es un conjunto de compiladores para los lenguajes C y C++, desarrollado por 
Intel. Con el compilador Intel® C++ y gracias a la compatibilidad de utilizar procesadores Intel®, se 
puede crear código que aproveche mejor los núcleos y las tecnologías integradas en estos 
procesadores Intel®.  
Para poder compilar un programa basado en el lenguaje C++ pero que dispone de las 
funcionalidades de la librería MPI, es necesario ejecutar la siguiente línea de comandos: 
mpicc -O3 -o pp Ejemplo.c 
Donde la variable -O controla el nivel de optimización de todo el código. Al cambiar este valor, la 
compilación de código tomará algo más de tiempo, y utilizará más memoria, especialmente al 
incrementar el nivel de optimización. En este proyecto se utilizará por defecto -O3, el nivel más 
alto de optimización posible. Activa optimizaciones que son caras en términos de tiempo de 
compilación y uso de memoria. Habilita que los bucles dentro del código se vectoricen.  
Por último, se utiliza -o “nombre del ejecutable” “nombre del fichero C”.c para compilar un fichero 
C y crear el correspondiente ejecutable. 
Una vez compilado nuestro fichero.c, se realiza la ejecución de este, y para ello es necesario 
ejecutar el siguiente comando: 
mpirun -hostfile mfile64 -map-by (node/core) -n 4 pp A_131072_131072 
B_131072_131072 
Donde el parámetro -hostfile proporciona un archivo de hosts (mfile64) en los que invocar los 
procesos. 
Dependiendo de las necesidades de nuestro programa, en el siguiente parámetro -map-by se 
podría utilizar core o bien node. Node lanza un proceso por nodo, ciclando por nodo de manera 
round-robin. Esto distribuye los procesos de manera uniforme entre los nodos y asigna los rangos 
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de MPI_COMM_WORLD de manera round-robin por nodo. Mientras que core mapea los procesos 
por núcleo.  
Le sigue el parámetro -n que indica el número de procesadores con el que queremos ejecutar 
nuestro programa. Y por último el ejecutable generado en la compilación, seguido de los 
argumentos necesarios para el programa, que en este caso son las dos matrices que se quieren 
multiplicar. 
1.3.7 Matlab 
MATLAB (MATrix LABoratory) es un sistema de cómputo numérico que ofrece un entorno de 
desarrollo integrado (IDE) con un lenguaje de programación propio. Entre sus prestaciones 
básicas se hallan: la manipulación de matrices, la representación de datos y funciones, la 
implementación de algoritmos, la creación de interfaces de usuario (GUI) y la comunicación con 
programas en otros lenguajes y con otros dispositivos hardware. 
En este proyecto se ha utilizado MATLAB para generar los ficheros que contienen las matrices 
sparse con las que se trabajan. 
1.3.8 RStudio 
RStudio es un entorno de desarrollo integrado (IDE) para el lenguaje de programación R, 
dedicado a la computación estadística y gráficos. Incluye una consola, editor de sintaxis que 
apoya la ejecución de código, así como herramientas para el trazado, la depuración y la gestión 
del espacio de trabajo. 
En este proyecto se ha utilizado RStudio para obtener graficas que un traceador genera en la 











Capítulo 2 Planificación Inicial 
A continuación, se describen los ciclos por los que pasará el proyecto, la planificación del 
proyecto, el sistema de respaldo de la información y la estructura de descomposición del trabajo. 
Se presentarán los riesgos potenciales a los que está expuesto el proyecto y el plan de prevención 
y contingencia para cada uno de ellos. Por último, se concluirá con el análisis de la factibilidad del 
proyecto. 
2.1 Ciclos del Proyecto 
Con motivo de agrupar las diferentes tareas, se han generado los siguientes ciclos por los que 
pasará el proyecto: 
- Gestión: Periodo que durará todo el curso del proyecto. Este apartado englobará la 
planificación inicial, los objetivos del proyecto, el seguimiento y control, el análisis de 
riesgo y el análisis de factibilidad. 
- Competencias: Periodo en el que se adquirirán los conocimientos necesarios de las 
herramientas a utilizar para poder realizar con éxito el proyecto. Este periodo durará todo 
el curso, pero con especial hincapié al inicio de este. 
- Diseño: Periodo en el que se definirá el algoritmo base del proyecto con sus respectivas 
versiones y escenarios. Esta fase durará desde el inicio hasta la mitad del curso del 
proyecto. 
- Desarrollo: Una vez definido el algoritmo y sus versiones, se procederá a implementarlos. 
- Análisis de resultados: Con los programas finales ya disponibles, se realizarán una serie 
de pruebas para cada escenario posible y su posterior análisis de los resultados 
obtenidos. 
- Documentación: Periodo que dura todo el ciclo de vida del proyecto, donde se elaborarán 






Tabla 2.1: Tabla de dedicación 
 
Se ha generado el siguiente cronograma de actividades con el fin de repartir las tareas ya 
mencionadas anteriormente en las semanas que componen el tiempo de vida del proyecto.  
 
Tabla 2.2: Cronograma de tareas 
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2.3 Estructura de descomposición del trabajo 
La estructura de descomposición del trabajo es una herramienta fundamental que consiste en la 
descomposición jerárquica, orientada al entregable del trabajo que será ejecutado por el equipo 
de proyecto, para conseguir los objetivos de éste y crear los entregables requeridos. 
 
Figura 2.1: EDT 
2.4 Análisis de riesgos 
- Problemas con la programación 
o Nivel de riesgo: Alto 
o Impacto: Medio 
o Consecuencias: No poder avanzar hasta no solventar los errores. 
o Prevención: Detallar cada paso seguido en el código para que, en el caso de no 
avanzar por un error desconocido, facilite la localización de este. 
o Plan de contingencia: Invertir más tiempo en depurar el código hasta dar con el 
error. 
 
- Falta de tiempo 
o Probabilidad: Baja 
o Impacto: Alto 
o Consecuencias: Examinarse en la siguiente convocatoria. 
o Prevención: Planificar bien el tiempo para llegar al plazo de entrega. 
o Plan de contingencia: Reducir el alcance del proyecto o posponer la entrega y 




- Caída del servidor 
o Probabilidad: Baja 
o Impacto: Alto 
o Consecuencias: Supondría no poder ejecutar nada en el servidor mientras este 
permanezca inoperativo.  
o Plan de contingencia: Invertir más horas cuando el servidor se encuentre 
operativo para cumplir con la planificación establecida. 
 
- Pérdida de la información 
o Probabilidad: Baja 
o Impacto: Alto 
o Consecuencias: Únicamente se perderían los últimos cambios realizados desde 
la actualización anterior. 
o Prevención: Disponer de varias copias de seguridad en diferentes plataformas. 
o Plan de contingencia: Rescatar la copia de seguridad más reciente. 
 
- Vacaciones de Semana Santa 
o Probabilidad: Media 
o Impacto: Medio 
o Consecuencias: La pérdida del ritmo de trabajo académico puede influir en el 
tiempo dedicado semanalmente al proyecto. 
o Prevención: Establecer una planificación  
o Plan de contingencia: Invertir más horas a las tareas retrasadas con el objetivo 
de terminarlas en plazo. 
 
2.5 Análisis de factibilidad 
Inicialmente no se puede afirmar a ciencia cierta que el proyecto sea factible, por lo que se va a 
analizar cada riesgo comentado anteriormente para asegurar la factibilidad del proyecto. 
En primer lugar, gracias a haber cursado las asignaturas de Procesadores de Alto Rendimiento y 
Sistemas de Cómputo Paralelo, considero que dispongo de una base sólida para realizar este 
proyecto. Por lo que, en el caso de que surgiesen problemas con la programación, no deberían 
causar mayor demora en el curso del proyecto. 
En segundo lugar, existe la posibilidad de que se consuma el tiempo de vida del proyecto y aún 
falten cosas por terminar. Para intentar solventar esto, se ha planificado todo debidamente para 
facilitar la realización de las tareas en sus periodos de tiempo correspondientes. 
En tercer lugar, tanto el servidor en el que se ejecuta el proyecto como el sistema de información 
en el que se encuentra, pueden sufrir pérdidas de información o caídas. Para ello, se ha 
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establecido un sistema de información consistente que dispondrá de varias copias de seguridad 
disponibles en todo momento. En el supuesto caso de que se sufra una pérdida global del trabajo 
realizado, se recurrirá a invertir más tiempo para recuperar lo perdido. 
Finalmente, a mitad del curso del proyecto se sitúa el periodo vacacional de Semana Santa y ya 
existen planes ajenos al proyecto establecidos, puesto que la recuperación de este tiempo ya se 
ha tenido en cuenta en la planificación. 
Dado que la mayor parte de los riesgos se pueden solventar gracias a una buena gestión de la 
información, a una mayor inversión de tiempo o a una buena planificación de las tareas a realizar, 
se puede asegurar que este proyecto es factible. 
2.6 Respaldo de la información 
Con motivo de evitar la pérdida de información de vital importancia, se dispondrá de varias copias 
de seguridad. Cada copia contendrá el código del programa, las diferentes matrices y los 
documentos que se generarán, así como la memoria final, la presentación de la defensa de la 
memoria etc. 
- La principal copia residirá en el ordenador del estudiante. Dado que es la copia sobre la 
que se realizan las modificaciones. 
- Existirá una copia en el servidor, esta contendrá la última versión ejecutada en el servidor. 
- Existirá una copia actualizada en una memoria USB. Se actualizará periódicamente en el 
caso de realizar cambios importantes. 
- Existirá una copia actualizada en la plataforma de Drive. Al igual que con la memoria USB, 
estas se actualizarán simultáneamente. Se ha elegido Drive, debido a que es accesible 
por la mayoría de dispositivos con acceso a internet. 











Capítulo 3 Diseño 
3.1 Justificación Matrices Sparse 
Las matrices sparses de grandes dimensiones son ampliamente usadas en la computación 
científica, especialmente en la optimización a gran escala, análisis estructural y de circuitos, 
dinámica de fluidos computacionales, machine learning y en general en solución numérica de 
ecuaciones diferenciales parciales; otras áreas de interés en donde se pueden aplicar la 
representación sparse son la teoría de grafos, teoría de redes, la combinatoria, los métodos 
numéricos, entre otros. 
Cuando se almacenan y manipulan matrices sparse, es beneficioso y necesario usar algoritmos 
especializados y estructuras de datos que aprovechen la estructura sparse de la matriz. Las 
operaciones que utilizan algoritmos y estructuras de matrices densas son ineficientes cuando se 
aplican a matrices sparses de grandes dimensiones, ya que el procesamiento y la memoria se 
desperdician en las casillas que son ceros. La representación sparse permite almacenar los datos 
más eficientemente y, por lo tanto, requieren un almacenamiento significativamente menor. 
Un objetivo de diseño fundamental en el uso de matrices sparse será el de utilizar poca memoria 
para poder escalar el tamaño de las matrices de forma eficiente entre los nodos de un clúster y 
permitir comunicaciones sencillas en el uso de los búferes.  
3.2 Conceptos básicos 







3.2.1 Notación y terminología utilizada 
nnc = número de elementos distintos de 0. 
nfil = número de filas de la matriz. 
ncol = número de columnas de la matriz. 
Ni = es el índice de la columna/fila de inicio para el procesador pi en el vector I. 
A(i,:) = i enésima fila de A. 
B(:,j) = j enésima columna de B. 
A(i,j) = elemento en la posición (i,j) de A. 
npr = número de procesadores. 
3.2.2 Multiplicación de matrices 
Para multiplicar dos matrices A y B es necesario que el número de columnas de A coincida con el 
número de filas de B. De tal forma que, si A es una matriz de dimensión m*n y B una matriz de 
dimensión n*r, la matriz resultante C sería de dimensión m*r. 
El elemento 𝐶௜௝ se obtiene realizando el producto interno entre el vector fila I y el vector columna 
J, recorrido i, j, k. 
for i 
       for j 
             for k 












2 ∗ 1 + 0 ∗ 1 + 1 ∗ 1 2 ∗ 0 + 0 ∗ 2 + 1 ∗ 1 2 ∗ 1 + 0 ∗ 1 + 1 ∗ 0
3 ∗ 1 + 0 ∗ 1 + 0 ∗ 1 3 ∗ 0 + 0 ∗ 2 + 0 ∗ 1 3 ∗ 1 + 0 ∗ 1 + 0 ∗ 0
5 ∗ 1 + 1 ∗ 1 + 1 ∗ 1 5 ∗ 0 + 1 ∗ 2 + 1 ∗ 1 5 ∗ 1 + 1 ∗ 1 + 1 ∗ 0






Realizando el producto interno de esta manera, se consigue un stride de 1 al acceder 
consecutivamente a los elementos de la fila de A, mientras que al acceder a los elementos de la 





Esto se mejora realizando el recorrido i, k, j. Este recorrido prima el acceso a vectores fila. 
for i 
       for k 
             for j 











2 ∗ 1 + 0 ∗ 1 + 1 ∗ 1 2 ∗ 0 + 0 ∗ 2 + 1 ∗ 1 2 ∗ 1 + 0 ∗ 1 + 1 ∗ 0
3 ∗ 1 + 0 ∗ 1 + 0 ∗ 1 3 ∗ 0 + 0 ∗ 2 + 0 ∗ 1 3 ∗ 1 + 0 ∗ 1 + 0 ∗ 0
5 ∗ 1 + 1 ∗ 1 + 1 ∗ 1 5 ∗ 0 + 1 ∗ 2 + 1 ∗ 1 5 ∗ 1 + 1 ∗ 1 + 1 ∗ 0







De esta forma se mejora el acceso a memoria. El acceso a los elementos contiguos de las filas de 
la matriz A sigue siendo stride 1, mientras que el acceso a los elementos contiguos de las filas de 
la matriz B pasa de ser stride nfil a ser stride 1. Para conseguir stride 1, la matriz C se recorre n 
veces (Figura 3.1). 
 
Figura 3.1: Recorrido i,k,j. npr = 4 
3.2.3 Concepto Matriz sparse y sparsity 
Una matriz sparse o dispersa es una matriz en la que la mayoría de sus elementos son nulos. Por 
el contrario, si la mayoría de elementos son distintos de cero, la matriz se considera densa. 
El número de elementos de valor cero dividido por el número total de elementos se denomina 
sparsity, que equivale a (1 – densidad de la matriz). Por lo tanto, una matriz es sparse cuando su 
sparsity sea mayor de 0.5, siendo 1 la suma entre los porcentajes de sparsity y densidad. 
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¿Por qué usar matrices sparse en lugar de matrices densas? 
El uso de matrices sparse para almacenar datos que contienen un gran número de elementos con 
valor nulo puede ahorrar una cantidad significativa de memoria y acelerar el procesamiento de 
esos datos. Las matrices sparse también tienen ventajas en términos de eficiencia computacional. 
A diferencia de las operaciones con matrices densas, las operaciones con matrices sparse no 
realizan cálculos innecesarios, como la multiplicación de dos valores en los que uno de ellos o 
ambos son cero. La eficiencia resultante puede llevar a una mejora en el tiempo de ejecución 
para los programas que trabajan con grandes cantidades de datos dispersos. El coste a pagar es 
el acceso a los valores distintos de cero, que necesitan de estructuras de datos específicas. 
3.3 Formato de Almacenamiento de las matrices 
Los esquemas de almacenamiento tratan de explorar las características de las matrices sparse y 
almacenar únicamente sus elementos no nulos. Las matrices serán generadas sin estructura, 
repartiéndose los valores no nulos de manera aleatoria en la matriz.  
Existen varios formatos de almacenamiento, pero únicamente nos centraremos en los tres 
siguientes: COO (Coordinate Format), CSR (Compressed Sparse Row) y CSC (Compressed Sparse Column). 
COO: Formato de coordenadas 
Los vectores: fila, columna y valor almacenan los índices de la fila, el índice de la columna y el 
valor de los elementos no nulos de la matriz (Figura 3.2). COO es una representación general de 
una matriz sparse, donde la capacidad de almacenamiento requerida depende de los valores no 
nulos. Este formato lo proporciona MATLAB, y es el que se ha utilizado para obtener las matrices 
sparse aleatorias. Se puede primar el orden por filas y por columnas (fundamentalmente por 
lenguajes como Fortran, R, MATLAB…). 
 
Figura 3.2: Formato COO para una matriz de 4x4, ordenado por filas 
Este formato es muy eficiente cuando se quiere acceder de forma secuencial a todos los 
elementos, como por ejemplo cuando se quiere hacer el producto de matriz por vector. El uso de 
memoria de este formato sigue la siguiente expresión:  
𝑇𝑎𝑚𝑎ñ𝑜 𝐶𝑂𝑂 = 3 ∗ 𝑛𝑛𝑐 
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CSR: Comprimido por filas 
Al igual que el formato COO, los índices de columnas y valores se almacenan explícitamente. En 
cambio, se añade un tercer vector de punteros que contiene los índices del inicio de cada fila. 
Gracias a este vector, se puede saber los elementos que hay en cada fila. La longitud del vector 
es n+1, siendo n el número de filas de la tabla. En la posición n+1 del vector de índices de filas se 
encuentra el número de elementos no nulos de la matriz (Figura 3.3). 
Las ventajas principales de este formato son:  
- Si lo comparamos con el formato anterior, el COO, aparentemente el uso de memoria es 
menor, ya que la idea de este formato es almacenar el índice de fila implícitamente. La 
memoria que usa este formato sigue la siguiente expresión:  
𝑇𝑎𝑚𝑎ñ𝑜 𝐶𝑆𝑅 = 2 ∗ 𝑛𝑛𝑐 + 𝑛𝑓𝑖𝑙𝑎𝑠 + 1 
Igualando ambas ecuaciones se consigue calcular la condición en la que ambos métodos 
son iguales: 
3 ∗ 𝑛𝑛𝑐 =  2 ∗ 𝑛𝑛𝑐 + 𝑛𝑓𝑖𝑙𝑎𝑠 + 1  𝑛𝑛𝑐 =  𝑛𝑓𝑖𝑙𝑎𝑠 + 1 
Como podemos observar en la anterior expresión, únicamente el formato COO será 
mejor que el CSR cuando nnc sea mayor o igual al número de filas más uno. En este 
proyecto se trabaja con matrices sparses que tienen en cada fila del orden de 75 no ceros. 
En la siguiente expresión podemos observar que, trabajar con el formato COO frente al 
CSR conllevaría una carga de memoria 1.5 veces mayor. 
3𝑛𝑛𝑐
2𝑛𝑛𝑐 + (𝑛𝑓𝑖𝑙 + 1)ൗ =  
3
(2 +  10
଺
75 ∗ 10଺)
൘ ≈ 1.5 
Además, el uso de punteros favorece el acceso a los elementos nnc de una fila, facilitando 
el acceso con stride 1. Es idóneo para nuestro algoritmo (i,k,j). 
Dadas las ventajas que ofrece, en este proyecto se utilizará este formato.  
 





CSC: Comprimido por columnas 
Al igual que CSR, pero almacenando por columnas (Figura 3.4). Este formato se suele utilizar para 
lenguajes como Fortran, R etc. 
 
Figura 3.4: Formato CSC 
 
3.4 Consideraciones Iniciales 
- Se trabajará con matrices cuadradas, a semejanza del artículo [1]. 
- Las matrices a multiplicar serán sparses, rellenadas de manera aleatoria.  
- Las dimensiones de las matrices van desde 128x128 hasta 131072x131072. 
- Los ficheros generados con Matlab que contienen cada matriz, dispondrán de tres 
líneas extras a los datos de las matrices, en las cuales guardarán el número de filas, el 
número de columnas y el número de valores distintos de cero [Anexo 8.2]. 
- Los valores de las matrices son en coma flotante (float), mientras que los índices de filas 
y columnas son enteros (int). 
- Se trabajará con un número de procesadores potencia de 2 hasta 256 procesadores. 
- Los algoritmos serán ejecutados en dos clústeres. Uno de 1Gb de 64 nodos con 4 cores 
cada uno y otro de 10Gb con 16 nodos de 4 cores cada uno. 
A continuación, se muestra un ejemplo (Figura 3.5) de una matriz sparse en fichero de texto 
generada con MATLAB: 
 






Capítulo 4 Desarrollo 
4.1 Equipos Utilizados  
Como ya se ha comentado anteriormente, el programa está alojado en un clúster de la facultad 
de informática de la UPV y para poder acceder a él, se ha hecho remotamente mediante vpn. Por 
lo tanto, en este proyecto únicamente influyen las características de los servidores a la hora de 
realizar las ejecuciones del programa. 
4.2 Franja vertical y horizontal 
Con motivo de mejorar la lectura de este proyecto, se describe a continuación los conceptos 
franja vertical y franja horizontal en el producto matricial C = A*B. (Figura 4.1) 
Definimos como franja vertical el conjunto de columnas que corresponden a cada procesador 
de la matriz A. Siendo una matriz de 7x8 y dos procesadores, al primer procesador (P0) le 
corresponderán las 4 primeras columnas, formando así la primera franja vertical de 
dimensiones 7x4, y al segundo procesador (P1) le corresponderán las 4 siguientes columnas, 
formando así la segunda franja vertical de dimensiones 7x4. 
 





Definimos como franja horizontal el conjunto de filas que corresponden a cada procesador de la 
matriz B. Siendo una matriz de 7x8 y dos procesadores. Al primer procesador (P0) le 
corresponderán las 4 primeras filas, formando así la primera franja horizontal de dimensiones 
4x8. Y al segundo procesador (P1) le corresponderán las 3 siguientes filas, formando así la 
segunda franja horizontal de dimensiones 3x8.  
21 
 
4.3 Descripción del algoritmo 
El algoritmo se ha dividido en fases. A continuación, se describirá cada una de ellas, incluyendo 
un ejemplo para favorecer la explicación: 
4.3.1 FASE 1 
 
Figura 4.2: Fase 1. Creación y reparto de las estructuras asociadas a las matrices A y B a los procesadores 
La fase 1 engloba la lectura de las matrices A y B, la reserva de memoria, el reparto de las 
submatrices a los procesadores y la unión de las submatrices en cada procesador (Figura 4.2). 
Inicialmente, ambas matrices están contenidas en un fichero de texto cada una en formato COO. 
Previo al algoritmo optimizado, cada rank almacenaba la franja en su totalidad. A medida que 
aumentaban las dimensiones de las matrices, también aumentaba el tamaño de las franjas. Dado 
que un Rank no puede almacenar en memoria el tamaño total de sus franjas correspondientes, 
root (Rank 0) llama a la función PreLeer (Figura 4.3). 
 
Figura 4.3:  Preleer la matriz A. Obtiene los valores nnc para cada franja. npr=2 
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Esta función se encargada de leer los datos del fichero y almacenar en cada posición de una 
estructura auxiliar el nnc que va a tener cada franja. Gracias a esta función evitaremos 
sobreestimar a la hora de reservar los tamaños de cada estructura, puesto que se reserva para 
cada rank exclusivamente el nnc y no toda la franja. En el ejemplo de la figura 4.3, corresponden 
4 nnc para P0 y 2 nnc para P1. 
Una vez root (Rank 0) dispone de los nnc que componen cada franja horizontal, puede reservar 
ese tamaño para las estructuras J (Vector de columnas) y V (Vector de Valores) y almacenar en 
formato CSR la franja leída mediante la función Leer (Figura 4.4).  
 
Figura 4.4: Leer la primera franja horizontal de la matriz A 
Esta función se encarga de leer del fichero los datos correspondientes a una franja horizontal y 
almacenarlos en las estructuras. Toda esta tarea recae en Root. En total son tres estructuras, 
manteniendo el formato CSR: una para los elementos de cada Fila(I), una para las Columnas(J) y 
una última para los Valores(V). 
El siguiente fragmento de pseudocódigo resume la funcionalidad del reparto de la matriz A. 
for (i=0;i<npr;i++){ 
 if (pid == root){ 
      //Reservar las estructuras de la franja horizontal 





if (pid == root) //Liberar estructuras 
} 
 
Para llevar a cabo el producto de matrices, como se ha explicado en el apartado 3.2.2, es 
necesario que una de las dos matrices se reparta por columnas, mientras que la restante se puede 
repartir por filas. En este caso se ha elegido la matriz A para ser repartida por columnas al resto 
de procesadores. Existe una complejidad en el reparto de la matriz A y es que, dado que las 
matrices están ordenadas por filas, es necesario que root (Rank 0) lea la franja de filas 
correspondientes. Una vez obtenida esa franja, repartir a cada procesador el bloque formado por 
las columnas que corresponden a cada uno. Para repartir la matriz A en su totalidad, excluyendo 
al rank 0, puesto que este ya tiene a su disposición sus estructuras, habría que realizar un total 
de 𝑛𝑝𝑟(𝑛𝑝𝑟 − 1) comunicaciones punto a punto. Por otro lado, si se hiciese con Scatterv se 
conseguiría paralelizar los envíos. Esto reduciría considerablemente el tiempo de reparto de las 
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matrices, pero a su vez conllevaría una desventaja ya que, un nodo tendría que disponer de la 
memoria suficiente para tener almacenadas las matrices. Para minimizar la memoria necesaria 
(proporcional a nfil x npr) hemos optado por comunicación punto a punto. 
Todos los procesadores llaman a la función Repartir (Figura 4.5).  
 
Figura 4.5: Repartir la submatriz A por bloques. Siempre se envía I y nnc, y opcional J y V 
Esta función se encarga de realizar las transferencias de bloques entre Root y el resto de 
procesadores. Root es el único encargado de llamar a la función obtenerBloque (Figura 4.6).  
 
Figura 4.6: a) Obtener los bloques de la submatriz A que corresponden a P0. b) Obtener los bloques de la submatriz A 
que corresponden a P1. 
Esta función se encarga de seleccionar de la franja horizontal el bloque correspondiente al 
procesador en cuestión. Una vez dispone de un bloque, este lo envía al procesador 
correspondiente. La comunicación se realiza de la siguiente forma: Siempre se envía nfil, la 
estructura de I (int) y nnc. Se podría evitar enviar el nnc, ya que la estructura I los contiene en la 
última posición (Se ha hecho por claridad del código). Si nnc > 0, entonces se procede a enviar las 
estructuras de J (int) y V (float). Dicho procesador llama a la función unir (Figura 4.7) para construir 
su franja vertical.  
 




Esta función se encarga de concatenar el bloque recibido a lo acumulado. De esta forma, cada 
procesador construye su propia franja vertical.  
Una vez repartida la matriz A, se procede a realizar el reparto de B. El procedimiento es más 
sencillo que repartir A, dado que las matrices están ordenadas por filas y el reparto también lo es 
por filas. Al igual que con la matriz A, el rank 0 llama a la función preLeer (Figura 4.8) para conocer 
el nnc que contiene cada franja horizontal y así evitar sobreestimar a la hora de reservar el 
tamaño de las estructuras.  
 
Figura 4.8: PreLeer la matriz B. Obtiene los valores nnc para cada franja horizontal. npr = 2. 
 
Después el rank 0 mediante la función MatrizB lee las franjas horizontales con la función Leer 
(Figura 4.9) y envía cada una a su rank correspondiente (Figura 4.10). En número de envíos que 
se realizan es proporcional al número de procesadores excluyendo al rank 0 (npr -1 
comunicaciones).  
 
Figura 4.9: Leer la matriz B. La primera franja horizontal corresponde a P0 y la segunda a P1. 
 
La función MatrizB se encarga de llamar a la subrutina leer para obtener una franja horizontal y 
enviarla al procesador correspondiente.  
 
Figura 4.10: Reparto de la franja horizontal de la matriz B 
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4.3.2 FASE 2 
 
Figura 4.11: Fase 2. Producto i,k,j en cada procesador 
La fase 2 engloba el recorrido i,k,j que realiza cada procesador para realizar el producto de 
matrices (Figura 4.11). 
Una vez que cada rank tenga su franja vertical y horizontal, se disponen a realizar el producto 
entre ambas. El algoritmo está basado en el recorrido i,k,j. Previamente a realizar el producto, se 
predice el tamaño que van a tener las estructuras para almacenar la matriz C y así evitar 
sobreestimar en memoria innecesaria. Para predecir este tamaño, se siguen los mismos pasos 
que para realizar el producto. Se recorren los elementos de la franja vertical y se van acumulando 
en una variable, por cada uno de ellos, el número total de los elementos que le corresponden de 
la franja horizontal. Cada procesador mediante la función Producto (Figuras 4.12 y 4.14) realiza el 
sumatorio de los productos entre las columnas y filas que le corresponden. Así mismo, el cálculo 
de 𝐶௜ (Figuras 4.13 y 4.15) de cada procesador se puede resolver de la siguiente forma: 
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Donde 𝑁௜  es el índice de la columna/fila de inicio para el procesador 𝑝௜  en el vector I y  𝐴(: , 𝑘) 
corresponde a la k enésima columna de A. 
 
Figura 4.12: Producto entre la franja vertical y horizontal realizado por el rank 0 
 
Figura 4.13: Matriz C0 resultante del producto entre la franja vertical y horizontal del rank 0 
 
Figura 4.14: Producto entre la franja vertical y horizontal realizado por el rank 1 
 
Figura 4.15: Matriz C1 resultante del producto entre la franja vertical y horizontal del rank 1 
La función Producto se encarga de realizar el producto entre la franja vertical de la Matriz A y 
horizontal de la Matriz B de cada procesador y almacenarlos en las estructuras. Para ello, se 
recorren los elementos de la franja vertical y por cada uno de ellos se realiza el producto con sus 
elementos correspondientes de la franja horizontal.  Antes de realizar el producto se llama a la 
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subrutina ordenar (Figuras 4.16 y 4.17). Esta función se encarga de comparar cada nuevo 
elemento a introducir con los ya existentes en las estructuras, ordenándolos de menor a mayor. 
Se pueden dar varios casos: Aún no hay valores introducidos en las estructuras de Ci, por lo que 
se introducen J y V sin problemas. Dentro de la misma fila I, las J coinciden, dando lugar a una 
acumulación de los valores (Figura 4.16). Por último, la J del elemento a introducir es menor que 
la del último elemento introducido (Figura 4.17). Si sucede esto, hay que desplazar la J y V del 
último elemento introducido, generando un hueco para colocar las nuevas J y V del nuevo 
elemento a introducir. 
 
Figura 4.16: Ordenar. Las columnas coinciden y los valores se acumulan. 
 
Figura 4.17: Ordenar. La columna del elemento a introducir es menor que la del elemento ya introducido. 
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4.3.3 FASE 3 
 
Figura 4.18: Fase 3. Obtención de la matriz C, a partir de la suma de las Ci de cada procesador i 
La fase 3 engloba la comunicación de las matrices 𝐶௜ parciales y el sumatorio de estas, que da 




El paso final consiste en que, mediante la función Sumar (Figura 4.19), cada procesador envíe su 
matriz al Root y este realice el sumatorio mediante la función acumular de todas las matrices 
recibidas, dando origen a la matriz C final (Figura 4.20).  
 
Figura 4.19: Sumar y acumular. Se envía la matriz C1 al rank 0 y este la concatena con la suya. 
 
Figura 4.20: Matriz C definitiva 
Para una correcta ordenación, puesto que cada estructura recibida puede contener elementos 
anteriores o posteriores a los ya acumuladas, se llama a la función AcumularFila. Esta función se 
encarga de comparar cada nuevo elemento a introducir con los ya existentes en las estructuras. 
Si una de las dos estructuras está vacía entonces introducirá los elementos de la no vacía. Si por 
el contrario las dos tienen elementos. Comprobará ambas, ordenándolas de menor a mayor o 
acumulando los valores en el caso de que las columnas de ambos elementos coincidan. Este 




 4.4 Optimización del algoritmo 
Con motivo de conseguir un algoritmo más eficiente se han realizado una serie de cambios al 
algoritmo presentado en el apartado anterior.  
El principal cambio radica en la comunicación del envío de los productos parciales del resto de 
procesadores a root (Rank 0). Se ha propuesto una comunicación basada en un árbol binario cuya 
finalidad es reducir la carga de trabajo de root, paralelizando la comunicación (Figura 4.21). El 
algoritmo de esta comunicación quedaría de la siguiente manera (Figura 4.20): 
 
Figura 4.21: Pseudocódigo de la comunicación punto a punto del algoritmo en árbol binario utilizado 
Además, reparte las sumas parciales de Ci: aprovechando las propiedades asociativa y 
conmutativa de la suma de matrices. Cada procesador que recibe un producto parcial de otro 
procesador tiene que acumularlo a lo suyo. De esta manera root únicamente tendrá que realizar 
tantas acumulaciones como log2(npr). 
 
 





El segundo cambio consiste en evitar sobreestimar en tamaño cuando se reservan las estructuras 
que almacenarán el producto parcial de cada procesador. Para calcular el tamaño de la matriz Ci 
se recorren los elementos de la franja vertical y se van acumulando en una variable, por cada uno 
de ellos, el número total de elementos que le corresponden de la franja horizontal. 
El último cambio se basa en modificar los MPI_Send (envíos bloqueantes) por los MPI_Isend 
(envíos no bloqueantes). De esta forma se consigue agilizar el envió de los mensajes, ya que estos 
ocupan bastante tamaño y puede llevar tiempo cargarlos en el buffer. Al ser no bloqueantes, la 
función devuelve el control de la ejecución del programa lo antes posible, esto permite que, si se 












Capítulo 5 Análisis de resultados 
Para determinar el grado de cumplimiento de los objetivos propuestos en este proyecto, se han 
analizado los resultados obtenidos de las ejecuciones del programa mediante tablas, gráficas y 
trazas. 
Para generar este material gráfico se han recogido los tiempos mediante la función MPI_Wtime() 
de las siguientes funcionalidades del programa: 











Tabla 5.1: Funcionalidades 
Como se puede observar en la tabla 5.1 cada funcionalidad principal está dividida a su vez en dos 
funcionalidades secundarias como son la comunicación, la memoria y el cálculo. 
- Repartir Matriz A. Memoria: Se recoge el tiempo relacionado con el proceso de leer del 
fichero y almacenar los datos en sus respectivas estructuras. 
- Repartir Matriz A. Comunicación: Se recoge el tiempo relacionado con los envíos de las 
estructuras entre los diferentes procesadores. 
- Repartir Matriz B. Memoria: Se recoge el tiempo relacionado con el proceso de leer del 
fichero y almacenar los datos en sus respectivas estructuras. 
- Repartir Matriz B. Comunicación: Se recoge el tiempo relacionado con los envíos de las 
estructuras entre los diferentes procesadores. 
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- Producto. Cálculo: Se recoge el tiempo relacionado con la multiplicación de ambas 
matrices. 
- Sumar. Comunicación: Se recoge el tiempo relacionado con los envíos de las estructuras 
entre los diferentes procesadores. 
- Sumar. Cálculo: Se recoge el tiempo relacionado con el proceso de acumular las 
estructuras que recibe cada procesador. 
Una vez analizadas estas funcionalidades se procederá a agruparlas entorno a las funcionalidades 
secundarias ya vistas anteriormente, quedando así: 
Memoria Comunicación Cálculo 
Tabla 5.2: Funcionalidades secundarias 
Por último, la memoria y el cálculo se agruparán como no-comunicación. Dado que se trabaja con 
grandes cantidades de memoria y un gran número de procesadores, gracias a estas divisiones de 




5.1 VInicial vs VOptimizada 
Con motivo de encontrar una mejoría en la versión optimizada frente a la inicial, se han evaluado 
las funcionalidades para la matriz de dimensiones 16384 x 16384 con ambas versiones. Se ha 
utilizado la matriz de 16384 x 16384 dado que es la matriz más grande con la que podemos 
trabajar con la versión Inicial. Esto es debido a que la VInicial no predice el tamaño que va a 
reservar, por lo que mediante mallocs se reserva toda la franja, el tamaño es tan grande que no 
entra en las caches. 
 
Figura 5.1: VInicial en matriz de 16384 x 16384 
 
 














16384 x 16384 VInicial
Repartir Matriz A Comm RepA Repartir Matriz B Comm RepB












16384 x 16384 VOptimizada
Repartir Matriz A Comm RepA Repartir Matriz B Comm RepB
Producto Sumar Comm Sumar Cálculo
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Como podemos observar en ambas figuras (Figuras 5.1 y 5.2), se nota una potencial mejoría en 
la versión optimizada con respecto a la original. Podemos encontrar similitudes entre ambas 
versiones en el producto y en los repartos de las matrices A y B. El producto disminuye a medida 
que aumenta el número de procesadores. Los repartos de las matrices A y B son prácticamente 
similares en las dos versiones debido a la sparsidad con la que se trabaja. En la matriz de 
16384x16384 la mayoría de sus elementos son nulos. Por otro lado, la principal diferencia entre 








En la tabla 5.3 se puede observar que la diferencia entre ambas versiones es notoria. En la VInicial 
no se predice el tamaño que va a tener una franja, por lo que, en la comunicación de la suma 
existen muchos -1 innecesarios fruto de la sobreestimación. En la comunicación de la VInicial, el 
tiempo de ejecución disminuye a medida que el número de procesadores aumenta. Esto es 
debido a que, cuantos más procesadores se usen, más compactos serán los paquetes que haya 
que enviar, ya que la sobreestimación es menor. Por otro lado, en la comunicación de la 
VOptimizada, el tiempo de ejecución aumenta con el número de procesadores. Esto se debe a 
que, cuantos más procesadores haya, más envíos hay que realizar. No obstante, si observamos el 
speedup, para casos donde la sobreestimación es muy mala, el speedup es del orden de 2000, 
mientras que, en el caso de 256 procesadores, el speedup es del orden de 20. 
Analizando los resultados previos obtenidos, se concluye que, todos los resultados que vienen a 






 Tiempo (ms) Sumar Comunicación Speedup 
Número de Procesadores VInicial VOptimizada  
1 9,773016   
2 6591,24 2,89 2280,71 
4 5883,24 4,38 1343,20 
8 3490,38 3,95 883.64 
16 1890,29 5,20 363.52 
32 1126,83 5,96 189.06 
64 613,45 7,18 85.44 
128 459,23 10,47 43.86 
256 330,03 17,36 19.01 
Tabla 5.3: Comparación Comunicación Sumar para matrices de 16384 x 16384 
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5.2 Escalabilidad con el número de procesadores 
Las figuras 5.3 y 5.4 muestran el tiempo de ejecución para el diferente número de procesadores 
de la matriz de 131072 x 131072. En la primera gráfica (Figura 5.4) se muestran hasta 256 
procesadores, mientras que, en la segunda (Figura 5.3) solo hasta 64 procesadores. Esto es 
debido a que, posteriormente se harán comparaciones entre las ejecuciones realizadas con core 
versus las realizadas con node en los diferentes clústeres. El clúster de 1Gb posee 64 nodos con 
4 cores cada uno, mientras que el clúster de 10Gb tiene 16 nodos con 4 cores cada uno. Por este 
motivo hay que realizar las comparaciones respecto el que tenga el menor número de 
procesadores, como es el caso del clúster de 10Gb. 
 
Figura 5.4: Escalabilidad con npr en 131072 x 131072 
 
Como se puede observar en las gráficas, la comunicación aumenta hasta llegar a 64 procesadores 
y luego se estabiliza. Por otro lado, el computo disminuye hasta llegar a 8 procesadores y a partir 
de ahí, permanece estable. Finalmente, la memoria permanece constante hasta que, a partir de 
16 procesadores comienza a aumentar significativamente. Esto se debe a la cantidad de mallocs 
que se realizan para reservar las estructuras. 
Analizando los resultados previos, comprobamos que los mejores resultados obtenidos son con 
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1Gb  by node
Mem Com Calc total
Figura 5.3: 1Gb by node. 131072 x 131072 
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5.3 Escalabilidad con las dimensiones de las matrices 
La figura 5.6 muestra la comparación del tiempo de ejecución entre las matrices de dimensiones 
diferentes. Los resultados están calculados con 16 procesadores. Se han obtenido más resultados 
para diferente número de procesadores mostrando tendencias similares. 
 
Figura 5.6: Comparación del tiempo de ejecución para 
distintas matrices. npr = 16 
 
Como se puede observar en ambas gráficas (Figuras 5.5 y 5.6), a medida que crecen las 
dimensiones de las matrices también crecen los tiempos de ejecución de cada una. En la segunda 
gráfica (Figura 5.5), podemos ver que sigue una distribución algo mayor que cuadrática. Esto se 
debe a la sparsidad con la que se trabaja, puesto que a medida que aumentan las dimensiones 



















Dimensiones de las matrices
Comparación Tiempo de 
ejecución distintas matrices
Repartir Matriz A Comm RepA




























Dimensiones de las matrices
Escalabilidad para diferentes 
matrices
Figura 5.5: Escalabilidad para diferentes dimensiones de las 
matrices. npr = 16 
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5.4 1 Gb by node vs 1 Gb by core 
En las siguientes figuras (Figuras 5.7 y 5.8) se muestran las diferencias obtenidas entre 
ejecuciones realizadas con by node y by core. Ambas se realizan en el mismo clúster de 1Gb hasta 
64 nodos con matrices de 131072 x 131072. En las gráficas de la izquierda se analizan las 
funcionalidades: memoria, comunicación y cálculo. Mientras que en las gráficas de la derecha se 
analizan las funcionalidades: comunicación y no comunicación. 
 
Figura 5.7: 1Gb by node para la matriz 131072 x 131072 
 
Figura 5.8: 1Gb by core para la matriz 131072 x 131072 
En la figura 5.7, reparto by node, se puede observar que hay un mínimo en el tiempo total en 2 
nodos. Mientras que en el reparto by core (Figura 5.8) es de 4 cores, es decir 1 nodo. El tiempo 
empleado en la memoria es el mismo para ambas versiones, este se mantiene estable hasta 16 
procesadores que es cuando empieza a dispararse. El tiempo de cómputo es muy similar entre 
las dos versiones, disminuyendo hasta llegar a 8 procesadores y a partir de ahí permaneciendo 
estable. Finalmente, es en la comunicación donde radica la verdadera diferencia. Esta diferencia 
se debe a la asignación de los nodos y de los cores, como se muestra en el siguiente apartado. 
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En la figura 5.9 se muestra el speedup conseguido con las dos versiones (by core y by node) en el 
clúster de 1Gb. 
 
 
Figura 5.9: Speedup 1Gb para la matriz de 131072 x 131072 
Como se puede observar en la anterior figura, el speedup se mantiene similar respecto a las dos 
versiones, excepto para 2 y 4 cores. El mejor speedup se consigue con 4 cores, un speedup de 2, 
casi el doble respecto al de los 4 nodos. 
Como conclusión de este apartado se obtiene que el mejor tiempo de ejecución se consigue con 















5.5 Asignación by node y by core 
Como ya se ha explicado en el anterior apartado (Apartado 5.4), la principal diferencia entre las 
ejecuciones mediante by node y by core radica en la comunicación. Esto es debido a la asignación 
que se realiza de los nodos y de los cores. A continuación, se muestran dos ejemplos de 
asignaciones para 16 procesadores (Figuras 5.10 y 5.11): 
 
 
Figura 5.10: Asignación by node para npr = 16 
 
La asignación de procesadores mediante by node se realiza de la siguiente manera: los 
procesadores se reparten equitativamente siguiendo un orden secuencial, pero alternando entre 
los nodos. De esta forma, estableciendo una comunicación en forma de árbol binario, los 
procesadores que realicen envíos a procesadores de otros nodos, lo harán mediante la red. 
Mientras que los procesadores que realicen envíos a procesadores del mismo nodo, lo harán 
mediante memoria. Resultando que, para el ejemplo expuesto (Figura 5.10), se realizan un total 









Figura 5.11: Asignación by core para npr = 16 
 
La asignación de procesadores mediante by core se realiza de la siguiente manera: los 
procesadores se reparten equitativamente entre los nodos, siguiendo un orden secuencial. De 
esta forma, estableciendo una comunicación en forma de árbol binario, los procesadores que 
realicen envíos a procesadores de otros nodos, lo harán mediante la red. Mientras que los 
procesadores que realicen envíos a procesadores del mismo nodo, lo harán mediante memoria. 
Resultando que, para el ejemplo expuesto (Figura 5.11), se realizan un total de 12 envíos a través 
de memoria y 3 envíos a través de la red. 
Se puede sacar en conclusión que, la diferencia en la comunicación viene dada por la asignación 
by core frente a la asignación by node. Haciendo uso de los ejemplos anteriores propuestos, by 
core realiza 12 envíos a través de memoria y 3 a través de la red, mientras que by node realiza 12 
envíos a través de la red y 3 a través de memoria. By node emplea un tiempo de ejecución mayor 
debido a que satura la red con los envíos de los paquetes, mientras que by core realiza la gran 





5.6 10 Gb by node vs 10 Gb by core 
En las siguientes figuras (Figuras 5.12 y 5.13) se muestran las diferencias obtenidas entre 
ejecuciones realizadas con by node y by core. Ambas se realizan en el mismo clúster de 10Gb 
hasta 16 nodos con matrices de 131072 x 131072. En las gráficas de la izquierda se analizan las 
funcionalidades: memoria, comunicación y cálculo. Mientras que en las gráficas de la derecha se 
analizan las funcionalidades: comunicación y no comunicación. 
 
Figura 5.12: 10Gb by node para la matriz 131072 x 131072 
 
Figura 5.13: 10Gb by core para la matriz de 131072 x 131072 
Como se puede observar en las anteriores gráficas, la diferencia entre ambas es casi nula. El 
tiempo empleado en la memoria es el mismo para ambas versiones, este se mantiene estable 
hasta 16 procesadores que es cuando empieza a dispararse. El tiempo de cómputo es muy similar 
entre las dos versiones, disminuyendo hasta llegar a 8 procesadores y a partir de ahí 
permaneciendo estable. Finalmente, donde se puede observar una pequeña diferencia es en la 
comunicación. Esta diferencia se debe a la asignación de los nodos y de los cores. Esta similitud 




En la figura 5.14 se muestra el speedup conseguido con las dos versiones (by core y by node) en 
el clúster de 10Gb. 
 
 
Figura 5.14: Speedup 10Gb para la matriz de 131072 x 131072 
 
Como se puede observar en la anterior figura (Figura 5.14), el speedup se mantiene similar 
















5.7 Cálculo del tiempo para matrices de dimensiones mayores a 217 
Con motivo de previsualizar el tiempo de ejecución que tardaría el producto de dos matrices de 
dimensiones superiores a 217, se ha calculado el tiempo de ejecución para matrices superiores a 
217 empleando una solución 2D. 
Para ponerse en situación, se quiere calcular el tiempo de ejecución del producto de dos matrices 
de dimensiones 220. Puesto que el límite de memoria está destinado a una matriz de dimensiones 
217, se van a formar submatrices de estas dimensiones hasta conseguir las matrices de las 
dimensiones que se quieren. Para poder formar una matriz de dimensiones 220 con submatrices 
de dimensiones 217, sería necesario formar una matriz de dimensiones 23 y completar cada celda 
de esta con una submatriz de tamaño 217 (Tabla 5.4).  
2ଶ଴
2ଵ଻ൗ =  2
ଷ 
La matriz A de dimensiones 2ଶ଴x 2ଶ଴ quedaría de la siguiente manera: 
2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 
2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 
2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 
2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 
2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 
2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 
2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 
2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 2ଵ଻ 
Tabla 5.4: Matriz 2^20 x 2^20 
 
Para poder realizar el producto entre ambas matrices (A x B = C), es necesario realizar la 
multiplicación elemental de matrices (Figura 5.15).  
 
 




Para realizar este cálculo de tiempos de ejecución, se ha tenido en cuenta el mejor tiempo de 
ejecución del programa de entre todos los tiempos disponibles para las matrices de dimensiones 
de 217. Este tiempo de ejecución se multiplica por el número de operaciones necesarias, 
consiguiendo así, predecir el tiempo de ejecución que un nodo emplea en realizar el producto de 
matrices de dimensiones 220. Cada nodo tiene que realizar la siguiente ecuación: 
  
𝑛𝑜𝑑𝑜௜,௝ → 𝐶௜,௝ = ෍ 𝐴௜,௞ ∗ 𝐵௞,௝ 
Aplicándola al ejemplo anterior (Figura 5.15), para conseguir Cij cada nodo tiene que realizar el 
sumatorio de 8 productos, es decir 8 productos y 7 sumas. El tiempo menor en realizar el 
producto de matrices se ha conseguido con 4 cores, es decir un nodo, que es de 847,44 ms. 
Mientras que el tiempo en realizar una suma es de 953,8 ms. Ambos resultados los 
aproximaremos a 1 segundo para facilitar los cálculos. Por lo que, el tiempo que emplea un nodo 
en realizar el cálculo de Cij es aproximadamente de: 8*1s + 7*1s ≈ 15s. Al realizarse todo en 
paralelo, únicamente importa el tiempo que tarde un nodo. Actualmente, las lecturas de los 
ficheros se realizan en formato COO. Como existen métodos más óptimos, como: lecturas en 
paralelo, lecturas codificadas etc.… no se van a tener en cuenta en el tiempo total (por lo tanto el 
tiempo es el mínimo necesario). 
En este proyecto, en todo momento se ha tenido en cuenta el artículo Parallel Sparse Matrix-
Matrix Multiplication: A Scalable Solution with 1-D Algorithm [1]. Por lo que se va a realizar una 
comparación para ver cuánto nos aproximamos a él. 
 
Figura 5.16: Fig. 7 Scalability of 1M Matrix [1]. Comparación entre ambas versiones 
Como se puede observar en la figura 5.16, los autores del artículo han conseguido un tiempo de 
ejecución del orden de 40 segundos para 256 cores, mientras que nuestra solución emplea un 
tiempo de ejecución del orden de 15 segundos (sin tener en cuenta las lecturas de las matrices; 
ellos tampoco dejan claro si lo hacen). La comparación solo puede ser grosera debido a las 
diferencias entre los recursos computacionales que ellos y nosotros usamos. 
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5.8 Trazas generadas 
A continuación, se muestran unas trazas generadas mediante un traceador elaborado en el 
departamento de Arquitectura de Computadores de la Facultad de Informática de San Sebastián 
(FISS). Las trazas muestran una ejecución con 4 procesadores para la matriz de 131082x131082. 
 
Figura 5.17: Mensajes y tráfico generado entre procesadores npr = 4 
En la primera tabla de la imagen (Figura 5.16) podemos observar la cantidad de mensajes que se 
han mandado entre todos los procesadores. El rank 0 ha mandado un total de 27 mensajes al 
resto de procesadores (Bcast, Scatterv y Send). Entre estos mensajes se incluyen las estructuras 
de cada bloque de la matriz A que le corresponda a cada procesador y las estructuras de la franja 
horizontal de la matriz B. A su vez, si nos fijamos en los mensajes que recibe el rank 0 del resto 
de procesadores, podemos observar el árbol binario definido anteriormente. 
Por otro lado, la segunda tabla de la imagen nos muestra el tamaño total de los mensajes que se 
transfieren entre procesadores. El rank 2 es el rank que más tamaño envía, puesto que envía la 
concatenación de su C2 con la C3 recibida previamente. Mientras que el rank 0 es el rank que más 




Figura 5.18: MB enviados y recibidos entre los procesadores. npr = 4 
La anterior imagen (Figura 5.17) es una extensión de la Figura 5.16, donde podemos observar el 
tamaño en MB del total de sends y recvs que han realizado los diferentes ranks. El rank 0 una vez 
envía los bloques de la matriz A y las franjas de la matriz B, no envía más en todo el programa y 
se dispone a recibir del resto de ranks, las Ci. Por otro lado, el resto de ranks únicamente recibe 
del rank 0: los bloques de la matriz A y las franjas de la matriz B. Excepto el rank 2 que recibe la 
C3 del rank 3. El resultado de concatenar C2 con C3 se envía al rank 0.  
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La figura (Figura 5.18) es una extensión de las anteriores figuras 5.16 y 5.17 donde muestra los 
grafos generados fruto de los sends y recvs realizados entre los diferentes ranks. En el primer 
grafo, se puede observar que cuanto más grande es el área del circulo que rodea a cada rank, 
mayor es la cantidad de MB que envía. El rank que más MB envía es el rank 2, mientras que el 
que menos MB envía es el rank 0. Por otro lado, el segundo grafo muestra lo contrario, los MB 
que recibe cada rank. El rank que más MB recibe es el rank 0, mientras que los que menos MB 
reciben son el rank 1 y el rank 3. 
  









Capítulo 6 Conclusiones 
 
6.1 Conclusiones generales del proyecto 
Tras el desarrollo del proyecto, podemos decir que se han cumplido los objetivos acordados al 
comienzo del mismo. Se ha propuesto un algoritmo eficiente para la multiplicación de matrices 
sparse de dimensiones del orden de 106 x 106 y probabilidad de que un elemento sea no cero de 
75E-06. El algoritmo utilizado usa la descomposición de matrices en bloques basada en el número 
de procesadores. Nos hemos autoimpuesto la restricción de que un nodo del clúster realice como 
máximo el producto de matrices del orden de 105 x 105 por motivos de la memoria necesaria. 
Esto implica que, si queremos resolver el caso de matrices 106 x 106, se deba complementar con 
una solución 2D, producto de submatrices. Las matrices con las que han trabajado no tienen 
estructura, repartiéndose los elementos no nulos de forma aleatoria.  
Se ha estudiado la escalabilidad y el paralelismo en el algoritmo utilizado, la posibilidad y las 
consecuencias de aplicar otros algoritmos, como el algoritmo de Cannon y se han propuesto 
mejoras y soluciones a los problemas detectados. 
Como resumen de los resultados obtenidos se puede destacar lo siguiente. Para los clústeres con 
los que hemos trabajado la solución óptima es de 4 procesos en un nodo, cada proceso en un 
core del procesador del nodo. Para el clúster de 1Gb la opción -map by node es la mejor. Para el 
clúster de 10Gb se puede realizar el reparto de los procesos a procesadores por nodo o por core, 
ya que no hay diferencias significativas. Los tiempos totales del producto matricial de 106 x 106 
son comparables a los del artículo de referencia. La comparación solo puede ser grosera debido 
a las diferencias entre los recursos computacionales que ellos y nosotros usamos, pero los 
tiempos avalan nuestra solución. 
Pensamos que la solución propuesta puede adaptarse fácilmente a clústeres que se diferencien 
en el ancho de banda de la red de la comunicación, procesadores con distinto número de cores y 
diferente jerarquía de memoria. 
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Por otra parte, cabe destacar las dificultades obtenidas durante la etapa de desarrollo del 
proyecto. Los mayores quebraderos de cabeza han sido las reservas de las estructuras de 
memoria y las comunicaciones entre los procesadores. El principal problema de las reservas de 
las estructuras es que, al trabajar con matrices de grandes dimensiones, estas ocupan una gran 
cantidad de memoria que los procesadores no pueden manejar. Por este motivo hay que tener 
cuidado a la hora de sobreestimar en tamaño innecesario. Asimismo, el problema de las 
comunicaciones de la suma de las submatrices entre los procesadores radica en que, los tamaños 
de los paquetes que se envían son muy grandes. Como consecuencia de esto, hay que minimizar 
el número de operaciones que tiene que realizar un procesador y por ello se ha generado un 
algoritmo de comunicaciones basado en un árbol binario. 
6.2 Futuras mejoras 
Aunque el proyecto haya llegado a su fin habiendo completado todos los objetivos planteados al 
inicio del proyecto, siempre es posible realizar mejoras. Dado que es un proyecto en el que se 
desarrolla un algoritmo, a este se le pueden aplicar varias optimizaciones cuyo objetivo sea 
mejorar la eficiencia del programa. El mundo de la tecnología está en constante crecimiento y 
mejora de prestaciones computacionales, por lo que el uso de un clúster como el que hemos 
usado (se acerca ya a los 10 años) nos anima a predecir que la solución a otro más moderno no 
implicará más que beneficios. Gracias a esto, se podría ejecutar el programa con matrices de 
dimensiones de mayor orden y con un número de nodos y de cores mayor, mayor ancho de banda 
de red y mayor tamaño de memorias. 
Entre las posibles mejoras, cabe destacar: 
6.2.1 Aplicar el algoritmo de Cannon 
Este algoritmo se podría utilizar para realizar la fase 2D del producto matricial, siendo una 
alternativa a la comentada en el apartado 5.7. El algoritmo de Cannon es un algoritmo distribuido 
para la multiplicación de matrices que utilizar una estructura de comunicación en toro (Figura 
6.1). 
 
Figura 6.1: Toro de 3x3 procesadores 
53 
 
La distribución de los procesadores en las matrices A, B y C sigue una ordenación por filasl. Es 
decir, según la figura 6.1 los procesadores 0, 1 y 2 están en la primera fila. 
Copiar la matriz completa a cada nodo implicaría una importante sobrecarga, tanto para las 
comunicaciones como para la memoria de los procesadores. Cannon proporciona a cada 
procesador únicamente la submatriz que necesita en cada momento (cada etapa), reduciendo 
los requisitos de memoria y el ancho de banda del procesador. A su vez, cada procesador envía a 
sus procesadores vecinos las submatrices del paso anterior. Así se evita centralizar el reparto de 
los datos en un único punto y se mejora el balanceo de carga. 
Un proceso externo debe realizar la carga inicial de las submatrices en todos los procesadores. 
Para que los operandos obtenidos por cada procesador sean los adecuados es necesario 
desplazar las matrices originales. En la matriz A, cada submatriz se desplaza i columnas hacia la 
izquierda, mientras que en el caso de la matriz B, cada submatriz se desplaza j filas hacia arriba. 
Una vez realizado el primer paso, los procesadores almacenan localmente el resultado parcial de 
Cij. Seguido envían la submatriz de A recibida al procesador de su izquierda y la submatriz de B al 
procesador superior. Del mismo modo, cada procesador recibirá los nuevos operandos de sus 
vecinos de abajo y derecha. Cuando disponga de ambos operandos empieza la segunda etapa, en 
la que realiza un nuevo producto con las submatrices recibidas. Después suma el resultado al 
valor local almacenado en el nodo (Cij) (realizado en la etapa anterior). Así hasta completar tantos 
pasos como dimensiones tenga la matriz. Puede haber procesadores ejecutando etapas distintas. 
El único requisito para comenzar una nueva etapa es haber recibido los operandos 
correspondientes. A continuación, se muestra un ejemplo del algoritmo de Cannon para 3x3 
procesadores: 
 
Figura 6.2: Pasos para realizar el algoritmo de Cannon con npr = 3x3 
Por ejemplo, para saber las operaciones que ha realizado el procesador 4 (1,1) para calcular su 
submatriz de C, basta con seguir los pasos de la figura 6.2 y fijarse en los bloques que ocupan la 
posición (1,1) de la matriz de C: 
𝐶(1,1) = 𝐴(1,2) ∗ 𝐵(2,1) + 𝐴(1,0) ∗ 𝐵(0,1) + 𝐴(1,1) ∗ 𝐵(1,1) 
Tras p etapas (siendo p = 3 en el ejemplo) cada procesador contiene la submatriz final de la matriz 
resultado. 
Las ventajas que nos ofrece el algoritmo de Cannon, son las siguientes: 
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El algoritmo de Cannon permite solapar la comunicación y el cómputo. Siempre que haya 
memoria suficiente para almacenar los nuevos bloques A y B mientras se está trabajando en los 
bloques actuales. Cada procesador puede enviar y recibir los bloques A y B antes de empezar la 
multiplicación de las matrices de esa iteración. A su vez, el algoritmo de Cannon requiere menos 
comunicación entre procesadores y escala mejor con el número de procesadores. El único 
inconveniente es que se necesita una gran cantidad de memoria para mantener las copias de los 
bloques en los procesadores. 
6.2.2 Modificar la entrada y salida de las submatrices  
En este proyecto se ha utilizado el formato COO para leer las matrices de los ficheros. Este 
formato puede ser ampliamente mejorado, por ejemplo: por el formato CSR, ya que este al ser 
un formato comprimido, ocupa menos memoria y facilita el acceso a los datos. Por otro lado, una 
notable mejoría seria ampliar la entrada/salida de serie a paralelo. La entrada/salida en paralelo 
accede a los datos del disco simultáneamente, lo que permite lograr velocidades de escritura 
mucho más altas y maximizar el ancho de banda. Sin embargo, cuenta con el problema de que 
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Capítulo 8 Anexos 
8.1 Código del proyecto 


























































































8.2 Código en MATLAB para la generación de las matrices 
 
 
