Fourier-based regularisation is considered for the support vector machine classification problem over absolutely integrable loss functions. By invoking the modest assumption that the decision function belongs to a Paley-Wiener space, it is shown that the classification problem can be developed in the context of signal theory. Furthermore, by employing the Paley-Wiener reproducing kernel, namely the sinc function, it is shown that a principled and finite kernel hyper-parameter search space can be discerned, a priori. Subsequent experiments, performed on a commonly available hyper-spectral image data set, reveal that the approach yields results that surpass state-of-the-art benchmarks.
INTRODUCTION
Parameter choice is an open problem in support vector machine (SVM) learning. Whether the parameter takes the form of a scaling vector, a scaling number, or the kernel itself, the fact remains that in the context of nonlinear support vector machines there are uncountably many solutions. Unfortunately, the only way to elicit the best solution is to build uncountably many kernels. This is, of course, intractable.
However, when framed in the context of reproducing kernel Hilbert spaces, it can be shown that the parameters control the nature and degree of regularisation that is imposed on the solution. A related issue is that the so-called curse of dimensionality often turns out to be unexpectedly ineffectual. Some recent machine learning research has focused on finding cogent explanations for this phenomenon. Belkin and Niyogi [1] argue that a possible reason is that the data lie on a sub-manifold, embedded in the input space. Indeed, data with a large number of variables may lie entirely in a much smaller dimensional manifold. Knowledge pertaining to the structure of the manifold can be used to guide the choice of parameters, and thus the nature and degree of regularisation. Such realisations lead to a more considered approach: that is to ascertain, a priori, properties of the space wherein the data lies. Although there may still exist infinitely many solutions, the range of an empirical search could then at least be focused upon subsets of parameters rather than all possible choices of parameters. In fact, we propose principled assertions that reduce the infinite search space to a finite one. Ultimately, our philosophy is inspired by the discipline of sampling theory where the main goal is to establish equivalence relations between data sequence spaces and kernel function spaces. To this end, we employ perhaps the most simple function space from sampling theory, namely the simply connected and zero-centred PaleyWiener reproducing kernel Hilbert space, more commonly referred to by engineers as base-band-limited signals. For a given class of data we show how to estimate, a priori, a suitable kernel and parameter subspace.
The remainder of this paper is structured as follows. In Section 2 the data class and corresponding reproducing kernel Hilbert space are constructed. Accordingly, some necessary signal theory concepts are introduced and discussed in Section 3, and exploited in Section 4. Finally, in Section 5, we announce the best results to date on a popular hyper-spectral image data set.
MODEL CONSTRUCTION
Consider the usual SVM classification problem, with x, (EX C Rdyn e {±1}, n C N, min 2|Ff 112 + C7 -Ynf(Xn) I+) where f, the decision function to be determined, in some Hilbert space Hf(X), is regularised by the operator F: St-F T. The resulting learned decision function, implied by the representor theorem [2] , is the solution f = InYn°Xnk(Xn, )X where k is a Mercer kernel [3] .
Herewith, the classifier is defined by sgnf. Our main contention here is that before an effort is made to solicit the classifier it is good practice, in a qualitative sense, to attempt to discern the properties of the underlying decision function. A natural preface, proposed in this work, is that the labelling function maps d-variate data to labels via y: Rd DXl ) {±1},with y(x) := sgn ((p(x) + 8(x)) ' (1) where the noise is modelled by c, and under the assumption that the information content (p, lies entirely within the space of Paley-Wiener (PW) functions over some multidimensional base-band region Q*, viz. This differs from the definition of the more common WalshHadamard analysis described elsewhere. In particular, the system employed here is defined over a denser, uniform grid rather than over a dyadic grid and, as will be shown below, it forms a biorthogonal basis. As such, it can be used to analyse the spectral properties of functions over a more opaque domain. in Section 5, we shall consider perhaps the most straightforward measure, namely the validation error. Here, the data are split into two distinct sets. One set is used to train and the other to validate the SVM.
There also exist several ways to search for the optimal parameter, co*. Often misused, the phrase 'exhaustive search' has been adopted to describe an approach whereby the performance measure is computed over a finite number of parameters. In practice, however, the search can never be truly exhaustive. Either the range of parameters is too small, or the discretisation too large, or both.
Various gradient descent search methods have also been applied to SVM parameter optimisation. Unfortunately, the inherent problems of any searchbased method are exacerbated in an exponential manner as the number of parameters increase linearly, and when using a one-against-one strategy for example, in a combinatorial manner as the number of classes increase linearly. Only a few authors have attempted automatic estimation of the optimal hyper-parameter set. Lanckriet et al. [6] use semidefinite programming techniques to compute the kernel matrix. Debnath and Takahashi [7] attempt to make a link between the eigenvalues of the features and the optimal Gaussian parameter. However, their work relies almost entirely on empirical evidence and qualitative remarks. Guo et al. use mutual information theory to guide parameter scaling [8] .
We propose a principled means to estimate a search space wherein the optimal parameter lies. Rather than blindly searching for a set of parameters by induction alone, we follow an approach that is inspired by the filter design engineering discipline. Although filter design is sometimes glibly described as 'more of an art than a science', it has a successful theoretical and practical history that arguably stretches further back than statistical machine learning. Not only does signal theory suggest parameters a priori, it can also, via spectral analysis, aid the interpretation of the underlying properties of a particular solution.
Our approach is to compute the sequency transform (3), via the series of fast Fourier transforms (5) , in order to discern the interval Q*, from Equation (4) where the * denotes the convolution operator. Consequently, like the finite Fourier transform, the finite sequency transform is subject to so called sinc ringing effects.
Notwithstanding such artefacts, the sequency components can still be estimated. The shifted Dirac generalised functions found in the idealised and trivial Example 3.3 above are replaced by shifted sinc functions in the finite case. It follows that only the locations of the local maxima of lyI should be considered as candidates for co. Since y is necessarily restricted to a discrete and finite domain, the sequency spectrum is smooth and cannot take the same value at every point. Hence, only finitely many maxima will exist. This simple and intuitive argument serves to reduce an exhaustive but theoretically infinite search to an exhaustive, finite search. For a one-dimensional problem, one merely tests the performance of the SVM by setting the parameter value to each local maximum of the sequency spectrum. Of course, when the number of dimensions or maxima preclude the tractability of an exhaustive search over the entire set, one may be compelled to compromise accuracy and either bound the search space, conduct a sparser search, or both. To this end, we facilitate a disciplined compromise between search sparsity and accuracy by the following construct. The set {VWj (K) }X, is a subset of points that lie in the set of all sequency maxima. It is constructed such that a search over this subspace is not unduly influenced by the sequency spectrum of any one particular dimension relative to the other d -1 dimensions. Equivalently, it assumes that the spectral bandwidth of the noise, or information, does not change too much from one dimension to another. Larger K produce 
APPLICATION TO HYPER-SPECTRAL IMAGERY
The airborne visual and infrared imaging system (AVIRIS) hyper-spectral image data comprises intensity information over 224 coterminous electromagnetic spectral bands, ranging from 0.4 to 2.5 pm. AVIRIS data facilitate myriad applications including resource management, mineral exploitation, and environmental monitoring. The large number of variables, and classes, makes the data set ideal for demonstrating the utility of our sinc kernel approach and search strategy. Furthermore, there exists a free and publicly available AVIRIS data set [9] , that has been used by several research groups to benchmark various hyper-spectral image classification techniques. The Figure 2 shows the sequency spectra y taken from the fourclass AVIRIS problem. Table 1 compares results using the proposed sinc methods and the best results found by previous researchers. Gualtieri and Cromp [10] tested several orders of polynomial SVM kernels over 5 trials and found that the degree-7 kernel performed the best. We can see that the SVM approach holds a significant advantage over the Bayesian method used by Tadjudin [11] and Landgrebe [12] .
The sinc-based search strategy implemented here is the sparse hyper-parameter search space {Wj(0.05)}5=1 from Definition 4.1. All of the sinc kernel results represent the average, taken over 10 trials. The mean standard error was below 0.2% for the four-class problem, and below 0.1% for the sixteen-and seventeen-class problems. The sinc methods appear to be comparable to the state-of-the-art in the four-class problem. For the sixteen-and seventeen-class subsets, the sinc methods surpass all published results.
CONCLUSIONS
We have shown that the SVM classification machine learning problem can be tackled in the context of signal theory. The interrelation between Paley-Wiener spaces and the sinc kernel has been exploited to form an explicit relationship between our information model and the sinc kernel hyperparameter. By employing some recent work on sequency analysis, it has been shown that the nature of the model can be discerned. Consequently, a finite hyper-parameter search space was realised. Moreover, by introducing further assumptions, we have shown that the compromise between computational effort and search space sparseness can be managed sensibly. Finally, the approach achieves the best results so far on a much-studied AVIRIS data set. 
