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Abstract
In this paper we prove the exponential decay in the case n > 2, as time goes to infinity, of regular solutions
for a nonlinear coupled system of wave equations with memory and weak damping
utt −u+
t∫
0
g1(t − s)u(s) ds + αut + h(u− v) = 0 in Qˆ,
vtt −v +
t∫
0
g2(t − s)v(s) ds + αvt − h(u− v) = 0 in Qˆ,
in a noncylindrical domains Qˆ of n+1 (n  1) under suitable hypotheses on the scalar functions h, g1
and g2, and where α is a positive constant. We show that such dissipation is strong enough to produce
uniform rate decay. Besides, the coupled is nonlinear which brings up some additional difficulties, which
make the problem interesting. We establish existence and uniqueness of regular solutions for any n 1.
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Let Ω be an open bounded domains of Rn with boundary of class C2, which, without loss of
generality, can be assumed containing the origin of Rn and γ : [0,∞[ → R a continuously differ-
entiable function. See hypotheses (1.13)–(1.15) on γ . Let us consider the family of subdomains
{Ωt }0t<∞ of Rn given by
Ωt = T (Ω), T :y ∈ Ω → x = γ (t)y
whose boundaries are denoted by Γt , and Qˆ the noncylindrical domains of Rn+1,
Qˆ =
⋃
0t<∞
Ωt × {t}
with lateral boundary
Σˆ =
⋃
0t<∞
Γt × {t}.
Let us consider the Hilbert space L2(Ω) endowed with the inner product
(u, v) =
∫
Ω
u(x)v(x) dx
and corresponding norm
‖u‖2
L2(Ω) = (u,u).
We also consider the Sobolev space H 1(Ω) endowed with the scalar product
(u, v)H 1(Ω) = (u, v)+ (∇u,∇v).
We define the subspace of H 1(Ω), denoted by H 10 (Ω), as the closure of C
∞
0 (Ω) in the strong
topology of H 1(Ω). By H−1(Ω) we denote the dual space of H 10 (Ω). This space endowed with
the norm induced by the scalar product
((u, v))H 10 (Ω)
= (∇u,∇v)
is, owing to the Poincaré inequality
‖u‖2
L2(Ω)  C‖∇u‖2L2(Ω),
a Hilbert space. We define for all 1 p < ∞,
‖u‖pLp(Ω) =
∫
Ω
∣∣u(x)∣∣p dx,
and if p = ∞,
‖u‖L∞(Ω) = sup
x∈Ω
ess
∣∣u(x)∣∣.
In this work we study the existence and uniqueness of strong solutions as well as the exponential
decay of the energy to the nonlinear coupled system of wave equations with memory and weak
damping given by
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t∫
0
g1(t − s)u(s) ds + αut + h(u− v) = 0 in Qˆ, (1.1)
vtt −v +
t∫
0
g2(t − s)v(s) ds + αvt − h(u− v) = 0 in Qˆ, (1.2)
u = v = 0 on Σˆ, (1.3)(
u(x,0), v(x,0)
)= (u0(x), v0(x)), (ut (x,0), vt (x,0))= (u1(x), v1(x)) in Ω0, (1.4)
where u,v are the transverse displacements and α is a positive constant.
The method we use to prove the result of existence and uniqueness is based on transform-
ing our problem into another initial boundary value problem defined over a cylindrical domain
whose sections are not time-dependent. This is done using a suitable change of variable. Then
we show the existence and uniqueness for this new problem. Our existence result on noncylin-
drical domains will follows using the inverse transformation. That is, using the diffeomorphism
τ : Qˆ → Q defined by
τ : Qˆ → Q, (x, t) ∈ Ωt → (y, t) =
(
x
γ (t)
, t
)
(1.5)
and τ−1 :Q → Qˆ defined by
τ−1(y, t) = (x, t) = (γ (t)y, t). (1.6)
Denoting by ϕ and ψ the functions
ϕ(y, t) = u ◦ τ−1(y, t) = u(γ (t)y, t), ψ(y, t) = v ◦ τ−1(y, t) = v(γ (t)y, t) (1.7)
the initial boundary value problem (1.1)–(1.4) becomes
ϕtt − γ−2ϕ +
t∫
0
g1(t − s)γ−2(s)ϕ(s) ds + αϕt
+ h(ϕ −ψ)−A(t)ϕ + a1 · ∇∂tϕ + a2 · ∇ϕ = 0 in Q, (1.8)
ψtt − γ−2ψ +
t∫
0
g2(t − s)γ−2(s)ψ(s) ds + αψt
− h(ϕ −ψ)−A(t)ψ + a1 · ∇∂tψ + a2 · ∇ψ = 0 in Q, (1.9)
ϕ|Γ = ψ |Γ = 0, (1.10)
(ϕ|t=0,ψ |t=0) = (ϕ0,ψ0), (ϕt |t=0,ψt |t=0) = (ϕ1,ψ1) in Ω, (1.11)
where
A(t)ϕ =
n∑
i,j=1
∂yi (aij ∂yj ϕ), A(t)ψ =
n∑
i,j=1
∂yi (aij ∂yj ψ)
and
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⎧⎪⎨
⎪⎩
aij (y, t) = −(γ ′γ−1)2yiyj (i, j = 1, . . . , n),
a1(y, t) = −2γ ′γ−1y,
a2(y, t) = −γ−2y(γ ′′γ + γ ′(αγ + (n− 1)γ ′)).
(1.12)
To show the existence of strong solutions we will use the following hypotheses:
γ ′  0 if n > 2, γ ′  0 if n 2, (1.13)
γ (·) ∈ L∞(0,∞), inf
0t<∞γ (t) = γ0 > 0, (1.14)
γ ′ ∈ W 2,∞(0,∞)∩W 2,1(0,∞). (1.15)
Note that the assumption (1.13) means that Qˆ is decreasing if n > 2 and increasing if n  2 in
the sense that when t > t ′ and n > 2 then the projection of Ωt ′ on the subspace t = 0 contains
the projection of Ωt on the same subspace and contrary in the case n 2.
The above method was introduced by Dal Passo and Ughi [12] to study a certain class of
parabolic equations in noncylindrical domains.
Remark. We only obtained the exponential decay of solution for our problem for the case n > 2.
The main difficulty to prove the exponential decay for the case n 2 is in Lemma 3.3, where it
appear the terms
−
∫
Γt
γ ′
γ
(ν · x)(|ut |2 + |∇u|2)dΓt −
∫
Γt
γ ′
γ
(ν · x)(|vt |2 + |∇v|2)dΓt
−
∫
Γt
γ ′
γ
(ν · x)
t∫
0
g1(t − s)
∣∣∇u(t)− ∇u(s)∣∣2 ds dΓt
−
∫
Γt
γ ′
γ
(ν · x)
t∫
0
g2(t − s)
∣∣∇v(t)− ∇v(s)∣∣2 ds dΓt
−
∫
Γt
γ ′
γ
(ν · x)H(u− v)dΓt ,
since we worked directly in Qˆ. To control those terms we used the hypothesis (1.13). Therefore
the case n 2 is an important open problem.
To see the dissipative properties of the system we have to construct a suitable functional whose
derivative is negative and is equivalent to the first order energy. This functional is obtained using
the multiplicative technique following Komornik [6] or Rivera [10]. From the physics point of
view, the problem (1.1)–(1.4) describes the transverse displacements of a stretched viscoelastic
membrane fixed in a moving boundary device. The viscoelasticity property of the material is
characterized by the memory terms
t∫
0
g1(t − s)u(s) ds,
t∫
0
g2(t − s)v(s) ds.
In a fixed domain, the system of wave equations with coupled linear and nonlinear was studied
by different authors. All of them consider essentially two types of dissipative mechanisms:
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the boundary or in neighborhood of the boundary;
(b) the viscoelastic dissipation given by the memory effects as in [5,11,13,14].
The frictional damping is the simple dissipative mechanism when one is working either in the
whole domain Ω . It was proved in [1–3,6] that the first-order energy decays exponentially to
zero as time goes to infinity.
Finally, the memory effect produces a suitable dissipative mechanism which depends on the
relaxation function (see [11,13,14]). They proved that the energy decays uniformly exponentially
or algebraically with the same rate of decay as the relaxation function, that is, when the relaxation
function decays exponentially, the corresponding solution also decays exponentially. On the other
hand, when the relaxation function decays polynomially, the solution decays polynomially with
the same rate.
But in a moving boundary setting, the axial tension exerted by the horizontal movement of
the boundary yields nonlinear terms involving derivatives in the space variable. To control these
nonlinearities, we add in the system a frictional damping, characterized by ut and vt . This term
will play an important role in the dissipative nature of the problem.
The present paper is an extension to domains noncylindrical of the existent results in the
literature.
We use the standard notations which can be found in Lions book [8,9]. In the sequel by C
(sometimes C1,C2, . . .) we denote various positive constants which do not depend on t or on the
initial data.
This paper is organized as follows. In Section 2 we prove the existence, regularity and unique-
ness of regular solutions. We use Galerkin approximation, Aubin–Lions theorem, energy method
introduced by Lions [9] and some technical ideas to show existence regularity and uniqueness
of regular solution for problem (1.1)–(1.4). Finally, in Section 3, we establish a result on the
exponential decay of the regular solution to the problem (1.1)–(1.4). We use the technique of the
multipliers introduced by Komornik [7], Lions [9] and Rivera [11] coupled with some technical
lemmas and some technical ideas.
2. Existence and regularity
In this section we shall study the existence and regularity of solutions for the system (1.8)–
(1.11). For this we assume that the kernel gi :R+ → R+ is in W 2,1(0,∞), and satisfies
gi > 0, −g′i > 0, γ−21 −
∞∫
0
gi(s)γ
−2(s) ds = βi > 0, i = 1,2, (2.1)
where
γ1 = sup
0t<∞
γ (t).
The above hypotheses (2.1) imply
βi  γ (t)−2 −
t∫
gi(s)γ
−2(s) ds  1
γ 20
.0
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h(s)s  0, ∀s ∈ R.
Additionally, we suppose that h is superlinear, that is
h(s)s  (2 + δ)H(s), H(z) =
z∫
0
h(s) ds, ∀s ∈ R,
for some δ > 0 with the following growth conditions∣∣h(x)− h(y)∣∣C(1 + |x|ρ−1 + |y|ρ−1)|x − y|, ∀x, y ∈ R,
for some C > 0 and ρ  1 such that (n− 2)ρ  n. To simplify our analysis, we define the binary
operator
g  ∇φ(t)
γ (t)
=
∫
Ω
t∫
0
g(t − s)γ−2(s)∣∣∇φ(t)− ∇φ(s)∣∣2 ds dx.
With this notation we have the following statement.
Lemma 2.1. For φ ∈ C1(0, T : H 1(Ω)) and g ∈ C1((0,∞) : R+) we have
∫
Ω
t∫
0
g(t − s)γ−2(s)∇φ · ∇φt ds dx = −12
g(t)
γ 2(0)
∫
Ω
|∇φ|2 dx + 1
2
g′  ∇φ
γ
− 1
2
d
dt
[
g  ∇φ
γ
−
( t∫
0
g(s)
γ 2(s)
ds
)∫
Ω
|∇φ|2 dx
]
.
The proof of this lemma follows by differentiating the term g ∇φ(t)
γ (t)
. The well-posedness of
system (1.8)–(1.11) is given by the following theorem.
Theorem 2.1. Let us take (ϕ0,ψ0) ∈ (H 10 (Ω) ∩H 2(Ω))2, (ϕ1,ψ1) ∈ (H 10 (Ω))2 and let us sup-
pose that assumptions (1.13)–(1.15) and (2.1) hold. Then there exists a unique solution (ϕ,ψ)
of the problem (1.8)–(1.11) satisfying
ϕ,ψ ∈ L∞(0,∞ : H 10 (Ω)∩H 2(Ω)),
ϕt ,ψt ∈ L∞
(
0,∞ : H 10 (Ω)
)
,
ϕtt ,ψtt ∈ L∞
(
0,∞ : L2(Ω)).
Proof. Let us denote by B the operator
Bw = −w, D(B) = H 10 (Ω)∩H 2(Ω).
It is well know that B is a positive self-adjoint operator in the Hilbert space L2(Ω) for which
there exist sequences {wm}m∈N and {λm}m∈N of eigenfunctions and eigenvalues of B such that
the set of linear combinations of {wm}m∈N is dense in D(B) and λ1 < λ2  · · ·  λm → ∞ as
m → ∞. Let us denote by
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m∑
j=1
(ϕ0,wj )wj , ψ
m
0 =
m∑
j=1
(ψ0,wj )wj ,
ϕm1 =
m∑
j=1
(ϕ1,wj )wj , ψ
m
1 =
m∑
j=1
(ψ1,wj )wj .
Note that for any {(ϕ0,ψ0), (ϕ1,ψ1)} ∈ (D(B))2 × (H 10 (Ω))2, we have (ϕm0 ,ψm0 ) → (ϕ0,ψ0)
strong in (D(B))2 and (ϕm1 ,ψ
m
1 ) → (ϕ1,ψ1) strong in (H 10 (Ω)).
Let us denote by Vm the space generated by w1, . . . ,wm. Standard results on ordinary differ-
ential equations imply the existence of a local solution (ϕm,ψm) of the form
(
ϕm(t),ψm(t)
)= m∑
j=1
(
hjm(t), fjm(t)
)
wj ,
to the system∫
Ω
ϕmtt wj dy + α
∫
Ω
ϕmt wj dy − γ−2
∫
Ω
ϕmwj dy +
∫
Ω
h
(
ϕm −ψm)wj dy
+
∫
Ω
t∫
0
g1(t − s)γ−2(s)∇ϕm(s) · ∇wj ds dy +
∫
Ω
A(t)ϕmwj dy
+
∫
Ω
a1 · ∇ϕmt wj dy +
∫
Ω
a2 · ∇ϕmwj dy = 0 (j = 1, . . . ,m), (2.2)
∫
Ω
ψmtt wj dy + α
∫
Ω
ψmt wj dy − γ−2
∫
Ω
ψmwj dy −
∫
Ω
h
(
ϕm −ψm)wj dy
+
∫
Ω
t∫
0
g2(t − s)γ−2(s)∇ψm(s) · ∇wj ds dy +
∫
Ω
A(t)ψmwj dy
+
∫
Ω
a1 · ∇ψmt wj dy +
∫
Ω
a2 · ∇ψmwj dy = 0 (j = 1, . . . ,m), (2.3)
(
ϕm(x,0),ψm(x,0)
)= (ϕm0 ,ψm0 ), (ϕmt (x,0),ψmt (x,0))= (ϕm1 ,ψm1 ). (2.4)
See [4] for details.
The extension of these solutions to the whole interval [0, T ], 0 < T < ∞, is a consequence of
the first estimate which we are going to prove below.
A priori estimate I: Multiplying Eqs. (2.2)–(2.3) by h′jm(t) and f ′jm, respectively, summing
up the product result and using Lemma 2.1 we get
1
2
d
dt
£m1
(
t, ϕm,ψm
)+ α(∥∥ϕmt ∥∥2L2(Ω) + ∥∥ψmt ∥∥2L2(Ω))+
∫
Ω
A(t)ϕmϕmt dy
+
∫
A(t)ψmψmt dy +
∫
a1 · ∇ϕmt ϕmt dy +
∫
a1 · ∇ψmt ψmt dy
Ω Ω Ω
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∫
Ω
a2 · ∇ϕmϕmt dy +
∫
Ω
a2 · ∇ψmψmt dy
= −1
2
g1(t)
γ 2(0)
∥∥∇ϕm∥∥2
L2(Ω)
− 1
2
g2(t)
γ 2(0)
∥∥∇ψm∥∥2
L2(Ω) +
1
2
g′1  ∇ϕ
m
γ
+ 1
2
g′2  ∇ψ
m
γ
− γ
′
γ 3
∥∥∇ϕm∥∥2
L2(Ω) −
γ ′
γ 3
∥∥∇ψm∥∥2
L2(Ω),
where
£m1
(
t, ϕm,ψm
)
= ∥∥ϕmt ∥∥2L2(Ω) +
(
1
γ 2(t)
−
t∫
0
g1(s)γ
−2(s) ds
)∥∥∇ϕm∥∥2
L2(Ω)
+ g1  ∇ϕm
γ
+ ∥∥ψmt ∥∥2L2(Ω) +
(
1
γ 2(t)
−
t∫
0
g2(s)γ
−2(s) ds
)∥∥∇ψm∥∥2
L2(Ω)
+ g2  ∇ψm
γ
+
∫
Ω
H(ϕ −ψ)dy.
Taking into account (1.11), (1.13) and (2.1) we obtain
1
2
d
dt
£m1
(
t, ϕm,ψm
)+ α(∥∥ϕmt ∥∥2L2(Ω) + ∥∥ψmt ∥∥2L2(Ω))C(|γ ′| + |γ ′′|)£m1 (t). (2.5)
Integrating the inequality (2.5), using Gronwall’s lemma and taking into account (1.13) we get
£m1
(
t, ϕm,ψm
)+
t∫
0
(∥∥ϕms (s)∥∥2L2(Ω) + ∥∥ψms (s)∥∥2L2(Ω))ds  C, ∀m ∈ N, ∀t ∈ [0, T ].
(2.6)
A priori estimate II: From Eqs. (2.2) and (2.3) we get∥∥ϕmtt (0)∥∥2L2(Ω) + ∥∥ψmtt (0)∥∥2L2(Ω)  C, ∀m ∈ N. (2.7)
Using the hypotheses about gi and γ , and differentiating Eqs. (2.2) and (2.3) with respect to the
time, we obtain∫
Ω
ϕmtttwj dy + α
∫
Ω
ϕmtt wj dy − γ−2
∫
Ω
ϕmt wj dy
+ 2 γ
′
γ 3
∫
Ω
ϕmwj dy − g1(t)
γ 2(0)
∫
Ω
ϕm0 wj dy
+
∫ t∫
g′1(t − s)γ−2(s)∇ϕm(s) ds · ∇wj dy
Ω 0
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∫
Ω
d
dt
(
A(t)ϕm
)
wj dy +
∫
Ω
d
dt
(
a1 · ∇ϕmt
)
wj dy
+
∫
Ω
d
dt
(
a2 · ∇ϕm
)
wj dy +
∫
Ω
h′(ϕ −ψ)(ϕt −ψt)wj dy = 0, (2.8)
∫
Ω
ψmtttwj dy + α
∫
Ω
ψmtt wj dy − γ−2
∫
Ω
ψmt wj dy
+ 2 γ
′
γ 3
∫
Ω
ψmwj dy − g2(t)
γ 2(0)
∫
Ω
ψm0 wj dy
+
∫
Ω
t∫
0
g′2(t − s)γ−2(s)∇ψm(s) ds · ∇wj dy
+
∫
Ω
d
dt
(
A(t)ψm
)
wj dy +
∫
Ω
d
dt
(
a1 · ∇ψmt
)
wj dy
+
∫
Ω
d
dt
(
a2 · ∇ψm
)
wj dy −
∫
Ω
h′(ϕ −ψ)(ϕt −ψt)wj dy = 0. (2.9)
Multiplying (2.8) by h′′jm(t) and (2.9) by f ′′jm(t), summing up the product result we obtain∫
Ω
ϕmtttϕ
m
tt dy + α
∫
Ω
ϕmtt ϕ
m
tt dy − γ−2
∫
Ω
ϕmt ϕ
m
tt dy
+ 2 γ
′
γ 3
∫
Ω
ϕmϕmtt dy −
g1(t)
γ 2(0)
∫
Ω
ϕm0 ϕ
m
tt dy
+
∫
Ω
t∫
0
g′1(t − s)γ−2(s)∇ϕm(s) ds · ∇ϕmtt dy
+
∫
Ω
d
dt
(
A(t)ϕm
)
ϕmtt dy +
∫
Ω
d
dt
(
a1 · ∇ϕmt
)
ϕmtt dy
+
∫
Ω
d
dt
(
a2 · ∇ϕm
)
ϕmtt dy +
∫
Ω
h′(ϕ −ψ)(ϕt −ψt)ϕmtt dy
+
∫
Ω
ψmtttwj dy + α
∫
Ω
ψmtt ψ
m
tt dy − γ−2
∫
Ω
ψmt ψ
m
tt dy
+ 2 γ
′
γ 3
∫
Ω
ψmψmtt dy −
g2(t)
γ 2(0)
∫
Ω
ψm0 ψ
m
tt dy
+
∫ t∫
g′2(t − s)γ−2(s)∇ψm(s) ds · ∇ψmtt dy
Ω 0
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∫
Ω
d
dt
(
A(t)ψm
)
ψmtt dy +
∫
Ω
d
dt
(
a1 · ∇ψmt
)
ψmtt dy
+
∫
Ω
d
dt
(
a2 · ∇ψm
)
ψmtt dy −
∫
Ω
h′(ϕ −ψ)(ϕt −ψt)ψmtt dy = 0. (2.10)
Let us take pn = 2nn−2 . From the growth condition of the function h and of the Sobolev imbedding
we have∫
Ω
h′
(
ϕm −ψm)ϕmt ϕmtt dy
 C
∫
Ω
(
1 + 2∣∣ϕm −ψm∣∣ρ−1)∣∣ϕmt ∣∣∣∣ϕmtt ∣∣dy
 C
[∫
Ω
(
1 + 2∣∣ϕm −ψm∣∣ρ−1)ρ−1 dy] 1n [∫
Ω
∣∣ϕmt ∣∣pn dy
] 1
pn
[∫
Ω
∣∣ϕmtt ∣∣2 dy
] 1
2
 C
[∫
Ω
(
1 + ∣∣∇ϕm − ∇ψm∣∣2)dy]
ρ−1
2
[∫
Ω
∣∣∇ϕmt ∣∣2 dy
] 1
2
[∫
Ω
∣∣ϕmtt ∣∣2 dy
] 1
2
.
Taking into account the first estimate (2.6) and using the elementary inequality we conclude that∫
Ω
h′
(
ϕm −ψm)ϕmt ϕmtt dy  C
{∫
Ω
∣∣∇ϕmt ∣∣2 dy +
∫
Ω
|ϕtt |2 dy
}
. (2.11)
Similarly we get
−
∫
Ω
h′
(
ϕm −ψm)ψmt ϕmtt dy  C
{∫
Ω
∣∣∇ψmt ∣∣2 dy +
∫
Ω
|ϕtt |2 dy
}
, (2.12)
∫
Ω
h′
(
ϕm −ψm)ϕmt ψmtt dy  C
{∫
Ω
∣∣∇ϕmt ∣∣2 dy +
∫
Ω
|ψtt |2 dy
}
, (2.13)
−
∫
Ω
h′
(
ϕm −ψm)ψmt ψmtt dy  C
{∫
Ω
∣∣∇ψmt ∣∣2 dy +
∫
Ω
|ψtt |2 dy
}
. (2.14)
Substituting the inequalities (2.11)–(2.14) into (2.10) and using similar arguments as (2.6) we
obtain
£m2
(
t, ϕmt ,ψ
m
t
)+
t∫
0
(∥∥ϕmss(s)∥∥2L2(Ω) + ∥∥ψmss(s)∥∥2L2(Ω))ds  C,
∀t ∈ [0, T ], ∀m ∈ N, (2.15)
where
£m2
(
t, ϕm,ψm
)= ∥∥ϕmt ∥∥2L2(Ω) +
(
1
γ 2(t)
−
t∫
g1(s)γ
−2(s) ds
)∥∥∇ϕm∥∥2
L2(Ω)0
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γ
∥∥ψmt ∥∥2L2(Ω) +
(
1
γ 2(t)
−
t∫
0
g2(s)γ
−2(s) ds
)∥∥∇ψm∥∥2
L2(Ω)
+ g2  ∇ψm
γ
.
The estimates (2.6) and (2.15) permit to obtain a subsequence (ϕmk ,ψmk ) of (ϕm,ψm), which
will be all denoted by (ϕm,ψm) and the functions ϕ,ψ :Ω × ]0,∞[ → R satisfying:(
ϕm,ψm
)→ (ϕ,ψ) weak star in L∞(0,∞ : H 10 (Ω)),(
ϕmt ,ψ
m
t
)→ (ϕt ,ψt ) weak star in L∞(0,∞ : H 10 (Ω)),(
ϕmtt ,ψ
m
tt
)→ (ϕtt ,ψtt ) weak star in L∞(0,∞ : L2(Ω)).
Letting m → ∞ in Eqs. (2.2)–(2.3) and using the above estimates we conclude that (ϕ,ψ) sat-
isfies (1.8)–(1.9) in the sense of L∞(0,∞ : L2(Ω)). Therefore, using the elliptic regularity, we
have that
ϕ,ψ ∈ L∞(0,∞ : H 10 (Ω)∩H 2(Ω)).
Uniqueness. Let us suppose we have two solutions (ϕ,ψ) and (ϕˆ, ψˆ) in the conditions of The-
orem 2.1. Then (φ, θ) = (ϕ − ϕˆ,ψ − ψˆ) satisfies the same conditions and (φ(0), θ(0)) = (0,0),
(φt (0), θt (0)) = (0,0). Let us prove that (φ, θ) = (0,0) on Ω × [0,∞[.
Multiplying Eqs. (1.8) and (1.9) by φt and θt , respectively, summing up the product result and
using Lemma 2.1, the growth condition of the function h and the Sobolev imbedding we get
1
2
d
dt
£1(t, φ, θ)+ α
(‖φt‖2L2(Ω) + ‖θt‖2L2(Ω)) C(|γ ′| + |γ ′′|)£1(t),
where
£1(t, φ, θ) = ‖φt‖2L2(Ω) +
(
1
γ 2(t)
−
t∫
0
g1(s)γ
−2(s) ds
)
‖∇φ‖2
L2(Ω)
+ g1  ∇φ
γ
+ ‖θt‖2L2(Ω) +
(
1
γ 2(t)
−
t∫
0
g2(s)γ
−2(s) ds
)
‖∇θ‖2
L2(Ω)
+ g2  ∇θ
γ
.
Integrating with respect to the time the above inequality and applying Gronwall’s inequality we
conclude that (φ, θ) = (0,0) on Ω × [0,∞[. 
To show the existence in noncylindrical domains, we return to our original problem in the
noncylindrical domains by using the change variable given in (1.5) by (y, t) = τ(x, t), (x, t) ∈ Qˆ.
Let (ϕ,ψ) be the solution obtained from Theorem 2.1 and (u, v) defined by (1.7), then (u, v)
belongs to the class
u,v ∈ L∞(0,∞ : H 10 (Ωt )), (2.16)
ut , vt ∈ L∞
(
0,∞ : H 10 (Ωt )
)
, (2.17)
utt , vtt ∈ L∞
(
0,∞ : L2(Ωt )
)
. (2.18)
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u(x, t) = ϕ(y, t) = (ϕ ◦ τ)(x, t), v(x, t) = ψ(y, t) = (ψ ◦ τ)(x, t)
then from (1.6) it is easy to see that (u, v) satisfies Eqs. (1.1)–(1.2) in the sense of L∞(0,∞ :
L2(Ωt )). Let (u1, v1), (u2, v2) be two solutions to (1.1)–(1.2), and (ϕ1,ψ1), (ϕ2,ψ2) be the
functions obtained through the diffeomorphism τ given by (1.5). Then (ϕ1,ψ1), (ϕ2,ψ2) are the
solutions to (1.8)–(1.9). By the uniqueness result Theorem 2.1, we have (ϕ1,ψ1) = (ϕ2,ψ2), so
(u1, v1) = (u2, v2). Therefore, we have the following result.
Theorem 2.2. Let us take (u0, v0) ∈ (H 10 (Ω0) ∩ H 2(Ω0))2, (u1, v1) ∈ (H 10 (Ω0))2 and let us
suppose that assumptions (1.11)–(1.13) and (2.1) hold. Then there exists a unique solution (u, v)
of the problem (1.1)–(1.4) satisfying (2.16)–(2.18) and Eqs. (1.1)–(1.2) in L∞(0,∞ : L2(Ωt )).
3. Exponential decay
In this section we show that the solution of system (1.1)–(1.4) decays exponentially. To this
end we will assume that the memory gi satisfies:
g′i (t)−C1gi(t), (3.1)(
1 −
∞∫
0
g(s) ds
)
= ηi, ∀i = 1,2 (3.2)
for all t  0, with positive constant C1. Additionally, we assume that the function γ (·) satisfies
the conditions
γ ′  0, t  0, n > 2, (3.3)
0 < max
0t<∞
∣∣γ ′(t)∣∣ 1
d
, (3.4)
where d = diam(Ω). Condition (3.4) implies that our domain is “time like” in the sense that
|ν| < |ν|,
where ν and ν denote the t-component and x-component of the outer unit normal of Σˆ . To
facilitate our calculations we introduce the following notation:
(g ∇u)(t) =
∫
Ωt
t∫
0
g(t − s)∣∣∇u(t)− ∇u(s)∣∣2 ds dx.
Due to geometry of our noncylindrical domain, the below lemma is quite important in the proof
of Lemma 3.2 and of the exponential decay.
Lemma 3.1. Let F(·,·) be the smooth function defined in Ωt × [0,∞[ (t ∈ [0,∞[). Then
d
dt
∫
Ωt
F (x, t) dx =
∫
Ωt
d
dt
F (x, t) dx + γ
′
γ
∫
Γt
F (x, t)(x · ν)dΓt , (3.5)
where ν is the x-component of the unit normal exterior ν.
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d
dt
∫
Ωt
F (x, t) dx = d
dt
∫
Ω
F
(
γ (t)y, t
)
γ n(t) dy
=
∫
Ω
(
∂F
∂t
)
γ n(t) dy +
n∑
i=1
∫
Ω
γ ′
γ
xi
(
∂F
∂t
)
γ n(t) dy
+ n
∫
Ω
γ ′(t)γ n−1(t)F
(
γ (t)y, t
)
dy.
If we return at the variable x, we get
d
dt
∫
Ωt
F (x, t) dx =
∫
Ωt
∂F
∂t
dx + γ
′
γ
∫
Ωt
x · ∇F(x, t) dx + nγ
′
γ
∫
Ωt
F (x, t) dx.
Integrating by parts the last equality we obtain the formula (3.5). 
Lemma 3.2. For any function g ∈ C1(R+) and u ∈ C1((0, T ) : H 2(Ωt )) we have that
∫
Ωt
t∫
0
g(t − s)∇u(s) ds · ∇ut dx = −12g(t)
∫
Ωt
∣∣∇u(t)∣∣2 dx + 1
2
g′ ∇u
− 1
2
d
dt
[
g ∇u−
( t∫
0
g(s) ds
)∫
Ωt
|∇u|2
]
+ γ
′
2γ
∫
Γt
t∫
0
g(t − s)∣∣∇u(t)− ∇u(s)∣∣2(ν · x)dΓt .
Proof. Differentiating the term g ∇u and applying Lemma 3.1 we obtain
d
dt
g ∇u =
∫
Ωt
d
dt
t∫
0
g(t − s)∣∣∇u(t)− ∇u(s)∣∣2 ds dx
× γ
′
γ
∫
Γt
t∫
0
g(t − s)∣∣∇u(t)− ∇u(s)∣∣2 ds dΓt .
Noting that
∫
Ωt
d
dt
t∫
0
g(t − s)∣∣∇u(t)− ∇u(s)∣∣2 ds dx
= −2
∫ t∫
g(t − s)∇u(s) · ∇ut ds dx
Ωt 0
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∫
Ωt
∣∣∇u(t)∣∣2 dx + g′ ∇u+ d
dt
( t∫
0
g(s)ds
)∫
Ωt
|∇u|2 dx
follows the conclusion of the lemma. 
Let us introduce the functional
E(t) = ‖ut‖2L2(Ωt ) +
(
1 −
t∫
0
g1(s) ds
)
‖∇u‖2
L2(Ωt )
+ g1 ∇u
+ ‖vt‖2L2(Ωt ) +
(
1 −
t∫
0
g2(s) ds
)
‖∇v‖2
L2(Ωt )
+ g2 ∇v
+
∫
Ωt
H(u− v)dx.
We observe that E(t) > 0 since hypothesis (3.2) is satisfied.
The following lemma shows the dissipative property of the energy of system (1.1)–(1.4). For
this hypothesis (1.13) it is a crucial point.
Lemma 3.3. Let us take (u0, v0) ∈ (H 10 (Ω0) ∩ H 2(Ω0))2, (u1, v1) ∈ (H 10 (Ω0))2 and let us
suppose that assumptions (1.11)–(1.13) and (2.1) hold. Then any regular of system (1.1)–(1.4)
satisfies
d
dt
E(t)+ 2α(‖ut‖2L2(Ωt ) + ‖vt‖2L2(Ωt ))−
∫
Γt
γ ′
γ
(ν · x)(|ut |2 + |∇u|2)dΓt
−
∫
Γt
γ ′
γ
(ν · x)(|vt |2 + |∇v|2)dΓt
−
∫
Γt
γ ′
γ
(ν · x)
t∫
0
g1(t − s)
∣∣∇u(t)− ∇u(s)∣∣2 ds dΓt
−
∫
Γt
γ ′
γ
(ν · x)
t∫
0
g2(t − s)
∣∣∇v(t)− ∇v(s)∣∣2 ds dΓt −
∫
Γt
γ ′
γ
(ν · x)H(u− v)dΓt
= −
∫
Ωt
g1(t)|∇u|2 dx + g′1 ∇u−
∫
Ωt
g2(t)|∇v|2 dx + g′2 ∇v.
Proof. Multiplying Eqs. (1.1) by ut and (1.2) by vt , performing an integration by parts over Ωt
and using Lemma 3.1 we get
1 d ‖ut‖2L2(Ω ) +
1 d ‖∇u‖2
L2(Ω ) + α‖ut‖2L2(Ω )2 dt t 2 dt t t
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∫
Ωt
t∫
0
g1(t − s)∇u(s) · ∇ut ds dx
−
∫
Γt
γ ′
2γ
(ν · x)(|ut |2 + |∇u|2)dΓt ,
1
2
d
dt
‖vt‖2L2(Ωt ) +
1
2
d
dt
‖∇v‖2
L2(Ωt )
+ α‖vt‖2L2(Ωt )
−
∫
Ωt
t∫
0
g2(t − s)∇v(s) · ∇vt ds dx
−
∫
Γt
γ ′
2γ
(ν · x)(|vt |2 + |∇v|2)dΓt +
∫
Ωt
d
dt
H(u− v)dx.
Taking into account Lemmas 3.1 and 3.2 we obtain the conclusion of the lemma. 
Let us consider the following functional:
ψ(t) = 2
∫
Ωt
(utu+ vtv) dx + α
(‖u‖2
L2(Ωt )
+ ‖v‖2
L2(Ωt )
)
.
Lemma 3.4. Let us take (u0, v0) ∈ (H 10 (Ω0) ∩ H 2(Ω0))2, (u1, v1) ∈ (H 10 (Ω0))2 and let us
suppose that assumptions (1.11)–(1.13) and (2.1) hold. Then any regular of system (1.1)–(1.4)
satisfies
1
2
d
dt
ψ(t) ‖ut‖2L2(Ωt ) − ‖∇u‖2L2(Ωt ) +
( t∫
0
g1(s) ds
)
‖∇u‖2
L2(Ωt )
+ ‖∇u‖L2(Ωt )
( t∫
0
g1(s) ds
) 1
2
(g1 ∇u) 12
+ ‖vt‖2L2(Ωt ) − ‖∇v‖2L2(Ωt ) +
( t∫
0
g2(s) ds
)
‖∇v‖2
L2(Ωt )
+ ‖∇v‖L2(Ωt )
( t∫
0
g2(s) ds
) 1
2
(g2 ∇v) 12
− (2 + δ)
∫
Ωt
H(u− v)dx.
Proof. Multiplying Eqs. (1.1) by u and (1.2) by v, integrating over Ωt we obtain
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2
d
dt
ψ(t) = ‖ut‖2L2(Ωt ) − ‖∇u‖2L2(Ωt ) +
∫
Ωt
t∫
0
g1(t − s)∇u(s) · ∇uds dx
× ‖vt‖2L2(Ωt ) − ‖∇v‖2L2(Ωt ) +
∫
Ωt
t∫
0
g2(t − s)∇v(s) · ∇uds dx
−
∫
Ωt
(u− v)h(u− v)dx.
Noting that
∫
Ωt
t∫
0
g1(t − s)∇u(s) · ∇uds dx =
∫
Ωt
t∫
0
g1(t − s)
(∇u(s)− ∇u(t)) · ∇uds dx
+
∫
Ωt
( t∫
0
g1(s) ds
)
|∇u|2 dx,
∫
Ωt
t∫
0
g2(t − s)∇v(s) · ∇v ds dx =
∫
Ωt
t∫
0
g2(t − s)
(∇v(s)− ∇v(t)) · ∇v ds dx
+
∫
Ωt
( t∫
0
g2(s) ds
)
|∇v|2 dx
and taking into account that∣∣∣∣∣
∫
Ωt
t∫
0
g1(t − s)
(∇u(s)− ∇u(t)) · ∇udx
∣∣∣∣∣ ‖∇u‖L2(Ωt )
( t∫
0
g1(s) ds
) 1
2
(g1 ∇u) 12 ,
∣∣∣∣∣
∫
Ωt
t∫
0
g2(t − s)
(∇v(s)− ∇v(t)) · ∇v dx
∣∣∣∣∣ ‖∇v‖L2(Ωt )
( t∫
0
g2(s) ds
) 1
2
(g2 ∇v) 12 ,
−
∫
Ωt
(u− v)h(u− v)dx −(2 + δ)
∫
Ωt
H(u− v)dx
follows the conclusion of the lemma. 
Let us introduce the functional
L(t) = NE(t)+ψ(t), (3.6)
with N > 0. It is not difficult to see that L(t) verifies
k0E(t) L(t) k1E(t), (3.7)
for k0 and k1 positive constants. Now we are in a position to show the main result of this paper.
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suppose that assumptions (1.12), (1.13), (2.1), (3.3) and (3.4) hold. Then any regular of system
(1.1)–(1.4) satisfies
E(t) Ce−ξ tE(0), ∀t  0,
where C and ξ are positive constants.
Proof. Using Lemmas 3.3 and 3.4 we get
d
dt
L(t)−2Nα‖ut‖2L2(Ωt ) −C1Ng1 ∇u+ ‖ut‖2L2(Ωt )
− 2Nα‖vt‖2L2(Ωt ) −C1Ng2 ∇v + ‖vt‖2L2(Ωt )
− ‖∇u‖2
L2(Ωt )
+
( t∫
0
g1(s) ds
)
‖∇u‖2
L2(Ωt )
− ‖∇v‖2
L2(Ωt )
+
( t∫
0
g2(s) ds
)
‖∇v‖2
L2(Ωt )
+ ‖∇u‖2
L2(Ωt )
( t∫
0
g1(s) ds
) 1
2
(g ∇u) 12
+ ‖∇v‖2
L2(Ωt )
( t∫
0
g2(s) ds
) 1
2
(g2 ∇v) 12
− (2 + δ)
∫
Ωt
H(u− v)dx.
Using Young inequality we obtain for  > 0,
d
dt
L(t)−2Nα‖ut‖2L2(Ωt ) −C1Ng1 ∇u+ ‖ut‖2L2(Ωt )
− ‖∇u‖2
L2(Ωt )
+
( t∫
0
g1(s) ds
)
‖∇u‖2
L2(Ωt )
+ 
2
‖∇u‖2
L2(Ωt )
+ ‖g1‖L1(0,∞)
2
g1 ∇u
− 2Nα‖vt‖2L2(Ωt ) −C2Ng2 ∇v + ‖vt‖2L2(Ωt )
− ‖∇v‖2
L2(Ωt )
+
( t∫
0
g2(s) ds
)
‖∇v‖2
L2(Ωt )
+  ‖∇v‖2
L2(Ω ) +
‖g2‖L1(0,∞)
g2 ∇v2 t 2
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∫
Ωt
H(u− v)dx.
Choosing N large enough and  small we obtain
d
dt
L(t)−λ0E(t), (3.8)
where λ0 is a positive constant independent of t . From (3.7) and (3.8) it follows that
L(t) L(0)e−
λ0
k1
t
, ∀t  0.
From equivalence relation (3.7) our conclusion follows. 
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