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Abstract 
Kinetic data for the combustion of coal char particles have been de-
termined experimentally  both  in  air  (N2/O2)  and oxyfuel  (CO2/O2) 
conditions. Experiments were conducted using a Perfectly Stirred 
Reactor type of setup that has been realized as a laboratory scale 
fluidized  bed  furnace.  This  experimental  setup permits  measure-
ments at high heating rates (~104 K/s). The furnace is operated at 
temperatures between 1073 K and 1473 K over a wide range of O2 
mole fractions (0%-30%). Apparent reaction rates are reported and 
intrinsic  kinetic  data  are  derived by  quantifying the influence of 
heat and mass transfer processes. Reactions of char with pure CO2 
as  reaction  gas  yield  separately  the  reaction  rates  for  the 
Boudouard reaction (C(s)+CO2→2CO ) . Reaction rates of combustion 
and Boudouard reaction are combined in an intrinsic char combus-
tion model. Char combustion was investigated separately from de-
volatilization by using separately produced char particles as fuel. 
The composition of volatiles released during char production and 
the volatile yield were measured and are reported for both N2 and 
CO2 conditions.
The influence of the measured kinetic rates on oxyfuel combustion 
is complex. In order to comprehensively account for the effects of 
oxyfuel conditions, the intrinsic char combustion model is evaluated 
using numerical simulation. The CFD software OpenFOAM is em-
ployed and extended by custom models for this purpose. The  mod-
els  for  thermal  radiation,  turbulence/chemistry  interaction,  de-
volatilization  and  char  combustion  are  validated  using  reference 
data from literature. The implementation of the solver application 
created for this work and the employed models are documented and 
compared with the underlying literature sources. The simulation re-
sults show that the Boudouard reaction causes slightly decreased 
temperatures and O2 concentrations further away from the burner. 
This  suggests  an  increased  local  char  burnout.  The  global  char 
burnout, however, is almost unaffected.
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Nomenclature
Nomenclature
Latin symbols
a absorption coefficient [1/m ]
a Diagonal part of matrix A various
ai Coefficient of JANAF polynomial [- ]
ap Particle absorption coefficient [1/m ]
aλ
absorption coefficient at wave 
length λ  [1/m ]
A Surface area [m2 ]
A Matrix in linear system various
A1 SST turbulence model constant [- ]
A' Specific pore surface area [m2/kg ]
Ac Pre-exponential factor [1/s ]
AI Diagonal part of matrix A various
Ap Surface area of particle [m2 ]
App Projected surface area of particle [m2 ]
As
Model parameter in Sutherland's 
formula [kg /(msK
0.5) ]
b Exponent of grain model [- ]
b Vector in linear system various
b j
Temperature coefficient of j -th gray 
gas in WSGGM [K
n ]
C1 SST turbulence model constant [- ]
C1
Model coefficient for diff./kin. 
limited char combustion model [kg /(m
2sPa)]
C2
Model coefficient for diff./kin. 
limited char combustion model [kg /(m
2sPa)]
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Nomenclature
Cd
Model coefficient for diffusion 
limited char combustion model [kg /(m
2sPa)]
Cd Drag coefficient [- ]
Cd,ϵ
Drag coefficient inside gas/particle 
emulsion phase [- ]
CDkω SST turbulence model constant [- ]
Cf Film thickness parameter [- ]
Ci Concentration of species i [kg /m3 ]
c j
Temperature factor of of j -th gray 
gas in the WSGGM [- ]
cm,n Component of matrix H (u)  [kg /m3 ]
cp Heat capacity at constant pressure [ J /(kgK) ]
cp,s Heat capacity of solid [ J /(kgK) ]
cp,ch Heat capacity of char [ J /(kgK) ]
cv Heat capacity at constant volume [ J /(kgK) ]
d Diameter [m ]
d Direction vector [- ]
D Overall diffusion coefficient [m2 /s ]
dc Diameter of circle with same area [m ]
Dc Diameter of circumscribing circle [m ]
Deff Effective overall diffusion coefficient [m2 /s ]
Dg Dimension of grid [- ]
di Diameter of inscribed circle [m ]
Dij
Diffusion coefficient of species i  
through a medium of species j [m
2 /s ]
Dt
Turbulent overall diffusion 
coefficient [m
2 /s ]
db Diameter of fluidized bed [m ]
do Outer diameter [m ]
dp Diameter of particle [m ]
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Latin symbols
dp
* Dimensionless diameter of particle [- ]
dsph Diameter of sphere [m ]
e Unity vector [- ]
E Emittance of thermal radiation [ J /(m²s) ]
Ea Activation energy [K ]  or [kJ /kmol ]
Eg Emittance from gas phase [ J /(m²s) ]
Ei
Relative spatial error due to grid 
resolution at refinement level i [- ]
Ep Emittance from particles [ J /(m²s) ]
f Forward-scattered fraction of thermal radiation [- ]
F Convolution matrix [- ]
F Security factor of grid convergence [- ]
F Force vector [N ]
f 1 , f 2 ,
f 3
Characteristic value of numerical 
simulation at different refinement 
levels
[- ]
f h
Fraction of heat remaining in 
particle [- ]
g Gravitational acceleration 9.81 m /s2
G Incident radiation [ J /m2 ]
GCI Grid convergence index [- ]
H (u) Off-diagonal part of matrix A [m /s ]
hch Specific chemical enthalpy [ J /kg ]
Δhch Specific heat of reaction [ J /kg ]
hconv
Coefficient for convective heat 
transfer [W /(m
2K ) ]
Hd Non-fluidized (dense) bed height [m ]
ΔhDV Specific enthalpy of devolatilization [ J /kg ]
Hf Fluidized bed height [m ]
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Nomenclature
hgp
Coefficient for gas/particle heat 
transfer [W /(m
2K ) ]
hi Specific enthalpy of species i [ J /kg ]
hi
* Specific enthalpy of species i  inside 
fine structures [ J /kg ]
hk Overall heat transfer coefficient [W /(m2K ) ]
hm Mass transfer coefficient [m /s ]
hpp
Coefficient for particle/particle heat 
transfer [W /(m
2K ) ]
hs Specific sensible enthalpy [ J /kg ]
ΔhV Specific heat of evaporation [ J /kg ]
I Radiation intensity [W /m2 ]
I t Turbulence intensity [- ]
I0 Initial radiation intensity [W /m2 ]
Iλ
Initial radiation intensity at wave 
length  λ [W /m
2 ]
k Turbulent kinetic energy [m2 /s2 ]
k1 ,k2 ,k3 Reaction rate coefficients [1/s ]
K bc
Interchange coefficient between 
bubbles and gas/particle emulsion [1/s ]
kc Reaction rate coefficient [1/s ]
kc,I Intrinsic rate coefficient [1/s ]
k̂c,I Area based intrinsic rate coefficient [kg /(m2s)]
keff Effective heat conductivity [W /(mK ) ]
kg Heat conductivity of gas phase [W /(mK ) ]
kp Heat conductivity of solid phase [W /(mK ) ]
L Optical path length [m ]
m Intrinsic order of reaction [- ]
m Row index [- ]
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Latin symbols
m˙* Specific mass flow between fine structures and surrounding fluid [1/s ]
mC Mass of coal or char sample [kg ]
mC,0 Initial mass of coal or char sample [kg ]
mch Mass of char [kg ]
M i Molar mass of species i [kg /kmol ]
m˙i Mass flow of species i [kg /s ]
mp Mass of particle [kg ]
mV Mass of volatiles [kg ]
mV,∞ Total releasable mass of volatiles [kg ]
n Apparent order of reaction [- ]
n Column index [- ]
n
Additional mass transfer in 
Murphy/Shaddix char combustion 
model
[kg /(m2s)]
N i
Number of computational cells in 
grid at refinement level i [- ]
ni Molar amount of specie i [kmol ]
np Number of particles [- ]
p Pressure [Pa ]
P Order of grid convergence [- ]
p* Estimated pressure [Pa ]
p* Pressure inside fine structures [Pa ]
pi Partial pressure of specie i [Pa ]
q Tortuosity of fluidized bed [- ]
Q˙rad Radiation heat flux [W ]
r Grid refinement ratio [- ]
r f Stoichiometric fuel/O2 mass ratio [- ]
r0 Initial particle radius [m ]
R Reaction rate [1/s ]
Ra Area specific reaction rate [kg /(m2s)]
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Nomenclature
ℜ Gas constant 8314.5 J/(kmolK)
d s Infinitesimal path length [m ]
S Strain rate tensor [1/s ]
S0 Unconvoluted signal [- ]
S0 Non-linear part of source term various
S1 Linear part of source term various
Sc Convoluted signal [- ]
Sch, i
Source term for gas phase reaction 
of species i  [kg /(m
3s)]
Sf Face normal  vector [- ]
SF Source vector for particle forces [kg /s ]
Sp, i
Source term for particle-in-cell 
method various
Srad Radiation source term [W /(m3) ]
t Time [s ]
T Temperature [K ]
Ta Ambient temperature [K ]
Tb Temperature of fluidized bed [K ]
Tg Temperature of gas phase [K ]
Tp Particle temperature [K ]
T rad Temperature of thermal radiation [K ]
T ref Reference temperature [K ]
Ts Boundary layer temperature [K ]
u Gas phase velocity vector [m /s ]
u* Estimated velocity vector [m /s ]
uax Axial velocity [m /s ]
ub Bubble rise velocity [m /s ]
uf Operational fluidization gas velocity [m /s ]
ug Turbulent gas phase velocity vector [m /s ]
umf Minimum fluidization velocity [m /s ]
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Latin symbols
up Particle velocity vector [m /s ]
ut
Relative velocity between gas phase 
and particle [m /s ]
ut
* Dimensionless velocity between gas 
phase and particle [- ]
V Volume [m3 ]
V cell Volume of computational cell [m3 ]
x Axial position [m ]
x Position vector [m ]
X i Mole fraction of species i [kmol i / kmolmix ]
xmd
* Random factor with Gaussian 
distribution [- ]
Y i Mass fraction of species i [kgi / kgmix ]
Ȳ i
Average mass fraction of species i  
in computational cell [kgi / kgmix ]
Ŷ i
Normalized mass fraction of 
species i [kgi / kgmix ]
Y i
* Mass fraction of species i  inside fine 
structures [kgi / kgmix ]
Y i
o Mass fraction of species i  in 
surrounding fluid [kgi / kgmix ]
Y liq Mass fraction of liquid in particle [kgi / kgp]
Y min Mass fraction of scarce species [kgi / kgmix ]
Y sol, i
Mass fraction of species i  in solid   
part of particle [kgi / kgsol ]
Y vol, i
Mass fraction of species i  in volatile 
part of particle [kgi / kgvol ]
Greek symbols
 α  Thermal diffusivity [m2 /s ]
 α  Macrotransport coefficient for deconvolution [s
0.5 ]
α1 , α2
Volatile yield factors of Kobayashi 
model [- ]
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Nomenclature
 αeff  Effective thermal diffusivity [m2 /s ]
 α j  
Absorptivity of j -th gray gas in 
WSGGM [- ]
 αg  Gas absorptivity [- ]
αk SST turbulence model constant [- ]
 αt  Turbulent thermal diffusivity [m2 /s ]
αω SST turbulence model constant [- ]
β SST turbulence model constant [- ]
β Macrotransport coefficient for deconvolution [s
−0.5 ]
β* SST turbulence model constant [- ]
γ SST turbulence model constant [- ]
γ* Mass fraction of fine structures [- ]
ϵ Turbulent dissipation rate [m2/s3 ]
ϵb Emissivity of surrounding fluidized bed particles [- ]
ϵch Emissivity of char [- ]
ϵg Emissivity of gas phase [- ]
ϵmf Void fraction in fluidized bed [- ]
ϵp Porosity of particle [- ]
ζ Reaction progress variable [- ]
θ Polar angle of finite volume DOM [- ]
λ Second viscosity of gas phase [m2 /s ]
μ Expected value of Gaussian 
distribution [- ]
μ Dynamic gas viscosity [kg /(ms) ]
 μeff  Effective dynamic gas viscosity [kg /(ms) ]
 μt  Turbulent dynamic gas viscosity [kg /(ms) ]
ν Kinematic gas viscosity [m2 /s ]
νi Stoichiometric coefficient of species i [kmol i / kmol ]
8
Greek symbols
ν̃i Gravimetric stoichiometric coefficient of species i [kg i / kg ]
ξ Variable various
ξ Expansion factor [- ]
ρa Apparent density of char [kg /m3 ]
ρg Density of gas phase [kg /m3 ]
ρp Particle density [kg /m3 ]
ρs Density of solid [kg /m3 ]
σ Standard deviation of Gaussian distribution [- ]
 σSB  Stefan-Boltzmann constant 5.67×10−8 W /(m2K 4)
 σsc  Scattering coefficient [1/m ]
 τ*  PSR residence time in EDC [s ]
τc Contact time between two fluidized bed particles [s ]
 τch  Chemical time-scale [s ]
τt,dm Turbulent time-scale of dispersion model [s ]
ϕp Sphericity of particle [- ]
ϕ Azimuth angle of finite volume DOM [- ]
 Φ  Equivalence ratio [- ]
 Φλ  Scattering phase function [- ]
χ , χ i Probability of ignition [- ]
Χ Carbon conversion [- ]
Ψ Structural parameter of random pore model [- ]
Ψ Compressibility [m2/s2 ]
ω Turbulent frequency [1/s ]
ωi
* Chemical source term for species i [1/s ]
Ω Solid angle [sr ]
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Nomenclature
Dimensionless numbers
Ar Archimedes number
dp(ρs−ρg)g
ν2ρg
CFL Courant-Friedrichs-Lewy number uΔ t
Δx
Le Lewis number
cpνρg
kh
Ma Mach number
u
√γℜT
Nu Nusselt number
hgpdp
kh
Pr Prandtl number
cpνρg
kh
Rep Reynolds number, particle u dp
ν
Rep,mf Reynolds number, at minimum fluidizing conditions
umf dp
ν
Sc Schmidt number
ν
Dij
Sh Sherwood number
hm dp
Dij
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1 Introduction
1 Introduction
This work investigates the influence of coal char combustion kinet-
ics on the combustion of pulverized coal in oxyfuel conditions. The 
work contains two main parts: One part focuses on the experimental 
determination  of  char  combustion  kinetics.  The  kinetic  data  are 
then evaluated in the other part by numerical simulation in order to 
account for the complex interactions in oxyfuel conditions. A final 
conclusions part summarizes both experimental and numerical re-
sults. 
The part Introduction first explains the principle of oxyfuel combus-
tion. Next,  the motivation for applying oxyfuel combustion is de-
scribed and research on this topic is categorized. The investigations 
of the presented work are then put in relation to the described re-
search  categories.  Finally,  the  challenges  in  oxyfuel  combustion, 
which mainly result from differences in material properties of CO2 
and  air,  are  discussed  together  with  their  influence  on  the  pre-
sented work.
Combustion in oxyfuel conditions is characterized by replacing air 
with an oxidizer that consists of pure O2 and recycled flue gas. This 
approach avoids introducing N2 from air into the process. The re-
sulting flue gas therefore consists mainly of CO2 and H2O with mi-
nor amounts of excess O2. Minor concentrations of N2 and sulphur 
originating from the fuel are present as well. Through condensation, 
H2O can be removed from the flue gas with little effort, and the re-
maining gas contains mainly CO2. Depending on the process design, 
the condensation step is implemented before flue gas recirculation 
(dry recycle) or behind the furnace (wet recycle). The oxidizer can 
therefore be regarded as a mixture of CO2/O2 with low or high addi-
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tional H2O content, respectively. The oxyfuel process thus offers a 
technically attractive option for separating the CO2 produced during 
combustion. 
Separation of CO2 through oxyfuel combustion was first suggested 
in the early 1980s, motivated by the use of CO2 for enhanced oil re-
covery (EOR) [1] and by avoiding emission of CO2 from power gen-
eration into the atmosphere [2]. For EOR, the separated CO2 is in-
jected into oil fields, where it increases the pressure and reduces 
the viscosity of the oil. Both effects increase the amount of oil that 
can be extracted from an oil  field.  The separation of CO2,  which 
avoids emissions from power generation is today commonly known 
as CCS technology (CCS: Carbon Capture and Storage). Instead of 
releasing CO2 into the atmosphere, it is pressurized and disposed 
for significant time periods (>104 a, [3]). The aim of CCS technology 
is to prevent power generation from fossil fuels to further contrib-
ute to climate change or, in case of biogenic fuel, even to provide a 
carbon sink. The application of CCS technology is only reasonable if 
proper storage can be realized. Evaluation of CO2 storage is today 
performed on an industrial scale, for example by Statoil ASA. This 
company  is  currently  injecting  CO2 originating  from natural  gas 
wells into underground rock formations at the gas fields Sleipner 
(North sea, since 1996), In Salah (Algeria, since 2004) and Snøhvit 
(Barents sea, since 2008). A total of 16 Gt CO2 has been injected so 
far and the underground propagation and retention is monitored [4]. 
As the risk of resurfacing of CO2 remains and due to its lack of sus-
tainability, CCS technology remains controversial today. According 
to the scenarios presented in “Energy technology perspectives” by 
IEA [5], however, fossil fuel based power generation will remain a 
major source of energy for future decades. The moderate “acceler-
ated technology”(ACT) scenario, which aims at achieving in the year 
2050 the same global CO2 emission as in the year 2005, assesses 
the contribution of CCS technology to CO2 emission reduction as 
14%. For comparison, the contribution by renewable energy sources 
12
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is estimated as 16%. Since CCS is thus assumed to be a key technol-
ogy of future power generation with reduced CO2 emissions, large 
research programs, which include oxyfuel combustion have been es-
tablished recently (for example Ciferno et al. [6]). Further options to 
achieve CO2 separation exist as well, namely chemical looping and 
pre-combustion  or  post-combustion  separation.  A  comparison  of 
these options to oxyfuel combustion is given in Toftegaard [3] and 
will not be further discussed here. 
Research efforts in oxyfuel combustion have been intense over the 
past decade [3]. They can be divided in three major categories: Pilot 
scale  plants  (up  to  30 MWth),  research  facility  installations 
(around 100  kWth)  and laboratory  scale  experiments.  The  largest 
oxyfuel  facilities  for  coal  combustion  are  pilot-scale  plants  with 
30 MWth operated by Vattenfall in Schwarze Pumpe (Germany) [7] 
and Babcock&Wilcox and Air Liquide in Alliance (OH/USA) [8]. Fur-
ther plants with smaller capacities exist [3]. The aim of pilot scale 
investigations is to show the industrial feasibility and the operating 
stability of oxyfuel processes [9].  They rely on preliminary experi-
ments that investigate aspects such as combustion characteristics 
and flame stability in oxyfuel conditions. These experiments are typ-
ically conducted in smaller research facility installations. This re-
search is accompanied by laboratory scale experiments that investi-
gate fundamentally  the individual  phenomena of  oxyfuel  combus-
tion. Research on all levels is accompanied by numerical modeling 
(for  example  Toporov et al. [10], Wall et al. [11], Geier  and  Shad-
dix [12]),  which provides further insight and helps to identify the 
primary effects. All research activities on oxyfuel combustion have 
been  comprehensively  reviewed  by  Buhre et al. [13], Tofte-
gaard et al. [3].  and more recently by Chen et al. [14]. The experi-
ments presented in this work can be categorized as laboratory scale 
experiments, and their focus is on the aspect of coal char reactivity. 
13
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The challenges in oxyfuel combustion result from major differences 
between  the  material  properties  of  the  oxidizer  (CO2/O2 mixture) 
and air. The most important effects have been identified as:
• The higher density of CO2 causes a higher momentum of the 
CO2/O2 gas jet compared to a N2/O2 gas jet of same molar flow 
rate and composition [11].
• Temperature  increases  less  for  a  given  amount  of  heat  re-
leased due to the higher heat capacity of CO2 ([11], [15], [16]).
• Lower diffusivity of O2 in CO2 can lower the particle reaction 
rates ([11], [15], [16]).
• Due to lower thermal diffusivity [17], steep gradients such as 
temperature peaks require more time to equalize.
• Heat transfer coefficients can be both higher and lower in oxy-
fuel combustion for certain conditions [17].
• High infrared emissivity of CO2 increases radiative heat trans-
fer at high CO2 concentrations [11].
• Active sites on the surface of char particles could be covered 
by CO2 making them unavailable to O2 and thus hindering char 
combustion ([15], [16]).
• On the contrary, the Boudouard reaction:
C(s)+CO2→2CO (1.1)
could enhance char combustion and lead to less unburned car-
bon in the ash particle ([15], [18]).
• Oxyfuel  furnaces  might  be  operated  at  increased O2 levels, 
which would additionally increase reaction rates and burnout, 
while lowering the coal particle residence time [18].
14
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The overall effect of the above implications is still considered uncer-
tain [18]. Since many of  the above points interact with char com-
bustion,  it  is  impossible to establish a straightforward prediction 
how changes in char combustion kinetics in oxyfuel atmosphere will 
influence  the  overall  combustion  behavior.  Therefore,  numerical 
simulation of coal combustion in oxyfuel conditions is employed in 
this work because it comprehensively includes various effects and 
their interactions. The experimental results are used as model pa-
rameters in the simulation and thus their influence is accounted for.
15
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2 Experimental work
The part  Experimental work presents investigations regarding the 
composition of gases produced during devolatilization and the com-
bustion of the remaining char particle. For char combustion, the re-
sults  focus  on  determining  the  corresponding  reaction  rate.  ob-
tained in N2/O2  conditions are suited for comparison with experi-
ments reported in literature, which are much more abundant for air 
firing. Using only CO2 as reaction gas yields reaction rates of the 
pure Boudouard reaction, which helps to separate its effect in oxy-
fuel conditions.
At first, an overview of the main stages of coal combustion is given 
and the current state of research reported in literature is reviewed 
with an emphasis on oxyfuel combustion of char. Then, a new reac-
tor is described that has been specifically designed for the research 
presented in this work. Since the reactor is based on a laboratory 
scale fluidized bed, the heat and mass transfer situation in fluidized 
beds is accounted for and available correlations for heat and mass 
transfer coefficients for single particles in fluidized beds are dis-
cussed.  The  measuring  equipment  of  the  experimental  setup  is 
briefly introduced and the fuel employed is characterized. The ex-
perimental procedure applied during experiments is specified after-
ward.  In  the  ensuing  chapters,  the  method  for  identifying  the 
gaseous products of devolatilization is explained. Experimental re-
sults are presented and compared to literature data. Similarly, the 
method  for  evaluating  the  char  combustion  experiments  is  pre-
sented and apparent reaction rates are shown. Apparent reaction 
rates are relative to the char particle mass and implicitly depend on 
particle properties such as porosity.  As char combustion is charac-
terized by a combination of chemical reactions and mass transfer of 
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reactants, the influence of mass transfer is analyzed and quantified. 
Due to the heat release and heat consumption of the chemical reac-
tions, the particle temperature is not exactly equal to the reactor 
temperature. A heat balance around a single char particle is there-
fore established and typical temperature differences between parti-
cle and surrounding fluidized bed are assessed. Based on literature 
models, equations from literature are assembled to an intrinsic char 
combustion model. Numerical fitting of the model to the measured 
values yields intrinsic reaction rates. Intrinsic reaction rates are rel-
ative to the internal surface area of the char and are therefore inde-
pendent of the pore structure and its change during char combus-
tion. Since pore structure and its change depend on experimental 
conditions as well as the specific coal type, intrinsic reaction rates 
are required to compare results properly with kinetic data in litera-
ture. Furthermore, intrinsic reaction rates allow the application of 
the experimental results in conditions that are different from the 
conditions in the particular experimental setup.
2.1 Overview
This overview describes first the two main stages that a coal parti-
cle passes during combustion: devolatilization (also called “pyroly-
sis”) and char combustion. During devolatilization, the coal particle 
thermally  decomposes  and  releases  so  called  “volatiles”,  which 
mainly consist of hydrocarbons, CO, CO2 and water vapor [19]. In in-
dustrial furnaces, the gaseous volatiles will mix with combustion air 
and burn in a homogeneous gas phase reaction. In devolatilization 
experiments, on the contrary,  the gas phase is usually held with-
out O2 in  order  to  prevent  combustion reactions.  Throughout  de-
volatilization, the structure of the coal particle changes and the par-
ticle may swell to a larger size [19].  After devolatilization, the re-
maining particle matter contains mostly carbon and forms a porous 
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particle  called  “char”.  Combustion  of  char  particles  depends 
strongly on the interaction between surface reactions and transport 
of gaseous reactants and products to the surface and back. 
Whether devolatilization and char combustion occur simultaneously 
or one after the other can be debated: Some sources suggest that 
the jets of volatiles expelled from the particle during devolatilization 
are impeding O2 from reaching the particle surface [20], while other 
sources suggest that O2 can react with solid carbon in areas be-
tween the jets [21]. In either case, char combustion is a process that 
is one or two orders of magnitude slower than devolatilization and 
thus can be observed separately for the most part [21]. Typical tem-
peratures  at  which  devolatilization  starts  are  in  a  range  of 
573 K [22] to  623 K [23].  Char  combustion  starts  at  about 
673 K [11], while the effect of the Boudouard reaction becomes no-
table above 1030 K [22]. Studies of coal particle combustion in oxy-
fuel conditions, where devolatilization and char combustion had not 
been  separated,  showed  an  ignition  delay  compared  to  firing  in 
air [16]. At low heating rates, however, no difference in ignition be-
havior could be observed [24].
All investigations of coal combustion strongly depend on the type of 
coal  employed.  Coal  originates  from plant  matter  that  has  been 
transformed by geological processes and thus both, the source ma-
terial and the geological history, are unique for each coal [25]. Fun-
damental characterization criteria are coal type (lignite, anthracite, 
etc.) and coal rank which can be based on the carbon content of the 
coal [26]. Nevertheless, experimental findings for a specific coal are 
difficult to transfer to other coal types [27].
In the present work, both devolatilization and char combustion have 
been studied with special regard toward the conditions in oxyfuel 
furnaces. The two phenomena devolatilization and char combustion, 
18
2.1 Overview
have been investigated separately by conducting devolatilization in 
an O2 free gas phase and by using char particles for combustion ex-
periments, which had separately undergone devolatilization before.
Devolatilization yields and species composition
Research of devolatilization is mainly centered on:
• The  rate  of  volatile  release,  which  is  usually  measured  as 
weight loss of the coal particle over time.
• The yield of volatile matter defined as the total  mass of re-
leased volatiles per mass of coal. Measured values are com-
monly compared to the volatile yield in a standardized experi-
ment (proximate analysis).
• The chemical composition of the volatile gases emitted during 
devolatilization.
The rate of devolatilization have been subject to many studies and 
are especially important in the numerical simulation of coal combus-
tion. An overview about models for the rate of  devolatilization is 
therefore given in the part  Numerical simulations. The rate of de-
volatilization was not part of the experimental studies presented in 
this work.
Investigations of devolatilization in oxyfuel conditions have shown 
higher volatile yields compared to devolatilization in N2 ([22], [27]). 
As devolatilization and char gasification due to Boudouard reaction 
could not be separated in those experiments, it is suggested that 
the higher yields in oxyfuel conditions are not necessarily caused by 
differences in the devolatilization process but are due to additional 
Boudouard gasification. Al-Makhadmed [28] reported only a minimal 
increase of volatile yield for devolatilization at high heating rates in 
CO2 compared to N2.  Studies at low heating rates also gave only 
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small differences in volatile yields [23], however, devolatilization de-
pends significantly on heating rate and thus, these results may not 
be transferable to combustion applications [20].
Further investigations of devolatilization in CO2 showed that heavy 
hydrocarbons are re-deposited on the char particle and may form a 
layer that decreases initial reactivity of the char produced until the 
layer has been burned off [29]. Other investigations found that dur-
ing  devolatilization  in  CO2,  solid  carbon  reacts  through  the 
Boudouard reaction significantly faster than expected [30].  This is 
attributed to radicals formed during devolatilization that promote 
Boudouard reactivity.
Overviews of investigations regarding the composition of volatiles 
produced in N2 are given in Genetti [31] and Tomeczek [19]. At low 
heating rates,  the  main  gaseous  components  are:  CO,  CO2,  CH4, 
H2O,  CO2,  COS  and  NH3 [32].  Heavier  hydrocarbons  are  only 
gaseous inside the reactor and condensate to tars at room tempera-
ture.  At high heating rates,  the prevalent light hydrocarbons are 
CH4,  C2H2 and  C2H4 [33].  For  devolatilization  in  CO2,  the  main 
gaseous product of a lignite coal was identified as CO. In N2  condi-
tions, H2 was produced mostly [28]. The latter results may be, how-
ever,  affected by a secondary water-gas shift  reaction in the gas 
phase:
CO+H2 O↔CO2+H2 (2.1)
The devolatilization experiments presented in this work were con-
ducted in both N2 and CO2 conditions. Volatile yields and volatile 
composition are reported and compared to literature data in Chap-
ter 2.8.
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Char combustion
After devolatilization, about 30%-70% of the coal mass remain [26] 
and form porous char particles which are mainly composed of car-
bon and ash. Their properties can vary considerably and depend on 
many factors including coal type, coal rank, particle size and espe-
cially  the  heating  rate  and  the  temperature  of  devolatiliza-
tion ([21], [20]).
The second stage of coal combustion is the burning of the char par-
ticle, which occurs as a surface reaction. To distinguish between the 
gas phase combustion of the volatiles and the surface reaction of 
the char, the former is referred to as “homogeneous” combustion 
and the latter as “heterogeneous” combustion [34]. The rate of the 
heterogeneous combustion is a crucial factor for industrial furnaces 
and gasifiers as it determines the time required for complete con-
version of the char. This defines necessary residence times in the 
furnace, which directly influences the necessary size of the unit and 
thus investment costs [27].  Furthermore,  the ash leaving the fur-
nace will contain a fraction of non-reacted carbon and by minimiz-
ing this fraction, the furnace efficiency can be maximized. The frac-
tion of carbon in ash also depends on residence time and ultimately 
on the char reactivity. Due to its industrial relevance, the combus-
tion of char and its reaction rate have been intensively studied for a 
long time.  Significant  reviews  of  char  combustion research  have 
been presented by Laurendeau [26] and Smith [21]. 
In this work, char combustion is studied with respect to its applica-
tion in oxyfuel combustion of coal. Therefore, attention is directed 
especially toward the influence of high CO2 concentrations in the 
gas phase around the char particle. The interaction of char with CO2 
is important for many industrial processes such as coal gasification, 
coal liquefaction and, lately, oxyfuel combustion. As Ergun stated al-
ready in 1955: “Carbon dioxide-carbon reactions,  therefore,  have 
been the subject of many investigations” [35]. An overview of litera-
ture published between 1946 and 2009 on this topic is given  by Ir-
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fan et al. [36] with regard to the effects of coal rank, partial pres-
sure  of  CO2,  temperature,  catalysts,  oxyfuel  combustion,  particle 
size and reaction models. 
The further overview on char combustion presented here concen-
trates on the aspects relevant to oxyfuel combustion, which have 
been recently investigated intensively. First, chemical aspects will 
be  discussed,  followed by  the coupling of  surface reactions  with 
transfer processes. Then, reaction models and the influence of the 
surface evolution on the reaction rate are mentioned and finally, the 
special influence of CO2 in oxyfuel applications is presented.
Chemical reactions in char combustion and gasification
Combustion and gasification of char can be described using a set of 
chemical net reactions ([19], [26]):
C(s)+O2→CO2 (2.2)
C(s)+ 12 O2→CO (2.3)
C(s)+CO2→2CO (2.4)
C(s)+H2 O→CO+H2 (2.5)
C(s)+2H2→CH4 (2.6)
The reaction in Equation 2.6 is very slow [26] and therefore its ef-
fect on the overall combustion process is neglected here. Given the 
number of reactions, the terms “combustion” and “gasification” are 
ambiguous  and  thus  the  terms  “complete  combustion” (Equa-
tion 2.2),  “partial  combustion” (Equation 2.3),  “Boudouard 
reaction” (Equation 2.4) and “steam gasification” (Equation 2.5) will 
be used here.
The  Boudouard  reaction  becomes  especially  relevant  in  oxyfuel 
combustion where the gaseous reactant CO2 abounds. In contrast to 
combustion reactions,  the  equilibrium of  the  Boudouard reaction 
changes in the temperature range relevant to combustion, as shown 
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in  Figure 2.1. Therefore, this reaction is observed experimentally 
only  above  1030 K ([22], [37]).  Additional  implications  Boudouard 
equilibrium are explained further below.
In the reactions above, both CO2 and CO are reaction products. The 
ratio of  CO2/CO can be parametrized with regard to temperature 
with  parameters  summarized  in  Laurendeau [26] and  Tog-
notti et al. [38]. These studies show that at temperatures which are 
characteristic for combustion applications, the main reaction prod-
uct is CO.
The products of the surface reactions (see Equations  2.2-2.6) are 
gaseous and secondary reactions occur in the gas phase. The most 
relevant secondary reactions are:
CO+ 12 O2↔CO2 (2.7)
CO+H2 O↔CO2+H2 (2.8)
The water gas shift reaction (Equation  2.8) requires gaseous H2O 
which is usually present in a coal flame as a reaction product from 
volatile  combustion.  In  the  presented  experimental  work,  de-
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Figure 2.1: Chemical equilibrium of the Boudouard reaction; mole 
fraction of CO and CO2 in the gas phase are shown
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volatilization and char combustion are investigated separately and 
the  reaction  gas  contains  only  traces  of  H2O.  Only  during  de-
volatilization, H2O that is released from the coal particles may en-
able a water gas shift reaction. Thus, the crucial secondary reaction 
with  regard  to  char  combustion  is  the  oxidation  of  CO  (Equa-
tion 2.7).
Coupling with transfer processes
The chemical reactions of char combustion are closely coupled to 
transfer processes inside and around the char particle. A sketch of 
the different transfer processes is shown in Figure 2.2. Gaseous re-
actants need to be transported from the surrounding gas phase to 
the particle  surface through the boundary layer around the char 
particle. The particle surface itself is porous with a wide distribu-
tion of pore diameters [26]. For bituminous coals (which are not ex-
amined  in  this  work),  char  particles  may  even  form  hollow 
spheres [39]. Diffusive mass transfer through the coal pores is nec-
essary before reactants can reach the char surface. At the surface, 
reactants are adsorbed and dissociate at so-called “active sites” be-
fore they react with the solid carbon. Reaction products are des-
orbed afterwards and diffuse through the pores before they are fi-
nally transported through the boundary layer into the surrounding 
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gas phase [19]. Meanwhile, secondary reactions may occur [25]. As 
a result, it is very difficult to distinguish primary and secondary re-
action products. Depending on the rate of the surface reaction, dif-
ferent sections of the mass transfer process influence the overall 
char conversion [26], as illustrated in Figure 2.3: 
• At low temperatures, the surface reactions are slow. Enough 
time remains for pore and boundary layer mass transfer and 
thus the char conversion rate depends only on the chemical re-
action rate at the pore surface. Combustion is said to be in 
“regime I” or “kinetically controlled”.
• With increasing temperatures, reactants are consumed as they 
are transported through the pores which leads to lower reac-
tant  concentrations  toward  the  bottom of  the  pores.  Active 
sites  at  the  pore bottom thus cannot  participate  as well  as 
those closer to the pore entrance. These conditions are con-
trolled by both chemical kinetics and pore diffusion and are 
called “regime II”.
• For high temperatures, increased pressures and larger parti-
cle sizes, the reaction takes places only close to the outer sur-
face of the particle [26]. The consumption of reactants is faster 
than the transport through the outside boundary layer, so the 
rate of char conversion depends solely on the external mass 
transfer. The reaction is said to be in “regime III” or “bulk dif-
fusion controlled”.
The conversion of char can be described with various models, which 
differ in the coupling of chemical reaction rates and transfer pro-
cesses. A review of char combustion models is given in Biagini [20] 
according to which the  most commonly used models are “global” 
and “intrinsic” approaches: Global approaches describe the rate of 
char conversion as observed from the outside without discerning 
transport  phenomena  and  surface  reaction  kinetics.  As  a  conse-
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quence, global rates are specific to a certain type of coal, particle 
size and reaction conditions such as temperature, heating rate and 
gas phase composition. A transfer of measured global rates to other 
reaction conditions is therefore difficult and many individual mea-
surements are required. On the contrary, intrinsic approaches try to 
estimate the effect of transport processes, which ideally yields the 
pure rate of the surface reaction. As these results are more gener-
ally  transferable,  Laurendeau  strongly  advocates  their  use [26]. 
However, intrinsic approaches require to quantify the effective pore 
diffusion which is not well  known (detailed discussion in Lauren-
deau [26]). An option is to conduct experiments in regime I condi-
tions, however, this is only realizable at low reactor temperatures. 
With respect to oxyfuel combustion, the influence of the Boudouard 
reaction on the overall char conversion is only measurable for tem-
peratures above 1030 K which impedes regime I conditions. This is 
an inevitable obstacle for determining intrinsic rates of char conver-
sion in oxyfuel conditions.
Attempts at describing char combustion and gasification at a more 
fundamental level exist ([26], [40]). In analogy to gas phase combus-
tion, the chemical net reactions in Equations  2.2-2.6 can be split 
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Figure 2.3: Qualitative sketch of surface reaction R  rate for different 
regimes of char conversion
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into elementary steps, which also include adsorption of gaseous re-
actants  at  active  sites  and subsequent  dissociation of  molecules. 
More detailed reaction mechanisms may give additional insight, for 
example that high CO concentrations slow down the Boudouard re-
action  by  reducing  the  amount  of  chemisorbed  O2 [26],  however, 
many elementary aspects are still poorly understood [36].
Mathematical description of reation rate
Mathematically, a reaction rate R  can be described by a simple n-th 
order reaction approach:
R=kc∏
i
X i
ni (2.9)
with the kinetic rate coefficient kc  and the order of reaction ni . The 
concentration of the gaseous reactant  X i  can be either the mole 
fraction of the surrounding gas phase (global approach) or the mole 
fraction at the particle surface (intrinsic approach). The kinetic rate 
coefficient kc  depends considerably on the temperature and is com-
monly modeled with an Arrhenius equation:
kc=Ac exp(− EaℜT ) (2.10)
with the pre-exponential factor Ac  and activation energy Ea .
A different description is achieved using competing adsorption and 
desorption reactions, as expressed by Langmuir/Hinshelwood kinet-
ics [26]:
R=
k1 Xk
1+k2 Xk+k3 Xp
(2.11)
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The reaction rate R  depends in this case on the adsorption rate for 
the gaseous reactant, k1 , and on the adsorption/desorption ratio for 
the gaseous reactant, k2 , and the gaseous product, k3 . The concen-
tration  of  the  gaseous  reactant  in  the  gas  phase  is  Xk .  Equa-
tion 2.11 accounts  for  the  effect  that  high  concentrations  of  the 
gaseous reaction product Xp  can decrease the overall reaction rate 
by occupying active sites on the surface. Langmuir/Hinshelwood ki-
netics require additional measurements of adsorption and desorp-
tion rates of each gaseous species. For application to combustion or 
gasification, the temperature dependence of adsorption and desorp-
tion has to be determined, for example by a separate Arrhenius ap-
proach.  At  low  pressures,  however,  the  Langmuir/Hinshelwood 
equation reduces to a n-th order approach [20]. As this is the case in 
the experiments of this work, reaction rates will be described using 
Equation 2.9.
Surface evolution
The conversion of char occurs as a surface reaction and thus, the 
surface area and its evolution over time bear significant influence 
on the reaction rate. The initial shape of the surface is highly depen-
dent on the process of char formation, especially the heating rate 
and  temperature  during  devolatilization [41].  High  heating  rates 
during  devolatilization  expel  the  volatiles  more  vigorously  and 
cause a more porous surface of the char. Chars produced at high 
heating rates show therefore a higher initial reactivity [42]. As char 
particles will undergo very rapid heating inside flames, experiments 
using char as source material need to produce the char using high 
heating rates as well. Keeping char particles at high temperature 
for a longer time will decrease reactivity again [43] because active 
sites and pore surface are reduced [26]. This effect is termed “ther-
mal annealing” and described by Shim and Hurt [44] in detail.
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During combustion and gasification,  carbon is  removed from the 
particle. This leads to a structural change of the char particle which 
ultimately reduces the particle surface, but may in the mean time 
even cause temporary increase of the surface area. Various models 
exist, which describe the evolution of the char surface depending on 
the rate of  conversion ([45], [46], [47]).  Some of these models  are 
discussed in  further  detail  in  the  chapter  Evaluation  method for
char combustion.
Oxyfuel combustion
In oxyfuel combustion of coal, the material properties of CO2 affect 
many fundamental aspects of char combustion. From the list of pos-
sible effects presented in the part  Introduction, the most relevant 
points for char conversion are: Changes in heat capacity, heat con-
ductivity and O2 diffusivity of the gas phase as well as the combina-
tion  of  combustion  with  Boudouard  reaction.  As  a  consequence, 
global  char  reaction  rates  from literature  that  have  been  deter-
mined  in  air,  are  not  well  applicable  to  oxyfuel  combustion.  Re-
cently, determining the reaction rates in oxyfuel conditions has been 
therefore the focus of  some research.  An overview of  studies on 
char  combustion in oxyfuel  conditions  is  given in  Table 2.1.  The 
studies differ mainly in heating rate, temperature, range of O2  con-
centrations and coal type. Different experimental setups have been 
employed. Benefits and drawbacks of these different setups are fur-
ther discussed in the chapter  Experimental setup. A general diffi-
culty is the temperature of the Boudouard equilibrium, which does 
not  allow investigations  at  moderate  temperatures.  Thus,  experi-
ments that use slow heating rates and reach full burnout of the sam-
ple at reactor temperatures below 1030 K cannot notice any influ-
ence [18]. Other studies both with low heating rates ([48], [49], [50]) 
and  high  heating  rates ([51], [52], [53])  found  no  significant 
difference between reactions in air and oxyfuel conditions either. 
Different publications showed lower reactivity in oxyfuel conditions, 
which was mainly attributed to the smaller diffusivity of O2 through 
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CO2 ([54], [55], [56], [15], [57]) or higher heat capacity and heat con-
ductivity of CO2  [58]. On the contrary, other investigations with com-
parable experimental setups found increased reactivity and attrib-
uted this  to  parallel  activity  of  combustion and Boudouard reac-
tion ([59], [60], [61], [17]). 
Theoretical parametric studies showed:
• Secondary reactions in the boundary layer are especially influ-
ential for particle sizes around 75 µm. For particle diameters 
above 100 µm, combustion should occur in regime III [62].
• Boudouard reaction may increase the rate of char conversion 
at low O2 concentrations but decrease the conversion rate at 
high O2 concentrations because the endothermic  Boudouard 
reaction lowers the particle temperature [63]. 
• Coupling  of  a  n-th  order  char  combustion  model  with 
Boudouard reaction and steam gasification  reproduces  data 
from measurements well [12].
Concerning burnout and leftover  carbon in ash particles,  several 
studies showed either increased burnout in oxyfuel conditions with 
less leftover carbon or similar results in both air and oxyfuel condi-
tions, depending on coal type [27].
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EFR: Entrained flow reactor; DTR: Drop tube reactor; FBR: Fludized bed 
reactor; TGA: Thermo-gravimetric analyzer
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2.2 Experimental setup
A new reactor for determining char reaction kinetics has been de-
veloped  for  the  research  presented  in  this  work.  This  section 
presents the general aspects of the reactor design and describes 
the details of the realized experimental setup.
Reactor design
The reactor design needs to reproduce flame conditions as accu-
rately as possible because the reaction rates that are determined in 
the experiments are later applied to pulverized fuel flames. The con-
ditions in pulverized fuel flames are characterized by high tempera-
tures (1200-1700 K) and high heating rates (104-105 K/s). Two op-
tions  to  realize  this  experimentally  are  a  Perfectly  Stirred  Reac-
tor (PSR) or a Plug Flow Reactor (PFR) design. In addition, a third 
type of setup, the Thermo-gravimetric analyser (TGA) is described 
briefly for comparison.
A PSR can be implemented as a small scale fluidized bed that is op-
erated in batch mode. The reaction gas fluidizes a sand-like bed ma-
terial. The bed material is inert and when a small sample of coal or 
char is dropped onto it, both materials intermix quickly. As both flu-
idizing gas and inert bed material have a high temperature, the fuel 
sample is heated quickly and then reacts with the fluidizing gas. 
Gaseous reaction products are entrained with the fluidizing gas. By 
sampling the gas above the fluidized bed and analyzing its chemical 
composition, the reaction rate can be derived from the change of 
the chemical composition in time. The ash contained in the coal or 
char particle remains in the fluidized bed and becomes a part of it.
The realization of the reactor as PSR yields the advantage of homo-
geneous temperature distribution throughout the reactor and a very 
constant temperature level. As the fuel particles remain in the flu-
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idized bed, the reaction can be measured until full burnout. The ini-
tial heating rate is in the order of 104 K/s (see section Correction for
particle temperature, Chapter 2.10).
Alternatively, an experimental setup for determining char combus-
tion kinetics can be implemented as a Plug Flow Reactor (PFR). A 
PFR is  typically  realized  as  a  drop tube  furnace,  where  a  small 
stream of coal particles is continuously entrained by a hot gas flow. 
Schieman [58] reports that a drop tube furnace can achieve even 
higher heating rates (105 K/s). In a PFR, the particle residence time 
is  coupled with the position along the axis through the hot gas flow 
velocity. By changing the measurement position along the axis, a 
fine time resolution (up to 5 ms) can be achieved (M. Schiemann, 
private  communication).  However,  the  particle  trajectories  divert 
from the centerline, so accurate measurements are possible only up 
to a certain distance from the burner. This limits the maximum resi-
dence time and thus, measurements until full burnout are difficult. 
Furthermore,  temperature  is  not  constant  throughout  the  reac-
tor [65].
Another option to study combustion characteristics of solid fuels is 
to employ a thermo-gravimetric analyzer (TGA). These devices con-
sist of a closed compartment with a fuel sample placed on an analyt-
ical balance. The whole compartment is heated slowly to tempera-
tures up to 1273 K, while being purged with a reaction gas. As the 
fuel reacts with the gas, the fuel mass decreases and the balance 
measures the rate of decrease. Additionally, the flue gas from the 
analyzer can be sampled and its chemical composition analyzed. A 
TGA setup  is  convenient  to  operate  and  therefore  a  popular  re-
search instrument (e.g. [36], [49], [23]). Realizable heating rates are, 
however, in the order of 1 K/s and therefore the applicability of TGA 
data to pulverized fuel flames remains questionable.
Given  the  above  considerations,  the  experimental  setup  for  the 
present work was built as a Perfectly Stirred Reactor (PSR).
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Experimental Setup
A sketch of the experimental setup is shown in Figure 2.4. The core 
of the experimental setup is a small-scale fluidized bed with a diam-
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Figure 2.4: Sketch of the interior of the fluidized bed reactor; the 
fluidized bed material fills the space above the distributor; 
the thermocouple is immersed in the fluidized bed; pipes for 
fuel feed and gas sampling are positioned just above the bed
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eter db=0.034 m. The non-fluidized bed height is about Hd=0.03 m. 
Preliminary experiments with a cold fluidized bed of a comparable 
scale showed that the fluidized bed had a height that fluctuated 
around Hf=0.07 m  and that a small batch of particles dropped onto 
the  fluidized  bed  is  intermixed  with  the  bed  material  within 
about 1 s.  The  bed material  consists  of  sand-like  alumina  (Al2O3) 
particles. The bed material can be considered chemically inert. A 
detailed size analysis of the particles gave a equivalent spherical 
mode diameter dp=280 µm  and a sphericity ϕs=0.80±0.18 , which 
is comparable to round sand [46] (details about particle size mea-
surements in Appendix A.2).  The temperature of the fluidized bed 
is  measured with a thermocouple (PtRh/Pt;  type S) which is  sub-
mersed in the fluidized bed and protected by a closed-tip alumina 
tube. A small batch of pulverized fuel can be dropped through an-
other alumina tube onto the fluidized bed. The fuel particles mix 
with the fluidized bed material, are heated rapidly and react with 
the fluidizing gas. The ash particles remain in the bed and become a 
part of it. The gas leaving the fluidized bed is sampled through a 
third alumina tube and is fed to a FTIR analyzer.
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The flow chart in Figure 2.5 shows how gas and fuel supply are con-
nected to the fluidized bed reactor. The fluidizing gas is composed 
of a base gas (air, CO2, N2 or Ar) which can be enriched with O2. The 
O2 content can be chosen arbitrarily in a range of 0%-100%. The 
mass flow of the base gas and the mass flow of O2 are each con-
trolled by a heat capacity based mass flow controller (MFC), type 
“Vögtlin red-y smart GSC”. The gases pass through the mass flow 
controller at ambient temperature. They are heated up inside the 
reactor as they flow through the annular duct between the pipe con-
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Figure 2.5: Flow chart of the fluidized bed reactor comprising gas 
supply, sampling line and exhaust system
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taining the fluidized bed and an outside closed-tip pipe, see Fig-
ure 2.4.  The gas density decreases as gas temperature rises and 
thus the volume flow increases. As the pipe cross-sections are fixed, 
the flow velocity increases during heat-up. Assuming an ideal gas, 
the change in velocity is equal to:
ξ=
Tb
Ta
(2.12)
with the fluidized bed temperature  Tb  and the ambient tempera-
ture  Ta .  At  Tb=1200 K , for example, the flow velocity is almost 
four times as high compared to the same gas flow at ambient tem-
perature. Therefore, the mass flow through the MFCs needs to  be 
reduced by ξ . Before entering the fluidized bed, the hot gas passes 
through a distributor plate which is made of sintered silica glass. 
The  maximum  pore  diameter  of  the  distributor  is  160-250 µm 
(ISO 4793: “P250”). This is sufficient to prevent bed material from 
trickling through when the bed is not fluidized. Additionally, the dis-
tributor  ensures  a  uniform  velocity  distribution  of  the  gas  that 
passes through and enters the fluidized bed. The pressure loss over 
distributor and fluidized bed is measured with a differential pres-
sure gauge.
The  fluidized  bed  is  mounted  inside  an  electric  furnace  type 
“Nabertherm N1000”. The maximum operating temperature of the 
furnace is 1553 K. An independent temperature controller for the 
furnace enables a very stable temperature level of the fluidized bed 
even at high temperatures (e.g.: 1274 K ±1 K).
The main measuring device is a FTIR analyzer which determines the 
chemical composition of the gas leaving the fluidized bed. The ana-
lyzing  procedure  is  explained  in  the  following  chapter.  The  gas 
above the fluidized bed is sampled through an alumina tube. Out-
side  the  fluidized  bed  reactor,  the  sampled  gas  is  led  through 
heated lines. Next, the gas passes through a fine silica glass filter 
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(pore size <2 µm) and afterwards through a membrane pump be-
fore entering the analyzer. Both analyzer and sampling system are 
heated to 453 K in order to prevent condensation.
2.3 FTIR spectrometry
This chapter describes the main measuring device of the experimen-
tal setup, which is a FTIR analyzer. First, some details about FTIR 
spectrometry are presented, including applicability and theoretical 
background. Then, the employed FTIR device is briefly described. 
For additional information, a thorough examination of FTIR spec-
trometers and their theoretical fundamentals can be found in Grif-
fiths and De Haseth [66].
FTIR spectrometers are able to measure all components in the sam-
pled gas simultaneously. This is a major advantage over using indi-
vidual  sensors  for  each  component  and  it  furthermore  allows  to 
identify components in an initially unknown gas composition. The 
only restriction is that the measured components need to absorb in-
frared radiation which excludes nobles gases and diatomic homo-
nuclear gases, such as N2, O2 or H2. Since analysis of char combus-
tion was based on measuring the concentration of CO2 and CO, this 
drawback did not apply in this case.
The foundation of FTIR spectrometry is the Beer-Lambert law which 
describes the absorption coefficient for infrared (IR) radiation as it 
passes through a gas layer:
a=−lg( I / I0)=α l Xi (2.13)
The absorption coefficient  a  by a gas layer is defined by the re-
maining radiation intensity I  and the initial radiation intensity I0 . 
It  depends  on  the  absorptivity  of  the  gas  α ,  the  optical 
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path-length l , which equals the thickness of the gas layer, and the 
mole  fraction X i . For a mixture of gases, the Beer-Lambert law is 
additive which gives:
a=l ∑αi Xi (2.14)
When the  absorptivity  αi  of  all  gas  components  is  known,  their 
mole fractions X i  can be determined using Equation 2.14. The ab-
sorptivity  of  a gas is  wave-length dependent.  It  is  furthermore a 
characteristic material property by which the gas can be identified.
In the technical realization, the FTIR spectrometer uses a broad-
band IR radiation source and sends the emitted radiation through a 
sample cell containing the sampled gas, where certain wavelengths 
are absorbed depending on the gas mixture inside, see Figure 2.6. 
As an intermediate step, the IR radiation is sent through a Michel-
son interferometer, where the continuous spectrum of the IR source 
is undergoing an inverse Fourier transformation yielding a time de-
pendent signal. This  signal still contains the same spectral informa-
tion and absorption occurs equally as in the case of a non-trans-
formed beam of IR radiation. After passing through the sample cell, 
the transformed signal is detected, digitalized and converted back 
to the frequency domain by another Fourier transformation. Apply-
ing the Fourier transformation to the beam of IR radiation is a key 
point as it allows an improved signal-to-noise ratio (SNR). Further-
more,  it  avoids  the use of  a  monochromator  (such as an optical 
gate) to determine the spectral resolution and thus eliminates re-
strictions resulting from the necessary slit size of a monochromator.
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In the present work, the employed FTIR spectrometer was a type 
“Gasmet DX-2000” manufactured by Temet Instruments Oy, Finland. 
It  contains  a  rapid-scanning  interferometer  with  a  scanning  fre-
quency of  10 Hz.  This  allows measurements in  the mid-IR range 
with wave numbers of 900-4200 cm-1. The sample cell contains in-
clined mirrors that provide an optical path-length of  l=2 m . The 
IR detector is cooled thermo-electrically in order to decrease ther-
mal  noise.  The accuracy  is  specified  as  2% of  the  measurement 
range by the manufacturer [67]. Due to the high IR absorptivity of 
CO2,  the IR radiation is almost completely absorbed at the corre-
sponding wavelengths in gas mixtures with high CO2 content. In this 
case, the detector reaches its lower detection limit and the relative 
amount of  thermal noise increases which causes a low SNR and 
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Figure 2.6: Sketch of FTIR spectrometer (simplified)
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thus impairs accuracy. A test measurement using a calibration gas 
with  XCO2=0.99  and  XCO=0.01  gave  measurements  of 
XCO2=0.981±1.15  and XCO=0.0121±9×10
−5 .
Before measurements can take place, the Gasmet DX-2000 requires 
the recording of a background spectrum. This spectrum represents 
the emissivity of  the IR source without any IR absorption and is 
measured after purging the sample cell thoroughly with an IR neu-
tral gas, such as N2. The actual measurement consists of a sample 
spectrum that is the difference between background spectrum and 
the measured spectrum. In order to determine the composition of 
the sampled gas, the sample spectrum is approximated by a linear 
combination of spectra of pure gases. The user of the FTIR spec-
trometer needs to select beforehand the components, whose spec-
tra are to be included in the analysis. Least-squares fitting of the 
linear combination of pure gas spectra to the measured data yields 
the mole fractions of all included components. The quality of the ap-
proximation is determined from the residual spectrum which is the 
difference between the sample spectrum and the linear combination 
of pure gas spectra. If the residual spectrum contains recognizable 
peaks, not all species present in the sample gas are contained in the 
approximation. The location of the peaks can then be compared to 
individual pure gas spectra in order to identify the missing compo-
nents. If all relevant components have been selected, the residual 
spectrum contains only random noise. This illustrates that the qual-
ity  of  the  measurements  obtained  with  a  FTIR  spectrometer  de-
pends to a considerable degree on the correct selection of compo-
nents by the user.
For optimal accuracy, pure gas spectra need to be recorded at dif-
ferent levels of dilution, especially for gases such as CO that show 
non-linear absorptivity behavior. Ideally, these sample spectra are 
recorded with the same device that is also used for the actual mea-
surements because this ensures the best reproduction of the mea-
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suring conditions. This minimizes errors, which are introduced for 
example by temperature differences between measuring cells, since 
IR-spectra are temperature dependent. Pure gas spectra of CO2, CO 
and H2O using high-purity N2 as dilution gas have been taken at var-
ious dilution levels as shown in Table 2.2. All further pure gas spec-
tra that have been used to identify devolatilization products have 
been taken from a library of  the manufacturer of the FTIR spec-
trometer. Only spectra that have been measured using an identical 
sample cell with the same optical path-length as the FTIR spectrom-
eter employed in the experiments, were used.
gas species dilution range 
(mole fraction)
number of 
dilution levels
CO2 0.01-1.0 16
CO 2￺⨯10-5-0.16 31
H2O 0.001-0.26 14
Table 2.2: Range of mole fractions of specifically recorded reference 
spectra and the number of levels measured
2.4 Properties of fluidized beds
This  section summarizes some aspects  of  fluidized beds  that  are 
needed  further  on  for  the  evaluation  of  experimental  data.  This 
chapter  follows  the  methodology  and nomenclature  of  Kunii  and 
Levenspiel [46].
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Minimum fluidizing velocity
The fundamental property for operating a fluidized bed is the mini-
mum fluidization velocity  umf .  At this velocity, the packed bed of 
particles breaks up and starts forming a fluidized bed. It is possible 
to estimate umf  a priori using a dimensionless correlation:
1.75
ϵmf
3 ϕs
Rep,mf
2 +
150(1−ϵmf)
ϵmf
3 ϕs
2 Rep,mf=Ar (2.15)
This  correlation  depends  on  the  particle  sphericity  ϕs  and  the 
voidage at minimum fluidizing conditions  ϵmf .  Estimates provided 
by Kunii and Levenspiel [46] give a voidage of  ϵmf≈0.42  for parti-
cles of comparable diameter and sphericity. 
Equation  2.15 contains  the  particle  Reynolds  number  and 
Archimedes number, which are defined as:
Rep,mf=
dp umf
ν
   and   Ar=
dp
3(ρs−ρg)g
ν2ρg
(2.16)
These equations contain the characteristic particle diameter dp , the 
kinematic  gas  viscosity  ν ,  the  gravitational  accelera-
tion g=9.81 m /s2  and the density of the fluidizing gas  ρg  and the 
particle matter  ρs  (for  Al2O3:  ρs=3950 kg/m3 ).  The characteristic 
particle diameter can be estimated for irregularly shaped particles 
as dp≈dsph  [46].  With  a  mean  characteristic  particle  diame-
ter dp=290 µm , assuming ideal gases and employing values for vis-
cosity  from  kinetic  gas  theory  (see  Appendix A.1)  at  T=293 K , 
Equation 2.15 yields  Rep=1.66  and  umf=0.09 m /s ,  respectively. 
Figure 2.7 shows the experimentally determined pressure drop for 
different fluidizing gas velocities at room temperature. In fixed bed 
state, the pressure drop increases proportionally to the gas velocity. 
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The constant pressure drop at u>0.1 m /s  indicates fluidization. Ap-
parently,  the  measured  minimum  fluidization  velocity  is  in  good 
agreement with the predicted value.
At  higher  temperatures,  the  minimum  fluidization  velocity  de-
creases quickly, as shown in Figure 2.8 for calculated values for air 
and a mixture of 79 mole-% CO2 and 21 mole-% O2.  In operating 
conditions  that  were  used  in  the  present  work 
( 1073 K⩽Tb⩽1473 K ),  fluidization  occurs  almost  instantly.  The 
reason for this is the Archimedes number Ar  which depends on two 
material  properties that are influenced by temperature: Gas den-
sity ρg  and kinematic gas viscosity  ν . Density of an ideal gas de-
creases with temperature ρg∝1/T  while kinematic gas viscosity in-
creases  with  about  ν∝T2 .  According  to  Equation 2.16,  the 
Archimedes number thus depends on temperature by Ar∝1 /T3 . 
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Figure 2.7: Measured pressure loss Δp  over the fluidized bed; below 
the minimum fluidization velocity at umf=0.1m/s , the bed 
is fixed and pressure loss is increases linearly; at higher 
velocities, the bed is fluidized, the pressure loss is constant 
and independent of umf
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The operating gas velocity uf  needs to be well above umf , however, 
it should be as low as possible in order to minimize entrainment of 
small particles out of the fluidized bed. In the presented experimen-
tal setup, the minimum fluidizing velocity had to guarantee a vol-
ume flow above the necessary sampling flow for the FTIR analyzer. 
Otherwise, ambient air would be sucked into the reactor and distort 
measurements.  Based on these considerations,  the  operating gas 
velocity was set to uf=0.2 m /s  for all experiments.
Mass transfer in fluidized beds
In combustion applications, mass transfer processes influence the 
observed reaction rates because the reaction rate at the particle 
surface is of the same order of magnitude as the mass transfer of 
reactants  toward the particle  surface.  At  high temperatures,  the 
surface reaction becomes very fast compared to the mass transfer 
processes and the mass transfer of O2 from the gas phase toward 
the particle surface effectively determines the rate of char conver-
sion and the reaction is “bulk diffusion limited” (regime III). The dif-
ference in diffusivity of O2 through N2 and CO2  and the resulting 
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Figure 2.8: Calculated minimum fluidization velocity umf  at different 
temperatures in both N2/O2 and CO2/O2  conditions with 
21 mole-% O2
2.4 Properties of fluidized beds
change in the limitation of  mass transfer has  been described by 
some researchers  as  the  main  influence  of  CO2/O2  conditions  on 
char combustion [68]. This section only considers the mass transfer 
from the surrounding gas phase to the particle surface and not the 
influence of diffusion inside the particles pores. The latter will be 
considered  separately  in  the  section  Intrinsic  char  combustion
model (ICCM), Chapter 2.10.
In order to quantify the effect of bulk O2 mass transfer, the mass 
transfer situation inside the fluidized bed is described briefly. Then, 
appropriate mass transfer correlations for the given situation are 
presented.  These are  used to  obtain  the mass  transfer  rates  for 
CO2/O2 and N2/O2 conditions at the reactor temperatures of the ex-
periments. 
Inside a bubbling fluidized bed, mass transfer occurs in two consec-
utive steps:
1. The fluidizing gas forms bubbles which rise through the bed 
with a bubble rise velocity ub . Along the way, they exchange 
mass with the surrounding gas/particle emulsion. A significant 
part of the gas inside the bubbles thus passes through the bed 
without further interaction. An interchange coefficient K bc  be-
tween bubbles and gas/particle emulsion can be defined (see 
Kunii and Levenspiel [46]).
2. The mass that enters the gas/particle emulsion phase, is fur-
ther transported to the surface of the particles. Common Sher-
wood-number correlations can be applied to calculate the rate 
of mass transfer  hm  inside the gas/particle emulsion phase. 
The relative velocity  ut  between gas and particles inside the 
emulsion phase is different from the operating gas velocity of 
the fluidizing gas uf .
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The overall mass transfer from the bubbles of fluidizing gas to the 
surface of the particles is a series connection of both processes. Ad-
ditional complexity results from the accumulation of reaction prod-
ucts in the bubbles and the transfer of fresh reactants to the emul-
sion phase as the bubbles travel through the bed. This leads to a 
lower concentration difference between the gas inside bubbles and 
the gas in the emulsion phase in the upper parts of the fluidized bed 
and thus decreases the mass interchange there.  As a  result,  the 
gas/particle emulsion phase usually shows a concentration gradient 
over the height of the fluidizing bed. This gradient needs to be con-
sidered as well if the overall mass transfer coefficient is determined 
for the whole fluidized bed.
To simplify the mass transfer situation in the experiments presented 
here, only very small samples of coal or char (about 10 mg) were 
added to the fluidized bed (inert mass about 30 g). The sample size 
was adjusted so the measured peak concentration due to reaction 
was only about 0.5 mole-% in case of pyrolysis and about  3 mole-% 
in case of char combustion. For example in CO2/O2 conditions with 
85% CO2 and 15% O2 in the fluidizing gas entering the bed, the sam-
ple size was adjusted in a manner that the CO2 peak in the gas leav-
ing the bed would not exceed 88%. These concentration changes 
were the smallest, which still provided a useful signal strength. Due 
to the small concentration change, the concentration distribution in-
side the fluidizing gas can be regarded as nearly homogeneous and 
the gradient over the bed height can be considered negligible. Addi-
tionally, the concentration difference between bubbles and emulsion 
phase becomes small as well and the influence of mass transfer be-
tween bubbles and emulsion phase can be neglected, too. 
Based on the above considerations, appropriate correlations can be 
chosen to quantify the mass transfer. Three different correlations of 
different complexity are presented below and their applicability is 
discussed.
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The approach presented by Kunii and Levenspiel [46] employs the 
correlation  by  Ranz  and Marshall [69] (based on earlier  work  by 
Frössling [70]) for  mass transfer to a single sphere with a relative 
gas/particle velocity ut  that is assumed to be equal to the terminal 
falling velocity of the particle. The dimensionless mass transfer is 
thus described by:
Sh=
hm dp
DO2
= 2+0.6Rep
1
2 Sc
1
3 (2.17)
with Sc= ν
DO2
and Rep=
dp ut
ν (2.18)
The terminal falling velocity is estimated using a dimensionless cor-
relation given by Kunii and Levenspiel [46]:
ut
*=( 18dp* 2+
2.335−1.744ϕS
dp
*0.5 )
−1
(2.19)
This correlation employs a dimensionless particle size  dp
*  which is 
defined as
 dp
*=dp (g (ρs−ρg)ρg ν2 )
1
3 (2.20)
and a dimensionless falling velocity
 ut
*=ut (
ρg
ν g (ρs−ρg) )
1
3 (2.21)
A different approach was followed by Palconok, who evaluated ex-
perimental data from different fluidized beds [71]. Two correlations 
for  fine  particles  and  larger  particles  (or  small  and  large 
Archimedes numbers, respectively) were presented. When compar-
ing the values obtained from the two correlations by Palconok with 
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values from the approach presented by Kunii and Levenspiel, the 
correlation  for  small  Archimedes  numbers  would  correspond 
roughly to the total transfer coefficient from the fluidizing gas bub-
bles to the particle surface while the large Archimedes number cor-
relation is more comparable to the transfer inside the gas/particle 
emulation phase. Therefore, only the large Archimedes number cor-
relation is considered here:
Sh=0.009Ar0.5Sc0.33 , with Ar=
dp
3(ρs−ρg)g
ν2ρg
(2.22)
This approach is very simple and is regarded by Palconok as the up-
per limit of mass transfer inside fluidized beds [71].
A much more complex correlation that is composed of many individ-
ual  sub-model  equations  was  presented  by  Parmar  and  Hay-
hurst [72] for heat transfer from a single particle to the surrounding 
gas phase.  The whole set of equations is listed in the following sec-
tion Heat transfer in fluidized beds. Using the analogy between heat 
and mass transfer,  in  particular  the analogy by Chilton and Col-
burn [73],  a  mass  transfer  coefficient  hm  is  obtained  from  the 
gas/particle heat transfer coefficient hgp :
hgp
hmcpρg
=Le2/3=(ScPr )
2/3
(2.23)
Equations 2.17 to  2.23 show that switching from N2/O2 to CO2/O2 
conditions influences the mass transfer coefficient through various 
parameters:
• The change in diffusivity of oxygen DO2  affects the mass trans-
fer rate  hm  not only directly through the Sherwood number, 
but  also  through  changing  in  the  Schmidt  number,  which 
varies  from  Sc≈0.71  in  N2/O2  conditions  to  Sc≈0.55  in 
CO2/O2 conditions.
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• Kinematic  viscosity  ν  decreases  in  CO2/O2 in  conditions, 
which in  turn increases  the Reynolds  number  Rep  and the 
Archimedes number Ar  significantly.
• The dimensionless particle size dp
*  in Equation 2.20, however, 
remains  almost  constant  as  the  higher  gas  density  ρg  in 
CO2/O2 conditions compensates for the smaller viscosity  ν .
• On the contrary, the dimensionless velocity ut
*  is proportional 
to ρg/ ν  and thus the terminal falling velocity ut  is higher for 
CO2/O2 conditions.
• As a consequence, the Reynolds number Rep  increases as well 
due to higher ut  and lower  ν .
• The higher heat capacity of CO2 lowers the mass transfer coef-
ficient hm  in Equation 2.23. The influence of CO2/O2 conditions 
on the heat transfer coefficient hgp  is complex by itself and is 
further discussed in the next section.
The points above illustrate that a simple conclusion about the influ-
ence of CO2/O2 conditions is not possible. Therefore, the values for 
Sh  and hm  were calculated using appropriate material properties. 
These  were  calculated  from  kinetic  gas  theory  for  DO2  and  ν , 
JANAF thermochemical data [74] for heat capacity cp  and ideal gas 
law for gas density  ρg .  A dilute mixture of N2/O2 or CO2/O2 with 
very small O2 content was assumed in the calculation. A particle di-
ameter of dp=430 µm  was employed based on the properties of the 
investigated fuel, which are described in detail in Chapter 2.5. The 
variation of Sh  and hm  with temperature for air and oxyfuel condi-
tions is shown in Figure 2.9 and Figure 2.10, respectively.
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The calculations show decreasing Sherwood numbers at increasing 
temperatures. The correlation of Kunii and Levenspiel as well as the 
correlation of Palconok show only little difference between N2/O2 
and CO2/O2 conditions with slightly higher values for CO2/O2. In con-
trast, the correlation of Parmar and Hayhurst gives a higher Sher-
wood  number  in  N2/O2 conditions  for  temperatures  above 500 K. 
The values obtained from all  correlations  differ  significantly;  the 
highest Sherwood numbers are predicted by the correlations of Par-
mar and Hayhurst and the lowest values from the correlation of Pal-
conok. This is remarkable, as the Palconok correlation is presented 
as a sort of upper limit [71].
The mass transfer coefficients in Figure 2.10 show a contrary trend 
and increase with increasing temperature. Again, the correlation of 
Parmar  and  Hayhurst  gives  the  highest  values  and  predicts  the 
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Figure 2.9: Sherwood number Sh  depending on temperature T  
calculated with the correlations of Kunii and 
Levenspiel (KL), Palconok (Pa) and Parmar and 
Hayhurst (PH)
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strongest difference between N2/O2 and CO2/O2 conditions. In gen-
eral, the mass transfer rate is slightly lower for CO2/O2 conditions 
but the maximum difference amounts to only 13%, which is in the 
typical range of uncertainty of heat and mass transfer correlations.
The  above  considerations  show  that  the  mass  transfer  in  the 
gas/particle  emulsion is  not  largely influenced by switching from 
N2/O2 to  CO2/O2 conditions.  Furthermore,  the  mass  transfer  is 
higher at increasing temperatures. As will  be shown in the chap-
ter Char combustion results, only the mass transfer coefficient from 
the correlation of Parmar and Hayhurst is able to explain the ob-
served reaction rate behavior.
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Figure 2.10: Mass transfer coefficient hm  depending on temperature T  
calculated with the correlations of Kunii and 
Levenspiel (KL), Palconok (Pa) and Parmar and 
Hayhurst (PH)
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Heat transfer in fluidized beds
Despite the analogy of heat and mass transfer, the heat transfer in 
fluidized beds adds further complexity. As described in the previous 
section, the transfer process in a bubbling fluidized bed is a series 
connection of the transfer from the gas inside bubbles to the gas in 
the surrounding gas/particle emulsion and the transfer inside the 
gas/particle emulsion to the particle surface. This applies to both 
heat and mass transfer. In a fluidized bed, however, heat transfer 
can further occur through particle/particle collisions and through 
thermal radiation. In the following, two correlations that model heat 
transfer including particle/particle collisions are presented and dis-
cussed.  Then,  an  approach  for  describing  heat  transfer  through 
thermal radiation and the coupling of  the different types of heat 
transfer are described.
Similar to Equation 2.22, Palconok presented a heat transfer corre-
lation for large Archimedes numbers [71]:
Nu=
hconv dp
kg
= 0.85Ar0.19+0.006Ar0.5Pr0.33 (2.24)
This  correlation summarizes the gas/particle  heat  transfer  coeffi-
cient hgp  and the particle/particle heat transfer coefficient hpp  as a 
single convective heat transfer coefficient hconv=hgp+hpp .
A much more complex correlation has been presented by Parmar 
and  Hayhurst  which  considers  gas/particle  and  particle/particle 
heat transfer separately [72]. The gas/particle heat transfer correla-
tion for a single particle in the bed is accordingly:
hgp=
kg
dp (2 keffkg +0.693((1+RePr)
1
3−1) (CdϵRe8 )
1/3
( qϵmf )
2/3) (2.25)
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This correlation uses further sub-models for the effective thermal 
conductivity of the particle phase keff , the drag coefficient Cdϵ  and 
the bed tortuosity q . These are explained in more detail in Parmar 
and Hayhurst [72] together with literature sources. The correspond-
ing model equations are Equation 2.26-2.31.
 keff=keo+0.1ρg cp dpumf  (2.26)
keo=kg(1+ (1−ϵmf )(1−kg /ks)(kg/ks)+0.28ϵmf0.63 (ks/kg)0.18 ) (2.27)
Cdϵ=
24
Re (2 z (1−ϵmf)q +10β−1) (2.28)
β=0.261Re0.369−0.105Re0.431− 0.124
1+(lgRe)2 (2.29)
q=(1−0.9(1−ϵmf)
2/3(ϵmf−0.25)
1 /3)−1 (2.30)
z=5.3
q2 (
ϵmf
1−ϵmf )
0.3
(2.31)
The process of particle/particle heat transfer includes conduction, 
while particles touch each other, and heat transfer between the gas 
boundary layers of both particles. The sum of both provides the par-
ticle/particle heat transfer coefficient hpp :
hpp=( dpCfkg+0.5√ π τckeffρpcp,s)
−1
(2.32)
The  variables  in  Equation 3.27 are  described  by  the  additional 
model Equations 2.33-2.43. For this work, Equations 2.36 and 2.37, 
which are necessary to calculate the mean free path length of the 
gas molecules λm , have been taken from Martin [75] to compensate 
apparent  typing errors  in  the corresponding equations  stated by 
Parmar and Hayhurst [72].
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Cf=4Φ((1+2 λmdp ) ln(1+ dp2λm )−1)+2( 1−Φ√2+2(λm/dp))  (2.33)
Φ=(1−ϵmf)
2/3 (2.34)
λm=2λ (2γ−1) (2.35)
λ=16/5√ ℜT2 πM̄ νρgp (2.36)
lg(1γ−1)=0.243−357 KTb (2.37)
τc=
1
upt (
ub
f )
1/3
(2.38)
f=
195(2hf−hd)+5700
(0.039hf+0.57)
2(0.039(hf−hd)+0.57)
2 (2.39)
hd=0.012hf (uf−umf )
1 /2 (2.40)
upt=1.89(dbb db(uf−umf ))
0.2 (2.41)
ub=uf−upt+0.64√gdbb (2.42)
dbb=
0.3(uf−umf )
0.4
g0.2hf
((hf+4√ A0)1.8−(4√A0)1.8) (2.43)
In analogy to mass transfer, Kunii and Levenspiel suggest to use the 
following correlation for  the heat transfer inside the gas/particle 
emulsion phase: 
Nu=
hgp dp
kg
=2+0.6Rep
1
2 Pr
1
3 (2.44)
No correlation for particle/particle heat transfer is given by Kunii 
and Levenspiel and in order to compare their correlation with the 
correlations presented before, the convective heat transfer coeffi-
cient was calculated as hconv=hgp+hpp , using hgp  from Equation 2.44 
and hpp  from Equation 2.32.
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The values for Nusselt number Nu  and convective heat transfer co-
efficient  hconv  calculated from the above correlations at different 
temperatures  are  shown  in  Figure  2.11 and  Figure  2.12.  The 
Prandtl number was approximated as  Pr≈0.71  which is valid for 
the employed gases (N2, O2, CO2) and the range of reactor tempera-
tures (1073-1473 K) of the presented experiments.
The trends of the Nusselt number values are similar to the trends of 
the Sherwood number values in mass transfer: A decrease with in-
creasing temperature, values are slightly higher in CO2 conditions 
and the most pronounced difference between CO2 and N2 conditions 
is  predicted  by  the  Parmar  and  Hayhurst  correlation.  The  point 
where the Nusselt number in CO2 conditions becomes smaller than 
in N2 conditions is shifted to a higher temperature ( T≈900 K )  com-
pared to the Sherwood number in  Figure 2.9 ( T≈500 K ). On the 
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Figure 2.11: Nusselt number Nu   depending on temperature T  
calculated with the correlations of Palconok (Pa), Parmar 
and Hayhurst (PH) and Kunii and Levenspiel for gas/particle 
heat transfer combined with the particle/particle correlation 
by Parmar and Hayhurst (KL/PH)
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contrary, the heat transfer coefficients show a more distinct depen-
dency on gas phase composition compared to the mass transfer co-
efficients in Figure 2.10. The heat transfer coefficients from all cor-
relations increase more rapidly in CO2  conditions which can be at-
tributed to the strong temperature dependency of the heat capacity 
cp  of CO2. At low temperatures, the heat transfer coefficients are 
higher in N2 conditions and as temperature rises they are eventually 
surpassed by the heat transfer coefficient in CO2 conditions. For all 
considered correlations, this occurs around T≈700 K . The correla-
tion of Palconok predicts much lower heat transfer compared to the 
other correlations, as in case of mass transfer coefficients.
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Figure 2.12: Convective heat transfer coefficient hconv   depending on 
temperature T  calculated with the correlations of 
Palconok (Pa), Parmar and Hayhurst (PH) and Kunii and 
Levenspiel for gas/particle heat transfer combined with the 
particle/particle correlation by Parmar and 
Hayhurst (KL/PH)
2.4 Properties of fluidized beds
Radiation heat transfer is significant at the reactor temperatures of 
the presented experiments ([72], [75]). The radiation situation of a 
particle inside the fluidized bed is comparable to a body enclosed by 
an external surface. The analytical solution of this case is well es-
tablished(see, for example Lienhard and Lienhard [76]), however, it 
is difficult to define the enclosing surface, which is made up of all 
surrounding bed particles that can be seen by the particle at vari-
ous distances. If both the enclosed particle and the enclosing bed 
particles are considered as black bodies, the analytical solution re-
duces to:
Q˙rad=σSB Ap(T p
4−T b
4) (2.45)
The heat flux Q˙rad  depends only on the difference between the tem-
peratures of the particle Tp  and the inert bed material Tb , the par-
ticle  surface Ap  as  well  as  the  Stefan-Boltzmann  constant, 
σSB=5.67×10
−8 W /(m2K ) . The black body assumption for the coal or 
char particle is valid at the considered reactor temperatures [77]. 
For  alumina particles  which  have  an emissivity  of   ϵAl2O3≈0.5  at 
those temperatures [77], the black body assumption is quite daring. 
Nevertheless, Equation 2.45 is commonly used to describe the radi-
ation  heat  transfer  in  fluidized  beds ([72], [75], [21]).  A  more  de-
tailed formulation is (see, for example [76]):
Q˙rad=
σSB Ap
( 1ϵC+ 1ϵb−1)
(Tp
4−T b
4)
(2.46)
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As stated above, the emissivity of coal and char can be assumed as 
ϵC≈1. The emissivity of the enclosing surface  ϵb  can be described 
in dense fluidized beds using the void fraction at minimal fluidizing 
conditions  ϵmf  [71]:
ϵb=ϵmf
0.485 (2.47)
Coupling the radiative heat flux Q˙rad  with the general definition of 
the heat transfer coefficient:  Q˙rad=hrad Ap(T p−T b) , yields the radia-
tion heat transfer coefficient:
hrad=σSBϵb
(T p
4−T b
4)
(T p−T b)
(2.48)
With  the  implicit  assumption  of  a  spherical  particle  surface,  all 
three heat transfer coefficients can be combined to give an overall 
heat transfer coefficient hk :
hk=hgp+hpp+hrad (2.49)
2.5 Investigated fuel
The following section lists the properties of the coal which has been 
employed in the presented experiments.  Furthermore,  the proce-
dure how char particles were produced from the coal and the prop-
erties of the char are described.
Utilized coal
The coal used in the experiments of the present work was pulver-
ized, dried Rhenish brown coal. The composition of the coal and the 
volatile yield from proximate analysis are listed in Table  2.3. The 
coal was ground and sieved by the manufacturer into two size frac-
tions of 100-315 µm and 315-630 µm.  Figure 2.13 shows detailed 
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particle size distributions, which give mode coal particle diameters 
of  82.5 µm  and  570 µm , respectively. The specific surface of the 
coal particles was measured by BET analysis with N2 adsorption as 
A'=64826m2 /kg  for the smaller size fraction and A'=95608m2/kg  
for the larger size fraction.
Species/element 
name
Dryed coal Char
C 66.50% 88.80%
H 4.71% 0.60%
N 0.65% 0.46%
S 0.30% (not measured)
ash 3.29% (not measured)
water 13.1% (not measured)
volatile matter 43.1% --
Table 2.3: Elementary analysis (mass fractions) of dried Rhenish brown 
coal and the char produced thereof; volatile matter yield from 
proximate analysis
Coal char production
In order to study char combustion separately, char particles were 
produced from coal. Coal particles were therefore subjected to de-
volatilization in inert N2-atmosphere. As the properties of char de-
pend on the thermal conditions of the char production [65], it was 
desirable to achieve a high heating rate. Therefore, several batches 
of coal were injected into the initially empty reactor at 1173 K and 
with N2 as fluidizing gas. The injected coal began devolatilization, 
the volatiles  were carried out by the fluidizing gas,  the char re-
mained in the reactor and formed a fluidized bed. After devolatiliza-
tion, the reactor slowly cooled down  (∂T /∂ t⩽200 K /h )  while still 
being fluidized with N2 and finally the produced char particles were 
extracted. A CHO analysis of the chars shows that the char particles 
contain only very small amounts of hydrogen which indicates a high 
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degree of devolatilization, see Table 2.3. A N2-BET surface analysis 
gave  specific surface areas of  A'=100500m2/kg  for the smaller 
size  fraction  and  A'=141330m2/kg  for  the  bigger  size  fraction. 
Compared to the coal particles, the specific surface of the char par-
ticles has been significantly increased during devolatilization.
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Figure 2.13: Coal and char particle size distribution for two coal size 
fractions: 100-315 µm (top) and 315-630 µm (bottom); the 
char has been produced from the corresponding coal size 
fraction; error bars denote 95% confidence interval
2.5 Investigated fuel
A comparison of the particle size distributions of coal particles and 
corresponding char  particles  is  shown in  Figure 2.13.  The mode 
particle diameters of the char are 180 µm for the smaller size frac-
tion and 430 µm for the larger size fraction. The size distribution for 
the smaller size fraction shows that fine particles with diameters 
below 105 µm are missing. They have been probably entrained from 
the  fluidized  bed  during  the  production  process.  In  Figure  2.13 
(top), the slightly larger diameters of the char particles compared to 
the original coal particles indicate that particle swelling occurred 
during pyrolysis. For the larger size fraction, the size distributions 
of coal and char are similar to each other. The mode diameter of the 
char is slightly smaller than that of coal which means that swelling 
during devolatilization was not observed for the bigger size fraction.
2.6 Experimental procedure
This chapter describes the procedure that was followed during ex-
periments.  For  the  most  part,  the  procedure  is  identical  for  de-
volatilization and char combustion experiments. The only difference 
is the composition of the fluidizing gas (without O2 for devolatiliza-
tion;  with  O2 for  combustion experiments),  the  fuel  (coal  for  de-
volatilization; separately produced char for char combustion experi-
ments) and the batching method.
The experiments were prepared by heating up the electrical oven. 
As the reactor parts that are mounted inside the oven are build of 
ceramic material, the heating rate is limited to 200 K/h and reach-
ing  the  necessary  operating  temperature  requires  several  hours. 
When the reactor temperature is stabilized, the FTIR analyzer and 
the sampling lines are powered on and heated up. Integrated heat-
ing regulators adjust their temperature to 453 K.
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Prior  to  measurements,  the  FTIR  analyzer  was  re-calibrated  by 
recording a new baseline spectrum. For this purpose, the whole re-
actor was flushed with N2 for 10 minutes, so the gas volume inside 
the  reactor  would  be  exchanged  about  100  times.  The  sampling 
pump was then activated and the FTIR analyzer was flushed for an-
other 5 minutes before recording a new baseline spectrum. After-
wards, the gas supply was switched to the gas composition for the 
experiment.
The measurement itself started with weighing a sample of coal or 
char using an analytical balance. The typical sample mass was in 
the range of 5-20 mg. 
For char combustion, the char sample was placed into the funnel of 
the fuel feed on top of a ball valve. After closing the lid above the 
funnel, the funnel volume was flushed with gas of the same compo-
sition as the fluidizing gas, in order to prevent entrainment of ambi-
ent air together with the particles. By opening the ball valve, the 
particles fell through the fuel feed tube onto the fluidized bed, inter-
mixed with the inert bed material and reacted with the fluidizing 
gas. The progress of the reaction could be observed on the FTIR an-
alyzer output, which displays on-line the measured gas concentra-
tions. Typical reaction times were in the order of 5-8 s. After the re-
action decayed, the measuring procedure could be repeated with 
the next char sample.
Measurements of devolatilization gases were similar to the proce-
dure described above. As devolatilization starts at lower tempera-
tures than char combustion, coal particles that were fed into the re-
actor through the fuel feed tube already started to react inside the 
tube and the escaping volatiles caused the coal particles to stick to 
the tube walls. Therefore, coal particles were directly dropped onto 
the fluidized bed from a syringe-like batch device that was quickly 
inserted  into  reactor  and directly  removed after  discharging the 
coal particles.
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2.7 Evaluation method for volatile yield and composition
The  experiments  on  devolatilization  were  focused  exclusively  on 
volatile yield and the composition of the volatile gases. No kinetic 
rates were measured since the rate of devolatilization is typically 
one or two orders of magnitude higher than the rate of char com-
bustion and the experimental setup is not designed to enable time 
resolution of this range. The evaluation of the composition of the 
volatile gases profits from the ability of the FTIR analyzer to identify 
multiple components simultaneously, however, it is difficult to sepa-
rate the primary devolatilization products and the products of fast 
secondary reactions in  the gas phase.  This  is  a general  obstacle 
when measuring volatile composition [33]. 
As mentioned in the previous section, the fuel feed had to be modi-
fied so that coal particles were dropped from a short distance onto 
the  fluidized  bed using  a  syringe-like  batch  device.  The  ejection 
from the batch device required about 2 s. The starting time of de-
volatilization was therefore not well defined and the measured con-
centrations have been therefore integrated over time to give time-
independent total yields. Furthermore, the batch device would loose 
a few coal particles on the way from the analytical balance to the 
reactor.  The  constant  peaks  in  the  measured  signals,  however, 
showed that the amount of particles injected into the reactor was 
fairly constant. Additional tests showed that the loss of the batch 
device was well  reproducible and amounted to  0.61±0.13 of  the 
sample mass.
The volatile species were identified by analyzing the infrared spec-
tra of the gas leaving the fluidized bed. Typical spectra are shown 
for  N2 conditions  in  Figure  2.14 and  for  CO2 conditions  in  Fig-
ure 2.15. Most notable are the peaks of CO2 at 2200-2400 cm-1 and 
3500-3750 cm-1 and the CH4 peak at 3013 cm-1. These peaks are so 
pronounced that  the measured spectra show non-linear behavior. 
This poses difficulties to the FTIR analyzing software which uses a 
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linear combination of  reference spectra to approximate the mea-
sured spectrum. In collaboration with Ansyco GmbH, the German 
distributor for Gasmet FTIR analyzers, the spectral ranges used for 
evaluation were defined and the gas species contained in the mea-
sured  spectra  were  identified.  Well  defined  spectral  ranges  and 
proper selection of gases are the prerequisite to achieve low numer-
ical  residuals in the approximation of the measured spectra.  The 
evaluation was performed using the same parameters for N2 and 
CO2 conditions with equally low residuals. The gas species used in 
the analysis were: H2O, CO, CO2, CH4, C2H6, C2H4,C2H2, C3H8, C4H6 
(1-2-Butadiene), C6H6, NH3, HCN, COS.
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Figure 2.14: FTIR spectrum of volatiles measured in N2 conditions 
showing absorption coefficient a  over wave number  ν ; 
absorption peaks by CO2 (2360 cm-1; 3580-3760 cm-1), 
CO (2120 cm-1; 2175 cm-1), H2O (1400-1800 cm-1), 
CH4 (3013 cm-1), C2H4 (945 cm-1; 1445 cm-1); location data of 
IR peaks taken from NIST Chemistry Webbook [78] 
2.7 Evaluation method for volatile yield and composition
The FTIR data gave the measured species concentration over time. 
The molar amount ni  of an individual volatile species i  could then 
be determined from integrating the corresponding molar concentra-
tion X i  using:
ni=n˙k∫
0
t
X idt (2.50)
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Figure 2.15: FTIR spectrum of volatiles measured in CO2 conditions 
showing absorption coefficient a  over wave number  ν ; 
absorption peaks by CO2 (2200-2400 cm-1; 3500-3750 cm- 1), 
CO (2050-2150 cm-1), CH4 (3013 cm-1);  location data of IR 
peaks taken from NIST Chemistry Webbook [78] 
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with the molar flow n˙k  exiting the fluidized bed. Due to small sam-
ple  sizes  (around  20 mg),  the  volatile  mole  fractions  were  small 
(typically, X i<0.01 ) and the molar flow n˙k  could be assumed not to 
increase  significantly  because  of  additionally  released  volatile 
gases. The molar flow exiting the fluidized bed was therefore con-
sidered about equal to the molar flow entering the fluidized bed. 
Mass flow controllers were employed to regulate the flow of fluidiz-
ing gas and the molar rate was determined by:
n˙k=
m˙k
Mk
(2.51)
with k=N2  or k=CO2 , respectively.
The  molar  yields  were  then converted  to  specific  mass  fractions 
with regard to the initial mass of the coal sample mC,0 :
Y i=
mi
mC,0
=
ni M i
mC,0 [ kgikgcoal ] (2.52)
In case of CO2 as fluidizing gas, the evolving char particle immedi-
ately started gasification through Boudouard reaction. If the effect 
of the Boudouard reaction is not separated, the apparent volatile 
yields are largely increased but are no longer representative for the 
devolatilization since they are a combination of devolatilization and 
Boudouard gasification (see also [11], [18]). The Boudouard reaction 
can be observed in the consumption of CO2 during devolatilization, 
see  Figure 2.17.  In  theory,  the  effect  of  the  Boudouard reaction 
could be compensated by correcting the CO concentration XCO :
XCO,corr=XCO−2⋅XCO2 (2.53)
The factor 2 originates from the stoichiometry of the Boudouard re-
action. The amount of CO produced and of CO2 consumed due to 
Boudouard reaction, however, largely exceeded the amount of CO 
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produced through devolatilization,  see  Figure 2.17 below.  There-
fore, the random error of XCO2  was larger than the typical volatile-
-CO peak and correction according to  Equation  2.53 only  repro-
duced the measurement noise. Correction for the Boudouard gasifi-
cation was therefore not feasible with the present analyzer setup. 
The results for water vapor and hydrocarbon concentrations, how-
ever, are unaffected by Boudouard reaction and allowed evaluation 
of the effect of N2 and CO2 conditions on devolatilization.
As  described  in  Chapter  2.3,  the  FTIR  analyzer  cannot  detect 
homonuclear species. Molecular hydrogen H2, can therefore not be 
measured directly, although it is an important product of coal de-
volatilization. The volatile yield of  H2 was therefore measured by 
difference between elementary analysis of the coal and the hydro-
gen contained in water vapor and hydrocarbons:
YH2=Y H−∑
j
Y j
nH, j MH
M j [ kgHkgcoal ] (2.54)
The sum over index j  contains each hydrocarbon specie and water 
vapor. Equation 2.54 contains the number hydrogen atoms per mol-
ecule  nH, j ,  for  example  nH, j=4  for ethene (C2H4).  The hydrogen 
yield is therefore independent from the concentrations of XCO  and 
XCO2  and is unaffected by the random error of CO2 measurement.
2.8 Results for volatile yield and composition
Typical  measurements  of  volatile  concentrations  over  time  are 
shown in Figures 2.16 and 2.17. The time-scale of the measured sig-
nals spans several seconds which is by far longer than the charac-
teristic time-scale of coal devolatilization. This is caused by the coal 
batching that requires about 2 s and therefore broadens the time 
span. Additionally, transport processes within the sampling system 
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further “smear” the signal. This effect can be compensated, if time 
accuracy is  necessary,  especially  when determining kinetic  rates. 
For devolatilization measurements, kinetic rates have not been de-
termined in this work and the signal is simply integrated over time, 
as described in the following section.
In Figure 2.16, the concentration curves measured with N2 as  flu-
idizing gas run synchronously and the measured peak concentra-
tions  represent  the  molar  proportions  of  the  released  volatile 
species. Devolatilization in CO2, shown in  Figure 2.17, differs con-
siderably. The proper devolatilization process is observable for the 
C2H4 curve which reaches its peak at about t=5 s . This is compara-
ble to the location of the C2H4 peak in N2 conditions. The measured 
concentration  of  CO  reaches  its  peak  later  than  C2H4 and  the 
amount of released CO is much larger than in N2 conditions. For 
CO2,  the measured concentrations drop as the CO concentrations 
rise.  This clearly indicates ongoing Boudouard gasification of the 
char after devolatilization. The time-scale of the measured signal is 
larger in CO2 conditions compared to N2 conditions as the combina-
tion of devolatilization and gasification is significantly slower than 
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Figure 2.16: Measured evolution of mole fractions Xi  over time t  for 
devolatilization in N2 conditions
2.8 Results for volatile yield and composition
devolatilization alone. In Figure 2.17, the measured CO2  concentra-
tion does not approach unity after devolatilization and gasification 
are completed due to systematic measurement error caused by the 
strong IR absorption of CO2 .
The specific volatile yields are shown in  Figure 2.18, their values 
and the total volatile yield are listed in Table 2.4. Major components 
are H2O, CO2, CO, CH4, C2H4 and H2. Minor components are C2H6, 
C2H2, C3H6, C6H6. The species NH3, COS, HCN and C4H6 (1-2 Butadi-
ene) are discernible in the IR spectrum, however, their concentra-
tions are negligible. The total yield in N2 conditions is smaller than 
the  volatile  yield  measured  in  proximate  analysis.  This  result  is 
questionable since volatile yields in high heating conditions are gen-
erally higher than in proximate analysis. One reason for this result 
is probably the high relative error in the CO2 measurement (com-
pare Figure 2.18). 
The  comparison  of  devolatilization  in  N2 and in  CO2 shows  high 
yields of CO in CO2 conditions which is due to additional Boudouard 
gasification, as described above. Yields of volatile-CO2 could not be 
determined for devolatilization in CO2 conditions because of high 
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Figure 2.17: Measured evolution of mole fractions Xi  over time t  for 
devolatilization in CO2  conditions
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random error in the measured CO2 concentration (proportional to 
the CO2 mole fraction) and simultaneous consumption of CO2 in the 
Boudouard reaction. The yield of CH4 is much smaller in CO2 condi-
tions, which can also be observed whem comparing the correspond-
ing IR peak intensities in  Figure 2.14 and  Figure 2.15. For other 
light hydrocarbons, the yields are significantly reduced in CO2 con-
ditions as well but not as pronounced as in case of CH4. The release 
of H2 increases while the release of H2O decreases in CO2 condi-
tions.
The change in H2O and H2 yields can be related to the water gas 
shift reaction (Equation  2.8), see also Al-Makhadmeh [28]. This re-
action occurs as a secondary reaction in the gas phase when the 
volatiles have left the particle. The extent of secondary reactions is 
largely influenced by details in reactor design and sampling system. 
The differences in reactor design and sampling system thus provide 
also a possible explanation why Al-Makhadmeh [28] found lower H2 
yield  in  CO2 conditions,  which  is  opposite  to  the  results  in  Fig-
ure 2.18. However, the changes in hydrocarbon yields indicate that 
further reactions are involved as well and that the situation is more 
complex. 
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Figure 2.18: Composition of volatiles obtained in N2 and CO2 conditions; 
resulting mass fractions Y i  are shown at two different 
scales to better identify major components (top) and minor 
components (bottom) *volatile-CO2 could not identified 
separately in CO2 conditions
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Species name N2 cond. CO2 cond.
H2O 7.1% 4.16%
CO2 1.8% ---
CO 11.9% 66.80%
CH4 1.7% 0.008%
C2H6 0.22% 0.11%
C2H4 2.3% 1.02%
C2H2 0.40% 0.24%
C3H6 0.20% 0.03%
C6H6 0.41% 0.14%
NH3 0.03% 0.02%
COS 0.0002% 0.0004%
HCN 0.004% 0.003%
C4H6 0.007% 0.005%
H2 (diff) 3.0% 4.0%
Σ 29.1% 76.5%
Total yield (daf) 35.0% 92.1%
Table 2.4: Specific yields of individual species and total yields from 
devolatilization in N2 and CO2 conditions
The results obtained in N2 conditions can be compared to measure-
ments of Solomon [32], which were also performed using FTIR anal-
ysis and which used He as inert gas. The setup employed a TGA and 
the data were thus obtained at low heating rate.  The results re-
ported  for  Beulah  lignite  and  Wyodah  sub-bituminous  coal  were 
similar to the results presented here and the following main volatile 
components were identified: H2O, CO2, CO, CH4 and tars. The yields 
of CO and CH4 agree well with the results presented above. In dif-
ference to the values in Table 2.4, much higher yields of H2O were 
reported  and  C2H4 was  only  identified  as  a  minor  species.  For 
volatile-CO2, yields found by Solomon et al. [32] are slightly higher. 
In the work presented here, tars were not measured and total yield 
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was not determined by Solomon et al. [32], so no comparison is pos-
sible. Differences found in NH3 and COS are probably due to differ-
ences in coal composition.
Xu and Tomita [79] used Ar as inert gas and presented values for de-
volatilization of coals including Rhenish brown coal in rapid heating 
conditions. The provenience of the coal is thus the same as in the 
experiments  presented  here.  The  reported  values  for  CH4 and 
∑ (CO ,CO2 ,H2 O)  are in good agreement with the results of this 
work. Comparison between ∑ (C2−C3)  from Xu and Tomita [79] and 
∑ (C2 H6,C2H4,C2H2 ,C3H6)  from Table 2.4 gives a yield about two 
times higher for the experiments of this work. Values reported for 
H2 are an order of magnitude higher than in Xu and Tomita [79]. 
Comparison  with  data  obtained for  sub-bituminous  coal  by  Chen 
and Niksa [33] who measured CO, CO2 and H2O yields give values 
for  CO and H2O similar to Table 2.4 and slightly higher CO2 yields, 
about equal to the value from Solomon et al. [32].
Total yields were reported for four coals in N2 and CO2 conditions by 
Rathnam et al. [27]. The coal types were only specified by their ulti-
mate and proximate analysis data and not by rank. “Coal B” shows 
the closest match with the Rhenish brown coal used in this study. 
Reported were total yields (daf) of 30.9 mass-% in N2 conditions and 
32.2 mass-% in CO2 conditions, respectively. This result is very dif-
ferent from the values in Table 2.4 and illustrates the deviation typi-
cal for different types of coal.
In summary, the volatile yields measured in inert atmosphere are in 
acceptable  agreement  with  data  reported  in  literature  given  the 
variations in composition of the coals used. For devolatilization in 
CO2 conditions, Boudouard gasification of the evolving char cannot 
be separated properly and therefore total yields as well as yields of 
CO and CO2 measured in CO2 conditions are not representative for 
the devolatilization process. The yields of H2O, H2 and light hydro-
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carbons show differences between N2 and CO2  conditions that can-
not be explained by water gas shift reaction alone. A separation of 
primary  devolatilization  products  and  secondary  gas  phase  reac-
tions would be necessary for  further insight.  For this purpose,  a 
specialized experimental setup would be necessary and a complete 
separation would still  be difficult  to achieve.  From the data pre-
sented above, it can be concluded that the surrounding gas condi-
tions have a significant influence on the composition of  the pro-
duced volatile gases.
2.9 Evaluation method for char combustion
This section describes the method for obtaining char reaction rates 
from the experimental data. The experimental setup measures the 
mole fractions of reaction products contained in the gas that leaves 
the fluidized bed. The evaluation method therefore needs to calcu-
late reaction rates from the changes in the gas composition.  The 
concept of carbon conversion is first introduced and the rate of car-
bon conversion as a function of measured values is derived. After-
ward, the algorithm that was applied to evaluate the experimental 
data is presented. The elements of the algorithm are then described 
in full detail.
Rate of carbon conversion
The conversion of  carbon  Χ  is  a  dimensionless  number  ranging 
from 0 to 1 and is proportional to the mass of carbon in the char 
sample mC :
(1−Χ)=
mC
mC,0
=
mC⋅MC
mC,0⋅MC
=
nC
nC,0
(2.55)
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The mass of carbon is divided by the initial mass of carbon in the 
sample before combustion mC,0 . In literature, the conversion of car-
bon  Χ  is also called “burn-out”.
The rate of conversion of carbon is the time-derivative of  Χ :
∂Χ
∂t
=−
MC
mC,0
∂nC
∂t (2.56)
When the fluidizing gas contains O2,  the carbon contained in the 
probe can react as follows:
C(s)+12 O2→CO (2.57)
C(s)+O2→CO2 (2.58)
Using the stoichiometric factors from Equations 2.57 and 2.58, the 
rate of conversion of carbon can be expressed in terms of the pro-
duction of CO and CO2:
∂nC
∂t
=−(∂nCO∂ t + ∂nCO2∂t ) (2.59)
Balances for CO and CO2 around the fluidized bed are
∂nCO
∂ t
=n˙CO,out−n˙CO,in⏟
=0
=n˙out⋅XCO (2.60)
and
∂nCO2
∂ t =n˙CO2,out−n˙CO2  ,in=n˙out⋅Δ XCO2
(2.61)
Here, n˙out  is the total molar flow out of the reactor and Δ XCO2  is the 
mole fraction of CO2 in the gas leaving the reactor after baseline ad-
justment (see section  Baseline adjustment of measured data). Ac-
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cording to the stoichiometry defined in Equation 2.58, one mole of 
consumed  O2 produces  one  mole  of  CO2.  The  molar  gas  flow  is 
therefore  unchanged  by  this  reaction.  The  production  of  carbon 
monoxide in Equation 2.57, however, yields two moles of CO for ev-
ery mole of O2.  The molar flow from the fluidized bed is thus in-
creased:
n˙out=n˙in+n˙out
XCO
2
⇔ n˙out=
n˙in
1−
XCO
2
(2.62)
The flow of gas entering the fluidized bed is composed of the mass 
flow of a main gas (N2 or CO2, index: k ) and a mass flow of O2. The 
molar flow leaving the fluidized bed can be expressed with the mea-
sured quantities as:
n˙out=( m˙kMk+ m˙O2MO2 ) 11− XCO
2
(2.63)
The rate of conversion expressed in measured quantities then be-
comes:
∂Χ
∂t =
MC
mC,0 ( m˙kM k+ m˙O2MO2 )⋅
(XCO+Δ XCO2)
1−
XCO
2
(2.64)
If no O2 is added in oxyfuel conditions (i.e. 100% CO2 enters the flu-
idized bed), the char can only react through Boudouard reaction:
C(s)+CO2→2CO (2.65)
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In  this  special  case,  the  stoichiometry  in  Equation  2.65 changes 
Equation 2.59 to:
∂nC
∂t
=−1
2
∂nCO
∂t
(2.66)
As one mole of produced CO corresponds to 0.5 moles of consumed 
CO2, the amount of outgoing gas can still be calculated from Equa-
tion 2.62  with m˙O2=0 kg /s . The rate of carbon conversion for pure 
Boudouard-Reaction is then determined from:
∂Χ
∂t =
MC
2mC,0
m˙CO2
MCO2
XCO
1−
XCO
2
(2.67)
Procedure for calculating reaction rates
An algorithm was developed that calculates the reaction rate from 
the rate of carbon conversion. The algorithm has to be numerically 
very stable in order to cope with the considerable random error in 
the measured CO2 concentrations and with implications from sam-
pling data at discrete times.
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The steps of the algorithm are:
1. Time interpolation of data 
2. Baseline adjustment
3. Calculation of carbon conversion rate
4. Integration and normalization of ∂Χ/∂t
5. Curve-fit of surface reaction model
a) Convolution of model curve
b) Time alignment of model curve
6. Evaluation of curve fit quality
The individual steps are described in full detail in the following sec-
tions.
Time-interpolation of data
The FTIR analyzer measures at a rate of 10 Hz. The mean value of 
ten measurements is transferred to the attached computer and fur-
ther evaluated there. The duration of one measurement is thus the 
sum of sampling ten measurements which takes 1 s and the transfer 
time which also requires about 1 s. Therefore, one data point is ac-
quired every 2 s. As the transfer time varies slightly, the time be-
tween two data points in rare cases (<5%) is 3 s. To unify the dura-
tion between data  points,  the measured data  are  interpolated to 
form an array with 1 s time difference between values.
Baseline adjustment of measured data
In CO2/O2  conditions, it is necessary to adjust the baseline of the 
measured mole fractions of CO2 in order to distinguish between CO2 
that entered the reactor as part of the fluidizing gas and CO2 that 
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was produced from carbon in  the  char.  This  is  not  necessary  in 
N2/O2  conditions, where all measured CO2 originates from the char. 
In the latter case, however, another difficulty arises: The measured 
values of CO2 are corrected by the FTIR analyzer software to fulfill 
XCO2⩾0 . The random error for conditions with XCO2=0  is therefore 
only  positive and the integration later on sums those positive val-
ues.  As  a  result,  the  integral  over  time of  the  measurements  of 
XCO2=0  is not zero but increases with the number of data points. To 
avoid this, the CO2 measurements are baseline-corrected in N2/O2 
conditions as well. In theory, the same difficulties should occur also 
for CO measurements, but the random error is much smaller there 
and no constant increase is seen after integration.
The most straightforward method of baseline adjustment would be 
to measure XCO2  in the fluidizing gas before feeding any char parti-
cle into the reactor and to subtract this value from the values of the 
CO2 mole fraction obtained during experiment. This is not feasible, 
however, as the measurements are subject to random fluctuations of 
various time-scales. Figure 2.19 shows a typical curve for XCO2 dur-
ing an experiment. Before the peak, fluctuations can be observed 
with long and short time periods. The long fluctuations have a com-
parable time period as the time-scale measurements and thus can-
not be removed by frequency filtering. Instead, the values belonging 
to the peak are cut from the measured data at the point, where they 
exceed twice the standard deviation and the gap is filled by linear 
interpolation. The resulting curve is smoothed by Savitzky-Golay fil-
tering [80] with a 2nd order polynomial over a span of 30 values. An 
example of the resulting baseline curve is shown in Figure 2.19. The 
baseline correction itself consists of subtracting the smoothed curve 
from the measured values.
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Calculation of carbon conversion rate
The carbon conversion rate ∂Χ/∂t  is calculated according to Equa-
tion 2.64. The data for  m˙k  and m˙O2  are time-averages of the mea-
sured values reported by the mass flow controllers over 120 s.
Integration and normalization of ∂Χ/∂t
After integration of the carbon conversion rate ∂Χ/∂t , the resulting 
curve of carbon conversion  Χ  looks similar to Figure 2.20. The ma-
jor advantage of using  Χ  instead of ∂Χ/∂t  is that the random error 
partially compensates itself. Due to various factors such as entrain-
ment of small particles, some char is lost and some reaction prod-
ucts are not detected. Therefore, the integrated carbon conversion 
leads to smaller values than the expected full conversion ( Χ→1 ). In 
order to compare with ideal surface reaction models, which always 
lead to full conversion, conversion curves such as  Figure 2.20 are 
normalized to a range of [0;1]. The values for remapping are taken 
from the first local minimum and the first local maximum nearest to 
82
Figure 2.19: Raw data of CO2 mole fraction and the baseline used to 
correct the CO2 signal; peak in raw data corresponds to the 
injection of char particles into the reactor and subsequent 
char combustion
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the first point that lies above 50% carbon conversion. These points 
are marked in Figure 2.20. The data range for evaluation of reaction 
rates is chosen between the points that first cross below 3% and 
over 97% carbon conversion, respectively, when moving from the 
point at 50% carbon conversion in positive or negative x-direction.
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Figure 2.20: Typical conversion curve of after integrating the rate of 
carbon conversion in time; the marked points are: the mid-
point that first crosses Χ=0.5 , the first local minimum 
bottom, and the first local maximum top; the values of the 
minimum and maximum have been used to normalize the 
conversion curve to the range [0..1]
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Curve-fit of surface reaction model
The data that have been previously normalized and selected for fur-
ther evaluation represent the carbon conversion over time. The con-
version is not constant as the particle surface changes and eventu-
ally decreases as the particles burn. Using a model for the evolution 
of the particle surface over time, a characteristic reaction rate can 
be determined. Various surface models exist that vary in complexity 
and range of applicability. Models that can be employed in the com-
bustion of particles are compared in Kunii and Levenspiel [46] and 
Bhatia and Perlmutter [47]. Surface models that have been consid-
ered for evaluation of the data presented in this work are:
• The  shrinking-core model,  as the most simple approach, as-
sumes a sphere with a thin reaction zone at the surface. The 
radius  of  the  sphere  constantly  decreases  as  reaction  pro-
gresses. The density of the particle remains constant through-
out  the reaction.  This  model  is  mathematically  very simple, 
however,  it  is not well  suited to describe the combustion of 
neither  small  nor  highly  porous  particles [26].  Use  of  the 
shrinking core model is common for larger lumps of coal as 
they are used in industrial  fluidized bed furnaces.  However, 
for  pulverised  fuel  with  characteristic  particle  diameters 
dp<1 mm , this model is not suited [46].
• The  uniform reaction model  assumes that the porosity of the 
particle is large and thus reaction takes place throughout the 
particle. Then, the particle diameter is unchanged, while the 
particle density uniformly decreases, which is the opposite as-
sumption compared to the shrinking-core model. Instead, the 
reaction (with reaction rate R ) is assumed to be proportional 
to  the  available  amount  of  carbon  remaining  in  the  parti-
cle [46]:
∂Χ
∂t
=R⋅(1−Χ) (2.68)
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• A  modification  of  the  shrinking-core  model  called  grain 
model [45] considers the surface of the particle composed of 
smaller grains with reaction occurring on the grain surfaces. 
Mathematically, this approach is similar to the uniform reac-
tion model:
∂Χ
∂t
=R⋅(1−Χ)b (2.69)
The exponent b  depends on the assumed shape of the grains: 
for spheres  b=2 /3 ,  for cylinders  b=1 /2  and for flat  plates 
b=0.
• The more complex  random-pore model introduced by Bhatia 
and Perlmutter [47] accounts for randomly sized pores which 
may overlap as the reaction proceeds. It can account for a sur-
face increase during the combustion process, which has been 
observed experimentally (see for example Dutta and Wen [81]) 
for certain types of chars. The conversion rate is described by: 
∂Χ
∂t
=
r0 A0
(1−ϵp)
(1−Χ)√1−Ψ ln(1−Χ) (2.70)
This model includes a structure parameter  Ψ  which further 
depends on the initial particle radius r0 , initial surface area of 
the  particle  A0 ,  pore  overlapping and particle  porosity  ϵp . 
Preliminary studies in  N2/O2 conditions showed that  for  the 
studied coal and particle diameters,  Ψ→0  [37].  In this case, 
the equation of the random-pore model reduces to the uniform 
reaction model (Equation 2.68).
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As  a  consequence  of  preliminary  studies  (Christ et al. [37]) and 
because small sized particles were used [46], the uniform reaction 
model has been selected as the most appropiate surface reaction 
model for the evaluation of the data presented. If Equation 2.68 is 
solved for R  directly, 
1
(1−X)
∂ X
∂t
= R (2.71)
the left hand side always approaches infinity as the particle reaches 
full burnout ( Χ→1 ), thus giving  R→∞ . To avoid this difficulty, the 
differential  Equation 2.71 is  solved  with  the  boundary  condition 
Χ(t=0)=0 , which yields:
Χ=1−e(−Rt) (2.72)
The reaction rate R  is then determined from a least-squares fit of 
Equation 2.72 to the measured carbon conversion  Χ . The fitting is 
performed using the Matlab function  lsqcurvefit.  Before fitting, 
however,  additional  numerical  modifications,  namely  “deconvolu-
tion” and “time-alignment”, are applied to Equation 2.72, which are 
described in the following sections.
(De)convolution of model curve
The deconvolution step corrects smearing of the measured signal 
due to diffusion processes inside the sampling line. Measurements 
are based on gas that is sampled above the fluidized bed. The mea-
surements take place in an external FTIR analyzer and the gas first 
has to pass through a sampling line, a fine filter and a gas pump. 
During this transport, mass transfer processes take place and lead 
to a “smeared” signal. It is possible to reconstruct the original sig-
nal by performing a so-called “data deconvolution”. The deconvolu-
tion  method  presented  by  Abad et al. [82] is  applied  here.  This 
method assumes convection-diffusion macrotransport  in  the sam-
pling line  described by  Aris-Taylor  dispersion theory  and derives 
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two  macrotransport  parameters  α  and  β ,  with  dimensions  [s0.5 ]  
and  [s−0.5 ] , respectively. These parameters can determined experi-
mentally from a step response signal. Alternative approaches used 
in  Fenell et al. [83] and Barker et al. [84] apply  series  of  perfectly 
stirred reactors for the same purpose.
The  experimental  step  response  signal  was  realized  by  suddenly 
stopping a flow of N2 into the fluidized bed through the fuel feed 
pipe, while using CO2 as main fluidizing gas. The resulting increase 
in CO2 concentration from about XCO2=0.6  to XCO2=1  was normal-
ized and the macrotransport parameters could be determined by fit-
ting  the  macrotransport  mass  transfer  function  (derived  in 
Abad et al. [82]):
X=12 (erfc(α−2βt2t1/2 )+exp(2αβ) erfc(α+2βt2t1 /2 )) (2.73)
Least-squares fitting of three experimental step signals yielded val-
ues for the macrotransport coefficients α=4.1474±0.3366 s0.5  and 
β=0.2579±0.0337 s−0.5 .  One  exemplary  step  signal  with  corre-
sponding curve fit is shown in Figure 2.21.
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To mathematically describe the convolution, it  is possible to con-
struct a matrix  F  that reproduces the convolution of the original 
signal S0  to the measured signal Sm :
Sm=F⋅S0 (2.74)
This allows reconstructing the original signal by inverting F . This 
operation is not trivial, however, as the matrix F  is nearly singular 
and the inversion is thus very unstable. An evaluation of several al-
gorithms showed that Tikhonov regularization is a reliable numeri-
cal method for inverting F . An example for an original signal (rate 
of carbon conversion) and its deconvolution is shown in Figure 2.22. 
The deconvolution procedure leads to a steeper signal that corre-
sponds better to the signal that can be expected from instantaneous 
dropping of char into the reactor. Drawbacks of the deconvolution 
procedure are the amplified noise and the possibility of undershoots 
that lead to unphysical negative values for mole fractions. These ef-
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Figure 2.21: Step response of the sampling line measured after an instant 
decrease in CO2 concentration; measured concentration 
values normalized to [0;1]; least-squares fit of Aris-Taylor 
transport equation to obtain parameters  α  and  β
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fects can be observed in Figure 2.23. The same undershoots can be 
observed also in literature (for example Fenell et al. [83]) where a 
different deconvolution approach was applied. 
To overcome this drawback, instead of deconvoluting the measured 
data,  the model  curve from Equation  2.72 can be convoluted for 
each iteration of the least-squares fitting process, using
(∂Χ∂t )conv=F⋅(
∂Χ
∂t ) (2.75)
The time derivative of the conversion ∂Χ/∂t  is calculated using nu-
merical  differentiation and after convolution,  (∂Χ /∂t )conv  is   inte-
grated numerically again to obtain  Χ . As a side-effect of the convo-
lution, the integral of  (∂Χ /∂t )conv  may not yield  Χconv→1  anymore. 
The integrated signal was therefore normalized once more to obtain 
Χ→1  again.
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Figure 2.22: Measured conversion rate and deconvoluted carbon 
conversion rate; acceptable data quality  after deconvolution
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Following this procedure, noise is not amplified and as the convo-
luted signal is stretched in time, the necessary curve fitting can rely 
on more supporting points which improves numerical stability.
Time-alignment of model curve
The FTIR analyzer measures the gas concentrations at a rate of one 
data point about every 2 s. The data are therefore time discretized 
and are not necessarily aligned with the measurements. Figure 2.24 
shows three situations: The optimal case, in which the reaction be-
gins synchronously with a measured point (vertical line) and both 
worst cases where the reaction starts about 1 s before or after the 
next measured point. The curve predicted by the surface reaction 
model is ideal and therefore always starts at t=0. If the reaction 
starts  shortly  before  the  next  measurement  point,  the  measured 
curve  is  always  above  the  model  curve  which  would  suggest  a 
higher conversion. The curve-fitting then uses very high values for 
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Figure 2.23: Measured conversion rate and deconvoluted conversion rate 
for combustion in CO2/O2 conditions; measured data show 
large scatter due to random error of CO2 measurement; 
scatter critically amplified by deconvolution method
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reaction rate R  to compensate this effect. In the other case, when 
the reaction starts shortly after a measurement point, the conver-
sion seems lower and the fitted value for R  is very low. 
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Figure 2.24: Three different cases of time discretization of measured 
data; vertical lines indicate time points of data acquisition; 
the measurement either starts synchronously with data 
acquisition, precedes or follows by 1 s
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These high or low values of R  do not represent the actual reaction 
rate but are artifacts of time discretization. To overcome this diffi-
culty, the model is curve is shifted in time. First, values are deter-
mined for time texp  and carbon conversion  X0.5 , corresponding to 
the  first  measured  point  that  satisfies  Χ>0.5  (see  Figure  2.25). 
Then, the difference between the time of the measurement texp  and 
the time that corresponds to the same X0.5  on the model curve is 
calculated:
Δ t=tmodel−texp (2.76)
Then the model curve is calculated for t−Δt  and the model curve 
values at the time points of the measurements are obtained using 
spline interpolation. Figure 2.25 shows a measured curve and a fit-
ted model curve. The point of time-alignment is highlighted.
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Figure 2.25: Measured carbon conversion  Χ  and curve fit of surface 
reaction model; extrapolation due to time-alignment leads to 
values X>1  in the fitted curve; the point used for time-
alignment is marked
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Evaluation of curve-fit quality
The algorithm described above is comparably complicated, however, 
every step employed proved necessary to obtain reasonable reac-
tion rates R  from the measured data. Due to the random error in 
the measured CO2 concentrations, the algorithm can in rare cases 
fail to identify the correct data range for evaluation or the curve-fit-
ting procedure can consider a local minimum as the best fit and exit 
before the correct fit is achieved. To ensure a proper evaluation, the 
curve fit of each measurement was individually inspected by view-
ing plots of measured and fitted data, similar to Figure 2.25. Mea-
surements that did not evaluate properly were discarded, however, 
this applied to less than 5% of all measurements taken.
2.10 Char combustion results
The measured reaction rate is not equal to the rate of the chemical 
reaction at the char surface but further includes mass transfer pro-
cesses as well as adsorption and desorption of reactants and prod-
ucts. The observed reaction rate which includes all these processes 
is called “apparent kinetic rate” and is presented first. As the reac-
tion rate increases, O2 is consumed more rapidly and the O2 concen-
tration at the particle surface progressively decreases depending on 
the mass transfer from the surrounding gas phase toward the outer 
surface  of  the  particle.  Additionally,  the  particle  temperature  in-
creases due to  combustion or  decreases due to  the endothermic 
Boudouard reaction and is  not  equal  to  the reactor  temperature 
anymore. Corrections for the O2 concentration at the outer surface 
of the particle and the particle temperature are calculated based on 
the measured kinetic rates and the heat and mass transfer correla-
tions presented above. Finally, the intrinsic reaction rate that repre-
sents only the rate of the chemical surface reaction is determined.
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Apparent kinetic rates
The apparent  kinetic  rates  have been determined from the mea-
sured data using the procedure described in the previous chapter. 
Measurements were mainly conducted using the larger size fraction 
of char particles with  dp=430 µm . Three temperature levels were 
examined: 1073 K, 1273 K and 1473 K. The O2 concentration in the 
fluidizing gas  XO2 ,b  was  varied in five  steps:  0%;  8%/10%;  15%; 
23%;  30% (mole-%).  At  1473 K,  the  mass  flow  controller  for  O2 
reaches its lower limit, so the minimum O2 concentration that could 
be  realized  was  10 mole-%.  Otherwise,  8 mole-%  were  used.  In 
CO2/O2 conditions at  XO2,b=0 ,  the bulk gas consisted only of CO2 
and the pure Boudouard reaction rate was measured. For  N2/O2 
conditions, pure N2 behaves chemically inert and hence, no reaction 
rate was observed for chars at XO2,b=0 .
Figure 2.26 shows apparent reaction rates that have been measured 
in N2/O2 conditions. As expected, the reaction rate increases with in-
creasing  O2 concentration  and  with  increasing  temperature.  For 
higher temperatures and higher O2 concentrations, the increase is 
less pronounced. The difference between reaction rates at 1073 K 
and the reaction rates at higher temperatures is significant. Mea-
sured reaction rates at 1273 K and 1473 K show almost similar val-
ues. 
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The apparent reaction rates in CO2/O2 conditions are shown in Fig-
ure 2.27. In analogy to N2/O2 conditions, the reaction rates increase 
with increasing O2 concentration and the increase becomes smaller 
at higher O2 concentrations. Reaction rates show a clear increase 
between 1273 K and 1473 K which differs  from N2/O2 conditions. 
The  reaction  rate  of  combustion  (at  XO2,b⩾0.08 )  is  significantly 
larger than the rate of the pure Boudouard reaction (at XO2 ,b=0 ). At 
a reactor temperature of 1073 K, the Boudouard reaction rate is al-
most zero. In contrast to the rate of combustion, the Boudouard re-
action rate increases considerably as the reactor temperature rises. 
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Figure 2.26: Apparent reaction rates in N2/O2 conditions as measured; 
fitted lines according to Equation 2.78; error bars denote 
standard deviation
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The measured reaction rates have been fitted with a simple n-th or-
der reaction approach:
R=kc ( XO2,b)
n [1s ] (2.77)
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Figure 2.27: Apparent reaction rates in CO2/O2 conditions; fitted lines 
according to Equation 2.78; error bars denote standard 
deviation; the rate of the pure Boudouard reaction is plotted 
at at XCO2=0
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The coefficients kc  and n  were determined with a robust linear fit-
ting procedure in Matlab  (robustfit) that was applied to a loga-
rithmic transformation of Equation 2.77:
ln(R Δ t)=ln( kcΔ t )+n⋅ln (XO2,b) , with Δ t=1 s (2.78)
The  logarithmic  transformation  is  not  applicable  in  the  case 
of XO2 ,b=0 .  Therefore,  only  the  measurements  with  XO2,b⩾0.08  
have been used for the fit and the fitting curves in the figures are 
only drawn in that range. The fitting parameters are given in Ta-
ble 2.5. The values show a decrease of the order of reaction n  with 
increasing temperature. This agrees well with the often observed 
trend that  n→0  at very high temperatures [20]. At a fluidized bed 
temperature of Tb=1073 K , the fitting procedure yields an order of 
reaction n>1  which is uncommon. As the measured reaction rates 
at  XO2,b=0.23  and  XO2,b=0.30  are comparably high they could be 
outliers that distort the data. A second fit was therefore performed 
which enforced  n⩽1 .  This result is also included in  Table 2.5. It 
compares much better to the remaining data which supports the as-
sumption that the data points at Tb=1073 K  and at XO2 ,b=0.23  and 
XO2,b=0.30  represent outliers.
N2/O2 CO2/O2
T [K] kc  [1/s] n  [-] kc  [1/s] n  [-]
1073 3.17 0.85 10.57 1.55
1073 3.97* 1*
1273 5.68 0.73 2.82 0.34
1473 3.6 0.41 2.9 0.23
Table 2.5: Apparent kinetic data for char combustion in N2/O2 and CO2/O2 
conditions; *data fit with enforced n⩽1
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A direct comparison between CO2/O2 and N2/O2 conditions at differ-
ent temperature levels is given in Figure 2.28a-c. At a fluidized bed 
temperature of 1073 K, the measured reaction rates are fairly simi-
lar. At 1273 K in Figure 2.28b, the Boudouard reaction rate is very 
small compared to the reaction rates of combustion. The reaction 
rates of combustion measured in N2/O2 and CO2/O2 are quite similar 
at this temperature as well. The remarkably high reaction rate in 
N2/O2 conditions  at  XO2,b=0.23  may  be  considered  an  outlying 
value.  At the highest fluidized bed temperature Tb=1473 K , shown 
in  Figure 2.28c, all measured  reaction rates are higher in CO2/O2 
conditions. The Boudouard reaction rate is still much smaller than 
the rate of combustion, yet its magnitude is about the same as the 
difference between N2/O2 and CO2/O2 conditions, which would imply 
that combustion and Boudouard reaction occur in parallel. Both Fig-
ure 2.28b and Figure 2.28c, show high scattering of measured data 
and the resulting large error bars impede statistically  significant 
conclusions. The trends of the median values, however, are quite 
unambiguous.
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a)
b)
Figure 2.28 (continued on next page)
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c)
Figure 2.28: Comparison of apparent reaction rates as measured in N2/O2 
and CO2/O2 conditions for: a) 1073 K, b) 1273 K, c) 1473 K; 
error bars denote standard deviation
In general, the reaction rate of combustion increases with increas-
ing O2 concentration. At higher temperatures, this increase is not 
linear, but seems to become smaller especially for XO2 ,b⩾0.23 . This 
indicates that the reaction is for the most part not limited by mass 
transfer of O2  from the surrounding gas phase to the particle sur-
face (regime III) because this mass transfer would be proportional 
to the concentration gradient between surrounding gas phase and 
the particle surface.  A proportional relation would cause a linear 
dependency that  cannot be observed in  Figure 2.28b and  Figure
2.28c. Instead, regime II conditions seem to prevail. As a result, the 
lower part of the pore surface cannot contribute to the surface reac-
tion, which decreases reactivity. At lower O2 concentrations, the re-
action rates depend stronger on XO2,b , so in this range, regime III 
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conditions could also prevail. The effect of particle size on the reac-
tion rate of combustion can be seen in  Figure 2.29, which shows 
measurements for XO2,b=0.15  at different temperatures. Significant 
differences in reactivity are only observed at the lowest tempera-
ture level (1073 K). 
The Boudouard reaction rate can be obtained from data measured 
with only CO2 as fluidizing gas. Using an approach similar to Equa-
tion 2.77,
R=kc ( XCO2)
n [1s ] (2.79)
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Figure 2.29: Reaction rates in CO2/O2 conditions measured for different 
particle sizes at various temperatures with XO2 ,b=0.15 ; 
error bars denote standard deviation
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with XCO2=1  gives R=kc . An Arrhenius approach for the apparent 
rate coefficient  kc  allows to determine activation energy  Ea  and 
pre-exponential factor Ac  of the Boudouard reaction:
kc=Ac exp( EaℜT ) (2.80)
Fitting  of  Equation 2.80 to  the  measured  data  gives 
Ac=1.175×10
6 [1 /s]  and  Ea=21600 [K ]=1.796×10
5 [kJ /kmol ] .  The 
corresponding  Arrhenius  plot  is  shown  in  Figure  2.30.  As  CO2 
abounds in the fluidizing gas, the Boudouard reaction is indepen-
dent from mass transfer processes between surrounding gas phase 
and the surface of the particle.
Correction for O2 mass transfer
The experimental conditions, namely fluidized bed temperature Tb  
and O2 concentration in the fluidizing gas  XO2 ,b , apply only to the 
bulk gas flow through fluidized bed. When reactions occur at the 
particle  surface,  heat  is  produced  (char  oxidation)  or  consumed 
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Figure 2.30: Arrhenius plot of apparent kinetic rates of the Boudouard 
reaction for XCO2=1 ; 
Arrhenius regression gives: Ac=1.175×10
6 [1/s]  and 
Ea=21600 [K ]=1.796×10
5 [kJ /kmol ]
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(Boudouard reaction). Similarly, reactants are consumed at the sur-
face, while products are formed. This creates gradients in tempera-
ture and species concentration between the particle surface and the 
surrounding gas phase. The heat and mass transfer from and to the 
particle surface determines how large these gradients may become. 
Using the correlations for heat and mass transfer discussed in the 
chapter  Properties  of  fluidized  beds,  balances  for  heat  flux  and 
mass flow of O2 are established. They are used to evaluate the tem-
perature and the O2 concentration at the particle surface. This sec-
tion focuses on the influence of mass transfer of O2. The next sec-
tion deals with aspects of heat transfer.
Following the approach presented by Laurendeau [26], the balance 
of O2 mass flow  around a spherical particle yields:
γρa R=
1
ν̃ (hm ρg MO2M̄ (XO2 ,b−XO2 ,p)) [ kgm2s ] (2.81)
The reaction rate  R  is related to the area of the particle surface 
using a shape factor γ=V /A  and the apparent char density  ρa . For 
a spherical geometry γ=dp/6  applies. The apparent char density of 
brown coal char is taken as  ρa=1000 kg /m
3 ,  based on data from 
Laurendeau [26]  and Ohoud et al. [85].  The  mass  transfer  coeffi-
cient hm  is calculated using the correlation of Parmar and Hayhurst 
as described in the section Mass transfer in fluidized beds in Chap-
ter 2.4.  The  other  correlations  presented there  yield  lower  mass 
transfer coefficients which predict regime III conditions for all mea-
surement  points,  and is  not  in  accordance with  the expermental 
findings described in the previous section.
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The relation between carbon conversion and O2 consumption is de-
scribed using a gravimetric stoichiometric coefficient:
ν̃=
νO2 MO2
MC
(2.82)
The stoichiometric coefficient   νO2  depends on the assumed main 
reaction: If only partial oxidation is assumed, the reaction product is 
CO and νO2=0.5  with ν̃=0.375 ; for complete oxidation, the reaction 
product is CO2 and νO2=1  with ν̃=0.75 . At high temperatures, the 
main product is CO ([26], [21], [38]) and thus partial oxidation is as-
sumed here. The mass transfer is driven by the difference between 
the O2 concentrations at the particle surface  XO2,p  and in the sur-
rounding gas phase XO2 ,b .
The  O2 concentrations  at  the  particle  surface  resulting  from the 
mass balance are listed in Table 2.6 for N2/O2 conditions and in Ta-
ble 2.7 for CO2/O2 conditions. According to the these results, the 
combustion reaction occurs on the edge of regime II and regime III 
conditions.   At  high  temperatures  and  low  O2 concentrations, 
regime  III  conditions  prevail,  otherwise  combustion  occurs  in 
regime II.
XO2 0.08 0.10 0.15 0.23 0.30
T [K]
1073 0.034 -- 0.06 0.12 0.15
1273 -0.01 -- -0.05 -0.07 0.11
1473 -- -0.03 -0.05 0.05 0.06
Table 2.6: Mole fraction of O2 at the surface of the char particle in N2/O2 
conditions at various fluidized bed temperatures Tb  and mole 
fractions of O2 (XO2,b ) ;  negative values (marked gray) denote 
regime III conditions, where the reaction is limited by mass 
transfer outside the particle
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XO2 0.08 0.10 0.15 0.23 0.30
T [K]
1073 0.048 -- 0.07 0.04 0.07
1273 -0.08 -- -0.05 -0.02 0.07
1473 -- -0.12 -0.08 -0.01 0.01
Table 2.7: Mole fraction of  O2 at the surface of the char particle in 
CO2/O2 conditions at various fluidized bed temperatures Tb  
and mole fractions of O2 (XO2,b ) ;  negative values (marked 
gray) denote regime III conditions, where the reaction is 
limited by mass transfer outside the particle
Correction for particle temperature
As described in the beginning of the previous section, the tempera-
ture of the reacting char particle is not necessarily equal to the tem-
perature of the inert fluidized bed particles or the fluidizing gas. 
This section quantifies the effect of heat release (combustion) or 
heat  consumption  (Boudouard reaction)  on  the  particle  tempera-
ture.
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Figure 2.31: Sketch of  the heat transfer situation around a reacting char 
particle; inside the particle, homogeneous distribution of 
temperature Tp  and heat release due to chemical reaction 
Δh°  is assumed
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Heat fluxes to and from the char particle are sketched in  Figure
2.31. Accordingly,  a heat balance around the particle consists of: 
transient change of the particle internal energy, heat transfer due to 
the temperature difference between particle and fluidized bed, en-
thalpies of incoming reactant  H˙O2  and outgoing reaction product 
H˙CO  as well as a source term that represents the heat release due 
to reaction:
∂U
∂t
=−hk Asph(Tp−Tb)+H˙CO−H˙O2−
∂mC
∂ t
Δh° (2.83)
The  overall  heat  transfer  coefficient  depends  on  temperature 
hk= f (Tg) . Its value was calculated using the correlation of Parmar 
and Hayhurst as described in the section Heat transfer in fluidized
beds in Chapter 2.4 and includes radiative heat transfer. This corre-
lation was chosen in order to be consistent with the mass transfer 
coefficient used in the previous section. Equation 2.83 employs the 
surface area  Asph  of a sphere that has the same diameter as the 
char particle.  The source term for chemical reaction depends on 
the conversion rate of carbon ∂mc/∂t  and the specific formation en-
thalpy of the reaction Δh° . If CO is considered the product of the 
combustion  reaction,  the  specific  enthalpy  of  formation  is 
Δh°=−9.63×106 J/kgC .  For  the endothermic  Boudouard reaction, 
the specific enthalpy of formation is Δh°=1.437×104 J /kgC . 
The change in internal energy can be calculated from the particle 
mass m  and the heat capacity of char cp,ch :
∂U
∂t
=mcp,ch
∂T p
∂t
(2.84)
Values  for   cp,ch  as  a  function  of  temperature  are  given  in 
Tomeczek [19].  For  the  fluidized  bed temperatures  of  the  experi-
ments, cp,ch≈1500 J /(kgK)  is a valid approximation. 
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The enthalpies of incoming reactant and leaving product can be cal-
culated as: 
H˙CO=
∂mC
∂t
ν̃CO cp,COT p  and  H˙O2=
∂mC
∂t
ν̃O2 cp,O2 T b (2.85)
The  specific  heat  capacities  cp,i  have  been  calculated  based  on 
JANAF thermochemical data [74],  the mass specific stoichiometric 
factors  ν̃i  have been calculated according to Equation 2.82.
Since the mass of char in the particle mC  and its change with time 
∂mC/∂t  are not constant throughout the reaction, both have been 
modeled with the uniform-reaction model (see Chapter 2.9), as
mC=mC,0e
−Rt   and  
∂mC
∂t
=−RmC,0e
(−Rt) (2.86)
Equation  2.83 was solved numerically through integration in time 
using  standard  solving  functions  for  ordinary  differential  equa-
tions (ODEs)  provided in Matlab.  The char  particle  was assumed 
free of ash, consisting only of carbon. Particles were  assumed to be 
spheres of constant diameter dp=430 µm . Typical experimental val-
ues for the apparent reaction rate  R  were used as input parame-
ters. The fluidized bed temperature Tb  was set in accordance to the 
experimental conditions. The initial value for the temperature of the 
particle at t=0 s  was set to Tp,0=673 K  in case of combustion and 
Tp,0=1030 K  for Boudouard reaction. An overview of the initial val-
ues, parameters and boundary conditions is given in Table 2.8. 
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Tb  [K] Tp,0  [K] R  [1/s] (T p−T b)  [K]
min max min max typical
Combustion (N2/O2)
1073 673 0.5 1 51 126 90
1273 673 1 2 61 201 130
1473 673 1.5 2.5 51 172 110
Combustion (CO2/O2)
1073 673 0.5 1 45 113 80
1273 673 1 2 47 172 110
1473 673 1.5 2.5 29 140 80
Boudouard reaction
1073 1030 1.11x10-3 -0.8
1173 1030 1.96x10-2 -8.4
1273 1030 0.101 -28.7
1473 1030 0.283 -84.6
Table 2.8: Parameters, initial values and weighted mean temperature 
difference between particle and fluidized bed; for combustion,  
typical minimum and maximum reaction rates have been 
selected; for Boudouard reaction, the measured reaction rates 
have been applied
The  evolution  of  particle  temperature  in  time  is  shown  in  Fig-
ure 2.32. In case of combustion, the particle temperature rises very 
fast with initial heating rates in the order of 2×104 K/s . The parti-
cle temperature then reaches a peak that is about 500 K above the 
temperature of the fluidized bed. Particle temperatures in CO2/O2 
conditions  are  slightly  lower.  The  particle  temperature  then  de-
creases and is close to the bed temperature after about 1.5 s. A typi-
cal time-scale for the combustion of a char sample is 5-8 s. The ma-
jor part of the reaction, however, occurs in the beginning. To find a 
characteristic particle temperature, a weighted mean temperature 
was calculated using the time-dependent mass conversion  ∂mC/∂t  
as weighting factor. This temperature only provides an estimate be-
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cause the reaction rate, which depends exponentially on the particle 
temperature,  is  assumed  constant  in  this  model.  In  case  of 
Boudouard reaction, the particle rapidly advances toward the flu-
idized bed temperature and approaches it asymptotically.
Typical temperature differences between particle and fluidized bed 
were estimated. Since the reaction rate of combustion amounts to 
higher or lower values depending on the O2 concentration, typical 
high and low reaction rates  were selected for  each temperature 
level. For pure Boudouard reaction, only one reaction rate is mea-
sured for each temperature level and this value was employed di-
rectly in the calculation. The resulting characteristic temperature 
differences are illustrated in Figure 2.33, the corresponding values 
are listed in Table 2.8. Furthermore, one typical temperature differ-
ence for each temperature level is identified there. The typical tem-
perature differences between particle and fluidized bed are smaller 
in CO2/O2 conditions. This effect is more pronounced at higher tem-
peratures.  The endothermic Boudouard reaction leads to  particle 
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Figure 2.32: Evolution of particle temperature in time calculated with a 
heat balance around a single particle (Equation 2.83) at a 
fluidized bed temperature of Tb=1273 K ; initial heating 
rates are in the order of 2×104 K/s
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temperatures  below  the  fluidized  bed  temperature.  As  the 
Boudouard reaction is  very slow at  Tb=1073 K  and  Tb=1173 K , 
the weighted mean temperature difference is very small as well.
Corrected Boudouard reaction rates
The particle temperature during the reaction can be approximated 
by adding the typical temperature difference between particle and 
fluidized  bed  to  the  fluidized  bed  temperature.  This  is  a  rather 
rough estimate. It should, however, yield improvement over the as-
sumption  that  the  particle  temperature  equals  the  fluidized  bed 
temperature. Using the typical temperature differences presented 
in the previous section, the kinetic data of the Boudouard reaction 
were re-evaluated. 
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Figure 2.33: Characteristic temperature differences between particle and 
fluidized bed; typical large and small combustion rates and 
apparent Boudouard reaction rates were used (see 
Table 2.8)
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An Arrhenius plot of  the reaction rates plotted for the corrected 
temperatures is shown in Figure 2.34. The resulting corrected acti-
vation energy is  Ea=26182 [K ]=2.177×10
5 [kJ /kmol ]  with a pre-ex-
ponential  factor  Ac=7.5058×10
7 [1 /s] .  The  activation  energy  is 
slightly lower compared to the uncorrected data in the section Ap-
parent kinetic rates. This matches the expectation that reproducing 
the same observed carbon consumption at the lower corrected tem-
peratures requires a lower activation energy.
Intrinsic char combustion model (ICCM)
In analogy to the corrected Boudouard reaction rates, apparent ki-
netic data for the combustion reaction could be determined. These 
apparent  kinetic  data  would  then  summarize  the  effect  of  mass 
transfer of O2 from the gas phase to the particle surface, pore diffu-
sion of O2 inside the char particle and the proper surface reaction 
rate.  The  process  of  combustion,  however,  differs  from  the 
Boudouard reaction in CO2/O2 conditions. When CO2 abounds, the 
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Figure 2.34: Arrhenius plot of apparent kinetic rates of the Boudouard 
reaction with corrections for the particle temperature; 
Arrhenius regression gives: Ac=7.5058×10
7 [1/s]  and 
Ea=26182 [K ]=2.177×10
5 [kJ/kmol ]
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influence of transfer processes can be neglected. The kinetic data 
for combustion would be therefore specific to the used coal type, 
particle size,  mass transfer situation and so on. This complicates 
the use of the apparent kinetic data in other applications and com-
parisons with data from other  experimental  setups.  Alternatively, 
the actual chemical reaction rate at the pore surface can be deter-
mined. The kinetic data thus obtained are called “intrinsic”. Equa-
tions which couple the intrinsic reaction rate to the apparent reac-
tion rate are derived in detail  in Laurendeau [26] and Smith [21]. 
The equations describing intrinsic reaction rates in regime II condi-
tions are specified below. They are then combined with a general 
approach for regime III conditions to form a comprehensive intrin-
sic model. Finally, intrinsic kinetic data are derived by fitting the 
model to the experimental data.
Intrinsic reaction rates depend on the O2 concentration at the parti-
cle surface, while apparent reaction rates depend on the bulk O2 
concentration  in  the  gas/particle  emulsion  phase  (see  Equa-
tion 2.77). The intrinsic reaction rates further include an intrinsic 
kinetic factor kc,I :
R=kc,I (CO2 ,p)
n=kc,I (ρg MO2M̄ ) ( XO2,p)n [1s ] (2.87)
Equation 2.87 still contains the global order of reaction n . It is re-
placed by the intrinsic order of reaction m , which can be calculated 
in regime II conditions as [26]:
n=m+1
2
(2.88)
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The intrinsic kinetic factor kc,I  combines the effect of pore diffusion 
and an area based intrinsic kinetic factor  [26]:
kc,I=
6
ρa dp √ 2DO2ν̃ (m+1) ρa A' k̂c [1s (m3kg )
n] (2.89)
In  Equation 2.89,  the  apparent  char  density  is  taken  as 
ρa=1000 kg/m
3 ,  main reaction product is assumed to be CO, the 
mass based stoichiometric factor is  ν̃=0.375  and the specific sur-
face area is taken from N2-BET measurement as A'=141330 m2/kg .
The area based intrinsic kinetic factor is calculated with a standard 
Arrhenius approach:
k̂c=Ac exp(−EaℜT p ) [ kgm2s ] (2.90)
Finally, the O2 mole fraction at the particle surface is calculated by 
re-arranging Equation 2.81:
XO2 ,p=XO2 ,b−R
ν̃ γρa M̄
hmρg MO2
(2.91)
Equation  2.81 can also be used to calculate the reaction rate in 
regime III conditions where the reaction rate depends only on the 
bulk mass transfer of O2. Setting XO2,p=0  yields:
R=
hmρg MO2
ν̃ γρa M̄
XO2,b (2.92)
The ICCM combines Equations 2.86-2.91 and calculates the reac-
tion rate  R  in a loop that is iterated until convergence. This loop 
starts with an assumed reaction rate  R  and subsequently deter-
mines  the  O2 concentration  at  the  particle  surface  using  Equa-
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tions 2.88-2.91. In regime II conditions (characterized by XO2 ,p⩾0 ), 
the new value for the reaction rate  R  is calculated using Equa-
tion 2.87,  otherwise  Equation  2.92 is  applied.  This  value  is  then 
used as the new reaction rate  R  and the loop is re-iterated. This 
way, the ICCM can cope with regime II and regime III conditions 
while providing an implicit transition between both. Reaction rates 
for combustion calculated with the ICCM in both N2/O2 and CO2/O2 
conditions  are  plotted  in  Figure  2.35.  The  model  predicts  lower 
combustion rates in CO2/O2 conditions due to a lower diffusion coef-
ficient DO2  that reduces the intrinsic kinetic factor kc,I . This contra-
dicts  the  experimental  finding  that  observed  reaction  rates  are 
equal  or  higher  in  CO2/O2 conditions.  Including  the  effect  of 
Boudouard reaction by simply adding the measured Boudouard re-
action rate to the iterated reaction rate of  combustion in CO2/O2 
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Figure 2.35: Comparison of reaction rates using the intrinsic char 
combustion model; reaction rates in CO2/O2 conditions 
calculated just with combustion rates (lines) and as the sum 
of reactions rates of combustion and Boudouard reaction
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conditions  (dotted  values  in  Figure  2.35)  gives  reaction  rates  of 
comparable value for both N2/O2 and CO2/O2 conditions.  This  ap-
proach  applies  the  underlying  assumption  that  combustion  and 
Boudouard reaction occur in parallel without influencing each other. 
The experimental finding that reaction rates in CO2/O2 conditions 
exceed those in N2/O2 conditions, however, indicates that either a 
positive mutual influence prevails or that further refinement could 
be applied to the intrinsic approach. In the following, however, the 
simple sum of combustion and Boudouard reaction rate is used to 
calculate the reaction rate R  in CO2/O2 conditions.
115
Figure 2.36: Comparison of experimental data in N2/O2 conditions with 
line fits of the intrinsic char combustion model
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The values of the curves shown in Figure 2.35 have been calculated 
based on assumed values for the intrinsic kinetic data: pre-exponen-
tial factor Ac , activation energy Ea  and intrinsic order of reaction 
m . By systematically varying these values, an optimal combination 
can be found that agrees best with the measured reaction rates. 
This  is  a  typical  non-linear  optimization  problem  and  standard 
solvers are available in Matlab. In order to achieve an acceptable 
agreement  between  model  data  and  experimental  values,  it  was 
necessary to replace two outliers (see Figure 2.37 and discussion in 
the section Apparent kinetic rates) with values from the curve fit of 
the apparent rate. Solving the optimization problem gives area spe-
cific  intrinsic  kinetic  data:  Ac=5.9162 [kg /(m2s)] ;  Ea=16666 [K ] ; 
m=0.05 . These values agree well with intrinsic kinetic data for lig-
nites presented by Lahaye and Ehrburger [40] and Laurendeau [26]. 
The intrinsic order of reaction m=0.05  also coincides well with the 
common observation of an apparent order of reaction n=0.5  for lig-
nite  and  brown  coals  ([19], [21]),  when  considering  n=(m+1)/2  
(Equation 2.88). A comparison between experimental data and reac-
tion rates from the ICCM is shown in Figure 2.36 for N2/O2 condi-
tions and in Figure 2.37 for CO2/O2 conditions. The agreement be-
tween model and experiment is acceptable especially when consid-
ering the uncertainty of the measured data points.
To evaluate the regime of combustion predicted by the ICCM, mole 
fractions of O2 calculated by the model are listed in  Table 2.9 and 
Table  2.10.  In  N2/O2 conditions,  in  Table 2.6,  the  model  predicts 
regime II conditions at 1273 K and at  XO2 ,b=0.08 and  XO2 ,b=0.15 , 
contrary to the experimental results. At 1473 K and XO2 ,b=0.30  in 
Table 2.10, the model predicts regime III combustion in CO2/O2 con-
ditions  where  the  experiments  indicate  regime  II.  For  all  other 
points, the combustion regime is predicted correctly by the ICCM, 
which supports the validity of the model.
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Figure 2.37: Comparison of experimental data in CO2/O2 conditions with 
line fit of intrinsic char combustion model; points marked 
with a star (☆) are outliers that have been replaced with line 
fitted values to enable physically reasonble fitting results
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XO2 ,b 0.08 0.10 0.15 0.23 0.30
Tb  [K]
1073 0.03 -- 0.06 0.11 0.16
1273 0.01 -- 0.016 -0.00 0.05
1473 -- 0.00 -0.00 0.01 -0.00
Table 2.9: Mole fraction of O2 at the surface of the char particle in N2/O2 
conditions at various fluidized bed temperatures Tb  and O2 
mole fractions XO 2,b ; values calculated using Intrinsic char 
reacting model;negative values (marked gray) denote regime 
III conditions, where the reaction is limited by bulk diffusion
XO2 ,b 0.08 0.10 0.15 0.23 0.30
Tb  [K]
1073 0.02 -- 0.06 0.10 0.15
1273 -0.01 -- -0.001 -0.01 0.03
1473 -- -0.03 -0.03 -0.02 -0.02
Table 2.10:Mole fraction of O2 at the surface of the char particle in 
CO2/O2 conditions at various fluidized bed temperatures Tb  
and O2 mole fraction XO2 ,b ; values calculated using Intrinsic 
char reacting model;negative values (marked gray) denote 
regime III conditions, where the reaction is limited by bulk 
diffusion
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2.11 Summary of experimental part
The part Experimental work first gives an overview over the investi-
gations that are presently available in literature regarding the com-
bustion of char in oxyfuel conditions. Despite decades of research 
on the processes occurring during char combustion, fundamental 
aspects  regarding char combustion in oxyfuel  conditions are still 
controversial today.
A new reactor that has been specifically designed to investigate the 
kinetics of char combustion in oxyfuel conditions is presented and 
the reactor design is  compared to other types.  The experimental 
setup employs a FTIR analyzer, which has the advantage of simulta-
neous measurement of various gas components. High CO2 concen-
trations, however,  cause extinction in the IR absorption bands of 
CO2 that enlarges the measurement error.
The FTIR analyzer enables the measurement of the composition of 
the gases released during devolatilization. The experimental data 
identify  the  major  devolatilization  products  and  comparison  be-
tween devolatilization in N2 and in CO2 conditions shows a major in-
fluence of the composition of the surrounding gas phase. This influ-
ence cannot be explained alone by a change in the equilibrium of 
the water gas shift reaction. Values for total volatile yield are re-
ported as well but are affected by the CO2 measurement error men-
tioned above.
Using char produced in the reactor at high temperatures and high 
heating  rates,  combustion  experiments  have  been  conducted  in 
N2/O2 and  CO2/O2 conditions.  Using  CO2 as  reaction  gas,  the 
Boudouard reaction was measured separately as well. The evalua-
tion of  the measurements requires a complex method,  which ex-
tracts reaction rates from the measured transient changes in gas 
concentrations. The reported apparent kinetics contain significant 
random error, however, the measured trends are distinct and physi-
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cally  meaningful.  As the combustion process is  a  combination of 
chemical  reactions and mass transfer processes,  the influence of 
mass transfer is quantified with transfer correlations for single par-
ticles inside fluidized beds. Additionally,  a heat balance around a 
single char particle is used to compensate the temperature differ-
ence caused by exothermic and endothermic reactions (combustion 
and Boudouard reaction, respectively).  Finally,  an intrinsic model 
for char combustion based on equations from literature is described 
and evaluated for N2/O2 and CO2/O2 conditions. Assuming that com-
bustion and Boudouard reaction occur in parallel in CO2/O2 condi-
tions,  the reaction rate is modeled as the sum of both reactions. 
Thus, it is possible to approximate the reaction rates observed in 
the  experiments.  Using  non-linear  optimization,  intrinsic  kinetic 
data are identified that reproduce the experimental values. The ob-
tained intrinsic kinetic data agree well with values reported in liter-
ature. A successful comparison of reaction regimes observed in ex-
periments and predicted by the intrinsic model serves as additional 
validation. Since the model uses an intrinsic approach, it is gener-
ally  applicable  also  at  conditions  different  from the  reactor  em-
ployed in the experiment.
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3 Numerical simulations
The third part of this work covers the numerical simulation of oxy-
fuel coal combustion. A pilot-scale oxyfuel coal furnace is simulated 
using Computational Fluid Dynamics (CFD) to evaluate the impact 
of the reaction rates determined in the part Experimental work. The 
Intrinsic char combustion model (ICCM) derived in the part Experi-
mental work, is implemented in the CFD software and employed to 
calculate the heterogeneous reaction of char. As presented in the 
part Introduction, the use of CO2/O2 instead of air as oxidizer affects 
the combustion process in various ways. It is therefore not simply 
possible to estimate the influence of a single aspect, such as the 
rate of  char combustion, on the overall  combustion performance. 
Numerical simulation, on the contrary, is able to include compre-
hensively the various effects and thus predicts the overall implica-
tions of the  change for a single aspect.
Characteristics  of  coal  combustion  and the  stages  involved have 
been described in Chapter 2.1. The part Numerical simulations be-
gins with an overview of CFD simulation of oxyfuel coal combustion 
in literature. Then, the CFD solver application that is used in the nu-
merical simulation is described. The solver application consists of 
two modules: The first module calculates the fluid flow in an Euler-
ian framework and a second module calculates the trajectories of 
discrete coal particles in a Lagrangian framework. The fluid flow 
module is presented first. The governing equations and the method-
ology to solve them are described. Then, the models for individual 
aspects of the fluid flow, such as turbulence and gas phase combus-
tion, are specified. Validations with experimental data are shown for 
all models that have been implemented into the CFD software for 
this work. The Lagrangian module that accounts for the discrete 
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coal  particles  is  presented next.  The coal-specific  models  for  de-
volatilization and char combustion are described in more detail and 
validated with experimental data. With the solver application thus 
specified, the case setup of the pilot-scale oxyfuel furnace is out-
lined. Simulation results are presented and compared to experimen-
tal data, which allows an evaluation of the effect of the kinetic data 
and the ICCM.
3.1 Overview 
In 2001, Williams [86] reviewed the state of numerical simulation of 
coal combustion based on CFD software. He noticed that “quantita-
tive results rather than qualitative trends” [86] should be aimed for 
and that this required significant improvements in the employed nu-
merical  models.  Since then,  improvements  helped CFD to  evolve 
into an important design tool for coal combustion applications, es-
pecially burners and furnaces. 
Over the past decade, oxyfuel combustion of coal has become a ma-
jor research field. In 2012, the state of research regarding oxyfuel 
coal  combustion  has  been  comprehensively  reviewed  by 
Chen et al. [14]. The review included investigations using CFD soft-
ware. The main objectives of CFD simulations were: validation of 
the CFD model ([87], [88]  [89]), burner design ([10], [90], [91]) and 
flame characteristics ([92], [93]). Partial oxyfuel combustion, where 
only a part of the oxidizer is replaced by a mixture of O2 and recir-
culated flue gas,  has been studied as well [94].  Other studies fo-
cused on individual aspects of oxyfuel coal combustion, such as igni-
tion ([95],  [96],  [97]),  char  burnout [98],  LES  turbulence  model-
ing [99] or pressurized combustion [92]. Since CO2 has a high in-
frared emissivity, special attention is given to modeling of thermal 
radiation ([100],  [101],  [89]) and radiation heat transfer to furnace 
walls ([100], [11], [102]).
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The publications show that, with regard to numerical simulations, a 
default set of models can be recognized. This includes:
• An Euler/Lagrange framework to describe gas phase/particle 
interaction;  the only exception is  Müller et al. [89],  who em-
ploy a quasi-one-phase approach
• Turbulence modeling with the standard k-ε model
• Gas phase combustion with the Eddy Dissipation Model (EDM) 
or the Eddy-Dissipation Concept (EDC)
• Radiation  modeling  with  a  P1  or  Discrete  Ordinates  (DO) 
method for radiation transport and the Weighted Sum of Grey 
Gases Model (WSGGM) to describe the absorptivity of the gas 
phase
• Volatile release from the coal  particle described as a single 
first order reaction or using the CPD model
• Diffusion  limited  or  Kinetic  and  diffusion  limited  model  for 
char combustion 
Most of the models listed above are further described in the follow-
ing model specific chapters. The default set of models is presumably 
influenced by the type of CFD software employed: The vast majority 
of studies uses the commercial CFD software Fluent and all models 
in the default set are available in the standard Fluent release. One 
study  uses  CFX-TASCflow [87] and  two  studies  use  in-house 
codes ([89], [91]). Many studies that focus on an individual aspect 
of  oxyfuel  combustion  implement  a  more  detailed  model  for  the 
studied aspect. Chen's review concludes that one focus of further 
research should be char combustion in oxyfuel conditions. Special 
emphasis  should  be  toward  including  the  physical  effects  of 
CO2 (mainly heat capacity, heat transfer and diffusivity), the influ-
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ence of CO2 on chemical reactivity (both at the char surface and in 
the surrounding gas phase) and the ability to predict combustion in 
various char combustion regimes.
The CFD software employed in this work is the open source CFD 
software OpenFOAM, version 2.1 . The only other published investi-
gation of coal combustion using OpenFOAM to the author's knowl-
edge is Yamamoto et al. [103], who studied the effect of Large eddy 
simulation (LES) for coal combustion with air. The solver application 
employed in that study relied on many in-house extensions, so the 
methods  presented  there  cannot  be  transferred  directly  to  this 
work. The solver application and the models presented here involve 
various changes and extensions of the software code, from source 
terms in the governing equations to pressure velocity coupling and 
additional  models.  The following chapters intend to describe and 
validate these changes and to document the remaining model equa-
tions. Where possible, the original literature sources for the latter 
are identified.
3.2 Structure of the solver application
This chapter describes the structure of the solver application that is 
used to calculate the turbulent reacting flow with reacting particles. 
Both reaction and interaction with particles are realized through 
source  terms  in  the  governing  equations.  As  dominating  source 
terms decrease the stability  of  the  calculation,  several  measures 
were implemented in this work to obtain a sufficiently stable solver 
application.  Based  on  a  solver  application  for  steady-state  com-
pressible flow that uses the SIMPLE algorithm for pressure-velocity 
coupling, the following features were added for this work:
1. Additional  source  terms  in  the  governing  equations  of  gas 
phase  for  coupling  with  the  Lagrangian  particle  framework 
and gas phase reactions
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2. Variable-density approach instead of ideal gas law to decouple 
pressure field and density field
3. Pressure-velocity  coupling converted  to  a  Transient-SIMPLE 
algorithm with additional PISO corrector steps.
4. Special source terms for numerical stabilization in the govern-
ing equations of gas phase
In this chapter, the set of transport equations for the gas phase vari-
ables is presented first. The ensuing section lists the equations of 
state that close the set of equations. Then, the coupling of the equa-
tions for continuity and momentum is described   that provides in-
creased stability when calculating pressure p  and velocity u . Addi-
tional source terms that further stabilize the solution procedure nu-
merically are presented at the end of this chapter.
Transport equations
The conservation of mass in the gas phase is accounted for by the 
continuity equation:
∂ρg
∂t +∇⋅(ρg u)=Sp,m (3.1)
As  reacting  particles  in  the  computational  domain  can  exchange 
mass with the gas phase, the source term Sp,m  is included in Equa-
tion 3.1 to account for fluid/particle interaction.
The Navier-Stokes equation describes the transfer of momentum, 
which is written in vector form:
∂(ρgu)
∂t
+∇⋅(ρguu)−∇⋅(μ(∇u+(∇u)T))=−∇p+∇ (λ ∇⋅u)+Sp,u (3.2)
Again, a source term is used to include the interaction with parti-
cles. 
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Assuming isotropic viscosity and applying Stoke's hypothesis as re-
ported by Schlichting [104] for the second viscosity factor, λ=−23 μ , 
gives:
∂(ρgu)
∂t +∇⋅(ρguu)−[∇⋅(μ∇u)+∇⋅(μ∇u)T−∇ (23μ∇⋅u)]=−∇p+Sp,u (3.3)
Equation  3.3 can be re-arranged because by definition the diver-
gence is the trace of the gradient:
∂(ρgu)
∂t
+∇⋅(ρgu u)−[∇⋅(μ∇u)+∇⋅(μ((∇u)T−23 tr ((∇u))))]=−∇p+Sp,u (3.4)
The discretized form of Equation  3.4 is implemented in the solver 
application. The dynamic viscosity  μ  is the transfer coefficient for 
diffusive transfer of momentum. The section Transport coefficients, 
provides further details  regarding the calculation of  the dynamic 
viscosity  μ .
The conservation of energy is accounted for by the transport equa-
tion for the sensible enthalpy hs :
∂(ρghs)
∂t
+∇⋅(ρgu hs)−∇⋅α ∇hs−Snum ,hs=
Dp
D t
+Srad+Sch+Sp,h (3.5)
This equation contains various source terms: coupling with the ther-
mal radiation model, Srad , heat production or heat consumption due 
to chemical reactions, Sch , and heat transport to and from particles 
in the flow, Sp,h . More information about the thermal diffusivity  α  
is given in Appendix A.4. Effects of viscous stresses on the internal 
energy of the fluid have been omitted in Equation 3.5. This is valid 
for combustion applications because changes of internal energy are 
dominated by chemical reactions.
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The conservation of mass also applies to the mass of the individual 
components contained in the gas mixture. These components will be 
further referred to as “species”.  The Transport equations for the 
mass fraction Y i   of species i  is:
∂(ρY i)
∂t
+∇⋅(ρgu Y i)−∇⋅D ∇ Y i−Sch ,i−Snum ,Y i=Sp,Y (3.6)
Equation 3.6 contains source terms for production and consumption 
of species i  due to chemical reactions,  Sch , i , and for the mass ex-
changed between particles and the gas phase, Sp,Y . 
Since  ∑Y i=1 , it is only necessary for a mixture of  n  species to 
solve  n−1  transport  equations.  The  mass  fraction  of  the  n−th  
species is then calculated by difference as: 
Yn=1−∑
i=1
n−1
Y i (3.7)
Numerical stability is increased if the most abundant species is se-
lected as  Yn .  In case of combustion with air,  the most abundant 
species is N2; for oxyfuel applications, this is CO2. The transfer coef-
ficient of the species transport equation is the overall diffusion coef-
ficient D  which is  described in more detail below.
Further transport equations are solved for variables of the models 
for turbulence and radiation. These transport equations are listed in 
the chapters Turbulence modeling and Thermal radiation modeling, 
respectively.
Equations of state
The system of transport equations in the previous section contains 
5+n  unknown variables: p , u , T , hs ,  ρg , Yn . However only 3+n  
transport equations are defined above. Two additional equations are 
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necessary to close the system. If the time-scale to reach thermody-
namic equilibrium in the flow is  assumed small  compared to the 
time-scales of fluid transport, thermodynamic equations of state can 
provide further correlations for the unknown variables.
Density can be determined from the ideal gas law:
ρg=
p Mmix
ℜT
(3.8)
The mean molar weight of the gas mixture Mmix  is calculated as a 
mole fraction weighted average based on the species  mass frac-
tions Yn .
In most combustion applications, the gas velocities do not approach 
the speed of sound ( Ma≪1 ) and therefore compressibility effects 
are small. The gas density  ρg , however, does not remain constant 
because  combustion  causes  significant  changes  in  temperature. 
Equation 3.8 can be therefore modified using a reference pressure 
pref  that equals the bulk pressure in the computational domain:
ρg=
pref Mmix
ℜT
(3.9)
This  approach  is  commonly  called  “variable-density”  or  “incom-
pressible-ideal gas”. The purpose of this approach is to reduce the 
coupling between pressure and density, which greatly enhances nu-
merical  stability  of  the solution process.  This approach has been 
implemented in the solver application presented in this work.
A thermodynamic equation of state is used to relate sensible en-
thalpy hs  and temperature T :
hs=∫
T ref
T
cpdT (3.10)
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In combustion applications,  the heat capacity  cp  may not be as-
sumed constant since temperature varies over more than one order 
of magnitude. Therefore, dependency of cp  on temperature in this 
work is determined by polynomial approximations of experimental 
data that have been measured for individual gas species. The over-
all value of cp  in the gas mixture is calculated as a molar weighted 
average. Polynomial approximations of the JANAF thermochemical 
tables [74] are employed. These give the sum of sensible enthalpy 
and chemical enthalpy, h=hs+hch , according to:
h
ℜT=a1+a2 ( T1 K )+a3 ( T1 K )
2
+a4 ( T1 K )
3
+a5 ( T1 K )
4
+a6 ( T1 K )
−1
(3.11)
The sensible enthalpy can be calculated in analogy to Equation 3.10 
as hs(T )=h(T )−h(T ref ) .
The heat capacity cp  can be determined from the same coefficients:
cp
ℜ=a1+a2 ( T1 K )+a3 ( T1 K )
2
+a4 ( T1 K )
3
+a5 ( T1 K )
4
(3.12)
With equations of state for density and enthalpy listed above, the 
set of equations is closed.
Transport coefficients
Transport coefficients are present as factors in each diffusive term 
of the transport equations described above: Thermal diffusivity α  
in the diffusion of enthalpy, mass diffusivity D  in the species mass 
transfer and the dynamic viscosity  μ  in the diffusive transfer of mo-
mentum. The correlations, which are used to calculate the transport 
coefficients, are described in Appendix A.4.
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Pressure-velocity coupling
The issue of pressure-velocity coupling is a fundamental aspect of 
CFD. It has been investigated since at least four decades [105] and 
standard algorithms have been developed that are commonly used 
today, such as SIMPLE [105] and PISO [106]. The topic is addressed 
here because the solver application used in this work applies a mod-
ified  algorithm that  involves  SIMPLE and  PISO loops.  It  will  be 
shown that the basic structure of both algorithms is  similar,  and 
their combination is thus feasible. But first, the issue of pressure/ve-
locity coupling is briefly reviewed.
Solving the set of governing equations for fluid flow faces two major 
obstacles [107]: Firstly, the convective term of the momentum equa-
tion,  ∇⋅(ρgu u) ,  is  non-linear  and  secondly,  pressure  is  not  con-
tained as transported variable in the governing equations but the 
pressure gradient ∇p  is the dominant source term in the momen-
tum equation. 
To overcome the first obstacle, which is necessary in order to use a 
linear solution method, an iterative solution procedure is  applied 
that  considers  the  mass  flux  ρu  of  the  previous  iterative  step 
(time t0) as a fixed input value. The convective term used to calcu-
late the velocity of the next time-step t1 then becomes ∇⋅(ρut0ut1) . 
This procedure has been already mentioned by Patankar [105] in 
1980.
To overcome the second obstacle, the pressure field could be ob-
tained in an iterative procedure by solving the momentum equation 
to obtain u  and the continuity equation to obtain the density of the 
gas phase  ρg . Then, the pressure could be calculated from a ther-
modynamic equation of state as a function of density  ρg  and tem-
perature  T . At low Mach numbers, however, density and pressure 
are weakly dependent on each other and as  Ma→0 , this solution 
method  breaks  down.  This  constrains  the  application  of  density 
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based solvers to flows with higher Mach number, which is not the 
case in most combustion applications. An alternative procedure in-
volves rewriting the continuity equation so that it contains the pres-
sure variable explicitly.
The  derivation  of  the  pressure  equation  as  it  is  implemented  in 
OpenFOAM is only summarized here. A detailed derivation can be 
found for example in Jasak [108]. In discretized form, the momen-
tum equation is a linear system:
Au=b ⇔ (
a1 c12 ⋯ c1n
c21 a2 ⋯ c2n
⋮  ⋱ ⋮
cm1 cm2 ⋯ am
)(u1u2⋮un)=(
b1
b2
⋮
bm
) (3.13)
Each ui  represents the velocity vector in one of n  control volumes. 
As can be seen in Equation 3.13, the coefficients  ai  affect the value 
in control volume i  directly while the coefficients cij  represent the 
influence of the other control volumes of the computational domain. 
It is possible to split matrix A  into its diagonal and off-diagonal en-
tries: 
A=(
a1 c12 ⋯ c1n
c21 a2 ⋯ c2n
⋮  ⋱ ⋮
cm1 cm2 ⋯ am
)=(
a1 0 ⋯ 0
0 a2 ⋯ 0
⋮  ⋱ ⋮
0 0 ⋯ am
)+(
0 c12 ⋯ c1n
c21 0 ⋯ c2n
⋮  ⋱ ⋮
cm1 cm2 ⋯ 0
) (3.14)
The momentum equation can then be expressed in semi-discretized 
form as:
AIu−H (u)=−∇p (3.15)
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The off-diagonal term H (u)  contains not only the coupling with the 
neighboring cells but also the source terms with the exception of 
the pressure gradient:
H (u)=−∑
n
cmnum−
∂(ρgu)
∂t
+Sp,u (3.16)
Equation 3.15 can be re-arranged as:
u=H (u)
AI
− ∇p
AI
(3.17)
and substituted into the continuity equation (Equation 3.1):
∂ρg
∂t +∇⋅(ρg H (u)AI )−∇⋅
ρg
AI
∇ p=Sρ (3.18)
Since the solver applies a variable density approach as described in 
the previous section, the gas phase density  ρg  is calculated from a 
fixed reference pressure pref  instead of the actual local pressure p . 
While  this  approximation is  valid in the application to low Mach 
number reacting flows, it also removes the dependency of the time-
derivative term  ∂ρg/ ∂t  on the solved-for variable  p .  This depen-
dency is re-established by introducing the compressibility  ψ :
ρg=p
Mmix
ℜT⏟
= ψ
⇒
∂ρg
∂t
= ψ ∂p
∂t (3.19)
The continuity equation is thus transformed to a transport equation 
for pressure:
ψ ∂p
∂t +∇⋅(ρg H (u)AI )− ∇⋅
ρg
AI
∇ p=Sp,m (3.20)
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All transport equations in the solver application are discretized via 
the finite volume method, which is based on the integral over a con-
trol  volume. Gauss'  theorem thus allows us to convert the diver-
gence term in Equation 3.20 into the integral over the surface of the 
control volume. The surface integral can be expressed as the sum 
over the faces f  of the control volume:
∇⋅( ρg H (u)a )=∑f A f (ρg u)f (3.21)
In Equation  3.21, the index  f  indicates values at the face, which 
are obtained from the central value through interpolation. The val-
ues of A f (ρg u)f  give the convective flux at the faces, which then are 
used to calculate the convection term of each transported variable.
With the momentum and pressure equation derived (Equations 3.4 
and 3.20), a segregated iterative solution for pressure p  and veloc-
ity u  can be obtained from the following algorithm:
1. Solve the momentum equation (Equation 3.4) using the pres-
sure field from the previous time-step and obtain a preliminary 
value u'  .
2. Solve  the sensible  enthalpy equation (Equation 3.5)  and ob-
tain T  from hs .
3. Update the gas phase density  ρg  according to Equation 3.8.
4. Calculate an estimated velocity field u*=H (u ')a .
5. Calculate the mass flux at the cell faces according to Equa-
tion 3.21 as ∑
f
A f (ρg u*) f .
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6. Solve the pressure equation (Equation  3.20) using the previ-
ously calculated mass flux as a substitute for the divergence 
term and obtain the new pressure field p* .
7. Using the values of the new pressure field, update H (u)  and 
re-calculate the fluxes according to Equation 3.21.
8. Calculate a corrected velocity field: u=u*−∇ p
*
a .
If the iterative procedure loops over steps 1-8, this algorithm corre-
sponds to the SIMPLE algorithm. Since the SIMPLE algorithm tends 
to diverge, under-relaxation has to be applied to all solved-for vari-
ables ( u ,  hs  ,  p ). The gas phase density  ρg  is under-relaxed as 
well because it strongly influences the convective term in all trans-
port equations through the mass flux ρg u . In a transient solution, 
the SIMPLE loop is iterated to convergence before proceeding to 
the next time-step. The size of the time-step can be chosen arbitrar-
ily.
An iterative loop over steps 2-8 implements the PISO algorithm. The 
momentum equation  is  thus  solved  only  once  and  the  loop  only 
changes the velocity by applying correctors. The number of itera-
tions in the PISO loop depends on how many correction steps are 
necessary for a given case setup and ranges typically from 2 to 4. 
As the momentum equation is solved only once and no under-relax-
ation is applied, the PISO algorithm requires small time-steps in or-
der to be numerically stable and accurate. 
The pressure/velocity algorithm implemented for this work employs 
a  transient  SIMPLE  formulation.  In  addition,  steps  2.-8.  are  re-
peated once more, which results in an additional PISO correction 
step. This reduces the error contained in the solution for pressure 
and thus increases numerical stability. This enables to remove un-
der-relaxation in the last SIMPLE iteration, so that the final values 
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are  not  interpolated  with  values  from  the  previous  time-step.  A 
solver application for particle laden reacting flows requires such a 
stable  pressure/velocity  coupling  because  source  terms  from 
gas/particle  interaction and chemical  reactions  become dominant 
and destabilize the numerical solution [107]. An alternative possibil-
ity  (see Yamamoto et. al. [103])  would be to employ a PISO algo-
rithm with reduced time-step Δ t  and thus a low Courant-Friedrichs-
Lewy number [109]:
CFL = uΔ t
Δ x
≤0.1 (3.22)
In Equation 3.22,  u  is the component of  the velocity vector in a 
given direction and Δ x  is the characteristic size of the control vol-
ume in that direction. This approach reduces the time-step size sig-
nificantly,  which increases the necessary computational  effort.  In 
comparison,  the  modified  transient  SIMPLE  algorithm  described 
above  can  yield  a  speed-up  of  about  an  order  of  magnitude 
( CFL≈5−10  with about 10 SIMPLE iterations).
Stability source terms
The previous section mentions the demand for a numerically stable 
solving algorithm when calculating particle laden reacting flow. This 
section describes, how an additional source term can be inserted in 
the transport equations for variables apart from pressure and veloc-
ity to further increase the numerical stability. The underlying princi-
ple is to compensate for errors in the conservation of mass, which 
are a consequence of applying under-relaxation in the SIMPLE loop.
As  the SIMPLE loop converges  toward a solution,  the  continuity 
equation (Equation 3.1) is gradually satisfied. As a consequence: 
∂ρg
∂t +∇⋅(ρg u)−Sp,m → 0 (3.23)
135
3 Numerical simulations
The stability of solving the linear system Ax=b  is increased, if ma-
trix  A  is diagonally dominant. A source term can be thus defined 
for the transport of a variable ξ :
Snum,ξ=Cnum ξ=(∂ρg∂t +∇⋅(ρg u)−Sp,m) ξ (3.24)
which can be added to matrix  A  and thus increases the diagonal 
dominance in the initial iteration steps, if the values of  Snum,ξ  are 
positive. As the SIMPLE loop reaches convergence, this source term 
gradually vanishes and introduces no error in the converged solu-
tion. To prevent that negative values in Snum,ξ  weaken the diagonal 
dominance,  the  OpenFOAM  framework  provides  a  specialized 
source  term discretization  (named  SuSp() )  that  for  every  matrix 
component, adds the positive values to the diagonal of matrix  A  
and moves the negative values to the vector  b  on the right hand 
side of Equation  3.1. It is thus assured that the additional source 
term increases the numerical stability.
Numerical Discretization of gas phase transport equations
As  mentioned  previously,  the  transport  equations  are  discretized 
with the finite-volume method as  integrals  over  control  volumes. 
The computational domain is spatially discretized in into a series of 
control  volumes,  named  “cells”.  By  applying  the  finite-volume 
method, discretized formulations can be formulated for the terms of 
the  transport  equations.  This  includes  divergence,  gradient  and 
laplace operators as well as time-discretization and source terms. 
For a comprehensive description of the finite-volume discretization 
and its implementation in OpenFOAM, see Jasak [108]; this topic is 
not further discussed here.
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3.3 Turbulence modeling
This chapter is focused on various aspects of the modeling of gas 
phase turbulent effects. These aspect are relevant to the applicabil-
ity of the modeling approach in the simulations of this work and 
with regard to additional errors thus introduced. First, the concepts 
of  Reynolds-averaging  and  Favre-averaging  are  described  briefly. 
Then, implications of near-wall treatment and their influence on the 
choice of turbulence model in the context of combustion simulation 
are discussed. In this work, the Shear-Stress Transport (SST) turbu-
lence model is employed as it is implemented in OpenFOAM, with-
out modifications. The turbulence model is therefore not validated 
separately in this work.
The effect of turbulent fluctuations on the gas phase flow is treated 
in this work through Reynolds averaging. A transported variable  ξ  
is  split  into  its  time-average  value  ξ and  the  transient  fluctua-
tion  ξ ' . Reynolds averaging of  ξ  yields ξ+ξ '=ξ+ξ '=ξ  because the 
time-average  of  the  fluctuation  is  ξ '=0  .  When  substituting  the 
transported variables with their corresponding Reynolds averaged 
values, the transport equations for the gas phase remain identical in 
Reynolds averaged form, with one exception: The convective trans-
port in the momentum equation (Equation  3.2) is transformed as 
(u+u')(u+u')=uu+u 'u'=uu+u'u '  and  thus  an  additional  term 
arises. The term u'u'  is called Reynolds stress tensor and a formu-
lation  is  required  to  close  the  system  of  equations  again.  The 
Boussinesq approximation models the Reynolds stress tensor in a 
form similar to the viscous momentum transport in the momentum 
equation [107]:
u'u '=μt ((∇u+∇u)T)+
2
3
ρg k I (3.25)
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This allows to combine laminar viscosity  μ  and turbulent viscosity
μt  into an effective viscosity  μeff=μ+μt .  Then, the Reynolds aver-
aged momentum equation becomes: 
∂(ρgu)
∂t +∇⋅(ρgu u)−μeff [∇2u+∇⋅((∇u)T−23 tr ((∇u)T))]=−∇ p+Sp,u (3.26)
Similarly, the diffusive transfer coefficients in the transport equa-
tions  for  energy  (Equation  3.5)  and  for  species  mass  fractions 
(Equation  3.6) can be replaced by  αeff=α+αt  and  Deff=D+Dt . The 
values of  αt  and  Dt  are determined from analogies for heat and 
mass transfer as described in the section Transport coefficients, in 
the previous chapter. 
Reynolds averaging of the transport equations has eliminated the 
turbulent fluctuations in the transported variables. The transformed 
transport  equations  are  called  Reynolds  averaged  Navier-Stokes 
(RANS). They are valid if the density is not influenced by the turbu-
lent fluctuations of the flow.  In combustion applications, the density 
changes rapidly as the flow passes a flame front. As a consequence, 
the density will also show fluctuations and Reynolds averaging will 
then lead to additional source terms [107]. This can be prevented if 
Favre-averaged variables are used, where the average is weighted 
by density:
ξ̃=
ρgξ
ρg
(3.27)
If  equations  are  formulated  using  Favre-averaged  variables,  the 
transport equations retain their original form with only one addi-
tional term in the momentum equation that is modeled in analogy to 
the RANS approach. The resulting Favre-averaged values, however, 
are not identical to time-averaged values that are often reported for 
experiments.  But since a simple conversion of Favre averaged to 
time averaged  values  is  not  available,  comparison  between  both 
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types of values is often carried out anyway, which introduces an ad-
ditional source for discrepancies. A detailed discussion can be found 
in Poinsot and Veynante [110].
Since transient fluctuation is removed by averaging, the RANS ap-
proach is predetermined for steady-state solutions. For coal com-
bustion, however, the gas phase simulation needs to be coupled to 
the Lagrangian system of particles, which is transient by its nature 
(see chapter Lagrangian particle framework). Two methods of cou-
pling are possible: Either a large number of particle trajectories is 
calculated  until  the  coupling  source  terms  reach  a  quasi-steady 
state. Or the averaged transport equations are solved in a transient 
manner. The transient  solution of the averaged equations (unsteady 
RANS; URANS) is preferred here. This offers the possibility to ex-
tend the solver application in the future with URANS based, ad-
vanced turbulence models that resolve the turbulent structure and 
thus offer LES-like capabilities. These include, for example, Scale-
adaptive  simulation  (SAS;  [111])  and  Detached  Eddy-Simulation 
(DES; [112], [113]). Furthermore, basic URANS calculations can re-
solve transient flow features if the time-scale of these flow features 
is  significantly  larger  than  the  time-scale  of  the  flow  turbu-
lence [114].
The SST model for RANS-based turbulence modeling
The RANS-based turbulence model  employed in this  work is  the 
Shear-Stress Transition (SST) model by Menter et al. [115]. The SST 
model  combines  the  standard  k-ε  model  by  Launder  and 
Sharma [116] with the k-ω model by Wilcox [117]. Blending func-
tions are defined to switch between both. The blending formulation 
is motivated by the good performance of the k-ω model in modeling 
the turbulent flow near walls. The switch to the k-ε  model further 
away from the wall avoids the difficulties of the k-ω model with re-
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gard  to  free  stream  turbulence [114].  The  model  equations  are 
listed in Appendix A.5 as they are implemented in the OpenFOAM 
code.
Near-wall treatment requirements in combustion applications
The improved near-wall capability of the SST model compared to 
the standard k-ε model yields certain benefits in combustion appli-
cations, that usually feature a central flame zone with high veloci-
ties and turbulence and slower flow closer to the furnace walls. The 
near-wall  flow and the corresponding boundary layer  can be de-
scribed with one of two approaches: The flow can be either fully re-
solved or a wall-function can be employed that bridges the whole 
boundary layer.
Full resolution of the boundary layer flow is required, if the bound-
ary layer flow has major influence on the free stream flow, for exam-
ple behind an airplane wing. In combustion, this applies to bluff-
body  stabilized  flames.  Furthermore,  correct  prediction  of  heat 
transfer to the wall requires a detailed calculation of the boundary 
layer [114]. A detailed near-wall modeling requires fine cell resolu-
tion close to the wall. This requirement is usually expressed with 
the dimensionless height of the computational cell next to the wall, 
y +≈1 .  Most RANS turbulence models, including the standard k-ε 
model, must be extended with additional terms in order to model 
the near-wall region properly (so called “Low-Reynolds” modifica-
tion). The k-ω model can resolve the boundary layer in detail with-
out any modification ([117], [114]), which is a major advantage.
For the most part flow in combustion applications does not require 
a fully resolved boundary layer calculation. In this case, the bound-
ary layer can be modeled with wall-functions that match the fluid 
state on the outside of the boundary layer. Wall-functions imply that 
the computational cell next to the wall is large enough to contain 
the whole boundary layer within this cell ( y +>11.68 ), otherwise the 
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wall-function result is projected to a location that is still within the 
boundary layer and the result is invalid. Close to furnace walls how-
ever, the flow is usually slow and in order to employ a wall-function, 
the size of the computational cell next to the wall would have to be 
unfeasibly large. In these cases, a wall-function cannot be applied. 
Next to burner walls, however, a strong, highly-turbulent flow pre-
vails  and  a  fully  resolved  boundary  layer  would  require  an  ex-
tremely fine computational grid. It is therefore desirable to have a 
turbulence model that is usable with and without wall-functions in 
the same computational domain. This is an advantage of the SST 
model, which motivates its application in this work.
3.4 Thermal radiation modeling
In  combustion applications,  temperatures  reach a  level  at  which 
heat transfer due to thermal radiation becomes important. Gaseous 
combustion  products,  mainly  CO2 and  H2O,  show  strong 
absorption/emission in the infrared spectrum. This is illustrated for 
H2O in  Figure 3.1.  As a consequence, gas in a furnace becomes, 
with regard to thermal  radiation,  a participating medium. As ex-
plained in the part Introduction, the high CO2 concentrations in oxy-
fuel combustion further increase the influence of thermal radiation. 
In oxyfuel combustion with wet recycling, H2O accumulates in the 
process and enhances the interaction between gas phase and ther-
mal radiation as well. Additionally, the particles present in coal com-
bustion scatter the light rays and thus interact with the propagation 
of thermal radiation. These effects have to be accounted for in ther-
mal radiation models.
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Three aspects of thermal radiation require modeling: Propagation of 
thermal radiation through a participating medium; the interaction 
of  thermal  radiation with the gas phase;  and the interaction be-
tween thermal radiation and particles. 
The propagation of thermal radiation is described by the Radiative 
transport  equation  (RTE).  The  exact  solution  of  the  RTE  is  ex-
tremely costly and therefore, radiation transport models are used to 
obtain an approximation. Two different radiation transport models, 
the  P1-Model  and  the  finite-volume  Discrete  Ordinates 
Model (DOM), are available in OpenFOAM. The RTE and the equa-
tions of the implemented models are described in detail in Appen-
dix A.6. The evaluation of the model equations shows that the finite-
volume DOM in its current implementation is not suitable for parti-
cle laden flow. Formulations of the finite-volume DOM that include 
the radiative effects of particles exist [118], but their implementa-
tion is beyond the scope of this work. As a consequence, the finite-
volume DOM is applied in this work only for cases without particles, 
such as the gas flame used to validate the turbulence/chemistry in-
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Figure 3.1: Dependence of infrared absorptivity  α  on wavelength λ   
for H2O(g); data taken from NIST Chemistry Webbook [78]
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teraction described in the next chapter. In cases involving particles, 
the P1-model is used despite its drawback regarding over-predict-
ing dissipation in thermal radiation transport.
The  interaction of thermal radiation with the gas phase is calcu-
lated from an “absorption/emission model”.  An additional absorp-
tion/emission model (the Weighted Sum of Gray Gases Model) has 
been implemented in OpenFOAM for this work. Performance of this 
model with different sets of model coefficients is compared with an 
absorption/emission model that is available in OpenFOAM and both 
are validated with literature data.
The interaction of thermal radiation and particles is twofold: Parti-
cles absorb and emit thermal radiation; furthermore, particles scat-
ter thermal radiation and thus influence its  propagation. The ab-
sorption and emission of thermal radiation is  accounted for by a 
heat-balance around the particle, which is described in detail in Ap-
pendix A.7.  The  scattering  effect  is  included  through  additional 
terms in the radiation transport models, which are shown in Appen-
dix A.6.
The optically thin gas model for gas phase absorption/emission
The optically thin gas model for gas phase absorption/emission is 
available  in  the  current  release  of  OpenFOAM (model  name: 
greyMeanAbsorptionEmission). It has been derived from a simple 
approach to model the gas phase absorption coefficient, which has 
been  suggested  for  the  model  flames  of  the  Sandia/TNF  work-
shop [119]. The approach assumes that the gas is optically thin and 
that the absorptivity of the gas phase is a superposition of the ab-
sorption by individual gas species. The absorption coefficient of a 
gas species with concentration X i  is calculated as:
ag=
p
patm
∑
i
X i (b0, i+b1, iT s i+b2, iT2si+b3, iT 3si+b4, iT 4si+b5, iT5si) (3.28)
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A polynomial is used to describe the temperature dependency of the 
absorption coefficient of the species. Values for the polynomial coef-
ficients  bij  are  taken  from the  Sandia/TNF  workshop 
homepage [119]. Because the polynomial coefficients have been de-
rived  for  pressures  measured  in  [atm],  a  conversion  factor 
patm=1.01325×10
5 Pa/bar  is included. Some polynomial coefficients 
are given for polynomials of Tg , while others are apply to polynomi-
als of  Tg
−1 .  An additional variable  s i=±1  is therefore defined for 
each polynomial as well.
The Weighted Sum of Gray Gases Model for gas phase 
absorption/emission 
The Weighted Sum of Gray Gases Model (WSGGM), as proposed by-
Hottel and Sarofim [120], describes a gas mixture as a compound of 
virtual gases with different levels of wave length independent emis-
sivity. The number of virtual gases can be chosen deliberately and is 
not related to the number of gases with infrared absorption in the 
gas mixture. The WSGGM further assumes the presence of one ad-
ditional virtual gas, which is completely transparent. 
For a mixture of j  virtual gases, the emissivity of the gas mixture in 
a computational cell is:
ϵg=∑
j
c j (1−exp(−α j L ppatm (XCO2+XH2O))) (3.29)
The absorptivity  of  the  j -th  virtual  gas  is  α j .  Equation 3.29 re-
quires a characteristic path length  L ,  which is discussed further 
below. CO2 and H2O are the only species that are considered in the 
WSGGM to interact with infrared radiation. Their respective mole 
fractions are included in Equation 3.29. The model parameters are 
commonly published based on pressure  p  in  [atm]  or  [bar]  and 
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thus,  a  conversion  factor  patm=1.01325×10
5 Pa/bar  is  employed. 
The influence of temperature on the emissivity of the  j -th virtual 
gas is included in the factor c j  and calculated as:
c j=∑
i
b j ,iT
(i−1)
(3.30)
The coefficients b j , i  in Equation 3.30 and the virtual gas absorptiv-
ity  α j  in Equation 3.29 are model parameters. They can be derived 
from spectrally  resolved data.  For example,  Smith et al. [121] ob-
tained different sets of model parameters through regression fits of 
data from Wide-band models. The data were chosen to represent air 
combustion at ambient pressure. Therefore the evaluated tempera-
ture ranged from 600 K to 2400 K. The considered pressure path 
length was 0.001⩽pL⩽10 atm m . Different model parameters were 
derived for flue gases from combustion of methane ( XH2O /XCO2=2 ) 
and heavy hydrocarbons ( XH2O /XCO2=1 ). The model parameters for 
methane are shown in Table 3.1. The detailed specification required 
for the underlying data demonstrates that model parameters for the 
WSGGM are quite specific to the conditions they were derived for. 
Therefore, model parameters derived for air combustion cannot be 
applied to oxyfuel combustion.
With regard to oxyfuel  combustion,  Johansson et al. [101] derived 
WSGGM model parameters from data of Narrow-band models. The 
temperature range was 500-2500 K; the pressure path length was 
0.01⩽pL⩽60 bar m . In order to reproduce oxyfuel combustion with 
both wet recycling and dry recycling (see part Introduction), sepa-
rate model parameters were derived for each. The mass fractions of 
CO2 and H2O in the flue gas were set to YCO2=0.5  and YH2O=0.5  for 
wet recycling,  and  YCO2≈0.89  and  YH2O≈0.11  for  dry recycling. 
Two sets of model parameters were derived for each type of oxyfuel 
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combustion, which employed either three or four virtual gases with 
an additional clear gas. These sets are named “3+1” and “4+1”.  All 
sets of model parameters are listed in Table 3.1.
The formulation of the WSGGM used by Johansson is based on mass 
fractions and includes a reference temperature. The model equa-
tions thus become:
ϵg=∑
j
c j(1−exp(−α j L ppatm (Y CO2+Y H2O))) (3.31)
c j=∑
i
b j ,i( TT ref )
(i−1)
(3.32)
In the following, the model parameters by Smith and by Johansson 
are always used with the corresponding set of equations.
With the emissivity of the gas mixture determined from above equa-
tions, the absorption coefficient can be obtained from the Beer-Lam-
bert law:
ag=−ln
(1−ϵg)
L
(3.33)
In Equation 3.33, a characteristic path length L  is required. Choos-
ing L  as the characteristic size of the computational cell is possi-
ble, however, it yields a grid-dependent solution and does not prop-
erly reproduce the radiative heat flux at the wall [101], which is an 
important  furnace  design  parameter  and  thus  important  in  CFD 
combustion simulations. Instead, the path length L  should be speci-
fied as a characteristic length of the computational domain. Johans-
son et al. [101] recommend using  L=3.6V / A . This issue is further 
discussed in Erfurth [100].
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Index j 1 2 3 4
Smith
α j 0.4201 6.516 131.9
b j , 1 65.08 -2.504 27.18
b j , 2 -5.551×104 6.112×104 -3.118×104
b j , 3 3.029 ×107 -3.882×107 1.221×107
b j ,4 -5.353×1011 6.528×1011 -1.612×1011
3+1; dry
α j 0.0992 2.6589 88.1078
b j , 1 0.4995 0.3418 0.1273
b j , 2 -0.0171 -0.1701 -0.0726
b j , 3 -0.0393 0.0196 0.0101 
4+1; dry
α j 0.0408 0.4217 5.2010 122.48 
b j , 1 0.2719 0.3677 0.2324 0.1058 
b j , 2 0.0896 -0.1284 -0.1214 -0.0602 
b j , 3 -0.0327 -0.0030 0.0170 0.0080 
3+1; wet
α j 0.1281 2.4256 59.557 
b j , 1 0.2621 0.3898 0.2603 
b j , 2 0.1798 -0.0232 -0.2193 
b j , 3 -0.0491 -0.0523 0.0502 
4+1; wet
α j 0.0668 0.6818 5.9261 86.014 
b j , 1 0.2887 0.1330 0.3610 0.1843 
b j , 2 -0.0760 0.3030 -0.2112 -0.1545 
b j , 3 0.0604 -0.1426 0.0332 0.0347 
Table 3.1: Coefficients for the WSGGM as presented by Smith et al. [121] 
and Johansson et al. [101] 
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Particle radiation modeling 
As shown in the section  P1 model for radiation transport,  the P1 
model includes various parameters that account for the influence of 
particles on thermal radiation.
The particle  absorption coefficient  for  each computational  cell  is 
calculated as a property of all particles contained in that cell. Since 
particles are grouped into “parcels” (see chapter Lagrangian parti-
cle  framework),  which contain particles  of  uniform diameter,  the 
sum over all particles is written as:
ap=
ϵch
V ∑i
np,i App, i (3.34)
Here, App,i  is the projected area of one spherical particle in the i -th 
parcel inside the computational cell. The number of particles in that 
parcel is  np,i . The emissivity of one particle is  ϵch . Based on data 
for coal and char by Modest [77], it is set to ϵch=1   in this work.
The emittance is calculated similarly from the radiation of a gray 
body:
Ep=
ϵch
V σSB∑i
np, i App,iT p, i
4 (3.35)
The scattering factor is calculated as: 
σeff=3
(1− f )(1−ϵch)
V ∑i
np,i App, i (3.36)
The factor  f  can account for  anisotropic scattering and a value 
f=0.9  is recommended for coal particles by Lockwood et al. [122]. 
This corresponds to predominant forward scattering.
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Validation of gas phase radiation modeling
The implemented WSGGM was validated with test cases presented 
by Johansson et al. [101]. The validation data do not originate from 
a  custom  experiment  but  are  calculations  with  a  Narrow-band 
model.  They  are  reported  as  radiation  intensities.  As  this  is  the 
transported variable in the finite volume DOM, this model has been 
employed for radiative transport for the validation presented here. 
The model for gas phase absorption/emission was varied. The test 
cases are set up to represent the propagation of radiation along a 
one-dimensional path with a path length of  L=40 m . The simula-
tion with OpenFOAM was based on a 1-D grid. A grid refinement 
study  with  10x1x1,  20x1x1 and 40x1x1  computational  cells  gave 
identical results, with finer local resolution for an increasing num-
ber of cells. The solution can be therefore considered grid indepen-
dent.  The  values  presented  below  have  been  calculated  on  the 
40x1x1 grid. The temperature of the walls at both ends of the path 
was set to 700 K with an emissivity ϵ=1 , in accordance to Johans-
son et al. [101]. The gas phase temperature and the species concen-
trations were initialized to the values of the test cases, as specified 
below.  To  obtain  the  distribution  of  radiation  intensity,  only  one 
time-step was calculated and all fields apart from the radiation in-
tensity were frozen by setting their under-relaxation factors to zero. 
The two transport equations of the finite volume DOM, one in posi-
tive and one in negative x-direction, were repeatedly solved in a 
loop until convergence. The resulting radiation intensity in positive 
x-direction was then compared to the validation data.
The most simple test case is isothermal with a constant gas temper-
ature Tg=1200 K . The specified species concentrations for wet re-
cycling (i.e. entire flue gas is recycled to the burner) are uniform, 
with  YCO2=0.48  and YH2O=0.48 . The remaining gas, which does not 
absorb thermal radiation, was initialized in the validation simulation 
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Figure 3.2: Intensity of radiation I  in positive x-direction for a uniform 
temperature distribution with T=1200 K ; dry recycle (top) 
with YCO2=0.8  and YH2O=0.1 ; wet recycle (bottom) with 
YCO2=0.48  and YH2O=0.48 ; remaining gas is O2
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as O2 with YO2=0.04 . For dry recycling, the specified species mass 
fractions  are  uniform as  well  with  YCO2=0.8  and  YH2O=0.1 .  The 
mass fraction of O2 was set accordingly to YO2=0.1 .
The simulation results  for  the isothermal case are shown in Fig-
ure 3.2. For dry recycling (i.e. H2O is condensed before flue gas is 
recycled to the burner), displayed in Figure 3.2 (top), the results of 
the WSGGM with model parameters “3+1;dry” and “4+1;dry”  are 
in  very good agreement with the validation data “SNB(domain)”. 
Both the optically thin gas model and the WSGGM with model pa-
rameters for air combustion (“Smith”) largely overpredict the radia-
tion  intensity.  Figure  3.2 also  contains  validation  data  that  have 
been  obtained  from  a  correlated  solution  of  the  RTE  (Equa-
tion 3.28),  named  “SNB(corr.)”.  The  difference  between 
“SNB(corr.)” and “SNB(domain)” shows the error that is introduced 
with the non-correlated approach. In the case of wet recycling (Fig-
ure 3.2, bottom), similar trends can be observed. The major differ-
ence is that the “3+1;wet” model parameters do not agree well with 
the validation data. The “4+1;wet” model parameters, on the other 
hand, give good results.
In the second test case, a temperature profile is specified that aims 
to reproduce a flame at the center of a furnace [101]. The tempera-
ture profile is shown in  Figure 3.3. The species mass fractions for 
dry recycling are assumed to follow a mass fraction profile for H2O 
and uniform for CO2 with YCO2=0.8 . The mass fraction profile is also 
shown in Figure 3.3. In case of wet recycling, CO2 and H2O are dis-
tributed uniformly  with YCO2=0.48  and YH2O=0.48 . In both cases, 
the mass fraction of O2 was initialized to satisfy YCO2+YH2O+Y O2=1 . 
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The results for the non-isothermal test case are given in Figure 3.4. 
As  in  the  isothermal  case  with  dry  recycling,  the  WSGGM with 
“3+1;dry” and “4+1;dry” model parameters is in good agreement 
with the corresponding validation data (“SNB(domain)”).  For wet 
recycling, only the “4+1;wet” model parameters give acceptable re-
sults, while the “3+1;wet” parameters give unphysical results for a 
path length >10 m. The optically thin model and the WSGGM with 
model parameters by Smith yield similar profiles of radiation inten-
sity. Both largely over-predict the radiation intensity, compared to 
the validation data. The difference between correlated and non-cor-
related validation data  is  similar  in  magnitude to  the isothermal 
case. The error from the non-correlated approach in dry recycling 
conditions is about half of the error in wet recycling conditions.
The  validation  shows  that  the  optically  thin  absorption/emission 
model and the WSGGM with model parameters by Smith cannot be 
applied to oxyfuel conditions. For oxyfuel combustion with dry-recy-
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Figure 3.3: Profiles of temperature and mass fraction of H2O that are 
provided to simulate radiation of a flame inside a furnace 
with dry recycle oxyfuel combustion; for wet recycle oxyfuel 
combustion, the mass fraction of H2O is set uniformly to 
Y H2 O=0.48
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Figure 3.4: Intensity of radiation I  in positive x-direction for a  
temperature distribution as specified in  Figure 3.3; dry 
recycle (top) with YCO2=0.8  and YH2O  as specified in Figure 
3.3; wet recycle (bottom) with YCO2=0.48  and YH2O=0.48 ; 
remaining gas simulated as O2
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cling, the WSGGM with model parameters “3+1;dry” and “4+1;dry” 
leads to good predictions of radiation intensity. In case of wet recy-
cling,  only the WSGGM with “4+1;wet” model  parameters  yields 
good results. Since the models for the transport of thermal radia-
tion in a participating medium are based on the non-correlated ap-
proach in OpenFOAM, they introduce an additional error, which is 
less pronounced for oxyfuel combustion with dry recycling.
3.5 Turbulence/chemistry interaction modeling
In most technical combustion applications, the gas flow is turbulent. 
Characteristic  features of  the combustion process,  such as flame 
structure, peak temperature and pollutant formation thus not only 
depend on the chemical reactions and the corresponding reaction 
rates. They are also influenced by the turbulent properties of the 
flow.  The  influence  is  complex:  turbulent  flow  enhances  mixing, 
which promotes the reaction between fuel and oxidizer in diffusion 
flames; high levels of turbulence on the contrary lead to a partial 
“blow out” of the flame, a phenomenon called “local extinction”. The 
chemical reactions in return have an influence on the turbulent flow 
as the temperature locally increases in the flame and reduces the 
gas density, which accelerates the turbulent flow. Turbulence and 
combustion  have  in  common  that  both  include  phenomena  with 
time-scales  that  range from almost  instantaneous to  several  sec-
onds. This range of time-scales spans several orders of magnitude 
and adds  to  the complexity.  All  these effects  are  summarized as 
“turbulence/chemistry interaction” and their modeling is the focus 
of this chapter.
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In literature, various models have been developed to describe tur-
bulence/chemistry  interaction  numerically.  The  assumptions  and 
methods applied in deriving these models substantially differ from 
each other. They can, however,  be classified in three major cate-
gories:
• Statistical methods describe combustion in turbulent flows us-
ing probability density functions (PDFs). The turbulent reac-
tion rates are calculated by integrating the probability distri-
bution.
• The Flamelet assumption considers the flame to be composed 
of small curled surfaces.  These surfaces are treated as little 
laminar  flames  (“flamelets”).  The  distribution  of  reactants 
around the flamelet surface is defined a priori either by exper-
imental investigation or mathematical analysis of counter flow 
diffusion flames. Thus, only the location of the flamelet surface 
must be solved and the local  species concentrations can be 
looked up from the known distribution.
• Eddy-dissipation  models are  based on the representation of 
turbulent flow by the energy cascade model: The mechanical 
energy  in  the  turbulent  flow  is  primarily  contained  in  the 
largest turbulent structures (“eddies”) and transferred to pro-
gressively smaller turbulent structures. In the smallest turbu-
lent  structures,  called  “fine  structures”,  the  mechanical  en-
ergy is dissipated into heat. Chemical reactions are assumed 
to occur only in the fine structures. The amount and the prop-
erties of the fine structures influence the turbulent combus-
tion process. 
Although these approaches for describing turbulence/chemistry in-
teraction differ fundamentally, their results are comparable [110]. 
The respective advantages and drawbacks of the individual models 
determine which approach is suited best for a particular applica-
155
3 Numerical simulations
tion.  As  shown in  Chapter 3.1,  Eddy-dissipation models  are  com-
monly  employed  to  calculate  turbulence/chemistry  interaction  in 
coal  combustion.  This  work  applies  the  Eddy-Dissipation  Con-
cept (EDC), which is a model based on the energy cascade repre-
sentation of turbulent flow. The use of the EDC was motivated by its 
versatility  as it  proved capable to compute diffusion flames,  pre-
mixed  flames [123] as  well  as  flameless  combustion ([124], [37]) 
without modification of model parameters [125].
The Eddy-Dissipation Concept (EDC)
As described in the previous section, the EDC is based on the en-
ergy cascade representation of turbulence and assumes combustion 
to occur only in the turbulent fine structures. The fine structures 
are  characterized  by  their  mass  fraction  in  the  computational 
cell, γ∗ ,  and the dimensionless mass transfer between fine struc-
tures and the surrounding larger turbulent eddies, m˙∗ . The deriva-
tion of these variables from a characteristic fine structure length 
scale and a characteristic fine structure velocity is discussed in de-
tail  by Magnussen [125].  They depend on turbulent properties of 
the bulk flow (turbulent energy k  and dissipation  ϵ ) and on mate-
rial properties of the gas phase (laminar viscosity  ν ):
γ∗=4.6( νϵk2 )
1
2   and  m˙∗=11.2 ϵk (3.37)
With known fine structure variables, the chemical source term for a 
species i  can be calculated as [126]:
Sch, i=
ρ̄ ˙m∗χ
1−γ∗χ (Ȳ i−Y i
∗ )  (3.38)
The chemical source term Sch ,i  further depends on the probability 
of ignition  χ , and the difference between cell average mass frac-
tion  Ȳ i  and fine structure mass fraction  Yi
∗ .  The value of  Ȳ i  is 
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known from solving  the transport  equation  for  the  species  mass 
fraction. The species mass fraction inside the fine structure,  Yi
∗ , 
and the probability of ignition  χ  depend on the approach that is 
used to describe the chemical reactions. Three approaches are pre-
sented in the following:  Fast  chemistry,  Perfectly  Stirred Reactor 
and Local extinciton.
Fast chemistry approach
In many technical combustion applications, the turbulent mixing of 
reactants is much slower than the chemical reaction. In such a case, 
the effect of chemical reaction rates becomes negligible and thus in-
finitely fast chemical reactions can be assumed. As soon as fuel and 
oxidizer mix, the chemical reaction occurs and is limited only by the 
scarce component: In a rich mixture, O2 is scarce and will be con-
sumed completely; a proportional amount of fuel will be consumed, 
as determined by the stoichiometric oxygen/fuel ratio. In a lean mix-
ture, fuel will be consumed completely together with a proportional 
fraction of O2. 
This can be illustrated considering a 1-step global reaction in mass 
based form:
1 kg Fuel+r f kg O2→(1+r f ) kg Products (3.39)
with the mass based stoichiometric O2/fuel ratio r f . The mass frac-
tion of the scarce component is then determined as:
Y min=min (Y fuel , Y O2r f ) (3.40)
More general, a reaction equation with two reactants  R1  and R2 , 
which form products P1  and P2 , can be written as:
νR1 R1+νR2 R2→νP1 P1+νP2 P2 (3.41)
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with  the  stoichiometric  coefficients  ν i  for  each  species i .  Equa-
tion 3.41 can be transformed to a mass based form by multiplying 
with the corresponding molar mass M i :
νR1 M R1 R1+νR2 MR2 R2→νP1 MP1 P1+νP2 M P2 P2  (3.42)
The species mass fractions can be now normalized with the mass-
based stoichiometric coefficient:
Ŷ i=
Y i
νi M i
(3.43)
The normalized mass fractions yield the advantage that the stoichio-
metrical conversion of reactants to productions is represented with 
the same numerical value for each species. Therefore, the scarce 
component is simply the reactant with the smallest normalized mass 
fraction:
Ŷ min=min (ŶR1 ,Ŷ R2)  (3.44)
Since the scarce component is completely consumed, all normalized 
mass fractions change by the value of Ŷ min . The fine structure com-
position represents the reacted state, and the normalized mass frac-
tions of reactants  ŶR i
∗  and products  ŶPi
∗  inside the fine structures 
are therefore:
Ŷ Ri
∗=Ŷ Ri−Ŷ min   and  Ŷ P i
∗=Ŷ Pi+Ŷ min (3.45)
The actual mass fraction of species  i  inside the fine structures is 
obtained by reverting the normalization:
Y i
∗=νi M i Ŷ i
∗ (3.46)
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This method is applicable to reaction equations with any number of 
reactants Ri  and products P i . It is even possible to use more than 
one global reaction, for example when considering CO as an inter-
mediate product:
CH4+1.5O2→CO+2H2 O  (3.47)
CO+0.5O2→CO2 (3.48)
In this  case,  the fine structure composition is  initially  calculated 
considering only the first reaction. The resulting fine structure com-
position is then used as initial value and the calculation is repeated 
for the second reaction. The order of reactions is not arbitrary but 
is determined by the characteristic reaction time-scale. As oxidation 
of CO is a comparably slow reaction, the reaction of CH4 is calcu-
lated first. In coal combustion, H2 is emitted as volatile and is thus 
part of the gaseous fuel mixture. The order of reactions is specified 
in this case as: H2, CH4, CO. This implies, that the oxidation of CO 
can only occur if the preceding reactions did not consume all avail-
able O2.
The Fast chemistry approach further includes a factor for the proba-
bility of ignition,  χ . Ignition requires that, in addition to fuel and 
oxidizer,  an  igniter  is  present.  Since  combustion  reactions  are 
exothermic, combustion products are assumed to have a sufficiently 
high temperature and to act as igniter. The probability of combus-
tion  χ  then consists of three factors [127]:
• The probability of coexistence of the reactants: 
χ1=
(Ŷ min+Ŷ P )
(Ŷ fuel+Ŷ P )(Ŷ O2+Ŷ P )
 (3.49)
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• The degree of heating (presence of combustion products):
χ2=min( Ŷ P√γ∗(Ŷ P+Ŷ min) ,1)  (3.50)
• Limitation of the reaction due to lack of reactants:
χ3=min( Ŷ P√γ∗(Ŷ min+Ŷ P) , 1)  (3.51)
The probability of combustion  χ  combines all three factors:
χ=χ1 χ2 χ3  (3.52)
A  practical  implication  of  this  formulation  for  χ  is  that  without 
combustion  products  present  in  the  computational  domain,  the 
model will not predict any reaction. Therefore, a source of combus-
tion products has to be included in the calculation, which can be ei-
ther a pilot flame or non-zero initial values for combustion products 
in the internal field of the simulated domain. Furthermore, the as-
sumption of hot reaction products becomes an issue in oxyfuel com-
bustion, where CO2 may be either a combustion product and thus 
have a high temperature or a component of the oxidizer, which has 
a  significantly  lower temperature.  For  a  possible  solution of  this 
problem see section Local extinction approach.
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Perfectly Stirred Reactor approach
In applications where the time-scale of chemical reactions cannot 
be ignored, for example NOx formation or ignition stability, the fine 
structures can be treated as Perfectly Stirred Reactors (PSRs). The 
PSRs are considered adiabatic and at constant pressure. The resi-
dence time inside the reactor τ∗  is related to the mass transfer be-
tween fine structures and surrounding fluid,  m˙∗ :
τ∗= 1
m˙∗
 (3.53)
The mass transfer brings fresh mixture of fuel and oxidizer to the 
fine structures and transports combustion products from the fine 
structures to the surrounding fluid. The reason for the mass trans-
fer of a species i  is the diffence between the mass fraction inside 
the fine structures  Y i
* and the surrounding fluid  Y i
° .  These mass 
fractions are related to the average mass fraction in a computa-
tional cell as:
Ȳ i=γ
∗χY i
∗+(1−γ∗χ)Y i
o (3.54)
The principle of the PSR approach is sketched in Figure 3.5. In the 
sketch,  all  fine  structures  in  the  computational  cell  have  been 
merged into a single PSR.
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The state of the PSR is determined by a set of ordinary differential 
equations (ODEs):
∂p∗
∂t =0  (3.55)
∂h∗
∂t =0  (3.56)
∂Y i
∗
∂t
=ωi
*+1
τ∗
⋅(Y i
o−Y i
∗)  (3.57)
The chemical source term  ωi
*  for species i  is determined from the 
rates  of  the  chemical  reactions.  The  system  of  ODEs  is  solved 
through integration in time. To achieve steady-state inside the PSR, 
integration needs to be performed theoretically until  t→∞ . In this 
work, integration is carried out until  t=100⋅τ*  or  t=10 s , which-
ever is reached first. The integration of Equations 3.55-3.57 is prob-
lematic as the ODEs are numerically stiff. A robust solver algorithm 
is  therefore  necessary  and  preliminary  work  showed  that  the 
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Figure 3.5: Sketch of computational cell containing fine structures, 
which have been merged into a single PSR; mass flow  m˙∗  
into and out of the PSR; average mass fraction in cell:  Ȳ i ; 
mass fraction inside PSR: Y i
* ; mass fraction in surrounding 
fluid: Y i
°
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RADAU5 algorithm [128] is suitable for this task. Integration of the 
ODE system is, however, a computationally expensive task and if de-
tailed chemical mechanisms with hundreds of elementary reactions 
and dozens of species are employed, the ODE solver consumes more 
than 99% of the computational time.
The probability of ignition  χ  is not further modeled in the PSR ap-
proach as ignition and extinction effects are accounted for in the 
PSR calculation. Therefore, χ=1  is assumed.
Local extinction approach
A further approach to determine the composition of the fine struc-
tures  is  called  “Local  extinction”.  It  has  been  introduced  by 
Gran et al. [129]. This approach is based on the Fast chemistry ap-
proach and enhances it by including a time-scale of the chemical re-
actions. The time-scale is determined by solving the system of ODEs 
(Equations 3.55-3.57) for a given mixture and a given PSR inlet tem-
perature. At the beginning of the integration, inlet temperature and 
PSR residence time are set to high values, in order to ignite the gas 
mixture inside the PSR. Then, the temperature is changed to the 
specified inlet value and τ*  is progressively reduced until the mini-
mum residence time is found, which still can maintain combustion. 
This residence time is considered the characteristic chemical time-
scale  τch .  Characteristic  time-scales  for  the  combustion  of  CH4 
with air are shown in Figure 3.6.
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The information about the chemical time-scale is used to determine 
if the flame is locally extinguished due to strong turbulence. This is 
the  case  if  the  turbulent  time-scale  of  the  fine  structures  τ*  is 
smaller than the chemical time-scale  τch . This is equivalent to the 
situation, when the residence time in the fine structures is too short 
to allow combustion. Practically, this is implemented by setting the 
chemical source term to zero:
Sch, i=0 , if  τ*< τc (3.58)
Above the auto-ignition temperature of the fuel (for CH4: 868 K), lo-
cal extinction is assumed not to occur. 
The Local extinction approach allows for very fast computation as it 
is based on the simple Fast chemistry approach. This also implies 
that  only  reaction  mechanisms with  few global  reactions  can  be 
used with this approach. Effects of local extinction that otherwise 
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Figure 3.6: Chemical time-scale  τch  of CH4 combustion at different PSR 
inlet temperatures and equivalence ratios  Φ
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would  require  considering  detailed  chemistry  with  the  PSR  ap-
proach are accounted for through tabulated values, which can be 
looked up quickly. 
As the Local extinction approach is based on the Fast chemistry ap-
proach,  it  includes the assumption that  CO2 is  a  hot  combustion 
product. As discussed in the section  Fast chemistry approach, this 
assumption cannot be applied generally in oxyfuel combustion be-
cause CO2 is also part of the oxidizer mixture and therefore does not 
necessarily have a high temperature. This problem can be avoided if 
the CO2 produced by combustion is specified as a separate species 
that has the same thermodynamic properties as the CO2 from the 
oxidizer, which is specified as another species. The same approach 
can be chosen for H2O, when other sources of H2O, such as water 
evaporating from the coal particles, is present in the computational 
domain.
Validation of turbulence/chemistry interaction modeling
The implementation of the EDC for turbulence/chemistry interac-
tion modeling has been validated by simulating a gas flame. The se-
lected test case is  a CH4/air  diffusion flame that  is  partially pre-
mixed and stabilized with a small  pilot  flame. This test case has 
been intensively investigated within the Sandia/TNF workshop and 
experimental data are available on the workshop homepage [130]. A 
sketch of the burner setup is shown in Figure 3.7. The flame is ax-
isymmetric, and the test case was therefore calculated as a 2D sim-
ulation. The central jet is composed of a mixture of 25 mole-% CH4 
and  75 mole-%  O2.  Within  the  experimental  investigation  of  the 
flame, data sets have been measured at various central jet Reynolds 
numbers. For the validation in this work, the data set for a central 
jet Reynolds number of Re=22400  has been selected. This data set 
is called “Flame D” in the experimental investigation [131] and has 
been widely used as a test case for the simulation of gas phase com-
bustion. According to Barlow [132], the flame shows small amounts 
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of local extinction but numerical simulation of the flame is feasible 
even with turbulence/chemistry interaction models that neglect the 
effect of local extinction entirely.
The validation of the EDC differs from the validation of the other 
numerical models because turbulence/chemistry interaction cannot 
be evaluated on its own but requires interaction with at least a tur-
bulence model and a chemical reaction mechanism. In the valida-
tion, turbulence was modeled with the SST model (see Chapter 3.3). 
The EDC requires  ϵ  as model parameter, which was calculated ex-
plicitly from the variables of the SST model as:
ϵ=ωk
Cμ
, with Cμ=0.09 (3.59)
The combustion reaction was described with a 2-step global chemi-
cal reaction mechanism by Dryer and Glassman [133] that includes 
CO as intermediate species. An additional backwards reaction for 
CO oxidation is included, as defined by Westbrook and Dryer [134]. 
The chemical reactions and the Arrhenius parameters that describe 
the reaction rates are listed in Table 3.2. To achieve correct flame 
temperatures, thermal radiation modeling needs to be included as 
well. Therefore, the finite volume DOM was employed for radiation 
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Figure 3.7: Sketch of the geometry of the Sandia/TNF piloted flame 
setup
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transport and the WSGGM with the coefficient set by Smith was 
used to determine the gas phase absorption coefficient (see Chap-
ter 3.4).
Ac  [1/s ] Ea  [K ] Reaction orders
CH4+1.5O2→CO+2H2 O  5.028×1011 24052 [CH4 ]
0.7 [O2 ]
0.8
CO+0.5O2→CO2 7.078×1013 20480 [CO ]1 [O2 ]
0.25 [H2 O]
0.5
CO2→CO+0.5O2 5.028×1011 20480 [CO2]
1
Table 3.2: Chemical reaction mechanism for 2-step combustion of CH4; 
kinetic data from Dryer and Glassman [133] and Westbrook 
and Dryer [134] as reported by Andersen et al. [135] 
The boundary conditions specified at the inlets for the central jet, 
the pilot flame and the outside co-flow are given in Table 3.3. At the 
outlet boundary, a fixed pressure condition was specified that ab-
sorbs eventually appearing pressure waves. For other variables, a 
zero gradient boundary condition was specified at the outlet. At the 
wall, a standard wall function has been employed for k  and  ω  with 
a no-slip condition for velocity. The emissivity of thermal radiation 
was set to ϵ=1  for all surfaces. The temperature of the outside wall 
was specified as 291 K.
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Inlet jet Inlet pilot Inlet co-flow
uax 49.6 m/s 11.4 m/s 0.9 m/s
It 0.0925 0.0872 0.01
Tg 294 K 1880 K 291 K
YCH4 0.1561 - -
YO2 0.1966 0.054 0.23
YCO - 4.07 ×10-3 -
YCO2 - 0.1098 -
YH2O - 0.0942 -
p zero grad. zero grad. zero grad.
Table 3.3: Inlet boundary conditions for "Flame D" test case
The  convective  term of  the  momentum equation  was  discretized 
with a linear upwind interpolation scheme. A TVD scheme (Open-
FOAM designation:  vanLeer) was specified for the discretization of 
the convective term of  all  remaining variables.  Since the species 
mass fractions have a physical  range of [0,1] ,  a variation of the 
vanLeer scheme (OpenFOAM designation: vanLeer01) that is strictly 
bounded on [0,1] ,  was employed for the species transport equa-
tions. A comprehensive discussion of discretization schemes for the 
convective term with an evaluation of their numerical stability and 
accuracy can be found in Waterson and Deconinck [136]. (The van-
Leer  scheme  is  named  “harmonic”  in  [136].)  All  employed  dis-
cretization schemes for the convective term offer an order of accu-
racy larger than one [107]. Diffusivity terms were discretized with 
linear  interpolation  and  correction  for  non-orthogonality  (Open-
FOAM  designation:  linear  corrected).  The  time-derivative  term 
was discretized with an implicit first-order scheme (OpenFOAM des-
ignation: Euler). As the simulated case is stationary, the time-deriva-
tive term is supposed to become negligible as the solution reaches 
steady-state  and  thus,  the  reduced  accuracy  of  the  first-order 
scheme should have minor importance.
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The temperature field resulting from simulating Flame D with the 
EDC and the Local extinction approach is shown in Figure 3.8. For 
validation, numerical data are compared with measurements along 
two radial profiles, which are located at axial positions x=0.054  m  
and  x=0.216  m  (corresponding to  x/d=7.5  and  x/d=30 , respec-
tively; central jet diameter  d=7.2×10−3m ). The location of the ra-
dial profiles with regard to the flame is sketched in Figure 3.8.
A comparison of measured and simulated gas temperatures along 
the radial profiles is shown in  Figure 3.9. The peak temperatures 
are slightly over-predicted by the simulation. For all EDC variants, 
the simulated flame width, which corresponds to the width of the 
temperature peak, is larger than in the measured data. Close to the 
burner (Figure 3.9, top), the location of the simulated temperature 
peak is shifted slightly away from the axis compared to the mea-
surements.  The  Fast  chemistry  approach  predicts  high  tempera-
tures at the axis, which is in contradiction to the measured data and 
the results  obtained with PSR approach and Local  extinction ap-
proach. Further away from the burner (Figure 3.9, bottom), the sim-
ulated temperature is  significantly  above the measured tempera-
ture. Close to the axis, the measurements show a temperature de-
crease, which indicates that the flame front has not yet reached the 
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Figure 3.8: Temperature field in [K] of Flame D simulated with EDC and 
Local extinction approach; vertical lines mark the location of  
radial profiles at x=0.054 m  and x=0.216 m
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axis.  In the simulation,  the temperature at  the axis  is  at  a peak 
value, so the flame front apparently has already reached the axis. 
This can be also observed in Figure 3.8.
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Figure 3.9: Radial profiles of gas temperature; simulation results for 
EDC with Fast chemistry approach (FC), Local extinction 
approach (LE) and PSR approach (PSR); experimental data 
based on [131], [137]; experimental data and numerical 
results are Favre-averaged
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Similar trends are present in the profiles of O2 mass fractions in Fig-
ure 3.10: The region of low O2 mass fraction is wider in the simula-
tion results. The simulated O2 mass fractions drop to zero at the 
flame front location, in contrast to the measured values that show a 
remaining mass fraction of O2 even at the lowest point. At the axis 
and close to the burner (Figure 3.10, top), the Fast chemistry ap-
proach predicts a drop in O2 mass fraction that is not present in the 
measured data and simulation results with PSR approach and Local 
extinction approach. In Figure 3.10 (bottom) the simulations do not 
predict the slight increase in O2 mass fraction close to the axis that 
is present in the measurements. In analogy to the radial profiles of 
temperature, this indicates that the flame front has already reached 
the axis in the simulations, while this is not the case according to 
the measured data.
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The radial profiles of CO2 mass fraction in Figure 3.11 show a sig-
nificant difference between the PSR approach compared to the Fast 
chemistry approach and the Local extinction approach: The mass 
fractions of CO2 predicted by the PSR approach are higher and ex-
ceed significantly the measured data. This indicates that the com-
bustion process is closer to completion in the simulation with the 
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Figure 3.10: Radial profiles of O2 mass fraction; simulation results for 
EDC with Fast chemistry approach (FC), Local extinction 
approach (LE) and PSR approach (PSR); experimental data 
based on [131], [137]; experimental data and numerical 
results are Favre-averaged
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PSR approach. The radial  profiles of  CO2 mass fraction resulting 
from the Fast chemistry approach and the Local extinction approach 
are almost identical. In general, both approaches over-predict the 
measured CO2 mass fractions. The radial location of the peak value 
close to the burner (Figure 3.11, top) is shifted away from the axis 
compared  to  the  measured  data.  At  greater  distance  from  the 
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Figure 3.11: Radial profiles of CO2 mass fraction; simulation results for 
EDC with Fast chemistry approach (FC), Local extinction 
approach (LE) and PSR approach (PSR); experimental data 
based on [131], [137]; experimental data and numerical 
results are Favre-averaged
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burner (Figure 3.11, bottom), the small decrease in CO2 mass frac-
tion toward the axis that can be observed in the measurements, is 
qualitatively reproduced by both, Fast chemistry approach and Lo-
cal extinction approach.
The comparisons of radial profiles of temperature and main species 
show that  the distribution of  the simulated values is  wider com-
pared to the measurements. The flame front also propagates faster 
toward the axis in the simulation results. This shows that the nu-
merical models tend to exaggerate the turbulent mixing of the gas 
jets. The higher temperatures and the lower O2 mass fractions in 
the simulation indicate that the calculated effective reaction rate is 
slightly higher than observed in the experiment. 
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Figure 3.12: Influence of detailed chemical reaction mechanism (data 
from Lilleberg et al. [138]); radial profiles of CO mass 
fraction; simulation results for Fast Chemistry (FC) and 
Local Extinction (LE) approach with 2-step chemical 
mechanism and for Perfectly Stirred Reactor (PSR) approach 
with GRI  chemical mechanism (325 reactions, 53 species); 
experimental data based on [131] , [137]; experimental data 
and numerical results are Favre-averaged
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Close to the burner, the Fast chemistry approach predicts combus-
tion near  the burner axis.  This  is  contradictory to  the measured 
data. On the contrary, the results of Local extinction approach and 
PSR approach at this location are in agreement with the measure-
ments,  which  shows  the  advantage  of  considering  the  chemical 
time-scale. The results of the PSR approach over-predict the CO2 
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Figure 3.13: Radial profiles of CO mass fraction; simulation results for 
EDC with Fast chemistry approach (FC), Local extinction 
approach (LE) and PSR approach (PSR); experimental data 
based on [131], [137]; experimental data and numerical 
results are Favre-averaged
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mass  fractions.  The  reason  for  this  can  be  seen  in  Figure  3.13, 
where radial profiles of CO mass fraction are displayed: The PSR 
approach only predicts negligible amounts of CO, which means that 
the equilibrium of the CO oxidation reaction is significantly shifted 
toward the CO2 side. This is caused by the Arrhenius coefficients of 
the 2-step mechanism. Omitting the backward reaction of CO oxida-
tion (see  Table 3.2), which would be equivalent to the original 2-
step reaction mechanism by Dryer and Glassman, would lower the 
CO mass fractions even more. As shown in Lilleberg et al. [138], the 
use of the PSR approach with detailed chemical reaction mecha-
nisms,  such  as  the  GRI-Mech  3.0  (325  recations,  53  species; 
Smith et al. [139]), yields quite accurate results even for intermedi-
ate species, see Figure 3.12. The computational cost of employing a 
detailed  chemical  mechanism,  however,  makes  the application  in 
coal combustion difficult.
A grid refinement study was conducted to investigate the influence 
of the grid resolution on the evaluated data. A coarse mesh with 
N1=2240  computational cells was progressively refined in x-y-di-
rection.  The  refined  grids  contain  N2=8960 ,  N3=35840  and 
N4=143360  computational cells. Figure 3.14 shows radial temper-
ature  profiles  located at  an axial  distance of  x=0.054 m ,  which 
have been obtained with these grids. The width of the temperature 
distribution, which corresponds to the thickness of the flame front, 
decreases with increasing grid refinement.  Following the criteria 
for the grid convergence index (see appendix A.3), the solution is 
not grid independent even for the N4 -grid. The relative spatial er-
ror based on the width at half maximum of the temperature distri-
bution was estimated as E4=0.109 . This means that the spatial er-
ror due to grid resolution is smaller than the differences between 
measured data and simulation results  observed in the validation. 
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Therefore,  further  grid  refinement  was not  performed.  All  radial 
profiles presented for validation have been calculated with the N4 -
grid.
3.6 Lagrangian particle framework
In the simulations of  this  work,  the coal  particles  are calculated 
with a Lagrangian framework. This means that individual particles 
are tracked on their path through the computational domain until 
they are either completely consumed or reach the outlet boundary. 
Along the way, particles experience forces from the surrounding tur-
bulent flow. The fluid flow is influenced in return by the particles' 
momentum. Furthermore,  gas phase and particles exchange heat 
and  mass.  This  mutual  interaction  realized  through  the  particle-
source-in-cell method [140], which identifies the cell that the parti-
cle is located in and sets source terms in the fluid transport equa-
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Figure 3.14: Radial profiles of gas temperature at axial position 
x=0.054 m  for different levels of grid refinement; number 
of cells in the grid: N1=2240 , N2=8960 , N3=35840 , 
N4=143360 ; turbulence/chemistry interaction with EDC/LE 
model; experimental data and numerical results are Favre-
averaged
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tions and corresponding source terms in the balance equations of 
the particle. Coupling of gas phase and particles is thus defined by 
the values of these source terms. 
The software classes of the Lagrangian particle framework that are 
already implemented in OpenFOAM have been added without major 
modifications to the solver application. The complete set of equa-
tions that is used to calculate particle behavior and  interaction with 
the gas phase is described in detail in Appendix A.7. For this work, 
new models have been implemented, however, for devolatilization 
and char combustion. These models are described in detail,  com-
pared to models  already available in  OpenFOAM as well  as vali-
dated with experimental data in the following chapters Particle de-
volatilization modeling and Char combustion modeling. 
3.7 Particle devolatilization modeling
After liquid water has evaporated, the coal particle heats up and at 
temperatures of approximately 573 K [22] or 623K [23] and the re-
lease of volatiles begins. For pulverized fuel, devolatilization is fast 
compared to the ensuing char combustion and is completed in the 
order of 0.2 s. The kinetics of devolatilization as well as the total 
amount of volatiles released depend on the temperatures and heat-
ing rates that the coal particle experiences. The standard procedure 
to analyze the amount of volatiles in a certain type of coal is proxi-
mate analysis  at  1173 K.  The yield of  volatile  matter  thus deter-
mined  can  be  considered  a  lower  limit  and  the  actual  mass  of 
volatile matter released in pulverized fuel conditions is up to twice 
that value [141]. Some authors even argue that at very high temper-
atures  (>2000 K)  all  combustible  matter  is  released  as 
volatiles [142].  The  ratio  of  actually  released  volatile  mass  to 
volatile mass released in proximate analysis is called the “Q-factor”. 
The actually released volatile mass is difficult to estimate since indi-
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vidual  particles  experience  different  heating  rates  and  tempera-
tures, depending on their trajectory from the burner outlet through 
the  furnace.  It  is  however  important  to  account  for  the  rate  of 
volatile release and the actual volatile yield because the combustion 
of volatiles forms the main part of the coal flame. This affects the 
heating  up of  incoming fresh  coal  particles  and therefore  deter-
mines the stability of the flame.
Various approaches for modeling devolatilization with different de-
grees of complexity exist. A recent review of devolatilization models 
that  are  commonly  applied  in  CFD  simulations  is  given  by  Bi-
agini [20]. The models may be classified intro several groups:
• Single reaction models (SRM) consider the rate of devolatiliza-
tion to be proportional to the remaining mass of volatiles in 
the particle and describe the reaction kinetics with an Arrhe-
nius rate expression. The Q-factor is adjusted by manually in-
creasing the volatile  mass fraction  Y vol  of  the particle  to a 
value above the proximate analysis yield. The parameters of 
the SRM are specific for a type of coal and also depend on the 
conditions of the experiment used to obtain the model parame-
ters. This poses difficulties when applying kinetic data of the 
SRM to another type of coal or to different combustion condi-
tions.
• Multiple reaction models (MRM) are based on the SRM, but 
combine several reactions to represent devolatilization behav-
ior  more  generally.  The  popular  Kobayashi  model [142] em-
ploys  two  first-order  reactions  with  different  total  volatile 
yields to represent low-temperature and high-temperature de-
volatilization  (see  section Kobayashi  model  for  devolatiliza-
tion).  The  Distribution  activation  energy  model  (DAEM)  as-
sumes a large number of parallel first-order reactions that dif-
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fer only in activation energy. The activation energies are mod-
eled with a Gaussian distribution [143]. Further types of MRM 
are presented in Biagini [20].
• Structural  models attempt  to  reproduce  the  low-level  pro-
cesses during devolatilization including bond-breaking, struc-
tural  decomposition  and  vapor/liquid  equilibria  of 
volatiles [20]. Therefore they can reproduce devolatilization in 
a wide range of applications. However, they require complex 
input data such as NMR analysis of coal structure that require 
more effort than a standard proximate analysis. In practice, 
data for the most similar coal type are taken from literature 
and applied for the coal in the simulated case without correc-
tion. Notable structural  models are CPD, FLASHCHAIN and 
FG-DVC, which have been extensively analysed by Smoot [25].
• Neural networks can be trained to data sets from devolatiliza-
tion experiments.  Then,  neural  networks  can  reproduce de-
volatilization for various operating conditions and fuel types. 
neural networks differ from other models because model cor-
relations are contained implicitly in the network and are not 
available as explicit equations and model parameters. There-
fore,  a  straightforward  way  to  publish  and  re-implement  a 
trained neural network is difficult.
Only the SRM is implemented in OpenFOAM 2.1 . For the present 
work, the software has been extended with the Kobayashi model. 
Both models are described and validated with experimental data in 
the following sections.
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Single reaction model (SRM) for devolatilization
The Single reaction model assumes a first-order reaction with re-
gard to the amount of volatile matter still remaining in the particle:
∂mV
∂t
=k (mV,∞−mV) , with k=Ac exp(− EaℜT ) (3.60)
The volatile matter remaining in the particle is calculated as the dif-
ference between the total  mass of  volatiles  mV,∞  that can be re-
leased as t→∞ , and the mass of volatiles mV  already released. The 
kinetic rate k  is calculated with an Arrhenius approach. Model pa-
rameters are the pre-exponential factor  Ac  and the activation en-
ergy  Ea .  In  this  work,  kinetic  data  is  taken  from 
Fletcher et al. [144],  where a best fit  for five different coal  types 
from lignite to bituminous coal gives 
k=2.3×1014 s−1 exp(− 229×10
6 J /kmol
ℜT ) (3.61)
Kobayashi model for devolatilization
The Kobayashi model employs two competing reactions, which are 
considered  to  consume  the  coal  in  the  particle  and  to  produce 
volatiles and char:
coal mc
volatile α1 mV,1  + char (1−α1) mch,1
volatile α2 mV,2  + char (1−α2) mch,2
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The first reaction represents low temperature devolatilization and 
hence, its volatile yield α1  is set to the value of the proximate anal-
ysis.  The  high-temperature  yield  α2  is  expected  to  be  greater 
than α1 . Different literature sources list the following possible val-
ues: α2≈2 α1  [141], α2≈0.8  [145], or α2≈1  [142].
The consumption rate of coal mass is:
∂mC
∂t
=(k1+k2) mC (3.62)
The model requires that the mass of coal mC  is specified in daf (dry 
and ash free)  state.  The differential  Equation 3.62 can be solved 
with the initial condition mC=mC,0 :
mC =mC,0 exp (−∫(k1+k2)dt ) (3.63)
The integral in Equation 3.63 cannot be solved analytically because 
the reaction rates k1  and k2  change along the trajectory, depend-
ing on the local particle temperature. Production of volatiles is ex-
pressed as the sum of the two competing reactions: 
∂mV
∂t
=
∂mV,1
∂t
+
∂mV,2
∂t
= (α1k1+α2k2) mC,0 e
−(k1+k2 )t (3.64)
The kinetic rates  k1  and k2  are again modeled with an Arrhenius 
approach: 
k1=Ac,1 exp(−Ea,1ℜT )  and k2=Ac ,2 exp (−Ea ,2ℜT ) (3.65)
Since the second reaction represents devolatilization at high tem-
peratures, Ea,1<Ea,2 .
182
3.7 Particle devolatilization modeling
The Kobayashi model implies that all coal is consumed during the 
devolatilization process and char is created as a separate product. 
This is not compatible with the description of the particle composi-
tion in OpenFOAM (see section Particle composition and material
properties, Appendix 3.6). The implementation in OpenFOAM there-
fore employs a reaction variable  ζ , which is defined as:
ζ =
mC
mC,0
= exp (−∫(k1+k2)dt ) (3.66)
The reaction variable  ζ  is a measure for the devolatilization history 
of the particle and is therefore tracked for each particle separately.
The Kobayashi model requires six model parameters: Volatile yield 
and two Arrhenius parameters for each reaction. Different sets of 
parameters have been derived from experimental data by several 
authors.  Table 3.4 shows the parameter sets used for validation in 
this work. The parameter set by Jamalludin et al. [141] represents a 
modification  of  the  parameters  originally  presented  by  Ub-
hayakar et al. [145].
Kobayashi 
[142]
Ubhayakar 
[145]
Jamalludin 
[141]
IFRF
[20]
 α1  [− ] 0.3 0.39 Y vol 0.42
Ac, 1 [1/s ] 2×105 3.7×105 1.34×105 38
Ea, 1 [ J /kmol ] 105×106 73.6×106 74×106 21×106
 α2  [− ] 1 0.8 2×Y vol 0.72
Ac, 2 [1/s ] 1.3×107 1.46×1013 1.46×1013 1.3×106
Ea, 2 [ J /kmol ] 167×106 251×106 251×106 160×106
Table 3.4: Parameter sets for Kobayashi model; Y vol  is the volatile yield 
from proximate analysis
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Validation of devolatilization models
The devolatilization models were validated with experimental data 
reported by Fletcher and Hardesty [146]. The report presents de-
volatilization experiments conducted in a drop tube reactor (DTR). 
The general design of a DTR is given in Chapter 2.2 . It is character-
ized by individual particles moving along a hot gas stream with no 
relative velocity and each particle is thus surrounded by the same 
“section” of gas on its trajectory through the reactor. A DTR is thus 
the experimental realization of a Plug Flow Reactor and a section of 
gas containing a single coal particle can be simulated using only 
one computational cell, as sketched in Figure 3.15.  
Experiments are reported in for various types of coals (lignite, sub-
bituminous and various types of bituminous coal) and parameters 
for numerical models have been derived, which produce valid re-
sults for all tested coal types. In this work, the experimental data 
for high-volatile bituminous coal is used for validation. It is are pre-
ferred over the lignite data because they have been repeated with 
various measurement techniques and show little scattering. Proxi-
mate analysis for bituminous coal is given in Table 3.5. Coal particle 
composition was converted to daf state by setting the liquid fraction 
and the ash sub-fraction of the solid fraction to zero. The remaining 
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Figure 3.15: Sketch of boundary setup for Plug Flow Reactor simulation. 
The domain consists of only one cell; one coal particle is 
placed at the center of the cell at t=0 s
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mass fractions were scaled to fulfill Y vol+Ysol,C=1 . The coal particle 
diameter  was set  to  dp=115 µm ,  in  accordance to  Fletcher  and 
Hardesty [146].
Content in mass-% Bituminous coal
Volatile matter 33.56
Water 2.54
Fixed carbon 50.58
Ash 13.32
Table 3.5: Proximate analysis of the high-volatile bituminous coal used 
for validation of devolatilization models; data from [146] 
Two sets of experimental data are reported with wall temperatures 
of 1050 K and 1250 K. The measured particle temperatures, how-
ever,  asymptotically  approach  only  temperatures  of  1000 K  and 
1150 K, respectively. In order to reproduce accurately the experi-
mental conditions, the temperature boundary conditions of the sim-
ulation were adjusted to the latter values. At this temperature level, 
heat transfer due to radiation is significant. Thermal radiation was 
therefore included in the simulation using the P1-model and by set-
ting the cell value of the incident radiation G  to the adjusted tem-
perature using  G=4σSBT
4 . The emissivity of the coal particle was 
set to ϵ=1  based on data by Modest [77]. 
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Variation of simulated particle temperature is shown in Figure 3.16. 
The good agreement between results and experimental values indi-
cates that the settings and assumptions described above are appro-
priate. Different devolatilization models show only small differences 
in particle temperature development. 
In Figure 3.17, the release of volatile mass mV  specific to the initial 
mass of the daf coal particle  mC,0  is displayed. The overall agree-
ment between modeled devolatilization and experimental results is 
acceptable. The SRM shows the quickest volatile release and the to-
tal devolatilization time is about half of the experimentally observed 
value. The total volatile yield of the SRM approaches the initialized 
volatile mass fraction of the particle, as it was specified explicitly. 
The Kobayashi model, on the contrary, is able to predict different to-
tal volatile yields depending on temperature. This may even exceed 
the initially specified volatile mass fraction  Y vol .  This behavior is 
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Figure 3.16: Profile of particle temperature during heating in a Plug Flow 
Reactor; devolatilization modeled with single reaction model  
(1 step) and Kobayashi model (2 step); nominal wall 
temperature of reactor 1050 K and 1250 K; reactor 
temperature adjusted in simulation to 1000 K and 1150 K, 
respectively
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apparent in the final volatile yields at 1050 K (Figure 3.17 , top), 
and at 1250 K (Figure 3.17 , bottom). Results for two different sets 
of kinetic parameters for the Kobayashi model are shown. The pa-
rameter set by Ubhayakar et al. [145] over-predicts devolatilization 
rate at 1050 K but gives good agreement with experimental data at 
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Figure 3.17: Release of volatile mass mV  specific to initial daf mass of 
the coal particle mC,0  at nominal reactor temperature of 
1050 K (top) and 1250 K (bottom);  devolatilization modeled 
with single reaction model (1 step) and Kobayashi model 
with kinetic parmeters from Jamalludin et al. (2 step (Ja)) 
and Ubhayakar et al. (2 step (Ub))
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1250 K.  The  parameter  set  by  Jamalludin et al. [141] shows  very 
good agreement at 1050 K; however, it slightly overpredicts the to-
tal yield at 1250 K.
Comparisons  with  additional  parameter  sets  for  the  Kobayashi 
model are given in  Figure 3.18. The parameter set originally de-
rived by Kobayashi et al. [142] vastly under-predicts devolatilization 
rate. This might also explain, why Jovanovic et al. [95] observed an 
ignition delay when using these parameters. The parameters corre-
lated  by  IFRF  (Biagini [20]) for  a  high-volatile  bituminous  coal, 
which is similar to the coal used here for validation, predict initial 
devolatilization  rates  similar  to  the  parameters  by  Ub-
hayakar et al. [145] and Jamalludin et al. [141]. The total yield, how-
ever, is largely overpredicted. Based on these comparisons, the pa-
rameter  sets  by  Ubhayakar et al. [145] and  Jamalludin et al. 141] 
are best suited to accurately reproduce the devolatilization data of 
Fletcher and Hardesty [146].
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Figure 3.18: Comparison of different kinetic data for the Kobayashi 
model: Jamalludin et al. (Ja), Ubhayakar et al. (Ub), 
Kobayashi et al. (Ko) and IFRF; nominal reactor temperature 
1050 K (top) and 1250 K (bottom)
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To evaluate the behavior of parameter sets listed above at tempera-
tures that exceed the experimental conditions in Fletcher and Hard-
esty [146], further simulations were run for domain temperatures of 
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Figure 3.19: Comparison of volatile yields for different reactor 
temperatures; devolatilization modeled with Kobayashi 
model and kinetic parameters of Ubhayakar (top) and 
Jamalludin (bottom)
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1300 K and 1500 K. The results are shown in Figure 3.19.  Both sets 
of parameters show faster devolatilization at higher temperatures. 
The parameter set by Ubhayakar et al. [145] (Figure 3.19, top) has 
an almost identical total volatile yield at all temperatures. On the 
contrary,  the  parameter  set  by  Jamalludin et al. [141] (Fig-
ure 3.19, bottom) has higher total volatile yields at higher tempera-
tures, although the value at 1500 K is slightly below the value at 
1300 K,  which  is  against  expectation.  The  parameter  set  by  Ub-
hayakar et al. [141] is used in the simulation of an oxyfuel  swirl 
flame in this work.
3.8 Char combustion modeling
When devolatilization is completed, a porous char particle remains, 
primarily consisting of fixed carbon and ash. The fixed carbon re-
acts with the surrounding gas in a surface reaction, implying that 
gaseous reactants have to be transported to the particle surface and 
reaction products back to the gas phase. The reaction rate thus de-
pends not only on the chemical reaction rate but also on the rate of 
the mass transfer processes. The fundamental aspects of char com-
bustion  are  described  in  detail  in  the  section Char  combustion, 
Chapter 2.1. 
This chapter first describes the models for char combustion that are 
currently  available in  OpenFOAM. Then,  the  intrinsic  model  that 
has been derived in Chapter 2.10 is briefly summarized and its im-
plementation in OpenFOAM is discussed. Finally, char combustion 
models are validated against experimental data obtained with the 
Fluidized Bed Reactor (FBR) that is presented in the part Experi-
mental work.
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Diffusion limited char combustion model (DLCCM)
The most basic char combustion model that is currently available in 
OpenFOAM  is  called  COxidationDiffusionLimitedRate.  It  as-
sumes regime III conditions, where chemical reactions are assumed 
very fast compared to mass transfer processes (see Chapter  2.1, 
page 26). The rate of combustion thus only depends on mass trans-
fer in the vicinity of the char particle. The global combustion reac-
tion is assumed as:
C(s)+O2→ CO2 (3.67)
The  DLCCM  combines  equations  presented  by  Baum  and 
Street [147] and Field [148]. The mass conversion of the char is a 
function of the mass transfer:
∂m
∂t
=Ap Cd (pO2 ,g−pO2 ,s) (3.68)
The mass transfer is proportional to the difference in partial pres-
sure of O2 between gas phase ( pO2 ,g ) and particle surface ( pO2 ,s ). In 
regime III conditions, O2 is consumed as soon as it reaches the par-
ticle surface and thus,  pO2 ,s=0  is assumed. For an ideal gas, the 
partial pressure of O2 can be expressed as:
pO2 ,g =
ρgℜT g
M̄
XO2 ,g = ρgℜT g
Y O2,g
MO2
(3.69)
Field [148] derives the model coefficient Cd  based on diffusion to-
ward a spherical surface in a stationary fluid as:
Cd=
2 MCDO2
dpνO2ℜTm
(3.70)
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According to  the global  combustion reaction (Equation 3.67),  the 
stoichiometric factor of O2 is  νO2=1 . The mean temperature of the 
boundary layer Tm  is calculated as the average of gas phase tem-
perature Tg  and particle temperature Tp  :
Tm=
Tg+T p
2
(3.71)
With a spherical particle surface  Ap=πdp²  and  MC/MO2=1 /2 ,  the 
model equation for the DLCCM becomes:
∂mC
∂t =4πdp
DO2 YO2T gρg
νO2(Tp+Tg)
MC
MO2
(3.72)
Kinetic and diffusion limited char combustion model (KDLCCM)
The validity range of the diffusion limited approach can be extended 
to regime II conditions. Both Baum and Street [147] and Field [148] 
suggest using the harmonic mean of coefficient Cd  (Equation 3.70) 
and a reaction rate coefficient Cch . Mass conversion of char is then 
calculated as:
∂m
∂t =Ap [ 1Cd + 1Cch ]
−1
(pO2 ,g−pO2 ,s) (3.73)
The reaction rate coefficient Cch  is described with an Arrhenius ap-
proach:
Cch=C2exp(− EaℜTp ) (3.74)
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The coefficient Cd  can be further modified to include the tempera-
ture dependency of the diffusion coefficient of O2. Based on kinetic 
gas theory (see Appendix A.1), Baum and Street [147] give a corre-
lation for the diffusivity of O2:
DO2=DO2 ,0(p0p )(T gT 0 )
1.75
(3.75)
Assuming  ambient  pressure  conditions  (p=p0)  and  substituting 
Equations 3.75 and 3.71 in Equation 3.70 yields: 
Cd=
2 MCDO2 , 0
dp νO2ℜ
2
(Tg+T p) (
Tg
T0 )
1.75
≈
2 MCDO2 , 0
νO2ℜT 0
1.75
⏟
C1
(Tg+T p)
0.75
dp (3.76)
If pO2 ,s=0  is assumed also in regime II conditions, the final form of 
the diffusion and kinetic limited char combustion model is:
∂m
∂t =Ap [ 1Cd + 1Cch ]
−1
ρgℜTg
YO2 ,g
MO2
(3.77)
Semi-global char combustion model (SGCCM)
The rate of the chemical reaction of the KDLCCM described in the 
previous section depends on the O2 concentration in the gas phase 
far away from the particle. The O2 concentration at the particle sur-
face is considered small and is neglected in the model. This is of 
course a simplification because the actual surface reaction will de-
pend on the O2 concentration at the surface of the pores of the char 
particle.  Char combustion models  that  use this simplification are 
called “global”. Models that instead calculate the O2 concentration 
at the pore surface are named “intrinsic”. The O2 concentration at 
the pore surface depends on the mass transfer of O2 through the 
boundary layer of the particle to the outer surface of the particle 
and the diffusion of O2 from the outer surface of the particle to the 
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surface of the particle pores.  If  chemical  reactions are fast com-
pared to mass transfer, all O2 will be consumed before it can reach 
the innermost parts of the pore. Only the pore area close to the out-
side surface of the particle then participates in the reaction. This al-
lows one to consider the outside surface of the particle as the reac-
tion surface and to base the rate of the chemical reaction on the O2 
concentration  at  the  particle  outside  surface.  This  approach  ne-
glects the diffusion inside the particle pores and includes only the 
effect of mass transfer through the boundary layer. Models of this 
kind are therefore referred to as “semi-global” [40].
A SGCCM is implemented in OpenFOAM 2.1 . It is called  COxida-
tionMurphyShaddix and is “loosely based” (source code documenta-
tion) on work by Murphy and Shaddix [149]. The model employs a 
n-th order reaction with regard to O2  and an Arrhenius expression 
for the area specific reaction rate:
Ra=Acexp(− EaℜTp ) pO2 ,sn (3.78)
The partial pressure of O2 is calculated from a diffusion equation, 
which has been adapted from Murphy and Shaddix [149]:
pO2 ,s=pO2 ,g exp(−(Ra+n) dp2C DO2 ) (3.79)
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In addition to Murphy and Shaddix [149], Equation 3.79 further in-
cludes mass transfer due to liquid evaporation and devolatilization 
through the variable n . Since in the simulation of coal combustion, 
evaporation,  devolatilization  and  char  combustion  occur  sequen-
tially,  n=0  applies.  The partial  pressure of O2 in the gas phase, 
pO2,g , is determined from Equation 3.69. The total molar concentra-
tion of the gas phase is calculated as:
Cmix =
 ρg  
ℜTg
(3.80)
The dependency of the diffusion coefficient DO2  on pressure p  and 
temperature Tg  is defined in analogy to Equation 3.75:
DO2=DO2 ,0(ρ0ρg )(T gT 0 )
nD
(3.81)
The value of the diffusion coefficient DO2,0  as well as the reference 
density ρ0  and the reference temperature T0  have to be specified 
as model  input data.  The same applies  to the temperature expo-
nent nD .
Since Equations 3.78 and 3.79 implicitly depend on each other, they 
are solved in an iterative loop, until the value for the reaction rate 
R  is converged. The consumption of the char is then calculated as:
∂m
∂t
=Ap Ra (3.82)
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Intrinsic char combustion model (ICCM)
An additional model has been implemented for the furnace simula-
tion in this work. This was motivated by:
• The process  of  char  combustion  is  represented best,  if  the 
model follows the intrinsic approach and includes also diffu-
sion of O2 inside the particle pores [26]. The available models 
in OpenFOAM are only based on a global or semi-global ap-
proaches.
• Mass transfer in the available models is only described though 
diffusion equations. This approach is valid if the relative veloc-
ity between particle and gas phase is zero, which may be valid 
for small coal particles in pulverized fuel firing. A more gen-
eral approach that includes convective mass transfer can ex-
tend the applicability to cases, where the relative velocity is 
not negligible, such as fluidized beds.
• The  current  implementations  of  char  combustion  models  in 
OpenFOAM assume CO2 as the reaction product. With increas-
ing temperature, CO is produced as well and at high tempera-
tures CO is the main reaction product [21].
Therefore, the ICCM that has been derived in the part Experimental
work has been implemented in OpenFOAM. The model equations 
are described in detail in Chapter  2.10 and are only summarized 
here. The current formulation of the model assumes that char com-
bustion occurs at ambient pressure.
The intrinsic reaction rate is calculated using:
R=kc,I (CO2,p)
n=kc,I (ρg MO2M̄ ) ( XO2,p)n [1s ] (3.83)
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The  global  order  of  reaction  n  and  the  intrinsic  order  of  reac-
tion m  are related with:
n=m+1
2
(3.84)
The effect  of  pore diffusion is  combined with an intrinsic kinetic 
rate to form the intrinsic kinetic factor kc,I :
kc,I=
6
ρa dp √ 2DO2ν̃O2(m+1) ρa A'k̂c [1s (m
3
kg )
n] (3.85)
If the main reaction product is assumed to be CO, the mass based 
stoichiometric factor is  ν̃O2=0.375 .  The apparent char density  ρa
and the specific pore surface area  A'  are material properties that 
need to be specified as model input data.
The area based intrinsic kinetic factor is calculated with an Arrhe-
nius approach:
k̂c=Ac exp(− EaℜT p ) [ kgm2 s ]
(3.86)
The mole fraction of O2 at the outside surface of the particle is cal-
culated from a mass balance (Equation 2.81):
XO2 ,p=XO2,b−R
ν̃ γρa M̄
hmρg MO2
(3.87)
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Equation  2.81 can also be used to calculate the reaction rate in 
regime III conditions where the reaction rate depends only on the 
mass transfer of  O2 through the boundary layer. Setting  XO2 ,p=0  
yields:
R=
hmρg MO2
ν̃ γρa M̄
XO2,b (3.88)
The Ranz and Marshall [69] correlation is employed to determine 
the mass transfer coefficient hm :
Sh=
hm dp
DO2
=2+0.6 Re0.5 Sc0.33 (3.89)
The  dimensionless  numbers  included  in  Equation 3.89 are  calcu-
lated as:
Re=
upρg dp
μg
  and  Sc=
 μg  
ρg DO2
(3.90)
The dependency of the diffusivity coefficient DO2  on gas phase tem-
perature  Tg  is  calculated  from  kinetic  gas  theory  (see  Appen-
dix A.1):
DO2=DO2 ,0(TgT0 )
nD (3.91)
The consumption of char mass is proportional to the char conver-
sion (as defined in Equation 2.55):
∂mC
∂t
=−∂Χ
∂t
mC,0 (3.92)
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Finally, a surface reaction model is required to establish a connec-
tion between carbon conversion Χ  and reaction rate R . Using the 
uniform reaction model (Equation 2.68), the rate of carbon conver-
sion can be expressed as:
Χ = 1−e−Rt ⇔ ∂Χ
∂t
=−Re−Rt (3.93)
The resulting equation for the rate of char consumption is:
∂mC
∂t
=−R mC,0 e
−Rt (3.94)
The above equations depend implicitly on each other and are solved 
with the algorithm shown in Figure 3.20.
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Coupling with the Boudouard reaction
In  oxyfuel  conditions,  the  Boudouard  reaction  can  promote  char 
conversion, especially when the surface reaction is faster than the 
O2 mass transfer and the O2 concentration at the particle surface 
becomes small. Since CO2 is abundant in oxyfuel conditions, it is al-
ready present at the particle surface and is therefore not limited by 
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Figure 3.20: Flowchart of the algorithm used to solve the implicit 
dependency of the intrinsic char combustion model
3 Numerical simulations
transport processes. The evaluation of the ICCM in Chapter  2.10 
shows  that  the  sum of  the  reaction  rates  of  char  oxidation  and 
Boudouard  reaction  can  reasonably  reproduce  the  experimental 
data.  The combination of  the ICCM with the Boudouard reaction 
was  implemented  in  OpenFOAM  as  a  separate  model.  The 
Boudouard reaction rate  is  calculated from a first-order  reaction 
with regard to CO2:
R=Acexp(− EaℜT p ) XCO2 (3.95)
The consumption of char is  then calculated from the sum of  the 
rates  of  char  oxidation  and  Boudouard  reaction  using  Equa-
tion 3.94.
Validation of char combustion models
All char combustion models described in the previous sections have 
been validated with experimental data. Measurements from the ex-
perimental part of this work were re-evaluated and used as valida-
tion data. This re-evaluation was necessary, because the raw mea-
sured data are convoluted and therefore do not represent the char 
conversion accurately with respect to time (see section (De)convolu-
tion of model curve, Chapter  2.9). Deconvolution is possible, how-
ever, it amplifies measured noise to a degree that makes most data 
unusable (see Figure 2.23). In general, the stability of the deconvo-
lution increases with the number of measured points, and is propor-
tional to the duration of the char combustion. Therefore is was fea-
sible  to  deconvolute  data  measured at  a  reactor  temperature  of 
Tb=1273 K and at a low O2 mole fraction of XO2 =0.08. In these con-
ditions, the duration of the char combustion is comparably long.
The conditions of the experimental setup were simulated similarly 
to  the  validation  of  devolatilization,  and  one  char  particle  was 
placed  in  a  single  computational  cell.  The  numerical  setup  is 
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sketched in  Figure  3.21.  The  important  difference  between both 
cases is that in the char combustion experiment, the particle is in-
side  a  fluidized  bed and lifted by  the gas  flow,  while  in  the de-
volatilization  experiment,  particle  and  gas  phase  move  syn-
chronously. Fluidized bed conditions were approximated by assum-
ing  that  the  relative  velocity  between  particle  and  gas  phase  is 
equal to the terminal falling velocity of the particle, as suggested by 
Kunii and Levenspiel [46]. To prevent the particle from being blown 
away by the moving gas phase, the particle drag forces were set to 
zero. The size of the computational cell was chosen large enough to 
ensure that the influence of combustion heat and released reaction 
products on the gas phase was negligible. The composition of the 
gas phase was set equal to the fluidizing gas composition in the ex-
periment as  XCO2=0.92  and  XO2=0.08 . Gas phase temperature was 
set to Tg=1273 K  and the incident radiation to G=4σSBTg
4 . The ini-
tial particle temperature was set to Tp=1273 K . The particle com-
position was initialized in accordance with Table 2.3 as YC=0.8138  
and  Yash=0.1862 .  Volatile  and  liquid  components  were  set  to 
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Figure 3.21: Sketch of numerical setup for the simulation of fluidized bed 
reactor conditions; the domain consists of only one cell; one 
coal particle is placed at the center at t=0 s;  gas phase 
conditions are: u=ut, Tg=1273 K, XCO2 =0.92, XO2 =0.08
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zero ( Ysol=1 ). The particle diameter was specified as the charac-
teristic  particle  diameter  of  the  corresponding char  size  fraction 
(see Figure 2.13) as dp=430µm . 
The parameters of the char combustion models were determined ac-
cording to the experimental conditions: The diffusion coefficient re-
quired by the DLCCM was calculated from kinetic gas theory (see 
Appendix  A.1)  for  diffusion  of  O2 through  CO2 as 
DO2=2.020×10
−4 m2 /s . The model parameter  C1  for the KDLCCM 
was calculated from Equation 3.76 as C1=2.149×10
−11s/m . The ki-
netic data were taken as an average of the 1st order reaction data 
published  by  Smith [21]:  C2=0.00593kg/(m
2 s Pa)  and 
Ea=80×10
6 J/kmol . The SGCCM requires a diffusion coefficient DO2  
with reference temperature, reference density and temperature ex-
ponent. The same diffusion coefficient was used as for the DLCCM 
and reference temperature and reference density were set accord-
ingly  to  T ref=1273 K  and  ρref=0.412 kg/m
3 .  Kinetic  gas  theory 
gives  a  temperature  exponent  nD=1.79  at  these  conditions.  The 
Semi-global  kinetic  data  published  in  Murphy  and  Shaddix [149] 
were used: Ac=0.0047 kmol/(m
2 s Pa0.5) ,  Ea=53.4×10
6 J/kmol  and 
n=0.5 . The ICCM was initialized with the kinetic data for char com-
bustion and Boudouard reaction that are derived in Chapter  2.10. 
The diffusion coefficient at standard conditions was calculated with 
kinetic  gas  theory  as  DO2=1.396e-5×10
−5 m2 /s  and  nD=1.8 .  The 
specific  surface  area  of  the  char  was  specified  with 
A'=141330 m2 /kg  (see Chapter 2.5) and the apparent char density 
was set  to  ρa=1000kg/m
3  (see Chapter 2.10,  page  103).  For  the 
ICCM, CO was assumed as the only reaction product ( νO2=0.5 ). The 
fraction  of  combustion  heat  that  remains  with  the  particle  (see 
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Equation A.53 in  Appendix  A.7) was therefore set to  f h=1  for the 
ICCM and f h=0.3  for the other models that assume CO2 as reaction 
product.
The simulated char conversion and experimental data are shown in 
Figure 3.22. Both, the DLCCM and the KDLCCM show a conversion 
below the experimental values. On the contrary, the SGCCM over-
predicts the  char conversion. The ICCM reproduces experimental 
data very well, while the coupled version that includes Boudouard 
reaction shows slightly reduced char conversion. The comparison 
with experimental data suggests that the ICCM is best suited to re-
produce the measured char conversion. This may be explained in 
part by the fact that this model has been derived from and cali-
brated to the experiment that is used for validation. 
The effect of coupling with the Boudouard reaction is illustrated in 
more detail in  Figure 3.23. The particle temperature (Figure 3.23, 
bottom)  is  significantly  reduced  through  the  endothermic 
Boudouard reaction. At Tg=1273 K , the lower particle temperature 
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Figure 3.22: Comparison of char conversion calculated with various 
surface reaction models; stoichiometric factor for intrinsic 
models is νO2=0.5
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leads to a slower char conversion (Figure 3.23, top). At a higher 
temperature, the char conversion increases for the coupled model. 
Without Boudouard reaction, the char conversion does not increase 
with temperature because the reaction is limited by the available 
O2.
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Figure 3.23: Temperature influence on char conversion (top) and particle 
temperature (bottom) calculated with the Intrinsic char 
combustion model; further gas phase conditions: u=ut  , 
XCO2=0.92 , XO2=0.08 ; stoichiometric factor νO2=0.5
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The ICCM allows to change the stoichiometric factor of the char oxi-
dation  reaction  νO2 ,  which  determines  the  ratio  of  CO2/CO  pro-
duced by the char combustion reaction. The formation of CO2 re-
leases significantly more heat, which affects the particle tempera-
ture. This can be compensated by adjusting the factor describing 
the fraction of heat that remains with particle to f h=0.3  for CO and 
f h=1  for CO2 production, see Appendix A.7.  The influence of as-
suming CO or CO2 as reaction product was simulated and results 
are displayed in  Figure 3.24. The particle temperature is higher if 
CO2 is assumed as reaction product and the resulting char conver-
sion is increased. This might suggest that the fraction of heat re-
maining with the particle is over-predicted with f h=0.3 . The value 
has been suggested by Boyd and Kent [150] and is commonly used 
in CFD simulation of coal combustion. The assumption of CO as the 
only reaction product and  f h=1  leads to a better agreement with 
the experimental data. This corresponds well to correlations for the 
CO2/CO ratio presented in Tognotti et al. [38], which predict CO as 
the main product at particle temperatures above about 900 K.
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To evaluate if the use of the Ranz and Marshall correlation for mass 
transfer  yields  an  advantage  compared  to  assuming  diffusion 
through a stagnant gas phase, the char conversion in a stagnant 
fluid was simulated as well. A qualitative comparison between char 
combustion in a stagnant gas phase and at terminal falling velocity 
is  given  in  Figure  3.25.  The  KDLCCM  and  the  ICCM  with 
Boudouard reaction  show identical  results  for  both  stagnant  gas 
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Figure 3.24: Evaluation of the influence of the stoichiometric factor νO2  
on char conversion (top) and particle temperature (bottom) 
calculated with Intrinsic char combustion model without 
Boudouard reaction
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phase  and  at  terminal  falling  velocity.  Only  the  ICCM  without 
Boudouard reaction shows a dependency on the gas phase velocity: 
The char conversion is increased in the moving gas phase. This may 
be explained by the limitation of the char combustion through low 
O2 surface concentration in that model that can be also observed in 
Figure 3.22. The correlation of Ranz and Marshall  gives a higher 
mass transfer for the moving gas phase that increases the O2 con-
centration at the particle surface, which in turn leads to higher char 
conversion.
The  validation  of  char  combustion  models  shows  that  the 
Boudouard reaction can significantly increase the char conversion 
at  high  temperatures,  although  the  particle  temperature  is  de-
creased due to  the endothermic  reaction.  The  application of  the 
Ranz and Marshall correlation in the ICCM accounts for the influ-
ence of the relative velocity between the particle and the gas phase. 
This influence becomes important if combustion is limited by the O2 
concentration at the particle surface. This may, however, be less sig-
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Figure 3.25: Influence of gas phase velocity on calculated char 
conversion; for the KDLCCM and the Intrinsic char 
combustion model with Boudouard reaction, results are 
identical at both gas phase velocities
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nificant in oxyfuel conditions, where this limitation is partly com-
pensated by the Boudouard reaction. Based on these validation re-
sults, the ICCM coupled with the Boudouard reaction is applied in 
the simulation of the oxyfuel furnace.
3.9 Simulation of a pilot-scale oxyfuel furnace
A pilot-scale oxyfuel furnace has been simulated for this work to 
evaluate the effect of different models for char combustion on a coal 
flame in oxyfuel conditions. A sketch of the geometry of the furnace 
and the burner is shown in  Figure 3.26. The furnace is cylindrical 
and has a swirl burner mounted at the center of the top surface. 
The burner base consists of a central plate with two annular open-
ings,  marked in Figure 3.26 as Inlet 1 and Inlet 2.  At Inlet 1,  the 
pulverized  fuel  enters  the  furnace  entrained  by  a  primary  gas 
stream, which is composed of CO2 and O2. The secondary gas, which 
flows through Inlet 2, is also a mixture of CO2 and O2. It is swirled 
with a swirl ratio, which is the ratio of tangential and axial velocity, 
of about 1. Due to the centripetal force, the swirled gas expands ra-
dially and attaches to the walls of a conical burner quarl that ex-
tends  from the  burner  base.  The  coal  flame is  formed after  the 
gases leave the burner quarl. The amount of O2 contained in the pri-
mary gas and the secondary gas is less than required for complete 
combustion. The remaining O2 is supplied by a stream of staging 
gas through an annular gap, labeled Inlet 3, located at the outer 
edge of the furnace.  The burner has been developed for coal com-
bustion in oxyfuel conditions at the Institute of heat and mass trans-
fer  (WSA)  of  RWTH  Aachen  University [151].  This  oxyfuel  swirl 
flame has been studied intensively both experimentally and numeri-
cally ([10], [152], [153]). 
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In this chapter, a coal fired oxyfuel swirl flame with 40 kWth is simu-
lated  for  which  experimental  data  have  been  published  by 
Toporov et al. [10]. The numerical setup is described first. Then, re-
sults obtained with different model  variants for turbulence/chem-
istry interaction are compared with experimental data and the ef-
fect of the models is assessed. The influence of different char com-
bustion models is evaluated next, also based on quantitative com-
parison of experimental data and numerical results. Furthermore, 
predictions of char burnout from different char combustion models 
are compared qualitatively. Finally, the spatial accuracy of the simu-
lation is assessed from simulations conducted at various levels of 
grid refinement.
The oxyfuel swirl flame was simulated with an axisymmetric quasi-
2D grid. As the swirl flow introduces a considerable tangential ve-
locity component, cyclic mapping of values was applied at the out-
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Figure 3.26: Sketch of the geometry of furnace and burner of the oxyfuel 
swirl flame; the length of the simulated domain is 775 mm
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side faces in tangential direction. To allow for tangential gradients, 
the grid was split  along the x-y-plane,  which gave two computa-
tional cells in tangential direction. This is sketched in Figure 3.27. 
The ability of this approach to represent swirl flow accurately was 
established with preliminary simulations of a cold swirl  flow that 
were conducted with the grid described above and a full 3D grid. 
The simulated domain extends for 0.775 m in axial direction. This is 
significantly  shorter  than  the  actual  furnace  length  (>2 m)  but 
enough to accommodate the whole flame. The domain size should 
thus not influence the shape of the flame. Still, the outlet of the sim-
ulated domain char particles should not have reached full burnout 
yet. This enables the evaluation of the burnout predicted by differ-
ent char combustion models with numerically sampling char parti-
cles at the outlet boundary.
The boundary conditions for the inlets are given in Table 3.6. At the 
outlet boundary, the pressure is set to a fixed value. The applied 
boundary condition is non-reflecting with regard to pressure waves. 
For variables other than pressure, a zero gradient boundary condi-
tion is specified. A standard wall-function is applied for values of k  
and  ω  at the walls of burner and furnace. A no-slip boundary condi-
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Figure 3.27: Sketch of the grid used for quasi-2D axisymmetric 
calculation of swirl flow with cyclic mapping of outer faces 
in tangential direction and two computational cells in 
tangential direction
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tion is used for velocity. The temperature of the conical burner quarl 
and the central plate of the burner are set to 573 K. The emissivity 
of  the  burner  surfaces  is  set  to  ϵ=0.2 ,  in  accordance  with 
Toporov et al. [10]. At the walls of the furnace, a fixed temperature 
of 1273 K is specified, with an emissivity  ϵ=0.7 . The emissivity at 
inlets and at the outlet boundary is set to unity.
Species Inlet 1 Inlet 2 Inlet 3
uax 10.47 m/s 16.67 m/s 2.92 m/s
utan 0 m/s 16.67 m/s 0 m/s
It 10% 10% 10%
Tg 313 K 333 K 1173 K
YO2 0.146 0.162 0.162
YCO2 0.854 0.838 0.838
p zero grad. zero grad. zero grad.
Table 3.6: Inlet boundary conditions for the oxyfuel swirl flame
The coal  particles  are entrained with the primary gas and enter 
through Inlet 1. The total mass flow of coal is 1.806×10-3 kg/s. The 
particle size distribution is shown in  Figure 3.28 based on data in 
Toporov et al. [10]. The measured particle sizes range from 0.9 µm 
to 123 µm. The particle size distribution in Figure 3.28 is used as a 
probability density function that is evaluated to determine the diam-
eter of new particles that are introduced at the inlet. The simulated 
range of particle sized was slightly narrowed to 5-123 µm. This was 
motivated  by  the  necessity  to  save  computational  effort  and  in-
crease numerical stability: In the simulation, several particles of the 
same diameter are grouped into virtual particles named “parcels” in 
order to save computational effort. The number of particles per par-
cel depends on the number of parcels introduced at the inlet for a 
given time-step and the mass of a particle of a given diameter. As 
particle mass is proportional to the 3rd power of the particle diame-
ter, the number of particles per parcel largely increases for smaller 
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particle diameters. In the end, this causes large values in the cou-
pling source terms of the particle-source-in-cell method, which are 
proportional the number of particles per parcel. Numerical stability 
is thus deteriorated. Since the relative occurrence of particles with 
diameters smaller than 5 µm in  Figure 3.28 is not large, the error 
from narrowing the range of particle sizes is considered negligible.
The species composition of the coal particles is given in Table 2.3. 
The volatile mass fractions are based on the results in Chapter 2.8 
in the part Experimental work. All hydrocarbon species contained in 
the volatiles have been summarized as CH4.  In the char fraction, 
species other than char and ash have been merged into the fraction 
of solid carbon.
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Figure 3.28: Size distribution of coal particles as specified in [10]; 
measured particle size range: 0.9-123 µm; simulated particle 
size range: 5-123 µm
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Species Mass fraction
Y vol 0.466
    Y vol, CH4 0.182
    Y vol, H2 0.103
    Y vol, CO2 0.062
    Y vol, CO 0.409
    Y vol, H2O 0.244
Y liq 0.084
    Y liq, H2O 1
Ysol 0.45
    Y sol, C 0.877
    Y sol, ash 0.123
Table 3.7: Species composition of coal particles
Gas phase chemistry was modeled with a global 2-step mechanism 
for CH4 combustion (see chapter Turbulence/chemistry interaction
modeling). The mechanism includes a backward reaction for CO oxi-
dation to  improve the prediction of  CO/CO2 equilibrium [135].  In 
oxyfuel conditions, the CO2 concentrations in the gas phase are sig-
nificantly  higher  and  the  CO/CO2 equilibrium  changes.  Ander-
sen [135] therefore modified the kinetic data of the CO oxidation re-
action for oxyfuel combustion. These modified kinetic data are ap-
plied here. The emitted volatile gases further include H2 and the 
chemical mechanism was extended by a global 1-step reaction for 
H2 combustion.  The  kinetic  data  for  this  reaction  originate  from 
Marinov [154] as reported by Kim [155]. All employed chemical re-
actions and their kinetic data are listed in Table 3.8. When modeling 
turbulence/chemistry interaction with the EDC and Local extinction 
approach, which is based on the infinitely-fast chemistry assump-
tion, the same reactions were used, only the backward reaction for 
CO  oxidation  was  omitted.  The  employed  chemical  mechanism 
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vastly simplifies the complexity of the combustion reactions in the 
gas phase. For example, H2 is considered only as primary fuel and 
not also as intermediate species of  hydrocarbon combustion. The 
benefit  of  this  simplification,  however,  is  a  significantly  reduced 
computational effort.
Ac  [1/s ] Ea  [K ] Reaction orders
CH4+1.5O2→CO+2H2 O  5.028×1011 24052 [CH4 ]
0.7 [O2 ]
0.8
CO+0.5O2→CO2 2.238×106 5031 [CO ]1 [O2 ]
0.25 [H2 O]
0.5
CO2→CO+0.5O2 1.095×1013 39450 T−0.97 [CO2 ]
1
H2+0.5O2→H2O 7.9×1010 17614 [H2 ]
1 [O2 ]
0.5
Table 3.8: Chemical reaction mechanism for 2-step combustion of CH4 
modified for oxyfuel conditions [135] combined with a global 
reaction for H2 oxidation with kinetic data from [154] as 
reported by [155]
Turbulence/chemistry interaction was modeled with the EDC and ei-
ther Local extinction approach or PSR approach for chemical kinet-
ics. Turbulence modeling was performed with the SST model. The 
transport of thermal radiation was calculated with the P1 model and 
the  absorption/emission  properties  of  the  gas  phase  were  deter-
mined with the WSGGM and the set of coefficients “4+1; dry” (see 
chapter Thermal radiation modeling). Devolatilization of coal parti-
cles was determined with the Kobayashi model and parameters by 
Ubhayakar et al. (see  chapter Particle  devolatilization  modeling). 
Char  combustion  was  modeled  with  either  the  ICCM  with 
Boudouard reaction or the KDLCCM. For comparison, one simula-
tion was also performed with deactivated char combustion model-
ing. Simulations employing the ICCM without Boudouard reaction 
were tried, however,  the high particle temperatures predicted by 
this model (see Figure 3.23) led to unrealistic high flame tempera-
tures and thus destabilized the calculation.
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The discretization of the convective term of the momentum equation 
was performed with the linear upwind interpolation scheme. The 
convective  terms  of  the  remaining transport  equations  were  dis-
cretized with a TVD scheme (OpenFOAM designation: vanLeer). For 
the species transport equations, a variant of this scheme was em-
ployed that is strictly bounded within the interval [0,1]. The diffu-
sive term in all transport equations was discretized with a linear in-
terpolation scheme that includes correction for the non-orthogonal 
flux components. The time derivative term was discretized with a 1st 
order scheme (OpenFOAM designation:  Euler).  As the simulation 
reaches  quasi-steady  state,  the  magnitude  of  the  time-derivative 
term  should  decrease  and  therefore  the  time-derivative  scheme 
should not significantly influence the accuracy of the simulation re-
sults. Further details about the specified discretization schemes can 
be found in the section Validation of turbulence/chemistry interac-
tion modeling,  Chapter 3.5.  Using the numerical  setup described 
above, the oxyfuel swirl flame has been simulated. The simulations 
were run until they reached quasi-steady state (about 8 s of simu-
lated time). Then, the simulation was run for at least 1 s more and 
time-averages of the variables used for evaluation were calculated.
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Figure 3.29: Temperature field in [K] of oxyfuel swirl flame simulated 
with EDC/PSR and intrinsic char combustion model with 
Boudouard reaction; vertical lines mark the location of 
radial profiles at x=0.05 m and x=0.2 m
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Comparisons with experimental data are used below to evaluate the 
simulation results. The experimental data are radial profiles of axial 
and tangential velocity, gas temperature and O2 mole fraction in dry 
gas. The experimental values are time-averaged. When comparing 
experimental data with simulation results, it should be noted that 
the simulated values are based on Favre-averaged variables, which 
introduces  additional  discrepancies,  see  Poinsot  and  Vey-
nante [110]. Two radial profiles, at x=0.05 m and x=0.2 m are used 
for the evaluation. The location of the profiles relative to the flame 
can be seen in Figure 3.29, which shows the temperature field of a 
typical simulation result.
The swirl flow leads to a complex flow pattern in the furnace that 
determines the shape of the flame. The flow pattern corresponding 
to  the  flame  shown in  Figure  3.29 is  illustrated  in  Figure  3.30. 
Streamlines are displayed for  the axial and tangential components 
of the velocity vector. A recirculation zone inside the quarl can be 
observed. The quarl recirculation transports hot flue gases back to 
the burner, where they heat fresh gases and coal particles and thus 
stabilize the flame. The extent of the quarl recirculation is marked 
by a stagnation point on the furnace axis. Outside the burner quarl, 
two further recirculation zones can be identified: The staging gas 
enters the furnace through a gap between the upper wall of the fur-
nace, which is adjacent to the burner, and the side wall of the fur-
nace. The  upper wall of the furnace causes a bluff-body recircula-
tion of the staging gas. As a consequence, the flow of the staging 
gas detaches from the side wall of the furnace at a certain point and 
moves toward the burner.  Another recirculation is  formed as the 
staging gas mixes with the swirl flow. The extent of the recirculation 
zones and the location of the detachment point and the stagnation 
point are characteristic features of the flow in the furnace and are 
used for evaluation of velocity profiles in the following sections.
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Influence of turbulence/chemistry interaction modeling
The first objective in the evaluation was to determine whether the 
turbulence/chemistry  interaction  can  be  predicted  accurately 
enough using the computationally inexpensive EDC with Local ex-
tinction approach or if  the computationally more demanding PSR 
approach is required. Therefore, the oxyfuel swirl flame was simu-
lated with both model variants. Char combustion was modeled with 
the ICCM with Boudouard reaction in both cases.
Comparisons of the simulated axial velocity with experimental data 
are  shown  in  Figure  3.31.  The  profile  at  an  axial  dis-
tance x=0.05  m  from the burner quarl shows that close to the fur-
nace axis ( r→0 ) a significant backflow is present in the experiment. 
The simulation with EDC and PSR approach also predicts a back-
flow, however, the backflow velocity amounts to less than half of the 
experimental  value.  For the EDC with Local  extinction approach, 
the axial velocity values close to the furnace axis are only slightly 
negative.  The quarl  recirculation is  thus  under-predicted  in  both 
simulations.  At  r≈0.05 m ,  the  radial  profile  intersects  with  the 
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Figure 3.30: Stream lines of axial/radial-velocity in the furnace showing 
recirculation zones inside and outside the burner quarl as 
well as the axial stagnation point and the detachment point 
of the staging gas
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main swirl flow, visible as a pronounced peak of positive axial veloc-
ities. The peak resulting from the simulation with the EDC and both 
approaches for chemical kinetics is located slightly more toward the 
furnace axis compared to the measured values. The peak velocity is 
over-predicted by about 30% in the simulation with PSR approach 
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Figure 3.31: Radial profiles of axial velocity uax ; turbulence/chemistry 
interaction modeled with EDC with PSR approach (PSR) and 
Local extinction approach (LE); char combustion modeled 
using Intrinsic char combustion model with Boudouard 
reaction; experimental data from [10]; experimental data are 
time-averaged, numerical results are Favre- averaged
3.9 Simulation of a pilot-scale oxyfuel furnace
and by  about  45% with  the  Local  extinction  approach.  Both  ap-
proaches give a peak width that is narrower than in the experiment. 
Toward the side wall of the furnace ( r→0.2 m ), both simulations 
are in good agreement with the experiment. In the radial profile fur-
ther away from the burner quarl, in Figure 3.31at x=0.2  m , the ex-
periments still show a small backflow around the furnace axis. The 
simulation with EDC and PSR approach gives an axial velocity of al-
most zero at the furnace axis, which indicates that the axial stagna-
tion point is located close by. The positive velocity at the furnace 
axis for the simulation with EDC and Local extinction approach indi-
cates that in this case, the stagnation point is moved forward to the 
burner quarl. The small peak of the main swirl flow in the experi-
mental data shows that the swirl jet intensity has significantly de-
creased at x=0.2 m . In the simulations, the location of this peak is 
reproduced quite well, however, the peak value largely exceeds the 
value in the experimental data. This means that the dissipation of 
the main swirl flow is significantly under-predicted in the simula-
tion. Toward the side wall of the furnace both simulations give al-
most identical results, which are also in good agreement with the 
measurements. Very close to the wall, however, the simulated axial 
velocity increases, although this trend is not observed in the experi-
ment. This could be explained with the staging gas flow that is still 
attached to the side wall of the furnace in the simulation. In that 
case, the detachment point of the staging gas would be predicted 
too far away from the burner quarl. Overall, the profiles of axial ve-
locity show that the quarl recirculation is not fully reproduced in 
the simulation. This phenomenon is commonly observed for simula-
tions of swirl flow that calculate turbulence with 2-equation RANS 
models, such as the SST model in the present case [114]. The re-
sults for the simulation with EDC and the PSR approach show a 
slightly better agreement with experimental data.
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The profiles  of  tangential  velocity,  shown in  Figure 3.32,  can be 
used  to  identify  the  propagation  of  the  main  swirl  flow.  At 
x=0.05 m , the measured velocity peak is  well  reproduced in the 
simulation employing the EDC and PSR approach. For the EDC and 
Local extinction approach, the tangential velocity diminishes toward 
the furnace axis. This is in agreement with the weak quarl recircula-
tion already observed for the axial velocity for that case. Toward the 
side wall of the furnace, the experiments show a small counter-ro-
tating swirl. The values of tangential velocity are negative in that 
region. This secondary swirl is not reproduced in the simulations at 
all. Further away from the burner quarl, at  x=0.2  m , the simula-
tions still show high values of tangential velocity. The experimental 
data,  on the contrary,  show only small  tangential  velocity at this 
point. Similar to the axial velocities at x=0.2  m , the dissipation of 
the main swirl flow therefore appears to be under-predicted by the 
simulation.
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Radial profiles of gas temperature are shown in Figure 3.33. Close 
to  the  burner  quarl,  at  x=0.05  m ,  the  simulations  show  pro-
nounced peaks of high and low temperature, which are not present 
in  the  experimental  values.  In  the  experiment,  however,  the  gas 
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Figure 3.32: Radial profiles of tangential velocity utan ; 
turbulence/chemistry interaction modeled with EDC with 
PSR approach (PSR) and Local extinction approach (LE); 
char combustion modeled using Intrinsic char combustion 
model with Boudouard reaction; experimental data 
from [10]; experimental data are time-averaged, numerical 
results are Favre- averaged
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temperature as well as the O2 concentrations have been measured 
with a suction probe with an outer diameter of do=0.027  m . As the 
probe displaced the gas flow in the measurement, peaks in the ra-
dial profiles of temperature and O2 concentration most likely have 
been smeared. Still, the temperature profile at x=0.05  m  shows a 
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Figure 3.33: Radial profiles of gas temperature Tg ; turbulence/chemistry 
interaction modeled with EDC with PSR approach (PSR) and 
Local extinction approach (LE); char combustion modeled 
using Intrinsic char combustion model with Boudouard 
reaction; experimental data from [10]; experimental data are 
time-averaged, numerical results are Favre- averaged
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slight decrease around  r≈0.05 m , which corresponds to the loca-
tion of the low temperature peak observed in the simulations. The 
temperature peaks are more pronounced in the simulation with the 
EDC and PSR approach. The high temperature peak close to the 
axis  can be explained by the stronger  quarl  recirculation in  this 
case, which transports hot flue gas from the flame back toward the 
burner. As the quarl recirculation is comparably weak in the simula-
tion with EDC and Local extinction approach, no high temperature 
is observed close to the furnace axis in that case. Toward the side 
wall of the furnace, temperatures are almost constant with a slight 
decrease toward the wall.  This is reproduced in both simulations 
with a slightly better agreement with experimental data in the case 
employing EDC and PSR approach. The measured temperature pro-
file at x=0.2  m  shows an almost constant temperature distribution. 
The experimental values are well predicted by the simulation with 
EDC and PSR approach in the range around the furnace axis. The 
simulation with EDC and Local extinction approach shows a high 
temperature peak close to the furnace axis with a temperature drop 
at  r≈0.05 m .  This  is  contrary  to  the  experimental  values  even 
when considering the spatial  damping of the measurement probe 
and resembles rather the profile expected for a jet flame. At the 
side wall of the furnace both simulations predict a temperature that 
is significantly lower than the experimental value. A possible expla-
nation is the later detachment of the staging gas flow, that is ob-
served in the axial velocity profiles: If the detachment point is lo-
cated further away from the burner quarl, then the staging gas is 
still  flowing close to the wall  at  x=0.2  m  and displaces the flue 
gases there. The staging gas temperature is lower than the flue gas 
temperature, which leads to a lower temperature close to the side 
wall of the furnace.
Figure 3.34 shows radial profiles of O2 mole fraction, measured in 
dry flue gas. The simulation computes mass fractions of O2, which 
then have been converted to mole fractions and scaled to dry-gas 
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values  with (1−XH2O)
−1 .  In  the  quarl  recirculation  zone,  at 
x=0.05  m  and r<0.05 m , the O2 mole fraction is zero because the 
amount of  O2 provided by the primary and secondary gas is  less 
than required for full burnout. Toward the furnace wall, primary gas 
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Figure 3.34: Radial profiles of dry mole fraction of O2; 
turbulence/chemistry interaction modeled with EDC with 
PSR approach (PSR) and Local extinction approach (LE); 
char combustion modeled using ICCM with Boudouard 
reaction; experimental data from [10]; experimental data are 
time-averaged, numerical results are Favre- averaged
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and secondary gas mix with the staging gas and the O2 mole frac-
tion increases gradually, as observed in the experiments. In the sim-
ulations, however, an increase in O2 mole fraction is predicted at 
r≈0.05 m ,  which  corresponds  to  the  location  of  the  main  swirl 
flow. This implies that the combustion process inside the main swirl 
flow is delayed in the simulation, regardless of the approach used to 
describe the chemical kinetics. Toward the side wall of the furnace, 
where the O2 mole fraction is controlled by the mixing with staging 
gas and not by combustion, the simulated values approach the ex-
perimental data. At  x=0.2  m , the measured O2 mole fractions are 
distributed quite evenly. This trend is reproduced by the simulation 
with EDC and PSR approach, although the absolute values of  O2 
mole fraction are constantly above the experimental data. The EDC 
and Local extinction approach leads to O2 mole fractions that are al-
most zero near the furnace axis and steeply increase at r≈0.05 m . 
This distribution is rather characteristic for a jet flame, an observa-
tion that is in accordance with the corresponding temperature pro-
file.  Close to the side wall  of  the furnace, the experimental  data 
show a drop in O2 distribution, while the simulations show an in-
crease. As for the temperature, the shifted detachment point can ex-
plain this deviation because the staging gas, which has not yet de-
tached from the wall in the simulation, contains higher O2 mole frac-
tions and displaces the flue gas, which has a lower O2 content.
The comparisons show that the main features of the oxyfuel swirl 
flame are  reproduced by the simulation.  Individual  flow features 
such as the extent of the quarl recirculation and the detachment 
point of the staging gas do not match exactly the experiment. The 
reaction in the main swirl flow is delayed in the simulation for both 
variants of  the EDC. This suggests that  the reason for the delay 
could  be  related  to  preceding  processes  such  as  drying  or  de-
volatilization. Both these processes, however, depend on tempera-
ture and are thus coupled to the combustion process. Still, as the 
simulations tend to over-predict the temperature in the quarl recir-
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culation, the back coupling should not be crucial at this point. An-
other discrepancy between simulation and experiment is the under-
prediction of the quarl recirculation and the dissipation of the main 
swirl flow. An increased accuracy of the turbulent flow calculation 
could lead to an improvement, which would also have an influence 
on the turbulence/chemistry interaction and thus the combustion 
process. For the purpose of determining the effect of the char com-
bustion model on the oxyfuel coal flame, the present set of models 
and the achieved accuracy is considered acceptable. Since the simu-
lation with EDC and PSR approach gives better results with regard 
to quarl recirculation and does not predict features that resemble a 
jet flame, this model is chosen for further simulations.
Influence of char combustion modeling
The effect of char combustion modeling on the oxyfuel swirl flame 
was determined by running simulations that only differ in the em-
ployed char combustion model. Two char combustion models were 
selected: The ICCM with Boudouard reaction that has been devel-
oped in this work and, for reference, the KDLCCM. Furthermore, 
char combustion was also completely deactivated, which allows to 
see the overall impact that char combustion has on the flame struc-
ture. Since the time-scale of char combustion is an order of magni-
tude higher than the time-scale of gas phase combustion, char com-
bustion only affects regions of higher residence time. This includes 
the region further away from the burner quarl as well as the recir-
culation zones. 
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The profiles of axial velocity in Figure 3.35 and tangential velocity 
in  Figure 3.36 show that close to the burner quarl, at  x=0.05 m , 
the choice of char combustion model has no effect. Even the results 
with deactivated char combustion display no difference, so the flow 
velocity close to the burner quarl is evidently independent of char 
combustion. Further away from the burner quarl, at x=0.2  m , the 
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Figure 3.35: Radial profiles of axial velocity uax ; char combustion 
modeled with ICCM with Boudouard reaction and KDLCCM; 
for comparison, results with disabled char combustion are 
also shown; experimental data from [10]; experimental data 
are time-averaged, numerical results are Favre- averaged
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peak velocities in axial and tangential direction vary slightly with 
the employed char combustion model: The peak velocities are in-
creased for the KDLCCM and are smaller, if char combustion is de-
activated.  These  variations  are  caused by  different  gas  tempera-
tures. If char combustion is deactivated, no heat is released from 
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Figure 3.36: Radial profiles of tangential velocity utan ; char combustion 
modeled with ICCM with Boudouard reaction and KDLCCM; 
for comparison, results with disabled char combustion are 
also shown; experimental data from [10]; experimental data 
are time-averaged, numerical results are Favre- averaged
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char combustion and the gas temperature is lower. The gas density 
is then smaller, which leads to a smaller volume flow and subse-
quently a decreased gas phase velocity. 
The temperature profile at  x=0.2  m , shown in  Figure 3.37, con-
firms this explanation, with the highest temperature observed for 
the KDLCCM and the lowest temperature for deactivated char com-
bustion. At x=0.2  m , the temperature profiles of both char combus-
tion models agree well with the experimental values except for the 
region near the side wall of the furnace. As described in the previ-
ous section, the shifted detachment point of the staging gas flow re-
duces the gas temperature in that region. The temperatures close to 
the burner quarl show differences close to the furnace axis, where 
the quarl recirculation takes place, and in the outer recirculations 
that are located toward the furnace wall.  The KDLCCM predicts a 
temperature peak that is neither observed with the ICCM nor in the 
simulation with deactivated char combustion. Toward the side wall 
of the furnace, the staging gas, which provides the necessary O2 for 
full  burnout, mixes with the primary gas and secondary gas. The 
mixture in this region is therefore rich in O2 and char oxidation is 
enabled. This can be observed in  Figure 3.37 (top) for  r>0.05 m , 
where  the  temperatures  from  both  char  combustion  models  are 
higher compared to deactivated char combustion. Since the temper-
ature profiles of both char combustion models are almost identical 
in that region, the rate of char oxidation predicted by both models is 
apparently similar.
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The char oxidation in the outer recirculation zone can be observed 
also in the O2 mole fractions in  Figure 3.37. The radial profile at 
x=0.05  m  shows O2 mole fractions that are lower compared to the 
case of deactivated char combustion. Further away from the burner 
quarl, at x=0.2  m , the difference between the O2 profiles obtained 
with char combustion models and with deactivated char combustion 
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Figure 3.37: Radial profiles of gas temperature Tg ; char combustion 
modeled with ICCM with Boudouard reaction and KDLCCM; 
for comparison, results with disabled char combustion are 
also shown; experimental data from [10]; experimental data 
are time-averaged, numerical results are Favre- averaged
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shows that char combustion has a major contribution to the overall 
combustion process in this region. The O2 mole fractions predicted 
by the ICCM with Boudouard reaction are below the results for the 
KDLCCM. This is remarkable because lower O2 mole fractions indi-
cate that the combustion progress has advanced further. The corre-
sponding temperature profile, however, gives lower temperatures in 
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Figure 3.38: Radial profiles of dry mole fraction of O2; char combustion 
modeled with ICCM with Boudouard reaction and KDLCCM; 
for comparison, results with disabled char combustion are 
also shown; experimental data from [10]; experimental data 
are time-averaged, numerical results are Favre- averaged
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the same case, which at first seems contradictory. A possible expla-
nation is that the endothermic Boudouard reaction has increased 
the char burnout and thus lowered the gas temperature.  The pro-
duced CO then oxidizes in a gas phase reaction, which lowers the O2 
mole fraction. Due to conservation of energy, the heat released by 
direct char oxidation and Boudouard reaction with ensuing CO oxi-
dation is equal. If, however, only a part of the produced CO has re-
acted  in  the  gas  phase  at  x=0.2  m ,  the  heat  consumed by  the 
Boudouard  reaction  is  not  yet  fully  recovered  by  CO  oxidation, 
which leads to a lower temperature. This would also imply that at 
x=0.2  m ,  the local  char  burnout  is  increased for  the simulation 
with the Intrinsic char combustion model with Boudouard reaction.
To evaluate the global char burnout, coal particles were sampled as 
they  passed  though  the  outlet  boundary,  which  is  located  at 
x=0.722  m .  The  sampling  took  place  after  simulations  reached 
quasi-steady state. The sampling time was 0.01 s of computational 
time. This was enough to sample more than 1000 parcels, each con-
taining 1 to 883 particles of same diameter.
The  total  ash  content  of  the  particles,  determined  as 
Yash =Y sol Y sol,ash , is used as an indicator for char burnout. The ash 
content in the fresh coal  particles is  Yash=0.055 . As the particle 
reaches full burnout,  Yash→1  applies. After devolatilization at low 
temperatures, the ash content amounts to  Yash=0.123  but as the 
volatile yield increases at high temperatures, the ash content in the 
remaining particle can exceed this value. The histogram in  Figure
3.39 shows the distribution of Yash  in the particles passing the out-
let boundary. With deactivated char combustion, most particles have 
an  ash  content  within  0.1<Y ash<0.2 ,  which  indicates  that  they 
achieve full devolatilization. A small fraction of about 6% does not 
complete devolatilization. About 1% of the particles show a high de-
gree  of  devolatilization  ( 0.2<Y ash ),  which  requires  a  longer  resi-
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dence time in a  high temperature region.  The ash contents  pre-
dicted by the char combustion models are almost identical, the In-
trinsic  char  combustion  model  with  Boudouard  reaction  shows 
marginally higher values. At the outlet boundary, about 65% percent 
of the particles have reached full burnout. This value does not cor-
respond to the full burnout that is actually achieved in the oxyfuel 
furnace,  which is  significantly  longer  (>2 m) and thus allows for 
longer residence times and higher burnout. As the sampling is per-
formed at  x=0.722  m , char burnout can be assumed incomplete. 
The ash content of the particles without full char burnout is distrib-
uted  quite  evenly.  No  experimental  values  for  char  burnout  are 
available for the investigated case and the comparison is therefore 
only  qualitative.  Still,  these results  show that  the faster burnout 
predicted by the Intrinsic char combustion model with Boudouard 
reaction at x=0.2  m  is compensated at a greater distance from the 
burner quarl.
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Figure 3.39: Particle burnout indicated by mass fraction of ash in the coal 
particle; char combustion modeled with KDLCCM (Kin./Diff.)  
and ICCM with Boudouard reaction (Intrinsic-Boud.); for 
comparison, char combustion was disabled (No char  
model); x-axis labels denote upper class limit
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Effect of grid refinement on simulation results
The results presented above were obtained on a coarse grid with 
N1=2827  computational cells. A coarse grid increases the numeri-
cal stability of the particle-source-in-cell method, since the source 
term contribution of a single particle is distributed over a larger vol-
ume. In addition, the solution of the gas phase equations obviously 
requires less computational effort.  To assess the influence of the 
grid resolution on the simulation results, the grid was systemati-
cally  refined  to  N2=10010  and  N3=40228  computational  cells. 
The results obtained on the three grids are compared to each other 
and to experimental data in this section. Simulations with the re-
fined grids were initialized with the converged solution of the coars-
est grid. Simulations with the N2 -grid were run for further 10 s of 
simulated  time and an  additional  1 s  was  simulated  to  calculate 
time-averaged values. The simulation with the finest grid was com-
putationally more demanding and only additional 1.5 s of simulated 
time were calculated followed by 0.3 s for time-averaging.
The resulting profiles of  axial  velocity are shown in  Figure 3.40. 
Close to the burner, at x=0.05  m  distance, the peak from the main 
swirl flow is reproduced similarly on all three grids. In the region of 
the outer recirculations, the simulations with the refined grids show 
a higher magnitude of axial velocity than in the experiment and in 
the simulation with the coarse grid. This indicates that the outer re-
circulations tend to be over-predicted with the refined grids. On the 
contrary, the axial velocity predicted with the refined grids at the 
burner axis is closer to zero, which indicates that the quarl recircu-
lation is reduced. This can be also observed at  x=0.2  m , where a 
slightly negative velocity was measured at the axis, while the simu-
lated velocity is slightly positive and increases with the level of grid 
refinement.  This  can  be explained with  a  shift  of  the  stagnation 
point toward the burner. Furthermore, the peak of the main swirl 
flow is shifted slightly toward the furnace axis in the simulations 
with refined grids. The above results show that the extent of the 
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quarl recirculation is reduced in axial and radial direction if the grid 
refinement is increased. As the experimental data display a strong 
quarl recirculation, the more refined grids reduce the agreement 
between simulation and experiment in this region. At the furnace 
wall, however, the axial velocities obtained with the refined grids 
tend  toward  zero,  which  is  in  agreement  with  the  experimental 
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Figure 3.40: Radial profiles of axial velocity uax ; char combustion 
modeled with ICCM with Boudouard reaction; number of 
cells in the grid: N1=2827 , N2=10010 , N3=40228 ; 
experimental data from [10]; experimental data are time-
averaged, numerical results are Favre- averaged
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data. In the simulations with the coarse grid, an increasing axial ve-
locity shows that the staging flow is still attached to the wall. As 
this is not the case for the simulations with refined grids, the de-
tachment  point  is  evidently  moved  upstream toward  the  burner. 
This allows a possible explanation of the reduced quarl recircula-
tion:  If  the the detached jet of  staging gas is not dissipated fast 
enough, it could push the flow of the quarl recirculation toward the 
furnace axis and therefore reduce its size.
With regard to the tangential velocities in  Figure 3.41, the radial 
profile close to the burner shows only small differences for different 
levels  of  grid  refinement.  The  agreement  between  experimental 
data and simulation results for the main swirl flow is acceptable, 
only the simulation with the finest grid predicts a small additional 
peak at r≈0.05 m  that deviates from the trend of the experiments. 
In the region of the outer recirculations, the tangential velocity is 
predicted more accurately with the refined grids. The slightly nega-
tive velocities in the experimental data that indicate a counter-rotat-
ing secondary swirl are not reproduced with any grid. In the radial 
profile further away from the burner, the over-prediction of the tan-
gential velocity of the main swirl flow is increased even further with 
higher grid refinement. The width of the peak is reduced however 
and the simulation results with the refined grids thus approach the 
experimental data sooner than for the coarse grid. Toward the fur-
nace  wall,  however,  the  simulations  with  refined  grids  display  a 
small secondary peak which cannot be observed in the experimental 
data. The effect of grid refinement is therefore ambiguous also for 
the prediction of tangential velocity, with some improvements and 
some decline in the agreement between simulation and experimen-
tal data.
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Radial profiles of gas temperature are shown in Figure 3.42. Close 
to the burner, at x=0.05  m , the grid refinement affects mainly the 
temperature  on  the  outside  of  the  main  swirl  flow,  around 
r>0.05 m . The finest grid gives a pronounced temperature peak 
that is not observed in the experiments and that is much smaller in 
the simulations with coarser grids. This indicates an earlier ignition 
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Figure 3.41: Radial profiles of tangential velocity utan ; char combustion 
modeled with ICCM with Boudouard reaction;  number of 
cells in the grid: N1=2827 , N2=10010 , N3=40228 ; 
experimental data from [10]; experimental data are time-
averaged, numerical results are Favre- averaged
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in the gas phase and therefore shows that grid refinement also has 
an effect on turbulence/chemistry interaction. Inside the quarl recir-
culation, as  r→0 m , the gas temperature is slightly reduced with 
increased grid refinement and the simulation results thus reproduce 
the experimental data slightly better. The radial profile at x=0.2  m  
shows a sudden drop in gas temperature at r≈0.08 m  for the simu-
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Figure 3.42: Radial profiles of gas temperature Tg ; char combustion 
modeled with ICCM with Boudouard reaction; number of 
cells in the grid: N1=2827 , N2=10010 , N3=40228 ; 
experimental data from [10]; experimental data are time-
averaged, numerical results are Favre- averaged
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lations with refined grids. This cannot be observed in the experi-
mental data and in the simulation with the coarse grid. This may be 
therefore a consequence of the earlier detachment of the staging 
flow, which has not yet mixed with the flue gases and thus leads to a 
decrease of gas temperature.
The dependency of the mole fraction of O2 on grid refinement can 
be seen in  Figure 3.43. In the radial profile close to the burner, a 
drop can be observed for the grid with N3  computational cells. This 
drop corresponds to the temperature peak at the same location and 
is  a consequence of  the earlier  gas phase ignition.  Whether this 
drop in O2 mole fraction corresponds to the low value in the experi-
mental data at r=0.05  m  cannot be established definitely because 
the trend of the experimental data is not clear. Apart from the drop 
at  r=0.05  m , the simulation results obtained with all three grids 
are quite similar.  At  x=0.2m ,  the simulations with refined grids 
show a peak around r=0.1  m . This peak is not present in the ex-
perimental data and in the simulation with the coarse grid. Toward 
the furnace wall, however, the O2 mole fractions calculated with the 
refined grids  decrease and approach the experimental  data.  The 
simulation with the coarse grid, on the contrary, continuously in-
creases. As discussed in the previous section, this difference may be 
explained with the detachment point of the staging flow and the re-
sulting displacement of flue gas.
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Overall, systematic grid refinement does not yield a clear improve-
ment in the agreement between experimental data and simulation 
results. It is therefore not possible to quantify explicitly the spatial 
accuracy of  the simulation.  The detachment  point  of  the staging 
flow is moved toward the burner quarl, which appears to be closer 
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Figure 3.43: Radial profiles of dry mole fraction of O2 at axial positions 
x=0.05 m  and x=0.2 m  from the burner quarl; char 
combustion modeled with ICCM with Boudouard reaction; 
number of cells in the grid: N1=2827 , N2=10010 , 
N3=40228 ; experimental data from [10]; experimental data 
are time-averaged, numerical results are Favre- averaged
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to experimental observations. In other regions, the differences be-
tween experimental data and simulation results are amplified with 
refined grids. Some observations suggest that this may be caused 
by the too low dissipation of the detached jet of staging gas. As the 
staging gas detaches earlier from the furnace wall, its effect on the 
flow inside the furnace increases and could thus cause some of the 
observed deviations.
Assessment of the simulation of a pilot-scale oxyfuel flame
In summary, this chapter has shown that the solver application pre-
sented in the previous chapters of the part Numerical simulations is 
capable  to  simulate  a  coal  fired  oxyfuel  swirl  flame.  Simulations 
with different models for turbulence/chemistry interaction proved 
that the EDC with PSR approach yields better agreement with ex-
perimental data than the EDC with Local extinction approach. The 
comparison of numerical results and experimental data further re-
vealed discrepancies especially with regard to the velocities of the 
gas phase flow. In the simulation, the recirculation inside the burner 
quarl is under-predicted both in intensity and extent. Furthermore, 
the detachment of the staging gas flow from the side wall of the fur-
nace occurs in the simulation too far away from the burner quarl. 
The simulation shows peaks and strong gradients in the radial pro-
files of temperature and O2 mole fraction. These are absent in the 
experimental data, which may however be in part attributed to the 
measuring equipment used in the experiment.  Despite  these dis-
crepancies, the numerical setup was successfully employed to eval-
uate the influence of char combustion on the oxyfuel swirl flame. 
This  was  achieved  by  employing  two  different  char  combustion 
models and by deactivating the char combustion for comparison. 
The  results  show that  char  combustion  influences  only  the  later 
stages of the combustion process. Further away from the burner 
quarl, the Intrinsic char combustion model with Boudouard reaction 
gives slightly lower temperatures, while O2 mole fractions are lower 
as well.  This can be explained by increased char burnout due to 
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Boudouard reaction and a yet incomplete oxidation of the produced 
CO. At a greater distance from the burner, coal particles were sam-
pled and their  ash content was used to determine the degree of 
global char burnout. The results showed that the char combustion 
model without Boudouard reaction predicts similar char burnout as 
the model with Boudouard reaction. Systematic grid refinement has 
shown that on a refined grid, the staging gas detaches sooner from 
the furnace wall. The detached jet of staging gas, however, is not 
dissipated fast enough and the jet pushes the quarl recirculation to-
ward the furnace axis. This reduces the size and intensity of the 
quarl  recirculation. Agreement between simulation results,  which 
were obtained with refined grids, and experimental data is there-
fore improved in some regions but worsened in other regions.
3.10 Summary of numerical part
The beginning of the part Numerical simulations provides an over-
view of the current state of coal combustion simulations in oxyfuel 
conditions. Simulation of coal combustion is characterized in gen-
eral by a large number of models, which are employed to calculate 
individual aspects of the combustion process. A review of the pub-
lished numerical  studies  on coal  fired  oxyfuel  combustion  shows 
that a commonly used set of models can be identified. The choice of 
models is apparently influenced by their availability in commercial 
CFD codes. The models have been derived for combustion in air and 
their  application in  oxyfuel  conditions  may thus  cause additional 
modeling errors. A number of studies in literature is focused on the 
modeling of a single aspect of combustion in oxyfuel conditions and 
implements a custom model or specifies adjusted model parameters 
for this aspect. Published work on simulating coal combustion with 
OpenFOAM is scarce. Although a basic software framework for coal 
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combustion exists in the current OpenFOAM release, a thorough re-
view of existing code and implementation of more complex models 
is required.
At first, the top-level solver application is discussed that has been 
implemented for this work. It employs an Euler/Lagrange approach 
to account for gas phase flow and coal particle evolution. Gas phase 
and particles are coupled with the particle-source-in-cell  method. 
The solver application is designed to be numerically robust. This is 
achieved by modification of transport equations with a stabilization 
source term and a coupled SIMPLE/PISO algorithm for pressure/ve-
locity coupling. Furthermore, the coupling of pressure with the gas 
phase density is reduced with a “variable density” equation of state. 
The  governing  transport  equations,  thermodynamic  equations  of 
state and correlations for transfer coefficients are reviewed.
Then, the models that are applied for different aspects of gas phase 
flow are discussed in detail. The model equations are presented as 
they  are  implemented in  OpenFOAM because  they  include occa-
sional modifications compared to the underlying literature sources. 
The  turbulent  properties  of  the  flow  are  modeled  using  URANS 
based turbulence modeling. As a consequence, the transported vari-
ables in the simulation represent Favre-averaged values, which has 
to be considered when comparing them to time-averaged experi-
mental data later on. The turbulent viscosity is calculated with the 
2-equation  Shear  stress  transport (SST)  model.  The  modeling  of 
thermal radiation requires one model for the propagation of thermal 
radiation and a second model for the absorption/emission properties 
of the gas phase. OpenFOAM currently offers two models for the 
propagation of thermal radiation: the P1 model and a finite volume 
version of the Discrete ordinates method (DOM). A review of the im-
plementations show that only the implementation of the P1 model 
accounts for the influence of particles on the propagation of thermal 
radiation and is thus applicable to coal combustion. With regard to 
absorption/emission  modeling,  the  Weighted  sum  of  grey  gases 
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model (WSGGM) has been implemented for this work and the imple-
mentation is validated with reference data from literature.  In addi-
tion, a thin gas model for absorption of thermal radiation that is 
available in the OpenFOAM release, is validated as well. The valida-
tion further includes different sets of parameters for the WSGGM, 
which have been derived specifically for oxyfuel conditions. Since a 
major influence of the high concentrations of CO2 in oxyfuel condi-
tions is the increased absorptivity of the gas phase, these sets of pa-
rameters  provide  an  increased  accuracy  compared  to  commonly 
used parameters that have been derived for combustion in air. The 
interaction of turbulent properties of the gas phase flow with the 
chemical reactions of the combustion reaction is modeled with the 
Eddy dissipation concept (EDC). Three variants of the EDC with dif-
ferent level of detail in treating chemical reactions have been imple-
mented. The implementation is validated by simulating a gas diffu-
sion flame (“Flame D”).  Chemical  reactions  are  described with  a 
simple 2-step reaction equation, which causes differences between 
simulated and experimental values for the concentrations of inter-
mediate combustion products. Despite this insufficiency, the simpli-
fied treatment of chemical reactions is necessary in the following 
simulation  of  coal  combustion  because  of  the  reduced  computa-
tional effort.
A Lagrangian framework is employed to calculate the movement, 
heat and mass transfer as well as chemical reactions for individual 
coal particles.  The governing equations of the Lagrangian frame-
work  are  reviewed  together  with  the  applied  discretization 
schemes. The Lagrangian framework describes the particle compo-
sition with mass fractions of volatile matter, liquid component and 
char mass. Each of these mass fractions is subdivided into individ-
ual components, for example the char mass is composed of a frac-
tion  of  solid  carbon  and  a  fraction  of  ash.  The  components  of 
volatile  matter  are  specified  based  on  results  presented  in  the 
part Experimental  work.  During  devolatilization  at  high  tempera-
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tures, as they occur in a coal flame, the released mass of volatile 
matter is increased. Therefore, the Lagrangian framework was mod-
ified to enable mass release beyond the specified mass fraction of 
volatile  matter.  The excess  mass  is  subtracted  from the mass  of 
solid carbon in the char mass fraction. The rate of devolatilization is 
calculated by a separate model. For this work, the Kobayashi model 
has  been  implemented  in  OpenFOAM.  The  implementation  was 
tested with a plug flow simulation and validated with experimental 
data from literature. The validation also includes the SRM for de-
volatilization, which is already present in the OpenFOAM release. 
Furthermore, several sets of parameters for the Kobayashi model 
are evaluated and an appropriate set is identified for the application 
within this work. Concerning the modeling of the rate of char com-
bustion, the models available in OpenFOAM are described and com-
pared with the corresponding literature sources. Model parameters 
are adjusted for oxyfuel conditions. In addition, the Intrinsic char 
combustion model that has been derived in the part  Experimental
work has  been  implemented  in  OpenFOAM.  Data  that  were  ac-
quired during the experimental investigations for this work are used 
as a test case for the char combustion models. The implemented In-
trinsic char combustion model is validated and reproduces well the 
experimental data.
Finally, the effect of coal char kinetics on the combustion of pulver-
ized coal in oxyfuel conditions is established by simulating a coal 
fired  oxyfuel  swirl  flame.  At  first,  however,  simulations  with  two 
variants of the EDC model are presented, which show that the com-
putationally more demanding variant with PSR approach yields bet-
ter agreement with experimental data. The obtained simulation re-
sults show in parts acceptable agreement with experimental data. 
In other regions, only the trends of the experimental data can be re-
produced. The comparison with experimental data for temperature 
and O2 mole fraction is difficult because spatial resolution of the ex-
perimental data used is reduced by the measurement equipment. 
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Sharp peaks and gradients that are present in the simulation re-
sults, thus appear smoothed out in the experimental data. To deter-
mine the effect of coal char kinetics, the oxyfuel swirl flame is simu-
lated with the Intrinsic char combustion model and a reference char 
combustion model that has been derived for combustion in air. To 
assess the overall influence of char combustion on the oxyfuel swirl 
flame, char combustion is also completely deactivated in a further 
simulation. The Intrinsic char combustion model is used with and 
without the coupling of the Boudouard reaction. Without Boudouard 
reaction, the Intrinsic char combustion model predicts high particle 
temperatures, which lead to unphysical simulation results. The sim-
ulation including Boudouard reaction shows that further away from 
the burner quarl, the temperature is lower than predicted by the 
reference char combustion model. The O2 concentration at this dis-
tance is lower as well, which can be explained by increased char 
burnout due to Boudouard reaction, while the produced CO has not 
yet fully burned. The global burnout at a greater distance from the 
burner is evaluated and shows only minimal difference between the 
Intrinsic char combustion model and the reference model. The char 
burnout is therefore increased locally but influence on global char 
burnout is only minimal.
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4 Conclusions
In  this  work,  experimental  and numerical  investigations  are  pre-
sented that have been conducted to establish the effect of coal char 
combustion kinetics on the combustion of pulverized coal in oxyfuel 
conditions. The final part of this work first summarizes the results 
of these investigations. Then, recommendations are given for possi-
ble areas of future work.
Results of experimental and numerical investigations
A new experimental setup has been built that enables the study of 
char combustion in both, air and oxyfuel combustion. The reactor of 
the experimental setup has shown its ability to realize high temper-
atures and high heating rates. This is a prerequisite for using the 
measured results to describe char combustion at flame conditions. 
The gas phase composition inside the experimental  setup can be 
chosen arbitrarily  and the Boudouard reaction can thus be mea-
sured individually, if the gas phase is set to CO2 only. The experi-
mental methodology allows to study coal devolatilization and char 
combustion independently from each other: At first, coal is treated 
in a hot inert gas phase, which leads to devolatilization and pro-
duces char. The char particles are then collected and when they are 
subsequently injected into a hot gas phase containing O2, char com-
bustion takes place separately. As the production of char is also car-
ried out in the reactor of the experimental setup, it occurs at high 
heating rates and the properties of the produced char thus approxi-
mate the properties of char that forms inside a coal flame. Char was 
produced from two  size  fractions  of  pulverized  coal.  Swelling  of 
char particles was only observed for the smaller size fraction. In 
char combustion experiments, the process is monitored by the tran-
sient change in the concentration of gaseous combustion products. 
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The concentrations are measured with an FTIR spectrometer, which 
has the advantage of measuring many components simultaneously. 
The measured data, however, contain a considerable random error. 
Therefore, an evaluation procedure had to be developed that can 
determine reaction rates  even from raw data with bad signal-to-
noise ratio. Furthermore, the evaluation procedure can compensate 
the convolution of the measured data by the sampling device as well 
as the effects of the time-discretization of the measured data. To ac-
count for the temperature difference between char particle and the 
reactor environment, an additional correction is calculated from a 
heat balance. The developed methods allow to determine reaction 
rates of  char combustion and Boudouard reaction from the mea-
sured raw data. The reaction rates, however, show a high scatter-
ing.
The reaction rates of char combustion that have been determined in 
the experiments, show that the Boudouard reaction is an order of 
magnitude slower compared to char combustion. Kinetic data for 
the rate of Boudouard reaction have been derived, including activa-
tion energy. The kinetic data are comparable to data available in lit-
erature. Char combustion in CO2/O2 conditions displays only differ-
ences to char combustion in N2/O2 at high temperatures and low O2 
concentrations in the gas phase. An analysis of the mass transfer 
situation in the reactor indicates that in this case, char combustion 
is limited by the available O2 (regime III) and the rate of the com-
bustion reaction is therefore reduced. The difference between reac-
tion rates of combustion and Boudouard reaction is thus decreased 
and the effect of the Boudouard reaction on the overall char conver-
sion becomes notable. At higher O2 concentrations or lower temper-
atures, the char combustion occurs in regime II conditions and dif-
ferences between air and oxyfuel atmosphere are minimal. To evalu-
ate comprehensively the measured reaction rates, an Intrinsic char 
combustion model has been derived from model equations in litera-
ture. For oxyfuel conditions, the Intrinsic char combustion model is 
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coupled with the Boudouard reaction. This allows to numerically fit 
the Intrinsic char combustion model to the measured reaction rates 
of char combustion in both air and oxyfuel conditions and to obtain 
a set of intrinsic kinetic data, which includes activation energy. The 
kinetic data are in agreement with other literature sources. As the 
kinetic data are intrinsic, they can be applied to various environ-
ments and are not limited to a specific gas phase composition, parti-
cle size or heat transfer conditions. This also allows to use the in-
trinsic char combustion model to describe char combustion in the 
CFD simulation of an oxyfuel coal flame. 
In addition, the FTIR spectrometer enables the identification of the 
species released during coal devolatilization. The mass fractions of 
the main volatile species were measured in both N2 and CO2 condi-
tions.  In  CO2 conditions,  devolatilization  and  gasification  due  to 
Boudouard reaction could not be separated. This impedes a compar-
ison of the amount of volatile CO and volatile CO2 produced in N2 
and CO2 conditions. With regard to the concentrations of hydrocar-
bon volatiles, the measurement in CO2 conditions shows a signifi-
cant decrease. To which extent this difference is caused by the pri-
mary  devolatilization  and  how much  results  from secondary  gas 
phase reactions was not established. However, gas phase reactions 
have an important influence. This is also indicated by smaller con-
centrations of H2O and higher concentration of H2 measured in CO2 
conditions, which indicates a shift in the water-gas equilibrium in 
the gas phase.
Numerical simulations have been conducted to assess the influence 
of the experimental results on a coal fired oxyfuel swirl flame. Many 
separate effects cause a distinguished combustion behavior in oxy-
fuel conditions compared to combustion in air, mainly due to differ-
ent material properties of CO2 and N2. As some of these effects are 
contrary to each other, a comprehensive consideration of all effects 
is necessary and can be realized in a CFD simulation. For this pur-
pose, a new solver application has been implemented into the open 
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source CFD software OpenFOAM. The design of the solver applica-
tion intends to maximize the numerical stability. This is necessary 
because the coupling of equations for the continuous gas phase and 
the discrete particle phase, which is realized via source terms, can 
lead to  instability  problems.  Measures  to  increase the numerical 
stability include a coupled SIMPLE/PISO algorithm for pressure/ve-
locity coupling, an additional source term in certain transport equa-
tions and a “variable density” equation of state. The numerical mod-
els for the individual aspects of the coal combustion process have 
been extended for this work. This includes more advanced models 
for  absorption  of  thermal  radiation  in  the  gas  phase, 
turbulence/chemistry interaction, particle devolatilization and char 
combustion. The newly implemented models have been validated in 
various  test  cases  and  compared  with  models  that  are  already 
present in the OpenFOAM release. The implementation of the mod-
els already present in the OpenFOAM release has been reviewed 
and  documented  in  this  work.  The  underlying  literature  sources 
have been identified. Parameters for the models used in this work 
have been adapted to oxyfuel conditions, where possible. 
The numerical  simulation shows that  the solver  application is  in 
general  capable to  reproduce a coal  fired oxyfuel  swirl  flame.  A 
comparison of simulation results with experimental data, which are 
available for this flame, shows discrepancies especially regarding 
the prediction of  the aerodynamics of  the swirl  flow. Simulations 
have been conducted with the Intrinsic char combustion model and 
a  reference  char  combustion  model  that  does  not  include 
Boudouard reaction. Furthermore, another simulation was run with 
deactivated char combustion. The results show that char combus-
tion influences the flame only at a greater distance from the burner. 
This is expected since the time-scale of char combustion is an order 
of  magnitude  higher  than  the  time-scale  of  the  combustion  of 
volatiles in the gas phase. At a greater distance from the burner, the 
results obtained with the Intrinsic char combustion model show a 
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lower temperature.  At  the  same time,  the  O2 concentrations  are 
lower as well in that region, which indicates that the combustion 
process is closer to completion. This can be explained with a higher 
char burnout due to the endothermic Boudouard reaction that takes 
up heat from the gas phase. If only a part of the produced CO has 
oxidized in that region, some O2 is consumed, while the gas phase 
temperature is still  lower than without Boudouard reaction. As a 
further test,  the predicted particle  burnout  was analyzed further 
away  from  the  burner.  The  results  show  only  a  slightly  higher 
burnout for the simulation with the Intrinsic char combustion model 
compared to the reference char combustion model. This means that 
the initially higher burnout due to Boudouard reaction appears to 
be only a local effect and that the global char burnout is almost un-
affected. 
Recommendations for future work
Future experimental work could focus on advancing the experimen-
tal setup and on using the experimental setup to gain further data 
on combustion in oxyfuel  conditions.  Regarding improvements  to 
the experimental setup, the scatter of the reaction rates should be a 
primary focus. This may be achieved by decreasing the random er-
ror of the concentrations measured with the FTIR spectrometer, es-
pecially  for  CO2.  An  improved  time-resolution  of  the  FTIR  data 
would provide more supporting points and thus numerically stabi-
lize the evaluation procedure. Further measures could be derived 
from an analysis of the numerical sensitivity of the evaluation proce-
dure. Once the scatter of the reaction rates is sufficiently reduced, 
an analysis of the systematic error in the reaction rates would im-
prove the statistical significance of the experimental results. With a 
reduced scatter, more complex surface reaction models, such as the 
Random pore model,  could be employed in the evaluation proce-
dure. This might provide additional insight about the structural evo-
lution of the char particle in oxyfuel conditions. The volatile yield, 
which has  been measured so far,  is  below the yield  observed in 
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proximate analysis. This is against expectations, because the high 
heating rates of the reactor in the experimental setup should rather 
increase the volatile yield. The cause for this discrepancy could be a 
further objective of future work. Further experiments can focus on 
different  types  of  pulverized  fuel:  other  types  of  coal,  but  also 
biomass and biomass/coal blends. By increasing the O2 concentra-
tion in the gas phase, data for a higher range of O2 concentrations 
at the particle surface can be established. This would help to verify 
in which regime char combustion takes place at higher tempera-
tures. Regarding devolatilization, the influence of secondary reac-
tions in the gas phase is of interest. As the FTIR spectrometer is 
able to measure a large number of species simultaneously, the ex-
perimental setup may also be employed to investigate the formation 
of pollutants such as NOx and SOx, both in air combustion and in 
oxyfuel atmosphere, at approximate flame conditions.
The simulation results show that the agreement with experimental 
data is not optimal. Especially the swirl aerodynamics are not prop-
erly reproduced. The solver application implemented for this work 
is designed for transient simulations and thus provides a basis to ex-
plore the applicability of more intricate turbulence modeling. This 
includes  methods  such  as  Scale-adaptive  simulation (SAS),  De-
tached-eddy simulation (DES) or Large-eddy simulation (LES). The 
flow structure is furthermore significantly influenced by the point of 
ignition because the resulting sudden increase in temperature leads 
to an acceleration of the flow. The point of ignition is determined by 
turbulence/chemistry interaction. A more detailed prediction could 
involve for example more complex chemical reaction mechanisms. 
The chemical composition of the volatiles also substantially influ-
ences the ignition. In this work, the composition of volatiles in oxy-
fuel conditions was specified according to the volatile composition 
measured for devolatilization in N2. Future numerical studies could 
therefore  profit  from  improvements  in  the  determination  of  the 
volatile composition with the experimental setup. Transport of ther-
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mal  radiation  in  the  oxyfuel  furnace  was  modeled  with  the  P1 
model, which is known to overpredict dissipation. The finite volume 
formulation of the DOM that is already implemented in OpenFOAM 
and is know to yield more accurate results, could be extended to al-
low for effects of particle scattering. This would enable its applica-
tion in coal combustion simulation, which promises to increase the 
accuracy of temperature predictions.  In analogy to future experi-
mental work, future numerical investigations can focus on oxyfuel 
combustion of further types of pulverized fuel, especially biomass 
and biomass/coal blends. 
In summary, the effect of char combustion kinetics on the combus-
tion of pulverized coal in oxyfuel conditions can be established as a 
slight  reduction  of  gas  phase  temperature  and  increase  of  char 
burnout. The effect takes place in regions of higher residence time, 
which are located further away from the burner. The influence on 
global char burnout, however, appears to be minimal. In the course 
of this work, a new experimental setup and a new solver application 
have been created. Both provide a basis to study the oxyfuel com-
bustion of pulverized fuel in more detail in the future.
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A Appendix
A Appendix
A.1 Transport properties according to kinetic gas theory
Various equations used within this work require values for transport 
properties, namely diffusivity and laminar viscosity. These transport 
properties depend on the considered gas or gas mixture, the pres-
sure  and the  temperature.  While  viscosity  measurements  can  be 
achieved with high precision, measurements of diffusivity are cor-
rupted by any convective transport within the experiment. This re-
sults in high scatter among measured diffusion coefficients from dif-
ferent literature sources [156]. When results obtained in N2/O2 and 
CO2/O2 conditions are evaluated using diffusivity values taken from 
different sources, this might incur significant discrepancies. In or-
der to have consistent values for transport properties, values for dif-
fusivity and viscosity were determined in this work using kinetic gas 
theory. The methodology and parameters presented by Landolt and 
Börnstein [156] have been applied. 
Kinematic viscosity  ν j  of  a gaseous species j  and its self-diffusiv-
ity D jj  are closely related:
ν j=D jj⋅ξ j (A.1)
with a dimensionless parameter  ξ j  that is specific for each gaseous 
species. Values for  ξ j  are given in Table A.1.
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Species
M i √σi ξi a b c
[kmolkg ] ×10−2 [m ] [−] [−] [−] [−]
CO2 44.01 3.138 0.6554 1.942 2.1 0.56
N2 28.16 2.9 0.859 1.753 1.3 0.4
O2 32.00 2.51 0.7 1.76 1.4 0.64
Table A.1: Species specific parameters required for calculating diffusivity  
and viscosity
Self-diffusivity D jj  as well as the diffusivity Dij  of a diluted species
i  through a medium consisting of species  j  are calculated using 
the following correlation:
Dij=
17.2×10−4 (1+√M i+M j)
(√σ i+√σ j )
2 √M i⋅M j (
T
Tref )
n (prefp ) [m
2
s ] (A.2)
The diffusivity depends on the respective molar masses,  M i  and 
M j , the gas specific cross-section for collision  σi , j , temperature T  
and pressure p . Temperature influence furthermore depends on an 
exponent n  which is calculated with a second order polynomial: 
n=a+b (T−T ref)+c (T−T ref)
2 (A.3)
Values for  M i  and M j ,  σi , j and the polynomial coefficients a ,b,c  
are given in Table A.1 for T ref=273.16 K  and pref=1.0133×10
5 Pa .
For validation of the calculated transport properties, diffusivity val-
ues are compared to experimental data from a different literature 
source, Hirschfelder et. al. [157], in Table A.2.
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A.1 Transport properties according to kinetic gas theory
Species
T Equation A.1
 Hirschfelder 
et. al. 
[157] diff.
[K ] ×10−4 [m2/s ] ×10−4 [m2/s ]
DO2/CO2 273.2 0.140 0.139 0.7%
DO2/N2 273.2 0.171 0.181 -5.5%
DCO2/CO2 273.2 0.103 0.0970 6.2%
DCO2/CO2 362.6 0.178 0.1644 7.6%
Table A.2: Comparison of calculated diffusivity with experimental data 
for different mixtures and temperatures
A.2 Determination of particle size and sphericity
This appendix describes how particle size distributions and particle 
sphericity were evaluated. Two different methods were applied: A 
size distribution analyzer based on Fraunhofer diffraction and anal-
ysis of particle images taken by a microscope. Both methods are de-
scribed in more detail below.
The  size  distribution  analyzer  is  an  automated  system,  type 
“Helos/Rodos 12KA/LA” made by Sympatec GmbH, Germany.  The 
device measures the Fraunhofer diffraction of a laser beam (5W; 
He-Ne)  to  determine particle  sizes.  The  evaluation algorithm as-
sumes particles that have a circular projected area. Both coal and 
alumina  particles  whose  sizes  were  measured,  are  not  perfect 
spheres and have thus projected areas of non-circular shape. In that 
case, the evaluation algorithm reports particle diameters of spheri-
cal particles with the same projected area [158]. The measured par-
ticle diameters are subdivided into 31 classes with logarithmically 
increasing class intervals. Measurements were repeated three times 
for each type of particles. As the manufacturer does not provide in-
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formation on the achievable accuracy of the device, the error bars 
shown are the 95% confidence intervals based on the random error 
observed between each three measurements. The measured particle 
size distributions for coal and char are shown in Chapter  2.5. For 
alumina particles, which have been used as fluidized bed material, 
the particle size distribution is presented in Figure A.1. The figure 
gives a characteristic particle diameter dp=280 µm .
In order to calculate the properties of the fluidized bed, the alumina 
particles need to be characterized in more detail. The most impor-
tant  parameter  besides  characteristic  particle  diameter  is  the 
sphericity of the particles. The sphericity was measured by evaluat-
ing pictures  taken with a simple retail USB microscope type “Trav-
eler USB Mikroskop” distributed by Supra Foto Elektronik Vertriebs 
GmbH, Germany. Images taken with this microscope have a resolu-
tion of  640x480 pixels.  The magnification was set  to  “60x”.  Fig-
ure A.2 shows a sample image with a few alumina particles. An ac-
curate evaluation of the particle properties required that the parti-
cles would not touch each other because the image processing soft-
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Figure A.1: Particle diameter distribution of alumina particles which 
form the inert mass of the fluidized bed. The peak at 
dp=280  µm marks the characteristic particle diameter.
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ware would recognize touching particles as a single one. Therefore, 
the particle density in the images was set deliberately low. A total of 
ten images gave 49 particles, which was enough to give statistically 
well-defined results. The method was calibrated by evaluating the 
diameter of circles that were drawn between the tick marks of an 
image of a measuring gauge with a 1 mm scale.
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Figure A.2: Original microscopic image of alumina particles taken at 60x 
magnification (right) and image after processing, color-
coded to show individual recognized particles (left)
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The image processing was carried out with the “image processing 
toolbox” in Matlab that provides not only equivalent diameters of a 
circle with the same area as the particle image but also the length 
of the major and minor axis of an ellipse with same normalized sec-
ond central moment.  Using a procedure based on a Matlab tuto-
rial [159], the particles were detected in the image and the parame-
ters: diameter, major axis and minor axis were calculated. The re-
sulting mean diameter dp=230±79 µm  coincides with the measure-
ments conducted with the size distribution analyzer within the 95% 
confidence interval. Particle sphericity was calculated from the ma-
jor and minor axis  lengths.  Various methods to obtain sphericity, 
which is a 3D property,  from 2D images are presented and com-
pared by  Riley [160].  In  this  work,  Wadell's  method was applied, 
which is assessed as most theoretically sound by Riley [160]. There, 
sphericity is calculated as:
ϕs=
dc
Dc
(A.4)
using the diameter of a circle with the same area, dc , and the diam-
eter of the smallest circle that circumscribes the particle, Dc . The 
value of Dc  was approximated by the major axis value of each iden-
tified particle with a resulting sphericity  ϕs=0.80±0.18 . For com-
parison, Allen's method has been used as well:
Φs=√ diDc (A.5)
which uses the diameter of the largest inscribed circle  di . As de-
scribed  by  Riley [160],  this  method  produces  similar  results  to 
Wadell's method with a mean sphericity 0.82±0.17 . Both values are 
given with a 95% confidence interval that is based only on the ran-
dom error of the evaluated data.
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A.3 Examination of spatial discretization error
Numerical simulations based on the finite volume method divide the 
computational domain into a grid of computational cells. The space 
of the domain is thus discretized spatially and the resolution im-
proves with an increasing number of cells in the grid. As computa-
tional expense increases with the number of cells as well, the grid 
resolution should be as coarse as possible but fine enough to make 
the  error  from  spatial  discretization  small  compared  to  other 
sources  of  error,  for  example  turbulence  modeling.  A  unified 
method to examine the quality of grid resolution based on Richard-
son  extrapolation  is  presented  for   example  in  Wilcox [117] and 
summarized by Slater [161].  The aspects  of  the  method that  are 
used in this work to evaluate grid resolution are briefly outlined 
here.
The examination of the spatial discretization error is based on using 
several (usually three) grids that contain an increasing number of 
cells in each flow direction. The grid refinement ratio r  is the ratio 
of the cell spacing between two grids for one dimension. Thus, if a 
hexahedral 2D-grid is refined by splitting the edges of each cell in 
two, the number of cells increases by 4 and r=2  applies. A general-
ized definition of the grid refinement ratio of two grids is:
r=(N2N1 )
(1/Dg)
(A.6)
with the number of grid points N1  and N2  in the coarser and the 
finer grid, respectively, and the number of dimensions of the grid 
Dg . Choosing a characteristic result value f  for the numerical sim-
ulation, three values f 1 , f 2  and f 3  are obtained from calculations 
on grids with coarse, medium and fine resolution. As grid resolution 
increases,  these values should approach asymptotically  the value 
f ∞ , which would result from a simulation with zero error from spa-
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tial discretization. In combustion applications, the value f  must be 
chosen carefully because it has to depend on the spatial resolution. 
This is not the case, for example, for the peak temperature, which 
mainly depends on thermodynamic properties such as the adiabatic 
flame temperature.
Given three values  f 1 ,  f 2  and f 3 , it is possible to determine the 
order of convergence:
P=ln ( f 1− f 2f 2− f 3 ) 1ln(r ) (A.7)
The order of convergence P  can be compared to the theoretical or-
der of accuracy of the simulation, which in today's CFD methods is 
usually of second order.
In addition, a Grid Convergence Index (GCI) can be defined based 
on two values f 1  and f 2  that have been obtained on two grids with 
a grid refinement ratio r :
GCI12=
F∣ f 1− f 2f 2 ∣
(r P−1)
(A.8)
Equation A.8 contains a security factor F , which depends on the to-
tal number of grids employed in the examination of the spatial dis-
cretization error. For three or more grids, F=1.25 . If the resolution 
of all grids is good enough that the characteristic result value  f  
asymptotically approaches f ∞ , the following applies:
GCI12
r P GCI23
≈1 (A.9)
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The relative error for value f 3  due to spatial discretization  is then 
given by:
E3=∣ f 2− f 3f 3 ∣ (A.10)
A.4 Transport coefficients
Transport  coefficients  are  contained  as  factors  in  each  diffusive 
term of the transport equations described in Chapter 3.2: Thermal 
diffusivity α  in the diffusion of enthalpy, mass diffusivity D  in the 
species mass transfer and the dynamic viscosity  μ  in the diffusive 
transfer  of  momentum.  This  appendix  describes  the correlations, 
used in OpenFOAM to calculate a part of the transport coefficients, 
and the analogy between heat, mass and momentum transfer that is 
applied to determine the remaining transport coefficients.
The  dynamic  viscosity  is  calculated  from  Sutherland's  for-
mula [162]:
μ=As
√T
1+
Ts
T
(A.11)
The  model  parameters  are  set  to  As=1.67212×10-6 1/s  and 
Ts=170.672 K for all gases. 
The mass diffusivity coefficient is determined from the analogy be-
tween momentum and mass transfer:
Sc= μ
ρD (A.12)
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Taking into account the gas species and the temperature range in 
the simulated combustion application, the appropriate value of the 
Schmidt number can be set to Sc=0.7 . 
Thermal diffusivity is obtained as a function of dynamic viscosity 
with  the  so-called  “modified  Eucken”  correlation  (see 
Reid et al. [163]):
α=μ
cv
cp (1.32+1.77
ℜ
cv ) (A.13)
Corresponding transfer coefficients are defined for turbulent diffu-
sion. The turbulence model provides a turbulent viscosity  μt . Analo-
gous to Equation A.12, a correlation is established for the turbulent 
diffusivity:
Sct=
μt
ρDt (A.14)
Within this work, Sct=Sc=0.7  is assumed. This value is also recom-
mended by Yimer et al. [164] for axially symmetric free jet flows, 
such as diffusion flames.
With an analogy similar to the transfer of heat and momentum, the 
turbulent thermal diffusivity is calculated as:
Pr t=
μt
αt , (A.15)
with a turbulent Prandtl number Prt=0.7 .
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A.5 Governing equations of the SST turbulence model
The SST model in OpenFOAM implements the original model equa-
tions from Menter et al. [115] with slight modifications. The equa-
tions are described here as they are actually implemented in the 
OpenFOAM code.
The SST turbulence model calculates the turbulent viscosity as:
μt=
a1 ρg k
max (a1ω , 2∣S∣F2)
(A.16)
Transport equations are solved to compute the values for the turbu-
lent kinetic energy k : 
∂(ρg k)
∂t
+∇⋅(ρg u k)−∇⋅( (μ+αkμt)∇k )
=min(μt∇u⋅(2S−13 ∇u I ) ,C1β*ρgkω)− 23 ρgk∇⋅u−β*ρg kω
(A.17)
and the turbulent frequency  ω :
∂(ρgω)
∂t +∇⋅(ρg u ω)−∇⋅((μ+αωμt)∇ ω )
=γρG ∇u⋅(2S−13 ∇u I )− 23 ρg γω∇⋅u−βρgω2−(F 1−1)ρgCDkω
(A.18)
The above equations further contain the strain rate tensor S, which 
is calculated as:
S=1
2 [∇u+(∇u)
T ] (A.19)
285
A Appendix
Two blending functions are employed, which define the transition 
between k-ε model and k-ω model. Both depend on the distance 
from the closest wall, y . The first blending function is: 
F1=tanh(min(min(max ( √kβ*ω y , 500μρgω y2 ) , 4αω ,2kmax(CDkω ,10−10)y2 ) ,10)
4
) (A.20)
with 
CDkω=
2αω ,2
ω ∇k∇ω
(A.21)
The turbulent viscosity in Equation A.24 is calculated with a second 
blending function:
F2=tanh(min(max( 2√kβ*ω y , 500μρgω y2 ) ,100)
2
) (A.22)
Model  parameters  αk ,  αω ,  β  and  γ  are blended from a pair  of 
values. The blending function for a general parameter ξ  is:
ξ=F1ξ1+(1−F1) ξ2 (A.23)
The pairs  of  values for  the blended parameters  are listed in  Ta-
ble A.3. The remaining model parameters are A1=0.31 , C1=10  and 
β*=0.09 . 
ξ1 ξ2
 αk  0.85034 1
 αω  0.5 0.85616
 β  0.075 0.0828
 γ  0.5532 0.4403
Table A.3: Parameters of the SST turbulence model, which are blended 
according to Equation A.23
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This appendix presents the underlying equations for modeling the 
propagation of thermal radiation through a participating medium. 
First, the Radiative transport equation is presented. Then, two ap-
proaches for modeling radiative transport are shown: The P1-model 
and the finite-volume Discrete Ordinates Model (DOM). Both mod-
els are available in OpenFOAM and the equations are presented ac-
cording to the actual implementation in the OpenFOAM code. Fi-
nally, the implementation of these models is evaluated regarding the 
effect of particle scattering.
The Radiative transport equation
The propagation of radiation intensity I  in a participating medium 
can  be  described  with  a  general  transport  equation  (Radiative 
transport  equation;  RTE).  For  details  of  the  derivation see  Mod-
est [77] or Siegel and Howell [165]. With Kirchhoff's law (absorp-
tion and emission are equal at a certain wave length  λ ,  αλ=ϵλ ), the 
RTE describes the change of radiation intensity over an infinitesi-
mal path length d s  as:
d Iλ
d s
=αλ Ib,λ − (αλ+σsc) Iλ +
σsc
4π∫4π
I λΦλ dΩ (A.24)
• Wide-band models use a much smaller number of bands to de-
scribe the radiation spectrum. The total absorption and emis-
sion within a band is calculated by the Wide-band model and a 
RTE is solved for each band. Industrial scale CFD simulation 
including Wide-band modeling  of  thermal  radiation  is  feasi-
ble [100].
The index  λ  in Equation A.24 indicates that this equation applies to 
a certain wave length. As already seen in Figure 3.1, interaction be-
tween thermal radiation and the participating medium differs con-
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siderably depending on wave length. Various approaches exist  to 
model the wave length dependency with different levels of accuracy 
and computational expense:
• Full  resolution of the wave length spectrum is called Line-by-
line calculation  and  aims  at  reproducing  the  fundamental 
physical  processes.  The  necessary  computational  effort  is 
huge. The use in engineering applications is therefore unfeasi-
ble, but line-by-line calculations may be used to validate sim-
plified models [165].
• Narrow-band models discretize the wave length spectrum into 
segments,  called  “bands”,  that  contain  several  absorption 
lines.  The interactions of  the individual absorption lines are 
summarized and treated statistically [101]. The discretization 
is  fine enough that the contribution of black body radiation 
can be assumed constant within each segment. The require-
ment to solve a RTE for each narrow band is computationally 
too expensive for  application in CFD. Narrow band calcula-
tions are, however, useful as reference data for validation of 
simplified models.
• The most simple approach is  to summarize spectral absorp-
tion/emission properties in a single average value. This leads 
to the gray gas assumption, which treats all radiative proper-
ties as independent on wave length. With regard to Figure 3.1, 
it is obvious that this assumption is a massive simplification of 
the  underlying  physical  processes.  Still,  the  relatively  low 
computational costs of the gray gas assumption have made it 
the standard approach for thermal radiation modeling in CFD 
today.
Apart from the spectral dependency, the RTE also depends on the 
direction of the path of the light rays. To properly account for the 
radiation emitted at a certain location, Equation A.24 must be inte-
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grated in all directions from this location to the boundaries of the 
computational domain. This calculation needs to be carried out for 
all locations inside the computational domain. Since this method fol-
lows individual light rays, it is called “ray-tracing” and its accuracy 
and computational cost depend on the number of directions that are 
tracked. Different ray-tracing methods follow paths that divide the 
space in equal angles (Discrete transfer method; DTM) or calculate 
a  large  number  of  randomly  oriented  paths  (Monte  Carlo 
method) [107]. A simpler alternative to ray-tracing methods is the 
so-called “non-correlated” approach. Instead of integrating the RTE 
over  the entire path length,  the RTE is  integrated only over the 
length of the computational cell. Propagation of radiation intensity 
then occurs  via  the flux  between two cells.  This  approach intro-
duces an additional error [101]. The calculation is, however, much 
simpler and computationally less expensive.
Coupling of thermal radiation models to the governing equations of 
fluid flow is realized through a source term in the enthalpy trans-
port equation (Equation 3.5). The general form of the source term 
is [101]:
Srad=4aσSBT g
4−a∫
4π
I dΩ (A.25)
The source term  Srad  is non-linear with regard to the gas phase 
temperature Tg . The numerical effects of the non-linearity are re-
duced  in  OpenFOAM  through  Picard  linearization,  which  re-ar-
ranges the source term:
Srad=ξ1T
4+ξ2≡S0+S1T (A.26)
The linear part of the source term is then derived as:
S1=
∂S
∂T
= 4ξ1T
3 (A.27)
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The non-linear part of the source term can be obtained from:
S0=Srad−S1 T=ξ2−2ξ1 (A.28)
As the source code specifies the factors ξ1  and ξ2  instead of Srad , 
the definition of  ξ1  and  ξ2  in the individual radiation transport 
models is indicated explicitly below.
P1 model for radiation transport
The RTE (Equation A.24) can be approximated by a series of associ-
ated Legendre polynomials. In the simplest case, the series is trun-
cated after the first element, which leads to the P1 model for radia-
tion transport. This approximation is only valid for optically thick 
materials  ( aL>3 ,  with  characteristic  path  length  L ) [77].  The 
transported variable in the P1 model is the incident radiation  G , 
which is defined as:
G=∫
4π
I dΩ (A.29)
As the radiative intensity  I  is integrated over all directions,  G  is 
isotropic and thus, the P1 model tends to overpredict the dissipation 
of radiative intensity. 
If the scattering effect of particles is assumed to be isotropic, the 
transport equation of the P1 model can be written as:
1
3a+σeff
∇2 G−aG=−4(σSB Tg
4+E) . (A.30)
The scattering effect of particles is described by the scattering coef-
ficient  σeff . The absorption coefficient a , which is the absorptivity 
over a certain path length, is calculated as the sum of the gas phase 
absorption coefficient ag and the particle absorption coefficient ap . 
Emittance in addition to black body radiation, E , is included as par-
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ticle emission Ep  and as chemical energy that is directly released 
as radiation Eg . The latter is not considered here, and thus E=Ep . 
Models for  ag  as well as  ap and  Ep  are described in the sections 
further below. 
The radiation source term for the P1 model is calculated as:
Srad=(aG+E)⏟
ξ1
−4aσSB⏟
ξ2
T g
4
(A.31)
Finite-volume discretized Discrete ordinates model for radiation 
transport
The Discrete  ordinates  model  (DOM) solves  the  RTE for  equally 
spaced, discrete directions. Two transport equations are solved for 
each direction, one with positive and one with negative orientation. 
The transported variable of the DOM is the radiation intensity I . 
In OpenFOAM, the implementation of the DOM is based on a finite 
volume discretized version of the RTE, which has been derived by 
Murthy and Martur [166]. The transport equation for the radiative 
intensity in direction di  is:
∇⋅((di⋅S f ) I i)+aΩi I i=
Ωi
π (aσSBT
4+Eg ) (A.32)
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The geometric  factor  (di⋅S f )  accounts  for  the  orientation  of  the 
faces of the computational cell with regard to the incoming radia-
tion;  S f  is  the face normal  vector.  The absorption coefficient  in 
Equation A.32 is calculated as the sum of the absorption coefficient 
of the gas phase and the particle absorption coefficient:  a=ag+ap . 
The  direct  emittance  from  chemical  reactions  is  ignored  here, 
Eg=0 . The angular section represented by a discrete direction of 
radiation  di  is described with the solid angle  Ωi . The size of the 
solid angle  Ωi  for a direction with polar orientation  θi  is defined by 
the  angular  distances  between  two  adjoining  direction  vectors, 
Δϕ=2π/nϕ  and Δθ=2π/nθ . It is calculated as:
Ωi=2sinθi sin(Δθ2 ) Δϕ (A.33)
The discrete directions of radiation di  of the finite volume DOM are 
defined by the number of angular divisions nϕ  and nθ  , which can 
be chosen separately for the azimuth angle  ϕ  and inclination an-
gle  θ , respectively.  Figure A.3 shows the angular distribution for 
different values of nϕ  and nθ .
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Figure A.3: Angular distribution for nϕ=3  and nθ=1  (left), Θ=2  
(center), nθ=3  (right)
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In order to calculate the radiation source term, the incident radia-
tion G  is determined as the sum of the incident radiation from all 
angular directions, weighted by the respective solid angle Ωi :
G=∫
4π
I dΩ=∑
i
I iΩi (A.34)
In analogy to A.31, this yields as radiation source term:
Srad=(ag G+Eg)⏟
ξ1
−4aσSB⏟
ξ2
T 4 (A.35)
When comparing the transport equation for radiation intensity in its 
general form (RTE; Equation  A.24) with the finite volume DOM as 
implemented in OpenFOAM (Equation  A.32), the integration term 
that includes the in-scattered radiation has been dropped in the lat-
ter. The effect of scattering is therefore not properly accounted for.
Particle radiation modeling 
As shown in the section  P1 model for radiation transport,  the P1 
model includes various parameters that account for the influence of 
particles on thermal radiation.
The particle  absorption coefficient  for  each computational  cell  is 
calculated as a property of all particles contained in that cell. Since 
particles are grouped into “parcels” (see chapter Lagrangian parti-
cle framework),  which contain particles with a uniform diameter, 
the sum over all particles is written as:
ap=
ϵch
V ∑i
np, i App, i (A.36)
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Here, App,i  is the projected area of one spherical particle in the i -th 
parcel inside the computational cell. The number of particles in that 
parcel is  np,i . The emissivity of one particle is  ϵch . Based on data 
for coal and char by Modest [77], the value is set to ϵch=1   in this 
work.
The emittance is calculated similarly from the radiation of a gray 
body:
Ep=
ϵch
V σSB∑i
np, i App,iT p, i
4 (A.37)
The scattering factor is calculated as: 
σeff=3
(1− f )(1−ϵch)
V ∑i
np,i App, i (A.38)
The factor  f  can account for  anisotropic scattering and a value 
f=0.9  is recommended for coal particles by Lockwood et al. [122]. 
This corresponds to predominant forward scattering.
A.7 Lagrangian particle framework
This  appendix  describes  first  the  governing equations  of  the  La-
grangian framework. The modeling of the influence of gas phase 
turbulence on particle motion is presented next. Then, the formula-
tion of the particle composition is discussed, followed by the source 
term formulations for momentum, heat and mass transfer. Finally, 
the discretized solution of the governing equations and the solution 
algorithm for the Lagrangian particle framework are shown.
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Governing equations
The Lagrangian particle framework solves a set of governing equa-
tions for each particle:
∂x
∂t =up (A.39)
mp
∂up
∂ t
=∑
i
F i=∑
j
SF , j (ug−up)+∑
k
F k (A.40)
mp cp,s
∂T p
∂ t
=hk Ap(Tg−Tp)+ϵchσSB(T rad
4 −Tp
4)+∑
i
Sh, i (A.41)
∂mp
∂t
=∑
i
Sm,i (A.42)
These equations describe: the change in position due to particle ve-
locity  (Equation A.39),  Newton's  Second  law  of  motion  (Equa-
tion A.40), the heat balance around the particle (Equation A.41) and 
the change in particle mass due to processes such as evaporation, 
devolatilization and char combustion (Equation A.42).
The heat balance can be re-arranged for a spherical particle with 
V p/Ap=d/6  and  by  including  the  incident  thermal  radiation, 
G=4σSB Trad
4 :
∂T p
∂t =
6hk
ρp dp cp,s [(Tg+∑ ShAphk + ϵch G4hk ) − (1+ ϵchσSBT p
3
hk )T p] (A.43)
Equation A.43 is later integrated to solve for the particle tempera-
ture Tp .
Turbulent dispersion of particles
The momentum equation (Equation A.40) contains forces that are 
driven by the difference in the velocities of gas phase and particle, 
ug−up . When using Reynolds averaged transport equations for the 
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gas phase, the turbulent fluctuations of ug  disappear. Accordingly, 
the influence of the turbulent gas phase fluctuations on the particle 
trajectories  is  enabled  through  a  separate  turbulent  dispersion 
model. Various approaches exist that are compared and discussed in 
Sommerfeld et al. [167] and  Crowe et al. [168].  The  model  imple-
mentation in OpenFOAM is based on the Eddy-life time model by 
Gosman and  Ioannides [169]. It contains, however, some modifica-
tions and the implemented version is shown here.
The general approach is based on calculating artificial turbulent ve-
locity  fluctuations.  These  fluctuations  are  then  added  to  the 
Reynolds averaged velocity to give a turbulent gas phase velocity 
ug=u+u ' .  Based on the turbulent kinetic energy  k ,  the velocity 
fluctuations are calculated as:
u'=√23 k xrnd e (A.44)
A random factor xrnd  is employed that reproduces a probability den-
sity  function  with  Gaussian  distribution  with  an  expected 
value μ=0  and a standard deviation σ=√2 /3 k . The direction of the 
velocity fluctuation is specified with the unity vector e . Depending 
on the model, this vector either points in a random direction (model 
name:  StochasticDispersionRAS)  or  in  the  direction  of  −∇ k  
(model name: GradientDispersionRAS).
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The Eddy-life time model  further assumes that turbulent fluctua-
tions only affect the particle trajectory if the particle has been in 
contact with the fluctuations for a sufficient time. The underlying 
idea is that the particle needs to travel through an entire turbulent 
eddy to be deviated. A characteristic turbulent time-scale is there-
fore introduced:
τt,dm=min {kϵ , 0.16432 k1.5ϵ∣u−up∣} (A.45)
As the particle movement is solved in time, the particle time-steps 
dt  are  accumulated  by  the  dispersion  model  and  as  soon  as 
∑ dt⩾ τt,dm ,  the  fluctuating  velocity  ug  is  updated according  to 
Equation A.44. Then, the time-step counter is reset and accumula-
tion of dt  starts again.
Particle composition and material properties
A coal particle is composed of various materials: fixed carbon, or-
ganic compounds, water and ash. During the stages of coal combus-
tion,  the  water  evaporates  first,  then  the  organic  compounds 
emerge as volatiles. Finally, the fixed carbon burns in a surface re-
action until only ash remains. To represent the particle composition 
numerically, the materials are grouped into three parts and mass 
fractions are defined for each part.  The mass fraction of organic 
compounds that emerge as volatiles are represented by Y vol . Water 
that can evaporate is described by Y liq . The mass fraction of fixed 
carbon  and ash  is  summarized  by  Y sol .  All  three  mass  fractions 
combined describe the total particle composition, Y vol+Y liq+Y sol=1 . 
Every part is once more subdivided, for example the solid content is 
composed of fixed carbon and ash: Ysol,C+Y sol,ash=1 . The liquid part 
only contains water. The mass fractions of  the volatile part  Y vol, i  
represent the mass ratios of the various volatile species. H2O can be 
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therefore present in the liquid part of the particle as  H2O(l)  with 
Y liq,H2O=1  and as a volatile component  H2O(g)  with the mass frac-
tion  Y vol,H2O<1 . Care must be taken if a given mass fraction is de-
fined with regard to the corresponding part (e.g.: Y vol,H2O ) or to the 
entire particle (e.g.: Y vol×Y vol,H2O ).
Material properties, such as heat capacity cp,s , are determined for 
the entire particle as mass-weighted averages of the values of the 
individual components. An arbitrary value ξ , is thus calculated as:
ξp=Y vol∑
i
Y vol,i ξvol, i+Y liq ∑
j
Y liq, j ξliq, j+Y sol ∑
k
Ysol, kξsol,k (A.46)
This  method of  representing  the particle  composition  has  limita-
tions. For instance: During devolatilization, more volatiles emerge 
at higher temperatures. The volatile yield is commonly determined 
using Proximate Analysis at 900°C, which represents a lower limit 
of the mass that will  be actually released in flame conditions. As 
each particle follows an individual  trajectory and will  experience 
different temperatures along the way, the amount of  volatiles re-
leased cannot be determined beforehand. The program code that 
accounts for the particle composition was therefore modified to al-
low a volatile release greater than Y vol . The additional mass release 
is subtracted from the fraction of fixed carbon in the solid part. If 
only ash remains in the solid phase, no further mass is released.
Forces acting on particle
The  momentum  equation  (Equation A.40)  contains  two  types  of 
forces: forces that depend on the relative velocity between particle 
and  surrounding  gas  phase  ( ∑ j SF , j(ug−up) );  and  independent 
forces (∑k F k ), for example gravity and buoyancy forces. The only 
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force considered in the simulations of this work is the spherical par-
ticle drag, therefore  ∑ j SF , j=SF,sph  and  ∑k F k=0 .  The value of the 
source term is determined as:
Ssph=
0.75mpμgCd Rep
ρp dp
2 (A.47)
The  product  of  drag  coefficient  Cd  and  particle  Reynolds  num-
ber Rep  is calculated depending on Rep :
CdRep={0.424 Rep   if Rep>100024 (1+ 16Rep0.66 )   if Rep≤1000 (A.48)
This  formulation  is  commonly  employed  in  CFD to  calculate  the 
drag-force in fluid-particle systems [167].
Heat transfer and heat source terms
The heat balance (Equation A.41)  contains terms describing heat 
transfer between particle and gas phase due to convection and ther-
mal radiation. The convective term requires a heat transfer coeffi-
cient  that  is  calculated  with  the  correlation  of  Ranz  and  Mar-
shall [69]:
Nu=
hk dp
kg
=2+0.6 Rep
0.5 Pr0.33 (A.49)
299
A Appendix
The material properties for the parameters of this correlation are 
calculated from the “1/3”-rule, as recommended by Law [170]. This 
serves as an approximation of the conditions inside the boundary 
layer around the particle. The particle surface temperature  Ts  is 
calculated from the particle temperature Tp  and the gas phase tem-
perature Tg  as:
Ts=
2Tp+Tg
3
(A.50)
Further material  properties  of  the boundary layer  (  μs ,  ρs ,  Prs , 
kg,s ) are calculated as averages of the material properties at parti-
cle  and  gas  phase  conditions,  which  are  weighted  according  to 
Tg/Ts . 
The particle temperature is further influenced by the processes dur-
ing coal combustion: Water evaporation, devolatilization and char 
combustion. Each process is represented by a separate heat source 
term. The source terms are defined as a function of the change in 
particle mass, dmp/dt . This is possible because the processes dur-
ing coal combustion occur sequentially and thus, the change in par-
ticle mass dmp/dt  represents the evolution of the currently active 
process. 
The heat required for the evaporation of liquid water is:
Sh,L=ΔhV dmp/dt (A.51)
The internal material property database of OpenFOAM is used to 
calculate the heat of evaporation  ΔhV  at the boundary layer tem-
perature Tp .
300
A.7 Lagrangian particle framework
Similarly,  the  heat  produced or  consumed during  devolatilization 
can be expressed as:
Sh,DV=ΔhDV
∘ dmp/d t (A.52)
Devolatilization is a complex process that involves many individual 
reactions that are both exothermic and endothermic [25]. In anal-
ogy  to  Williams et al. [171],  the  overall  reaction  enthalpy  of  de-
volatilization ΔhDV
∘  is considered small here and thus, Sh,DV=0 .
After devolatilization, the char particle remains. The fixed carbon in 
the char burns in a surface reaction, which produces CO and CO2. 
The corresponding heat  of  reaction is  ΔhCh
∘ =−9.63×106  J/kgC  for 
CO production and  ΔhCh
∘ =−32.7×106  J/kgC  for  CO2 production.  A 
part of this heat stays in the particle, while the remaining heat is 
transported to the gas phase. The fraction of heat remaining with 
the particle can be assumed f h=1  if CO is the reaction product and 
f h=0.3  for CO2 [150]. The source term that describes the increase 
in particle temperature due to  char combustion is therefore:
Sh,Ch= f h ΔhCh
∘ dmp/dt (A.53)
In oxyfuel conditions, the Boudouard reaction at the char surface 
becomes significant. The Boudouard reaction is endothermic with a 
heat  of  formation  ΔhCh,Bd
∘ =14.3×106  J/kgC .  The  char  combustion 
model for oxyfuel combustion calculates a separate mass conversion 
due to Boudouard reaction, dmp,Bd/d t . The source term for the par-
ticle heat balance thus becomes:
Sh,Ch = f h (ΔhCh∘ dmp/dt + ΔhCh,Bd∘ dmp,Bd /dt ) (A.54)
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Mass transfer and mass source terms
The mass transfer from the particle to the surrounding gas phase is 
determined by the processes of coal combustion, as mentioned in 
the previous section. Since devolatilization and char combustion are 
discussed in detail in the following chapters, only the process of wa-
ter evaporation is described here. 
The evaporation is calculated as a convective transport process
Sm,L=πdp
2 hm(CH2O,p−CH2O,g)MH2O (A.55)
The mass transfer coefficient hm  is determined from the correlation 
of Ranz and Marshall [69]:
Sh=
hmdp
DH2O
=2+0.6 Rep
0.5 Sc0.33 (A.56)
The  molar  concentrations  of  water  vapor  at  the  particle  sur-
face CH2O,p  and in the gas phase  CH2O,g  are calculated using the 
ideal gas law:
CH2O,p=
pH2O,sat
ℜT s
 and CH2O,p=
pH2O,sat
ℜT s
(A.57)
Both concentrations are calculated at boundary layer temperature. 
The calculation of the saturation pressure of water vapor pH2O,sat  is 
handled by the internal material property database of OpenFOAM.
Source terms for coupling with the gas phase
The previous sections introduced source terms for the governing 
equations of the Lagrangian particle framework. This section covers 
the corresponding source terms for the transport equations of the 
gas phase.
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Regarding the exchange of momentum, the impact of the particles 
on the gas phase flow is negligible if the particles are highly dis-
persed (volume fraction of  particles  vp<10
−6 ;  [167]).  The volume 
fraction in the present case is about 2×10-4 and thus, a two-way 
coupling of the momentum exchange is necessary. Following New-
ton's third law of motion, the momentum source term for the gas 
phase can be derived from Equation A.40:
Sp,u=−∑
j
SF, j (ug−up)−∑
k
Fk−
∂mp
∂t
up (A.58)
Furthermore, the last term in Equation A.58 includes the the mo-
mentum of  the mass that  leaves the particle  and enters the gas 
phase. 
The source term for the continuity equation results directly from 
the mass release of the particle and the volume of the cell V cell  that 
the particle is currently located in:
Sp,ρ=−
1
Vcell
∂mp
∂t (A.59)
The heat transfer from the particle to the gas phase is calculated as:
Sp,h=πdp
2hm((Tp,t+Tp,t +d t2 )−T g)+(1− f h)f h Sh,Ch+ ∂mp∂ t ∑i Y ihi (A.60)
The  mean  particle  temperature  during  time-step  dt  is  approxi-
mated with the average of the particle temperature at the beginning 
and the end of the time-step, Tp,t  and Tp,t +d t , respectively. Convec-
tive heat transfer is then calculated from the difference between 
mean particle temperature and gas phase temperature Tg . The in-
fluence of particles on the radiative heat transfer is complex, be-
cause particles also scatter the radiation, which increases the diffu-
sivity of the radiation transport. It is therefore included implicitly in 
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the radiation model and further explained in the chapter Thermal
radiation modeling. Mass release from the particle, dmp/dt , causes 
an enthalpy flow that depends on the enthalpy hi  of each individual 
species i  and  its  mass  fraction  Y i .  The  corresponding  term  in 
Equation A.60 therefore changes with the currently active process 
of coal combustion.
In analogy to the enthalpy flow, the source term for the mass trans-
fer of a released species i  can be specified as:
SY,i=
∂mp
∂t
Y i (A.61)
Discretized solution of governing equations
The governing equations are solved in discretized form. Both, dis-
cretization and integration of the discretized differential equations 
are briefly  outlined here.  The equations for  particle  location and 
particle mass can be simply discretized in differential form:
dx=updt (A.62)
dmp=(Sm,L+Sm,V+Sm,C) dt (A.63)
The equations for momentum (Equation A.40) and particle tempera-
ture (Equation A.41) are re-arranged, to enable the use of a general-
ized solution scheme. The generalized form is:
∂ξ
∂t
=bp(ap−ξ) (A.64)
The resulting coefficients  ap  and  bp  for the momentum equation 
are:
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∂up
∂ t
=
∑
j
S j
mp⏟
bp ( (ug +∑k
Fk
∑
j
S j )
⏟
ap
− up) (A.65)
The coefficient ap  for the temperature equation is determined from 
the re-arranged form of Equation A.43:
∂T p
∂t
=
6hk
ρp dp cp,s (1+
ϵσSBT p
3
h ) [ (Tg+∑ ShAphk+ ϵG4hk )(1+ ϵσSBT p3h )⏟
ap
− T p] (A.66)
In order to determine the coefficient bp , the original form of Equa-
tion A.43 is substituted into Equation A.64, which yields:
∂T p
∂t =
1
ap−T p ( 6hkρp dp cp,s [(T g+∑ShAp hk + ϵch G4hk ) − (1+ ϵchσSBT p
3
hk )T p]) (A.67)
The discretized  equations  are  solved by numerical  integration in 
time. OpenFOAM currently provides two solution methods for dif-
ferential equations in generalized form of Equation  A.64. One is a 
standard Euler method in a semi-implicit formulation:
dξ
dt
=
ξt+d t−ξt
dt
= bp(ap−ξt+d t) ⇔ ξt+d t =
ξt+apbpΔ t
1+bpΔ t
(A.68)
The second method, is an explicit exponential Euler scheme defined 
as:
ξt+d t = ap + (ξt−ap ) e−bpdt (A.69)
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Solution procedure for Lagrangian particle system
For each time-step Δ t  of the fluid flow iteration, the solver applica-
tion starts by solving the Lagrangian particle system first. If the nu-
merical time-step  Δ t  is large and the cell size is small, a particle 
will travel trough several cells during one time-step. In order to cre-
ate  appropriate  source terms in  each  cell  that  a  particle  passes 
through, the time-step  Δ t  is split into smaller particle time-steps 
dt . The value of each dt  is chosen small enough to ensure that the 
particle cannot advance further than to the adjacent cell. Therefore, 
no cell is skipped and the coupling source terms are calculated once 
for every particle time- step dt . In order to save computation time, 
the particles are not calculated as single coal particles but as small 
groups of particles with identical parameter, called “parcels”.
The solution is achieved using the following procedure:
1. Update the particle position.
2. Calculate turbulent dispersion.
3. Update particle source terms.
4. Update mass, composition and material properties of particle.
5. Integrate temperature equation.
6. Integrate momentum equation.
7. Calculate the source terms for gas phase coupling.
For each particle, a loop over steps 1.-5. is solved. Each iteration 
advances  by the particle  time-step  dt  until  the  time-step  Δ t  is 
reached.
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