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Abstract
In this contribution the Riemann hypothesis analogue presented by Iwan Duursma is considered. Whether the analogue for a
given selfdual code holds depends on its Hamming weight enumerator. A necessary and sufficient condition is provided in the case
of genus less than 3 for the homogeneous polynomials in two variables invariant under the MacWilliams transform. Also the case
of half integral genus is studied and similar results are obtained.
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1. Introduction
Analogies between zeta functions for linear codes and for algebraic curves have been investigated by I. Duursma in
a series of his papers [4–7]. Then it is an interesting question whether an analogy extends to the Riemann hypothesis
for algebraic curves. His analogue of the Riemann hypothesis is formulated for selfdual codes. It holds in many cases
but not always. For a given selfdual code, whether the Riemann hypothesis analogue holds depends on its Hamming
weight distribution, because the zeta function is defined as a generating function of the Hamming weight enumerator.
Since the MacWilliams transform from the Hamming weight enumerator WC (x, y) of a linear code C to that of the
dual code C⊥ is given by the same identity
WC⊥(x, y) =
1
#C
WC
(
x + (pm − 1)y, x − y)
both over a finite field Fpm and over a residue ring Z/pmZ, the analogies can be extended also for linear codes over
Z/pmZ. Moreover, K. Chinen gives careful consideration to the existence and uniqueness of the zeta function for a
linear code and verifies that the zeta function is uniquely determined even if a given weight enumerator is not realized
by an actual code [1,2]. If W (x, y) = xn +∑ni=d Ai xn−i yi satisfies
W (x, y) = 1
q
n
2
W (x + (q − 1)y, x − y) and q n2 = 1+
n∑
i=d
Ai ,
then we can show that every coefficient of W (x, y) is a linear combination of Ad , Ad+1, . . . , Ad+bgc−1, where bgc
is the greatest integer less than or equal to the genus g = n2 + 1 − d. Thus a necessary and sufficient condition
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satisfying the Riemann hypothesis analogue is demonstrated by some constraints of Ad , Ad+1, . . . , Ad+bgc−1, for
the homogeneous polynomials in two variables invariant under the MacWilliams transform. In the case g = 1, the
Riemann hypothesis analogue is satisfied if and only if
√
q − 1√
q + 1
(n
d
)
≤ Ad ≤
√
q + 1√
q − 1
(n
d
)
.
If g = 2, a necessary and sufficient condition is presented by some constraints of Ad and Ad+1. We can make it a
convenient form for divisible selfdual codes, since we may assume that Ad+1 = 0 without loss of generality. In the
binary case we thus show a particular example that there exists a unique weight enumerator of n = 10 and d = 4
satisfying the Riemann hypothesis analogue, although it is not realized by an actual code. For linear codes overZ/pmZ
the case of half integral genus is presented and then similar results are also obtained.
2. The zeta polynomials of half integral genus
In this preliminary section we give a brief overview of the zeta function of a linear code.
Definition 1 (Duursma). Let WC (x, y) be the Hamming weight enumerator of a linear code C over Fpm of length n
and minimum distance d . Then the zeta polynomial PC (T ) = P(T ) is defined by the unique polynomial of degree at
most n − d with the property that
P(T )
(1− T )(1− pmT ) (y(1− T )+ xT )
n = · · · + WC (x, y)− x
n
pm − 1 T
n−d + · · · (2.1)
and the zeta function Z(T ) is defined by
Z(T ) = P(T )
(1− T )(1− pmT ) .
The definition is given in [5, Definition 1]. We adopt the same definition for a linear code over Z/pmZ. For a proof
of its functional equation and several other properties, we recall MDS weight enumerators. It is well known that the
weight distribution of the MDS codes over Fpm is given by
Ai =
(n
i
)
(pm − 1)
i−d∑
j=0
(−1) j
(
i − 1
j
)
pm(i−d− j), (2.2)
by comparing both sides of the moments of the weight distribution
pmν
n−ν∑
i=0
Ai
(
n − i
ν
)
= #C
ν∑
i=0
A⊥i
(
n − i
n − ν
)
(2.3)
for every 0 ≤ ν ≤ k [9, p. 320]. For a given n and d , an MDS weight enumerator Mn,d = xn +∑ni=d Ai xn−i yi is
defined by (2.2), although it may have negative coefficients and does not always correspond to an actual code. Then
Mn,n+2−d(x, y) = 1
pm(n+1−d)
Mn,d
(
x + (pm − 1)y, x − y) . (2.4)
Note that a linear code C over Z/pmZ realizes an MDS weight enumerator if #C = pm(n+1−d) and the subcode
C1 = {c ∈ C : c ≡ 0 mod pm−1} is isomorphic to an MDS code over Fp (the first assumption #C = pm(n+1−d)
means C is splitting [8, Lemma 2]). If Mn,d is realized by such an actual code, Mn,n+d−2 is realized by its dual
code. Now, just by using (2.4) Duursma gives one of his proofs of P(T ) = 1 for the MDS weight enumerators [5,
Proposition 1]. Then we see
P⊥(T ) := PC⊥(T ) ≡ PC
(
1
pmT
)
pm(n−k+1−d)T n+2−d−d⊥mod T n−d⊥+1
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both for C over Fpm and over Z/pmZ if #C = pk . If d ≥ 2 and d⊥ ≥ 2, we can rewrite it as P⊥(T ) =
P
(
1
pmT
)
pmgT g+g⊥ , where g = n − k + 1 − d is the genus of C . Particularly the zeta polynomial of any selfdual
code of d ≥ 2 satisfies the functional equation
P(T ) = P
(
1
pmT
)
pmgT 2g. (2.5)
Let α1, . . . , α2g be the roots of the equation P(T ) = a0 + a1T + · · · + a2gT 2g = 0 (assume that 2g ≥ 1). Then we
see by (2.5) that
a2g−i = pm(g−i)ai , (2.6)
αiαg+i = 1pm for 1 ≤ i ≤ g, if 2g is even
αiαbgc+i = 1pm and α2g = −
1√
pm
for 1 ≤ i ≤ bgc, if 2g is odd.
(2.7)
The odd case is easily checked in a manner similar to the well-known even case in [10, p. 166]. Now we can formulate
an analogue of the Riemann hypothesis for the weight enumerators of the selfdual codes over Fpm or Z/pmZ:
Definition 2. We say that WC (x, y) satisfies the Riemann hypothesis analogue if all the roots of P(T ) = P⊥(T ) = 0
have the same absolute value 1√
pm
.
Example 1. Note that selfdual codes of odd length may exist overZ/p2mZ and the weight enumerators of half integral
genus are realized by such actual codes. For instance, a selfdual code over Z/p2Z is defined by a generator matrix
G =
(
pH0
G0
)
if there is a pair of a generator matrix G0 and a check matrix H0 which is of a selforthogonal code over
Fp satisfying c1 · c2 = 0 mod p2 for any codeword c1 and c2. An easy example of such selfdual code is constructed
from the repetition code over Fp of length p2. By making an alteration of G0 =
(
1 0 3 4 2
0 1 3 2 4
)
over F5, another
example is given by G =
(
0 0 15 5 5
11 0 3 4 2
0 11 3 2 4
)
over Z/25Z. Its weight enumerator is given by
WC (x, y) = 13125WC (x + 24y, x − y) = x
5 + 40x2y3 + 540xy4 + 2544y5.
Then the zeta polynomial of g = 12 is obtained by P(T ) = P⊥(T ) = 16 + 56T and the Riemann hypothesis analogue
is clearly satisfied.
3. A Riemann hypothesis analogue of bgc ≤ 2
In this section we study the Riemann hypothesis analogue for a polynomialW (x, y) = xn+∑ni=d Ai xn−i yi (Ad 6=
0) with the property that
1
q
n
2
W (x + (q − 1)y, x − y) = W (x, y) and 1+
n∑
i=d
Ai = q n2 .
We call such a polynomial an [n, d] selfdual weight enumerator. It may have real coefficients and it is not always
a weight enumerator of an actual code. First we show that every coefficient of W (x, y) can be replaced by a linear
combination of Ad , Ad+1, . . . , Ad+bgc−1. Note that we have
n−ν∑
i=0
Ai
(
n − i
ν
)
= q n2−ν
ν∑
i=0
Ai
(
n − i
n − ν
)
(3.1)
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even if the selfdual weight enumerator is not realized by an actual code. We may assume that 0 ≤ ν ≤ N − 1 for
n = 2N or 2N − 1 without loss of generality. The left-hand side of (3.1) becomes
n−ν∑
i=0
Ai
(
n − i
ν
)
= A0
(
n
n − d − m
)
+
m∑
i=0
Ad+i
(
n − d − i
n − d − m
)
by putting n − ν = d + m. The right-hand side becomes
q
n
2−ν A0
(
n
d + m
)
if ν = n − d − m < d,
q
n
2−ν A0
(
n
d + m
)
+ q n2−ν
µ∑
i=0
Ad+i
(
n − d − i
n − d − µ
)
if ν = n − d − m ≥ d,
by putting ν = d+µ for ν = n−d−m ≥ d . Since d+µ = ν < n−ν = d+m under the assumption 0 ≤ ν ≤ N−1,
we see that (3.1) is a linear combination of A0 = 1, Ad , . . . , Ad+m and that the coefficient of Ad+m is equal to 1.
Since n − d ≥ m = n − d − ν ≥ bgc, we may replace the coefficients Ad+bgc, . . . , An by linear combinations of
Ad , . . . , Ad+bgc−1 inductively. In other words, the [n, d] selfdual weight enumerator contains just bgc parameters.
Theorem 1. Let W (x, y) = x2d + ∑2di=d Ai x2d−i yi be a [2d, d] selfdual weight enumerator. Then the Riemann
hypothesis analogue is satisfied if and only if
√
q − 1√
q + 1
(
2d
d
)
≤ Ad ≤
√
q + 1√
q − 1
(
2d
d
)
.
Proof. First we express the zeta polynomial of degree 2 in an explicit form by the direct computations as stated in [2]
(or [3, Appendix]). We have the power series expansion
(y(1− T )+ xT )n
(1− T )(1− qT ) =
∞∑
m=0

∑
i+ j=m
0≤ j≤n
(
n
j
)
(x − y) j yn− jci− j
 Tm, where ci− j =
i− j∑
l=0
ql .
The coefficient of Tm is a homogeneous polynomial of degree n, and its degree with respect to x is at most m. Denote
Bm =
m∑
j=0
(
n
j
)
(x − y) j yn− jcm− j = bm,0xm yn−m + bm,1xm−1yn−m+1 + · · · + bm,m yn
=
( n
m
)
xm yn−m −
{
m
( n
m
)
− (1+ q)
(
n
m − 1
)}
xm−1yn−m+1
+ (the terms of degree with respect to x less than m − 1).
Let P(T ) = a0 + a1T + a2T 2. Then the coefficient of T n−d in the expansion of (y(1−T )+xT )n(1−T )(1−qT ) P(T ) becomes
2∑
i=0
ai Bn−d−i = a0bn−d,0xn−d yd + (a0bn−d,1 + a1bn−d−1,0)xn−d−1yd+1
+ (terms of degree with respect to x less than n − d − 1). (3.2)
Since (3.2) is equal to W (x,y)−x
n
q−1 = 1q−1
∑n
i=d Ai xn−i yi , we see that
a0 = Ad
(q − 1) ( nd ) , a1 = (d − q) Ad(q − 1) ( nd ) + Ad+1(q − 1) ( nd+1) , a2 = qa0.
Next we use (3.1) for n − ν = d + 1. Then Ad+1 = −d Ad + (q − 1)
(
2d
d+1
)
when n = 2d. By (2.7) the Riemann
hypothesis analogue is satisfied if and only if the quadratic equation P(T ) = 0 does not have distinct real roots. The
required inequality of Ad now follows from a21 − 4a0a2 ≤ 0. 
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Theorem 1 says that a [2d, d, d] selfdual code satisfies the Riemann hypothesis analogue if and only if
1
q + 1+ 2√q ≤
Ad
(q − 1) ( nd ) ≤ 1q + 1− 2√q .
Then Ad
(q−1)( nd )
is the number of the codewords having the minimum weight when we count them with identifying
such codewords if they are permutated in coordinates or multiplied by a constant factor each other.
Theorem 2. Let W (x, y) = x2d+2 +∑2d+2i=d Ai x2d+2−i yi be a [2d + 2, d] selfdual weight enumerator. Then the
Riemann hypothesis analogue is satisfied if and only if both the roots of the quadratic equation
Ad X
2 −
(
(d − q)Ad + d + 1d + 2 Ad+1
)
X − (d + 1)(q + 1)
(
Ad + Ad+1d + 2
)
+ (q − 1)
(
2d + 2
d
)
= 0
are contained in
[−2√q, 2√q].
Proof. We can show that P(T ) = q2a0T 4 + qa1T 3 + a2T 2 + a1T + a0 is associated with a0 = αd , a1 =
(d − q)αd + αd+1 and
a2 = 12d(d + 1− 2q)αd + (d + 1− q)αd+1 + αd+2, where αd+i =
Ad+i
(q − 1)
(
n
d+i
) .
The recurrence formula (3.1) becomes
Ad+2 = (q − 1)
(
n
n − d − 2
)
+
{
q −
(
n − d
n − d − 2
)}
Ad −
(
n − d − 1
n − d − 2
)
Ad+1
if n − ν = d + 2. Now we see by (2.7) that
P(T ) = q2a0
(
T 2 + uT + 1
q
)(
T 2 + vT + 1
q
)
.
Thus the Riemann hypothesis analogue is satisfied if and only if every quadratic factor in the right-hand side does not
have real distinct roots. Thus u2, v2 ≤ 4q . Since u + v = a1qa0 , uv =
a2−2qa0
q2a0
, the Riemann hypothesis analogue is
satisfied if and only if u and v are two roots of q2a0X2 − qa1X + a2 − 2qa0 = 0 in
[
− 2√q , 2√q
]
. This completes the
proof of Theorem 2. 
For any binary or ternary selfdual codes we may assume that Ad+1 = 0 without loss of generality. Thus the
following corollary to Theorem 2 is useful.
Corollary 1. A [2d+2, d] selfdual weight enumerator of Ad+1 = 0 satisfies the Riemann hypothesis analogue if and
only if
4
(d + q + 2)2 ≤
Ad
(q − 1)
(
2d+2
d
) ≤ 1
(d + 1− 2√q)(√q + 1)2 (q ≤ d ≤ q + 4
√
q),
4
(d + q + 2)2 ≤
Ad
(q − 1)
(
2d+2
d
) ≤ 1
(d + 1+ 2√q)(√q − 1)2 (q − 4
√
q ≤ d < q).
In the case of half integral genus g = 32 or 52 , we obtain the following theorem in a similar fashion.
Theorem 3. (1) A [2d + 1, d] selfdual weight enumerator satisfies the Riemann hypothesis analogue if and only if
1
(
√
q + 1)3 ≤
Ad
(q − 1)
(
2d+1
d
) ≤ 1
(
√
q + 1)(√q − 1)2 .
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(2) A [2d + 3, d] selfdual weight enumerator satisfies the Riemann hypothesis analogue if and only if both the roots
of the quadratic equation
Ad X
2 −
(
(d − q −√q)Ad + d + 1d + 3 Ad+1
)
X + (√q − 1)
(
2d + 3
d
)
+ (q + 1)
(
(
√
q − d − 1)Ad − d + 1d + 3 Ad+1
)
= 0
are contained in
[−2√q, 2√q].
Example 2. The [8, 4] selfdual weight enumerator is given by
W (x, y) = x8 + A4x4y4 + {56(q − 1)− 4A4} x3y5 + {28(q − 1)(q − 5)+ 6A4} x2y6
+{8(q − 1)(q2 − 6q + 15)− 4A4}xy7 + {(q − 1)(q3 − 7q2 + 21q − 35)+ A4}y8.
Then the well-known example of Theorem 1 is that the binary extended [8, 4] Hamming code satisfies the Riemann
hypothesis analogue. Its weight enumerator is obtained by putting q = 2 and
√
2−1√
2+1
(
8
4
)
< A4 = 14 <
√
2+1√
2−1
(
8
4
)
.
Example 3. The [10, 4] selfdual weight enumerator is given by
W (x, y) = x10 + A4x6y4 + A5x5y5 + {210(q − 1)+ (q − 15)A4 − 5A5} x4y6
+{120(q − 1)(q − 6)+ 4(10− q)A4 + 10A5} x3y7
+{45(q − 1)(q2 − 7q + 21)+ (6q − 45)A4 − 10A5}x2y8
+{10(q − 1)(q3 − 8q2 + 28q − 56)− 4(q − 6)A4 + 5A5}xy9
+{(q − 1)(q4 − 9q3 + 36q2 − 84q + 126)+ (q − 5)A4 − A5}y10.
In the case q = 2 and A5 = 0, we see by Corollary 1 that the Riemann hypothesis analogue is satisfied if and only if
105
8 ≤ A4 ≤ 2107+4√2 . If we assume that A4 is an integer, we find [10, 4] selfdual weight enumerators for A4 = 14, 15
and 16:W (x, y) = x
10 + 14x6y4 + 28x4y6 − 32x3y7 + 33x2y8 − 16xy9 + 4y10,
P(T ) = 1
15
(2T 2 + 2T + 1)(2T 2 + 1),W (x, y) = x
10 + 15x6y4 + 15x4y6 + y10,
P(T ) = 2
7
T 4 + 2
7
T 3 + 3
14
T 2 + 1
7
T + 1
14
,
and W (x, y) = x
10 + 16x6y4 + 2x4y6 + 32x3y7 − 33x2y8 + 16xy9 − 2y10,
P(T ) = 32
105
T 4 + 32
105
T 3 + 17
105
T 2 + 16
105
T + 8
105
.
The extremal weight enumerator of A4 = 15 is presented in the table in [2, p. 9]. We see that it is the unique extremal
weight enumerator of length 10 that has non-negative coefficients and satisfies the Riemann hypothesis analogue,
although it is not realized by an actual code.
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