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Formulas for the Walsh coefficients of smooth functions
and their application to bounds on the Walsh
coefficients
Kosuke Suzukia,1,∗, Takehito Yoshikia
aGraduate School of Mathematical Sciences, The University of Tokyo, 3-8-1 Komaba,
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Abstract
We establish formulas for the b-adic Walsh coefficients of functions in Cα[0, 1]
for an integer α ≥ 1 and give upper bounds on the Walsh coefficients of these
functions. We also study the Walsh coefficients of periodic and non-periodic
functions in reproducing kernel Hilbert spaces.
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1. Introduction
The Walsh coefficients of a function are the generalized Fourier coefficients
for the Walsh system, which is a normal orthogonal system. It is often used
instead of the trigonometric Fourier system for analyzing numerical integration
[11], approximation [10, 3] and constructing low-discrepancy point sets [9, 12],
especially when we consider point sets so-called digital nets, which have the
suitable group structure for the Walsh system. In particular, the decay of the
Walsh coefficients of smooth functions is fundamental to analyze such prob-
lems for spaces of smooth functions. For example, It is used to give explicit
constructions of quasi-Monte Carlo rules which achieve the optimal rate of con-
vergence for smooth functions in [6, 7] and algorithm to approximate functions
in Sobolev spaces [3]. In this paper, we develop the theory of the decay of the
Walsh coefficients of smooth functions.
Throughout the paper we use the following notation: Assume that b ≥ 2
is a positive integer. We assume that k is a nonnegative integer whose b-adic
expansion is k = κ1b
a1−1 + · · · + κvbav−1 where κi and ai are integers with
0 < κi ≤ b− 1, a1 > · · · > av ≥ 1. For k = 0 we assume that v = 0 and a0 = 0.
We denote by N0 the set of nonnegative integers. Let ωb := exp(2π
√−1/b).
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The Walsh functions were first introduced by Walsh [17], see also [13, 4].
For k ∈ N0, the b-adic k-th Walsh function walk(·) is defined as
walk(x) := ω
∑
v
i=1 κiξai
b ,
for x ∈ [0, 1) whose b-adic expansion is given by x = ξ1b−1+ ξ2b−2+ · · · , which
is unique in the sense that infinitely many of the digits ξi are different from b−1.
We also consider s-dimensional Walsh functions. For k = (k1, . . . , ks) ∈ Ns0 and
x = (x1, . . . , xs) ∈ [0, 1)s, the b-adic k-th Walsh function walk(·) is defined as
walk(x) :=
s∏
j=1
walkj (xj).
For k ∈ Ns0 and f : [0, 1)s → C, we define the k-th Walsh coefficient of f as
f̂(k) :=
∫
[0,1)s
f(x)walk(x) dx.
It is well-known that the Walsh system {walk(·) | k ∈ Ns0} is a complete or-
thonormal system in L2[0, 1)s for any positive integer s (for a proof, see e.g.,
[11, Theorem A.11]). Hence we have a Walsh series expansion
f(x) ∼
∑
k∈Ns0
f̂(k)walk(x)
for any f ∈ L2[0, 1)s. Let s = 1 at this moment. It is known that if f ∈ C0[0, 1]
has bounded variation then f is equal to its Walsh series expansion, that is, for
all x ∈ [0, 1) we have f(x) =∑k∈N0 f̂(k)walk(x), see [17]. More information on
Walsh analysis can be found in the books [15, 14].
There are several studies on the decay of the Walsh coefficients. Fine con-
sidered the Walsh coefficients of functions which satisfy a Ho¨lder condition in
[13]. Dick studied [6, 7] the decay of the Walsh coefficients of functions of
smoothness α ≥ 1 and in more detail in [8]: It was proved that if a function
f has α − 1 derivatives for which f (α−1) satisfies a Lipschitz condition, then
|f̂(k)| ≤ Cb−µα(k) for all k, where C is a positive real number which is indepen-
dent of k and µα(k) := a1 + · · ·+ amin(α,v). Dick also proved that this order is
the best possible. That is, for f of smoothness α, if there exists 1 ≤ r ≤ α such
that f̂(k) decays faster than b−a1−···−ar for all k ∈ N0 and v ≥ r, then f is a
polynomial of degree at most r − 1 [8, Theorem 20].
Recently, Yoshiki gave a method to analyze the dyadic (i.e., 2-adic) Walsh
coefficients in [18]. He introduced dyadic differences of (maybe discontinuous)
functions and gave a formula in which the dyadic Walsh coefficients are given
by dyadic differences multiplied by constants. Dyadic differences of a smooth
function are expressed in terms of derivatives of the function. This enabled
him to establish a formula for the dyadic Walsh coefficients of smooth functions
expressed in terms of those derivatives as
f̂(k) = (−1)v
∫ 1
0
f (v)(x)W (k)(x) dx, (1)
2
where W (k)(·) : [0, 1]→ C is given by the iterated integral of functions derived
from dyadic differences (note that the notation W (k)(·) coincides with that in
[18] up to constant multiple). From this formula, he obtained a bound on the
dyadic Walsh coefficients for α times continuously differentiable functions for
α ≥ 1.
In this paper, we first generalize (1) for the b-adic Walsh coefficients in
Theorems 2.4 and 2.5. Although our generalization focuses only on smooth
functions, it can treat the b-adic case which is not included in [18]. Our proof
technique is completely different from that in [18]. We prove that W (k)(·) is
also given by the following two forms: the v-th anti-derivative of walk(·) and
the iterated integral of Walsh functions starting from the highest frequency and
adding in lower frequencies at each subsequent step as in Definition 2.1. Then,
using the latter form ofW (k)(·), we give bounds on the b-adic Walsh coefficients
for α times continuously differentiable functions as
|f̂(k)| ≤ c(α, v, b)‖f (min(α,v))‖L1
b−µα(k)
m
min(α,v)
b
, (2)
where mb := 2 sin(π/b) and c(α, v, b) is an explicit positive constant, see The-
orem 3.8. We note that c(α, v, b) is bounded with respect to α and v. In the
dyadic case, we also have similar bounds in terms of the Lp-norm of the deriva-
tives of f instead of the L1-norm and this matches the bound in [18]. This
bound is extended to the multivariate case in Theorem 3.9 and the case α is
infinity in Corollary 3.10.
Furthermore, we give improved bounds on the b-adic Walsh coefficients for
periodic and non-periodic functions in the Sobolev spaces Hα,per and Hα which
are considered in [8]. In [8], Dick gave bounds on the Walsh coefficients of a
polynomial br(·), which is equal to the Bernoulli polynomial Br(·) up to constant
multiple, by
|b̂r(k)| ≤ CBer(r, v, b)b
−µr,per(k)
mrb
, (3)
where CBer(r, v, b) is a positive constant and µr,per(k) is defined as in (16). Using
this, he obtained a bound on the Walsh coefficients for f ∈ Hα by
|f̂(k)| ≤ b−µα(k)Cb,α,q‖f‖p,α, (4)
where 1 ≤ p, q ≤ ∞ are real numbers with 1/p + 1/q = 1, ‖f‖p,α is a norm
related to Hα and Cb,α,q is a positive constant, see [11, Corollary 14.22].
In this paper, we improve the constants CBer(r, v, b) in (3) and Cb,α,q in (4)
in many cases, see Theorem 5.7 and Corollary 6.5, respectively. This is done by
using another formula for the Walsh coefficients where higher derivatives f (i)
for i ≥ v appear which is established in Theorem 4.2. Although CBer(r, v, b) in
[8] depends exponentially on r, our constant is independent of r and bounded
with respect to v, Further, if b = 2, our constant is strictly better for all r and
v. Hence, in many cases, our constant is better. Using this improved bound,
3
we give a new constant for (4). Again our constant is improved in many cases
including the case b = 2, where it is strictly better for all α. We also have
similar improvement for Hα,per, see Theorem 7.2.
The rest of the paper is organized as follows. We give two formulas for
the Walsh coefficients of smooth functions in Sections 2 and 4. Bounds on the
Walsh coefficients of smooth functions and Bernoulli polynomials are given in
Sections 3 and 5, respectively. In Section 6 (resp. Section 7), we give a bound on
the Walsh coefficients of functions in non-periodic (resp. periodic) reproducing
kernel Hilbert spaces.
2. Integral formula for the Walsh coefficients of smooth functions
We introduce further notation which is used throughout the paper. For
k > 0, let k′ = k − κvbav−1 (this notation is different from that in [8]. we
remove the smallest term from the expansion of k). Let v(k) := v be the
Hamming weight of k with respect to its b-adic expansion, i.e., the number of
non-zero digits of k.
In this section, we define the function W (k)(·) and establish a formula in
which the Walsh coefficients of smooth functions are expressed in terms of
W (k)(·) and derivatives of the functions.
Definition 2.1. For k ∈ N0, we define functionsW (k)(·) : [0, 1]→ C recursively
as
W (0)(x) := 1,
W (k)(x) :=
∫ x
0
walκvbav−1(y)W (k
′)(y) dy,
and the integral value of W (k)(·) as
I(k) :=
∫ 1
0
W (k)(x) dx.
By definition, W (k)(·) is continuous for all k ∈ N0. Note that we have
W (k)(x) =
∫ x
0
W (k′)(y) dy for x ∈ [0, b−av ]
since we have walκvbav−1(y) = 1 for all y ∈ [0, b−av). We show the periodicity
of W (k)(·) in the next lemma.
Lemma 2.2. Let k ∈ N0. Let x ∈ [0, 1) and x = cb−av + x′, where 0 ≤ c < bav
is an integer and 0 ≤ x′ < b−av is a real number. Then we have
W (k)(x) =
1− ωcκvb
1− ωκvb
W (k)(b−av ) + ωcκvb W (k)(x
′).
In particular, W (k)(·) is a periodic function with period b−av+1 if v > 0.
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Proof. We prove the lemma by induction on v. If v = 0, trivially the result
holds since for x ∈ [0, 1) we always have that c = 0 and x′ = x. Hence we now
assume that the claim holds for v − 1. Since v(k′) = v − 1, we can apply the
induction assumption for v − 1 to W (k′)(·). Hence W (k′)(·) is periodic with
period b−av−1+1 and in particular with period b−av if v > 1, and W (k′)(·) is
constant if v = 1. Hence we have
W (k)(x) =
c−1∑
i=0
∫ (i+1)b−av
ib−av
walκvbav−1(y)W (k
′)(y) dy
+
∫ cb−av+x′
cb−av
walκvbav−1(y)W (k
′)(y) dy
=
c−1∑
i=0
ωiκvb
∫ b−av
0
W (k′)(y) dy + ωcκvb
∫ x′
0
W (k′)(y) dy
=
1− ωcκvb
1− ωκvb
W (k)(b−av ) + ωcκvb W (k)(x
′),
which proves the first claim for v. Further, the most right-hand side of the
above does not change if one changes c to c+ b. Hence W (k)(·) is periodic with
period b−av+1, which proves the second claim for v.
We also need a lemma which gives anti-derivatives of walk(·). For n, k ∈
N0, we define two symbols k
n
> and k
n
≤ as k
n
> :=
∑v
i=n+1 κib
ai−1 and kn≤ :=∑min(n,v)
i=1 κib
ai−1, respectively. Note that kn≤ + k
n
> = k.
Lemma 2.3. Let k ∈ N0. For n ∈ N0, define functions wal[n]k (·) : [0, 1] → C
recursively as wal
[0]
k (x) := walk(x) and wal
[n]
k (x) :=
∫ x
0
wal
[n−1]
k (y) dy. Then for
all 0 ≤ n ≤ v we have
wal
[n]
k (x) = walkn>(x)W (k
n
≤)(x) for all x ∈ [0, 1).
Further, wal
[n]
k (1) = 0 for all 1 ≤ n ≤ v.
Proof. It suffices to show that for all integer 1 ≤ n ≤ v∫ x
0
walkn−1>
(y)W (kn−1≤ )(y) dy = walkn>(x)W (k
n
≤)(x) for all x ∈ [0, 1)
and that wal
[n]
k (1) = 0 for all 1 ≤ n ≤ v.
We show the first claim. Let 1 ≤ n ≤ v an integer, x ∈ [0, 1) and x =
cb−an+1 + x′, where 0 ≤ c < ban−1 is an integer and 0 ≤ x′ < b−an+1 is a
real number. Note that we have walkn−1>
(y) = walkn>(y)walκnban−1(y) for all
y ∈ [0, 1) and
walkn>(y) = walkn>(ib
−an+1) for y ∈ [ib−an+1, (i+ 1)b−an+1)
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for each integer 0 ≤ i < ban−1. Hence we have∫ x
0
walkn−1>
(y)W (kn−1≤ )(y) dy
=
c−1∑
i=0
walkn>(ib
−an+1)
∫ (i+1)b−an+1
ib−an+1
walκnban−1(y)W (k
n−1
≤ )(y) dy
+walkn>(cb
−an+1)
∫ x
cb−an+1
walκnban−1(y)W (k
n−1
≤ )(y) dy
=
c−1∑
i=0
walkn>(ib
−an+1)
[
W (kn≤)(y)
](i+1)b−an+1
ib−an+1
+walkn>(x)
[
W (kn≤)(y)
]x
cb−an+1
,
where we use walkn>(cb
−an+1) = walkn>(x) in the last equality. The first term of
the most right-hand side of the above is equal to zero since W (kn≤)(ib
−an+1) =
W (kn≤)((i + 1)b
−an+1) = 0 by Lemma 2.2. Similarly, the second term is equal
to walkn>(x)W (k
n
≤)(x). This proves the result for x ∈ [0, 1).
We now show the second claim. Considering the above calculation for c =
ban−1 and x′ = 0, we obtain wal
[n]
k (1) = 0 for all 1 ≤ n ≤ v.
Now, by using integral-by-parts and Lemma 2.3 iteratively, it is easy to show
the following formula for the Walsh coefficients.
Theorem 2.4. Let k ∈ N0. Assume that f ∈ Cα[0, 1] for a positive integer α.
Then for an integer 0 ≤ n ≤ min(α, v) we have
f̂(k) = (−1)n
∫ 1
0
f (n)(x)wal
[n]
k (x) dx = (−1)n
∫ 1
0
f (n)(x)walkn>(x)W (k
n
≤)(x) dx.
We remark that Theorem 2.4 for n = v gives Formula (1) announced in
Introduction.
Now we consider the s-variate case. For a function f : [0, 1)s → R, let
f (n1,...,ns) := (∂/∂x1)
n1 · · · (∂/∂xs)nsf be the (n1, . . . , ns)-th derivative of f .
Considering coordinate-wise integration, we have the following.
Theorem 2.5. Let k = (k1, . . . , ks) ∈ Ns0. Assume that f : [0, 1]s → R has
continuous mixed partial derivatives up to order αj in each variable xj . Let nj
be integers with 0 ≤ nj ≤ min(αj , v(kj)) for 1 ≤ j ≤ s. Then we have
f̂(k) = (−1)n1+···+ns
∫
[0,1)s
f (n1,...,ns)(x)
s∏
j=1
wal
kj
nj
>
(xj)W (kj
nj
≤ )(xj) dx.
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3. The Walsh coefficients of smooth functions
Let f ∈ Cα[0, 1] and p, q ∈ [1,∞] with 1/p+ 1/q = 1. By Theorem 2.4 for
n = min(α, v) and Ho¨lder’s inequality, we have
|f̂(k)| ≤
∫ 1
0
∣∣∣f (min(α,v))(x)walkmin(α,v)> (x)W (kmin(α,v)≤ )(x)∣∣∣ dx
≤ ‖f (min(α,v))‖Lp‖W (kα≤)(·)‖Lq . (5)
Thus, it suffices to bound ‖W (kα≤)(·)‖Lq to bound |f̂(k)|. We give bounds on
‖W (kα≤)(·)‖L∞ for the non-dyadic case, ‖W (kα≤)(·)‖Lq for the dyadic case and
|f̂(k)| in Sections 3.1, 3.2 and 3.3, respectively.
We introduce a function µ as follows. For k ∈ N0, we define
µ(k) :=
{
0 for k = 0,
a1 + · · ·+ av for k 6= 0.
(6)
For k = (k1, · · · , ks) ∈ Ns0, we define µ(k) :=
∑s
j=1 µ(kj).
For subsequent analysis, we give the exact values of I(k) and W (k)(b−av ) in
the next lemma.
Lemma 3.1. For k ∈ N0, we have the following.
(i) I(k) =
b−µ(k)∏v
i=1(1− ωκib )
,
(ii) W (k)(b−av ) =
b−µ(k)∏v−1
i=1 (1 − ωκib )
.
(iii) Let x ∈ [0, 1) and x = cb−av + x′ where 0 ≤ c < bav is an integer and
0 ≤ x′ < b−av is a real number. Then we have
W (k)(x) = (1− ωcκvb )I(k) + ωcκvb W (k)(x′).
Here, the empty products
∏0
i=1 and
∏−1
i=1 are defined to be 1.
Proof. By Lemma 2.2 we have
I(k) =
bav−1∑
i=0
∫ (i+1)b−av
ib−av
W (k)(x) dx
=
bav−1∑
i=0
∫ b−av
0
(
1− ωiκvb
1− ωκvb
W (k)(b−av) + ωiκvb W (k)(x)
)
dx
=
W (k)(b−av )
1− ωκvb
b−av
bav−1∑
i=0
(1 − ωiκvb ) +
bav−1∑
i=0
ωiκvb
∫ b−av
0
W (k)(x) dx
=
W (k)(b−av )
1− ωκvb
. (7)
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Furthermore, W (k)(b−av ) is computed as
W (k)(b−av ) =
∫ b−av
0
W (k′)(x) dx
= b−avI(k′), (8)
where we use the fact that W (k′)(·) is periodic with period b−av , which follows
from Lemma 2.2, in the last equality. Using equations (7) and (8) iteratively,
we have (i) and (ii). Combining (7) and Lemma 2.2, we have (iii).
In the following, we consider two cases in order to bound ‖W (k)(·)‖L∞ : the
non-dyadic case and the dyadic case. We define two positive constants mb and
Mb as
mb := min
c=1,2,...,b−1
|1− ωcb| = 2 sin(π/b),
Mb := max
c=1,2,...,b−1
|1− ωcb| =
{
2 if b is even,
2 sin((b + 1)π/2b) if b is odd.
3.1. Non-dyadic case
The following lemmas are needed to bound supx′∈[0,b−av ] |W (k)(x′)|.
Lemma 3.2. Let A,B be complex numbers and r be a positive real number.
Then we have supx∈[0,r] |Ax+B| = max(|B|, |rA +B|).
Proof. We have
sup
x∈[0,r]
|Ax+B| =
√
sup
x∈[0,r]
|Ax+B|2 =
√
sup
x∈[0,r]
(|A|2x2 + 2Re(AB)x+ |B|2).
Since |A|2x2 + 2Re(AB)x + |B|2 is a convex function on [0, r], its maximum
value occurs at its endpoints.
Lemma 3.3. Let a and 1 ≤ κ ≤ b− 1 be positive integers. Then we have
sup
c′=0,1,...,ab
∣∣∣∣∣∣
c′−1∑
i=0
(1− ωiκb )
∣∣∣∣∣∣ ≤ ab.
Proof. Since
∑ab−1
i=0 ω
iκ
b = 0, we have
sup
c′=0,1,...,ab
∣∣∣∣∣∣
c′−1∑
i=0
(1− ωiκb )
∣∣∣∣∣∣ = supc′=0,1,...,ab
∣∣∣∣∣c′ +
ab−1∑
i=c′
ωiκb
∣∣∣∣∣
≤ sup
c′=0,1,...,ab
(
c′ +
ab−1∑
i=c′
∣∣ωiκb ∣∣
)
= ab.
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We now have an upper bound on supx′∈[0,b−av ] |W (k)(x′)|.
Lemma 3.4. Let k be a positive integer. If b > 2, then we have
sup
x′∈[0,b−av ]
|W (k)(x′)| ≤ b
−µ(k)
mv−1b
b
b−Mb
(
1−
(
Mb
b
)v)
.
Proof. We prove the lemma by induction on v. If v = 1, we have
sup
x′∈[0,b−a1 ]
|W (k)(x′)| = sup
x′∈[0,b−a1 ]
∣∣∣∣∣
∫ x′
0
W (0)(y) dy
∣∣∣∣∣
= sup
x′∈[0,b−a1 ]
|x′| = b−a1 = b−µ(k).
Hence the lemma holds for v = 1.
Thus assume now that v > 1 and that the result holds for v − 1. Let
x′ ∈ [0, b−av ] be a real number and x′ = c′b−av−1 +x′′ where 0 ≤ c′ < b−av+av−1
is an integer and 0 ≤ x′′ < b−av−1 is a real number. Then by Lemma 3.1 (iii)
we have
|W (k)(x′)| =
∣∣∣∣∣
∫ x′
0
W (k′)(y) dy
∣∣∣∣∣
=
∣∣∣∣∣∣
c′−1∑
i=0
∫ b−av−1
0
(
(1− ωiκv−1b )I(k′) + ωiκv−1b W (k′)(y)
)
dy
+
∫ x′′
0
(
(1− ωc′κv−1b )I(k′) + ωc
′κv−1
b W (k
′)(y)
)
dy
∣∣∣∣∣
≤
∣∣∣∣∣∣b−av−1
c′−1∑
i=0
(1 − ωiκv−1b )I(k′) + x′′(1− ωc
′κv−1
b )I(k
′)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
c′−1∑
i=0
ω
iκv−1
b
∫ b−av−1
0
W (k′)(y) dy + ω
c′κv−1
b
∫ x′′
0
W (k′)(y) dy
∣∣∣∣∣∣ .
(9)
We estimate the supremum of the first term of (9). Note that the first term
of (9) is equal to |b−av−1 ∑c′i=0(1− ωiκv−1b )I(k′)| if x′′ = b−av−1 . Using this and
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Lemma 3.2, we have
sup
c′∈N0, 0≤c
′<b−av+av−1
x′′∈[0,b−av−1 ]
∣∣∣∣∣∣b−av−1
c′−1∑
i=0
(1− ωiκv−1b )I(k′) + x′′(1 − ωc
′κv−1
b )I(k
′)
∣∣∣∣∣∣
= supmax
∣∣∣∣∣∣b−av−1
c′−1∑
i=0
(1− ωiκv−1b )I(k′)
∣∣∣∣∣∣ ,
∣∣∣∣∣∣b−av−1
c′∑
i=0
(1− ωiκv−1b )I(k′)
∣∣∣∣∣∣

(10)
= sup
c′∈N0,0≤c′≤b
−av+av−1
∣∣∣∣∣∣b−av−1
c′−1∑
i=0
(1 − ωiκv−1b )I(k′)
∣∣∣∣∣∣ , (11)
where the supremum in (10) is extended over all c′ ∈ N0 with 0 ≤ c′ <
b−av+av−1 . By Lemmas 3.3 and 3.1 (i), (11) is bounded by
b−av−1
b−µ(k
′)
mv−1b
b−av+av−1 =
b−µ(k)
mv−1b
.
Thus the supremum of the first term of (9) is bounded by b−µ(k)/mv−1b .
We move on to the estimation of the supremum of the second term of (9).
We have
sup
c′,x′′
∣∣∣∣∣∣
c′−1∑
i=0
ω
iκv−1
b
∫ b−av−1
0
W (k′)(y) dy + ω
c′κv−1
b
∫ x′′
0
W (k′)(y) dy
∣∣∣∣∣∣
= sup
c′,x′′
∣∣∣∣∣∣
c′−1∑
i=0
ω
iκv−1
b
∫ b−av−1
x′′
W (k′)(y) dy +
c′∑
i=0
ω
iκv−1
b
∫ x′′
0
W (k′)(y) dy
∣∣∣∣∣∣
= sup
c′,x′′
∣∣∣∣∣1− ω
c′κv−1
b
1− ωκv−1b
∫ b−av−1
x′′
W (k′)(y) dy +
1− ω(c′+1)κv−1b
1− ωκv−1b
∫ x′′
0
W (k′)(y) dy
∣∣∣∣∣
≤ sup
x′′∈[0,b−av−1 ]
∣∣∣∣Mbmb (b−av−1 − x′′) + Mbmb x′′
∣∣∣∣ · sup
y∈[0,b−av−1 ]
|W (k′)(y)|
≤ Mb
mb
b−av−1 · b
−µ(k′)
mv−2b
b
b−Mb
(
1−
(
Mb
b
)v−1)
≤ b
−µ(k)
mv−1b
Mb
b−Mb
(
1−
(
Mb
b
)v−1)
,
where the supremums in the first, second and third lines are extended over all
c′ ∈ N0 with 0 ≤ c′ < b−av+av−1 and x′′ ∈ [0, b−av−1 ], and where we use the
induction assumption for v− 1 in the fourth inequality and b · b−av−1 ≤ b−av in
the last inequality.
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By summing up the bounds obtained on each term of (9), we have
sup
x′∈[0,b−av ]
|W (k)(x′)| ≤ b
−µ(k)
mv−1b
+
b−µ(k)
mv−1b
Mb
b−Mb
(
1−
(
Mb
b
)v−1)
=
b−µ(k)
mv−1b
b
b−Mb
(
1−
(
Mb
b
)v)
.
Using the above lemma, we obtain an upper bound on ‖W (k)(·)‖L∞ .
Proposition 3.5. Let k ∈ N0. If b > 2, we have
‖W (k)(·)‖L∞ ≤ b
−µ(k)
mvb
(
Mb +
bmb
b −Mb
(
1−
(
Mb
b
)v))min(1,v)
.
Proof. The case k = 0 is obvious. We assume that k > 0. Let x ∈ [0, 1) and
x = cb−av + x′, where 0 ≤ c < bav is an integer and 0 ≤ x′ < b−av is a real
number. By Lemmas 3.1 and 3.4, we have
|W (k)(x)| = |(1 − ωcκvb )I(k) + ωcκvb W (k)(x′)|
≤Mb|I(k)|+ sup
x′∈[0,b−av ]
|W (k)(x′)|
≤ b
−µ(k)
mvb
(
Mb +
bmb
b−Mb
(
1−
(
Mb
b
)v))min(1,v)
,
which proves the proposition.
3.2. Dyadic case
In this subsection, we assume that b = 2. In the dyadic case, we can obtain
the exact values of ‖W (k)(·)‖L1 and ‖W (k)(·)‖L∞ . First we show properties of
W (k)(·) for the dyadic case.
Lemma 3.6. Let k ∈ N0. Assume that b = 2 and x1, x2 ∈ [0, 1). Then we have
the following.
(i) Assume that x1 + x2 is a multiple of 2
−av+1. Then we have W (k)(x1) =
W (k)(x2).
(ii) Assume that x1 + x2 is a multiple of 2
−av and not a multiple of 2−av+1.
If k 6= 0, then we have W (k)(x1) +W (k)(x2) = W (k)(2−av ).
(iii) The function W (k)(·) is nonnegative.
Proof. We prove the lemma by induction on v. The results hold for v = 0 since
W (0)(x) = 1 for all x ∈ [0, 1). Hence assume now that v > 0 and that the
results hold for v − 1.
First we assume that x1 + x2 is a multiple of 2
−av+1. Since W (k)(·) has a
period 2−av+1 by Lemma 2.2, we can assume that x1, x2 ∈ [0, 2−av+1]. Then
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we can assume that x1 ∈ [0, 2−av ] and that x2 = 2−av+1 − x1. Now we prove
that W (k)(x1) = W (k)(x2). We have
W (k)(x2) = W (k)(2
−av+1)−
∫ 2−av+1
x2
wal2av−1(y)W (k
′)(y) dy. (12)
The first term of the right hand side of (12) is equal to zero by Lemma 2.2.
We now consider the second term. We have wal2av−1(y) = −1 for all y ∈
[2−av , 2−av+1). Further, by applying the induction assumption of (i) for v − 1
toW (k′)(·), we haveW (k′)(y) =W (k′)(2−av+1−y) for all y ∈ [0, 2−av+1], since
y + (2−av+1 − y) = 2−av+1 is a multiple of 2−av−1+1. Thus the second term of
the right hand side of (12) is equal to∫ 2−av+1
x2
(−1)W (k′)(2−av+1 − y) dy = −
∫ x1
0
W (k′)(y′) dy′ = −W (k)(x1),
where y′ = 2−av+1 − y. Thus the right hand side of (12) is equal to W (k)(x1),
which proves (i) for v.
Second we assume that x1 + x2 is a multiple of 2
−av and not a multiple
of 2−av+1. Similar to the first case, we can assume that x1, x2 ∈ [0, 2−av ] and
that x2 = 2
−av − x1. By applying the induction assumption of (i) for v − 1
to W (k′)(·), we have W (k′)(y) = W (k′)(2−av − y) for all y ∈ [0, 2−av ], since
y + (2−av − y) = 2−av is a multiple of 2−av−1+1. Hence we have
W (k)(x1) +W (k)(x2) =
∫ x1
0
W (k′)(y) dy +
∫ x2
0
W (k′)(y) dy
=
∫ x1
0
W (k′)(y) dy +
∫ x2
0
W (k′)(2−av − y) dy
=
∫ x1
0
W (k′)(y) dy +
∫ 2−av
2−av−x2
W (k′)(y) dy
=
∫ 2−av
0
W (k′)(y) dy
= W (k)(2−av ),
which proves (ii) for v.
Finally we prove that W (k)(x) is nonnegative for all x ∈ [0, 1). By the
induction assumption of (iii) for v − 1, W (k′)(x) is nonnegative for x ∈ [0, 1).
For x ∈ [0, 2−av ], we have W (k)(x) = ∫ x
0
W (k′)(y)dy, and thus W (k)(x) is
nonnegative for x ∈ [0, 2−av ]. Hence by (i) for v and Lemma 2.2, W (k)(x) is
nonnegative for x ∈ [0, 1).
Now we are ready to consider ‖W (k)(·)‖Lq for 1 ≤ q ≤ ∞.
First we consider ‖W (k)(·)‖L1 . By Lemmas 3.1 (i) and 3.6 (iii), we have
‖W (k)(·)‖L1 =
∫ 1
0
|W (k)(x)| dx =
∫ 1
0
W (k)(x) dx = 2−µ(k)−v.
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Second we consider ‖W (k)(·)‖L∞ . If k = 0, we have ‖W (k)(·)‖L∞ = 1.
We assume that k > 0. Considering the symmetry and the non-negativity of
W (k)(·) given by Lemma 3.6, we have
‖W (k)(·)‖L∞ = sup
x∈[0,2−av ]
|W (k)(x)| dx
= sup
x∈[0,2−av ]
∣∣∣∣∫ x
0
W (k′)(y) dy
∣∣∣∣
=
∫ 2−av
0
W (k′)(y) dy
= W (k)(2−av ) = 2−µ(k)−v+1.
Thus we have ‖W (k)(·)‖L∞ = 2−µ(k)−v+min(1,v) for all k ∈ N0.
Finally we consider ‖W (k)(·)‖Lq . By Ho¨lder’s inequality, we have
‖W (k)(·)‖Lq =
(∫
[0,1)s
|W (k)(x)| · |W (k)(x)|q−1 dx
)1/q
≤ (‖W (k)(·)‖L1‖W (k)(·)‖q−1L∞ )1/q
≤ 2−µ(k)−v+(1−1/q) min(1,v).
We have shown the following proposition.
Proposition 3.7. Let b = 2. For k ∈ N0 and 1 ≤ q ≤ ∞, we have
‖W (k)(·)‖Lq ≤ 2−µ(k)−v+(1−1/q) min(1,v),
and equality holds if q = 1 or q =∞.
3.3. Bounds on the Walsh coefficients of smooth functions
For a positive integer α and k ∈ N0, we define
µα(k) := µ(k
α
≤) =

0 for k = 0,
a1 + · · ·+ av for 1 ≤ v ≤ α,
a1 + · · ·+ aα for v ≥ α,
(13)
as in [8]. By (5), Proposition 3.5 and Proposition 3.7, we obtain the following
bound on the Walsh coefficients of smooth functions.
Theorem 3.8. Let f ∈ Cα[0, 1] and k ∈ N0. If b > 2, we have
|f̂(k)| ≤ ‖f (min(α,v))‖L1
b−µα(k)
m
min(α,v)
b
×
(
Mb +
bmb
b−Mb
(
1−
(
Mb
b
)min(α,v)))min(1,v)
.
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If b = 2, for 1 ≤ p ≤ ∞ we have
|f̂(k)| ≤ ‖f (min(α,v))‖Lp · 2−µα(k)−min(α,v)+min(1,v)/p.
The s-variate case follows in the same way as the univariate case.
Theorem 3.9. Let k = (k1, . . . , ks) ∈ Ns0. Assume that f : [0, 1]s → R has
continuous mixed partial derivatives up to order αj in each variable xj. Let
nj := min(αj , v(kj)) for 1 ≤ j ≤ s. Then, if b > 2, we have
|f̂(k)| ≤ ‖f (n1,...,ns)‖L1
s∏
j=1
b−µαj (kj)
m
nj
b
×
(
Mb +
bmb
b−Mb
(
1−
(
Mb
b
)nj))min(1,v(kj))
.
If b = 2, for 1 ≤ p ≤ ∞ we have
|f̂(k)| ≤ ‖f (n1,...,ns)‖Lp ×
s∏
j=1
2−µαj (kj)−nj+min(1,v(kj))/p.
As a corollary, we give a sufficient condition for an infinitely differentiable
function that its Walsh coefficients decay with order O(b−µ(k)).
Corollary 3.10. Let f ∈ C∞[0, 1]s and rj > 0 be positive real numbers for
1 ≤ j ≤ s. Assume that there exists a positive real number D such that
‖f (n1,...,ns)‖L1 ≤ D
s∏
j=1
r
nj
j
holds for all n1, . . . , ns ∈ N0. Then for all k ∈ Ns0 we have
|f̂(k)| ≤ Db−µ(k)
s∏
j=1
(rjm
−1
b )
v(kj)C
min(1,v(kj))
b ,
where Cb is a constant defined as
Cb =
2 for b = 2,Mb + bmb
b −Mb for b 6= 2.
In particular, if rj = mb holds for all 1 ≤ j ≤ s, then |f̂(k)| ∈ O(b−µ(k)) holds.
4. Another formula for the Walsh coefficients
In this section, we give another formula for the Walsh coefficients. For this
purpose, we introduce functions Wj(k)(·) and their integration values Ij(k) for
j, k ∈ N0.
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Definition 4.1. For j, k ∈ N0, we define functions Wj(k)(·) : [0, 1] → C and
complex numbers Ij(k) recursively as
W0(k)(x) :=W (k)(x),
Ij(k) :=
∫ 1
0
Wj(k)(x) dx,
Wj+1(k)(x) :=
∫ x
0
(Wj(k)(y)− Ij(k)) dy.
We note that Wj(k)(0) =Wj(k)(1) = 0 for all j, k ∈ N0 with (j, k) 6= (0, 0).
We now establish another formula for the Walsh coefficients of smooth func-
tions.
Theorem 4.2. Let k, r ∈ N0 and f ∈ Cv+r[0, 1]. Then we have
f̂(k) =
r∑
i=0
(−1)v+iIi(k)
∫ 1
0
f (v+i)(x) dx
+ (−1)v+r
∫ 1
0
f (v+r)(x)(Wr(k)(x)− Ir(k)) dx.
Proof. We prove the theorem by induction on r. We have already proved the
case r = 0 in Theorem 2.4. Thus assume now that r ≥ 1 and that the result
holds for r − 1. By the induction assumption for r − 1, we have
f̂(k) =
r−1∑
i=0
(−1)v+iIi(k)
∫ 1
0
f (v+i)(x) dx
+ (−1)v+r−1
∫ 1
0
f (v+r−1)(x)(Wr−1(k)(x) − Ir−1(k)) dx
=
r−1∑
i=0
(−1)v+iIi(k)
∫ 1
0
f (v+i)(x) dx
+ (−1)v+r−1
(
[f (v+r−1)(x)Wr(k)(x)]
1
0 −
∫ 1
0
f (v+r)(x)Wr(k)(x) dx
)
=
r∑
i=0
(−1)v+iIi(k)
∫ 1
0
f (v+i)(x) dx
+ (−1)v+r
∫ 1
0
f (v+r)(x)(Wr(k)(x)− Ir(k)) dx,
where we use Wr(k)(0) = Wr(k)(1) = 0 in the third equality. This proves the
result for r.
5. The Walsh coefficients of Bernoulli polynomials
In this section, we analyze the decay of the Walsh coefficients of Bernoulli
polynomials.
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For r ≥ 0, we denote Br(·) the Bernoulli polynomial of degree r and br(x) =
Br(x)/r!. For example, we have B0(x) = 1, B1(x) = x− 1/2, B2(x) = x2 − x+
1/6 and so on. Those polynomials have the following properties: For all r ≥ 1
we have
b′r(x) = br−1(x) and
∫ 1
0
br(x) dx = 0, (14)
and for all r ∈ N0 we have
br(1− x) = (−1)rbr(x), (15)
see [1, Chapter 23]. We clearly have b′0(x) = 0 and
∫ 1
0
b0(x) = 1.
The Walsh coefficients of Bernoulli polynomials are given as follows. If r < v,
then by Theorem 2.4 and (14) we have
b̂r(k) = (−1)v
∫ 1
0
b(v)r (x)W (k)(x) dx = 0.
If r ≥ v, then by Theorem 4.2 and (14) we have
b̂r(k) =
r−v∑
i=0
(−1)v+iIi(k)
∫ 1
0
b(v+i)r (x) dx
+ (−1)r
∫ 1
0
br
(r)(x)(Wr−v(k)(x) − Ir−v(k)) dx
= (−1)rIr−v(k).
Now we proved:
Lemma 5.1. For positive integers k and r, we have
b̂r(k) =
{
0 if r < v,
(−1)rIr−v(k) if r ≥ v.
In the following, we give upper bounds on ‖Wj(k)(·) − Ij(k)‖L∞ , |Ij(k)|
and ‖Wj(k)(·)‖L∞ , which give bounds on the Walsh coefficients of Bernoulli
polynomials and smooth functions. First we compute Wj(k)(·) and Ij(k).
Lemma 5.2. Let k, j ∈ N0. Let x ∈ [0, 1) and x = cb−av + x′ with c ∈ N0 and
x′ ∈ [0, b−av). Then we have
(i) Wj(k)(x) =
1− ωcκvb
1− ωκvb
Wj(k)(b
−av ) + ωcκvb Wj(k)(x
′),
(ii) Ij(k) =
Wj(k)(b
−av )
1− ωκvb
.
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Proof. We prove the lemma by induction on j. We have already proved the case
j = 0 in Lemmas 2.2 and 3.1. Thus assume now that j ≥ 1 and that the result
holds for j − 1. Then we have
Wj(k)(x) =
∫ x
0
(Wj−1(k)(y)− Ij−1(k)) dy
=
c−1∑
i=0
∫ b−av
0
(
−ωiκvb
1− ωκvb
Wj−1(k)(b
−av ) + ωiκvb Wj−1(k)(y)
)
dy
+
∫ x′
0
( −ωcκvb
1− ωκvb
Wj−1(k)(b
−av ) + ωcκvb Wj−1(k)(y)
)
dy
=
c−1∑
i=0
ωiκvb Wj(k)(b
−av ) + ωcκvb Wj(k)(x
′)
=
1− ωcκvb
1− ωκvb
Wj(k)(b
−av ) + ωcκvb Wj(k)(x
′),
where we use the induction assumption for j−1 in the second and third equalities
and the definition of Wj(k)(·) in the third equality. This proves (i) for j.
Now we compute Ij(k). Replacing W (k)(·) by Wj(k)(·) in (7), we have
Ij(k) =Wj(k)(b
−av )/(1− ωκvb ), which proves (ii) for j.
The following lemmas give bounds on ‖Wj(k)(·) − Ij(k)‖L∞ , |Ij(k)| and
‖Wj(k)(·)‖L∞ for the non-dyadic case.
Lemma 5.3. Let j ∈ N0. If b 6= 2, for any positive integer k we have
‖Wj(k)(·) − Ij(k)‖L∞ ≤ b
−µ(k)−jav
mv+jb
(
1 +
bmb
b−Mb
(
1−
(
Mb
b
)v))
.
Proof. Let x ∈ [0, 1) and x = cb−av + x′ with c ∈ N0 and x′ ∈ [0, b−av). First
assume that j = 0. Then it follows from Lemmas 3.1 and 3.4 that
|W0(k)(x) − I0(k)| = |−ωcκvb I(k) + ωcκvb W (k)(x′)|
≤ |I(k)|+ sup
x′∈[0,b−av ]
|W (k)(x′)|
≤ b
−µ(k)
mvb
(
1 +
bmb
b−Mb
(
1−
(
Mb
b
)v))
,
which proves the case j = 0.
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Now we assume that j > 0. Then it follows from Lemma 5.2 that
|Wj(k)(x) − Ij(k)| =
∣∣∣∣1− ωcκvb1− ωκvb Wj(k)(b−av ) + ωcκvb Wj(k)(x′)− Wj(k)(b
−av )
1− ωκvb
∣∣∣∣
=
∣∣∣∣ −11− ωκvb Wj(k)(b−av ) +Wj(k)(x′)
∣∣∣∣
=
∣∣∣∣ −11− ωκvb (Wj(k)(b−av )−Wj(k)(x′))− ω
κv
b
1− ωκvb
Wj(k)(x
′)
∣∣∣∣
≤ 1
mb
∣∣∣∣∣
∫ b−av
x′
(Wj−1(k)(y)− Ij−1(k)) dy
+ωκvb
∫ x′
0
(Wj−1(k)(y)− Ij−1(k)) dy
∣∣∣∣∣
≤ 1
mb
(b−av − x′) sup
y∈[0,b−av ]
|Wj−1(k)(y)− Ij−1(k)|
+
1
mb
x′ sup
y∈[0,b−av ]
|Wj−1(k)(y)− Ij−1(k)|
≤ b
−av
mb
‖Wj−1(k)(·) − Ij−1(k)‖L∞ .
Using the case j = 0 and this evaluation inductively, we have the case j > 0.
Lemma 5.4. Let j and k be positive integers. If b > 2, then we have
|Ij(k)| ≤ b
−µ(k)−jav
mv+jb
(
1 +
bmb
b−Mb
(
1−
(
Mb
b
)v))
.
Proof. By Lemmas 5.2 and 5.3, we have
|Ij(k)| = |Wj(k)(b−av )/(1− ωκvb )|
≤ 1
mb
∫ b−av
0
|Wj−1(k)(y)− Ij−1(k)| dy
≤ b
−av
mb
‖Wj−1(k)(y)− Ij−1(k)‖L∞
≤ b
−µ(k)−jav
mv+jb
(
1 +
bmb
b−Mb
(
1−
(
Mb
b
)v))
.
Lemma 5.5. Let j and k be positive integers. If b > 2, then we have
‖Wj(k)(·)‖L∞ ≤ b
−µ(k)−jav
mv+jb
Mb
(
1 +
bmb
b−Mb
(
1−
(
Mb
b
)v))
.
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Proof. Let x ∈ [0, 1) and x = cb−av + x′, where 0 ≤ c < bav is an integer and
0 ≤ x′ < b−av is a real number. Then we have
Wj(k)(x) =
1− ωcκvb
1− ωκvb
Wj(k)(b
−av ) + ωcκvb Wj(k)(x
′)
=
1− ωcκvb
1− ωκvb
(Wj(k)(b
−av )−Wj(k)(x′)) + 1− ω
(c+1)κv
b
1− ωκvb
Wj(k)(x
′)
=
1− ωcκvb
1− ωκvb
∫ b−av
x′
(Wj−1(k)(y)− Ij−1(k)) dy
+
1− ω(c+1)κvb
1− ωκvb
∫ x′
0
(Wj−1(k)(y)− Ij−1(k)) dy.
Thus we have
|Wj(k)(x)| ≤
∣∣∣∣∣1− ωcκvb1− ωκvb
∫ b−av
x′
(Wj−1(k)(y)− Ij−1(k)) dy
∣∣∣∣∣
+
∣∣∣∣∣1− ω
(c+1)κv
b
1− ωκvb
∫ x′
0
(Wj−1(k)(y)− Ij−1(k)) dy
∣∣∣∣∣
≤ Mb
mb
b−av‖Wj−1(k)(·) − Ij−1(k)‖L∞
≤ b
−µ(k)−jav
mv+jb
Mb
(
1 +
bmb
b−Mb
(
1−
(
Mb
b
)v))
.
We also consider the dyadic case.
Lemma 5.6. Let k be a positive integer and j ∈ N0. If b = 2, then we have the
following.
(i) ‖Wj(k)(x) − Ij(k)‖L∞ ≤ 2−j(av+1)−µ(k)−v,
(ii) |Ij(k)| ≤ 2−j(av+1)−µ(k)−v,
(iii) ‖Wj(k)(·)‖L∞ ≤ 2−j(av+1)−µ(k)−v+1.
(iv) If j is odd, then Ij(k) = 0.
Proof. Lemma 3.1 and Proposition 3.7 imply (ii) and (iii) for j = 0.
Since W0(k)(x) and I0(k) are nonnegative, we have
‖W0(k)(x) − I0(k)‖L∞ ≤ max (|‖W0(k)(·)‖L∞ − I0(k)|, |0− I0(k)|)
≤ 2−µ(k)−v,
and thus (i) for j = 0 holds.
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For the proof for the case j > 0, we note that parts of the proofs of Lemmas
5.3, 5.4 and 5.5 are valid even in the dyadic case: For b = 2 we have
|Wj(k)(x) − Ij(k)| ≤ b
−av
mb
‖Wj−1(k)(·)− Ij−1(k)‖L∞ ,
|Ij(k)| ≤ b
−av
mb
‖Wj−1(k)(y)− Ij−1(k)‖L∞ ,
|Wj(k)(x)| ≤ Mb
mb
b−av‖Wj−1(k)(·)− Ij−1(k)‖L∞ .
Combining these inequalities and the case j = 0, we have (i), (ii) and (iii) for
j > 0.
Now we assume that j is odd and prove Ij(k) = 0. By Lemma 5.1, we have
b̂v+j(k) = (−1)v+jIj(k).
Hence it suffices to show b̂v+j(k) = 0. Since j is odd, by (15) we have bv+j(x) =
(−1)v+1bv+j(1 − x). Furthermore, walk(x) = (−1)vwalk(1 − x) holds for all
but finitely many x ∈ [0, 1), since we have wal2ai−1(x) = −wal2ai−1(1 − x) for
x ∈ [0, 1)\{l/2ai | 0 ≤ l < 2ai} and walk(x) =
∏v
i=1wal2ai−1(x). Hence we have
b̂v+j(k) =
∫ 1
2
0
bv+j(x)walk(x) dx +
∫ 1
1
2
bv+j(x)walk(x) dx
=
∫ 1
2
0
bv+j(x)walk(x) dx +
∫ 1
2
0
bv+j(1− x)walk(1− x) dx
=
∫ 1
2
0
bv+j(x)walk(x) dx −
∫ 1
2
0
bv+j(x)walk(x) dx
= 0.
Now we are ready to analyze the decay of the Walsh coefficients of Bernoulli
polynomials. For a positive integer α and k ∈ N0, we define
µα,per(k) =

0 for k = 0,
a1 + · · ·+ av + (α− v)av for 1 ≤ v ≤ α,
a1 + · · ·+ aα for v ≥ α,
(16)
as in [8]. By Lemmas 5.1, 5.4 and 5.6, we have the following bound on the
Walsh coefficients of Bernoulli polynomials.
Theorem 5.7. For positive integers k and r, we have
|b̂r(k)|

= 0 if r < v,
= 0 if r ≥ v, r − v is odd and b = 2,
≤ 2−µr,per(k)−r if r ≥ v, r − v is even and b = 2,
≤ b
−µr,per(k)
mrb
cb,v if r ≥ v and b 6= 2,
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where cb,v := 1 +
bmb
b−Mb
(
1−
(
Mb
b
)v)
.
6. The Walsh coefficients of functions in Sobolev spaces
In this section, we consider functions in the Sobolev space
Hα := {f : [0, 1]→ R | f (i): absolutely continuous for i = 0, . . . , α− 1,
f (α) ∈ L2[0, 1]}
for which α ≥ 1 as in [8]. The inner product is given by
〈f, g〉α =
α−1∑
i=0
∫ 1
0
f (i)(x) dx
∫ 1
0
g(i)(x) dx +
∫ 1
0
f (α)(x)g(α)(x) dx.
and the corresponding norm in Hα is given by ‖f‖Sob,α :=
√
〈f, f〉α. The space
Hα is a reproducing kernel Hilbert space (see [2] for general information on
reproducing kernel Hilbert spaces). The reproducing kernel for this space is
given by
K(x, y) =
α∑
i=0
bi(x)bi(y)− (−1)αb˜2α(x− y),
where
b˜α(x − y) :=
{
bα(|x− y|) if α is even,
(−1)1x<ybα(|x− y|) if α is odd,
where we define 1x<y to be 1 for x < y and 0 otherwise, see [5, Lemma 2.1]. We
have
f(y) = 〈f,K(·, y)〉α
=
α∑
i=0
∫ 1
0
f (i)(x) dx bi(y)− (−1)α
∫ 1
0
f (α)(x)˜bα(x− y) dx, (17)
see the proof of [5, Lemma 2.1]. This implies that
f̂(k) =
α∑
i=0
∫ 1
0
f (i)(x) dx b̂i(k)− (−1)α
∫ 1
0
f (α)(x)
∫ 1
0
b˜α(x− y)walk(y) dy dx.
(18)
However, we have already proved two formulas for the Walsh coefficients: For
f ∈ Cα[0, 1], in the case α ≥ v we have Theorem 4.2 for r = α − v, which is
written as
f̂(k) =
α∑
i=v
(−1)iIi−v(k)
∫ 1
0
f (i)(x) dx
+ (−1)α
∫ 1
0
f (α)(x)(Wα−v(k)(x) − Iα−v(k)) dx, (19)
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and in the case α < v we have Theorem 2.4 for n = α, which is written as
f̂(k) = (−1)α
∫ 1
0
f (α)(x)walkα>(x)W (k
α
≤)(x) dx. (20)
In this section, we show that Formulas (19) and (20) are also valid for f ∈ Hα
and give an upper bound for the Walsh coefficients of functions in Hα.
6.1. Formula for the Walsh coefficients of functions in Sobolev spaces
First we consider the case α ≥ v. The following lemma is needed to show
that (19) is also valid for f ∈ Hα.
Lemma 6.1. Assume α ≥ v. Define functions h1, h2 : [0, 1]→ C as
h1(x) := −
∫ 1
0
b˜α(x− y)walk(y) dy,
h2(x) :=Wα−v(k)(x) − Iα−v(k).
Then h1(x) = h2(x) holds for all x ∈ [0, 1].
Proof. For f ∈ Cα[0, 1] both formulas (18) and (19) hold. Furthermore, by
Lemma 5.1, the first term of each formula is equal. Hence we have∫ 1
0
f (α)(x)h1(x) dx =
∫ 1
0
f (α)(x)h2(x) dx
for all f ∈ Cα[0, 1]. It is well known that if h : [0, 1] → C is continuous and∫ 1
0 g(x)h(x) dx = 0 holds for all continuous functions g ∈ C0[0, 1], then h(x) = 0
holds. Thus it suffices to show that h1 and h2 are continuous.
By definition, h2 is continuous. Now we prove that h1 is continuous. Fix
ǫ > 0. Since bα(z) is uniformly continuous on z ∈ [0, 1], there exists δ1
such that |bα(z) − bα(z′)| < ǫ/2 for all z, z′ ∈ [0, 1] with |z − z′| < δ1. Let
δ2 = min
(
4−1ǫ(maxz∈[0,1] |bα(z)|)−1, δ1
)
. We fix x ∈ [0, 1] and prove |h1(x) −
h1(x
′)| ≤ ǫ for all x′ ∈ [0, 1] with |x − x′| < δ2. Without loss of generality, we
can assume that x < x′. Then we have∣∣∣∣∫ 1
0
b˜α(x− y)walk(y) dy −
∫ 1
0
b˜α(x
′ − y)walk(y) dy
∣∣∣∣
≤
∫ x
0
∣∣∣˜bα(x− y)− b˜α(x′ − y)∣∣∣ dy + ∫ x′
x
∣∣∣˜bα(x− y)− b˜α(x′ − y)∣∣∣ dy
+
∫ 1
x′
∣∣∣˜bα(x− y)− b˜α(x′ − y)∣∣∣ dy
≤ x max
y∈[0,x]
|bα(x− y)− bα(x′ − y)|+ (x′ − x) max
y∈[x,x′]
(|bα(y − x)|+ |bα(x′ − y)|)
+ (1 − x′) max
y∈[x′,1]
|bα(y − x)− bα(y − x′)|
< xǫ/2 + 2δ2 max
z∈[0,1]
|bα(z)|+ (1− x′)ǫ/2
< ǫ,
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which implies the continuity of h1.
The following result follows now from the above lemma, Lemma 5.1 and
(18).
Proposition 6.2. Assume α ≥ v. Then for f ∈ Hα we have
f̂(k) =
α∑
i=v
(−1)iIi−v(k)
∫ 1
0
f (i)(x) dx
+ (−1)α
∫ 1
0
f (α)(x)(Wα−v(k)(x) − Iα−v(k)) dx.
Now we treat the case α < v. Note that walkα>(·)W (kα≤)(·) is continuous
since W (kα≤)(·) takes zero value on the set where walkα>(·) is not continuous. In
the same way as the case α ≥ v, we have the following.
Proposition 6.3. Assume α < v. Then we have
−
∫ 1
0
b˜α(x− y)walk(y) dy = walkα>(x)W (kα≤)(x).
In particular, for f ∈ Hα we have
f̂(k) = (−1)α
∫ 1
0
f (α)(x)walkα>(x)W (k
α
≤)(x) dx.
6.2. Upper bound on the Walsh coefficients of functions in Sobolev spaces
In this subsection, we give a bound on the Walsh coefficients of functions in
Hα.
By Propositions 6.2 and 6.3, for f ∈ Hα we have
|f̂(k)| ≤
α∑
i=v
|Ii−v(k)|
∣∣∣∣∫ 1
0
f (i)(x) dx
∣∣∣∣ +Nα ∫ 1
0
|f (α)(x)| dx,
where Nα = ‖Wα−v(k)(·) − Iα−v(k)‖L∞ if α ≥ v and Nα = ‖W (kα≤)(·)‖L∞
otherwise. Thus, by Propositions 3.5 and 3.7 and Lemmas 5.3, 5.4 and 5.6, we
have the following.
Theorem 6.4. Let α and k be positive integers. Assume f ∈ Hα. If b > 2, we
have
|f̂(k)| ≤
α∑
i=v
∣∣∣∣∫ 1
0
f (i)(x) dx
∣∣∣∣ b−µi,per(k)mib
(
1 +
bmb
b−Mb
(
1−
(
Mb
b
)v))
+
∫ 1
0
|f (α)(x)| dxb
−µα,per(k)
mαb
(
Mb +
bmb
b−Mb
(
1−
(
Mb
b
)v))
,
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and if b = 2, we have
|f̂(k)| ≤
∑
v≤i≤α
i=v mod 2
∣∣∣∣∫ 1
0
f (i)(x) dx
∣∣∣∣ 2−µi,per(k)2i +
∫ 1
0
|f (α)(x)| dx2
−µα,per(k)
2α−1
,
where for v > α the empty sum
∑α
i=v is defined to be 0.
For an integer i with v ≤ i ≤ α, µi,per(k) ≥ µα(k) holds for all k ∈ N0
by the definitions of µi,per(k) and µα(k). Thus, applying Ho¨lder’s inequality to
Theorem 6.4, we obtain the following corollary.
Corollary 6.5. Let α and k be positive integers. Then, for all f ∈ Hα, we have
|f̂(k)| ≤ b−µα(k)Cb,α,q‖f‖p,α,
where ‖f‖p,α :=
(∑α
i=0
∣∣∣∫ 10 f (i)(x) dx∣∣∣p + ∫ 10 |f (α)(x)|p dx)1/p, where 1 ≤ p, q ≤
∞ are real numbers with 1/p+ 1/q = 1, and
Cb,α,q :=
(
α∑
i=1
1
miqb
(
1 +
bmb
b−Mb
)q
+
1
mαqb
(
Mb +
bmb
b−Mb
)q)1/q
for b > 2 and C2,α,q := (
∑α
i=1 2
−iq + 2−(α−1)q)1/q for b = 2.
Remark 6.6. This corollary can be generalized to tensor product spaces, for
which the reproducing kernel is just the product of the one-dimensional kernel,
as [11, Section 14.6].
Remark 6.7. As shown in Proposition 6.3, we can apply Theorem 3.8 to func-
tions in Hα as well as Corollary 6.5. We can choose the suitable bound in
accordance with the situation, such as what kind of norm we need.
7. The Walsh coefficients of smooth periodic functions
As in [8], we consider a subset of the previous reproducing kernel Hilbert
space, namely, let Hα,per be the space of all functions f ∈ Hα which satisfy the
condition
∫ 1
0 f
(i)(x) dx = 0 for 0 ≤ i < α. This space also has a reproducing
kernel, which is given by
Kα,per(x, y) = bα(x)bα(y) + (−1)α+1b˜2α(x − y),
and the inner product is given by
〈f, g〉α,per =
∫ 1
0
f (α)(x)g(α)(x) dx,
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see [16, (10.2.4)]. We also have the representation
f(y) = 〈f,Kα,per(·, y)〉α,per
=
∫ 1
0
f (α)(x) dx bα(y) + (−1)α+1
∫ 1
0
f (α)(x)˜bα(x− y) dx
and
f̂(k) =
∫ 1
0
f (α)(x) dx b̂α(k) + (−1)α+1
∫ 1
0
f (α)(x)
∫ 1
0
b˜α(x− y)walk(y) dx dy.
By the condition
∫ 1
0
f (i)(x) dx = 0 for 0 ≤ i < α and Propositions 6.2 and
6.3, we have the following.
Lemma 7.1. Let α and k be positive integers. Assume f ∈ Hα,per. If α ≥ v,
then we have
f̂(k) = (−1)α
∫ 1
0
f (α)(x)Wα−v(k)(x) dx.
If α < v, then we have
f̂(k) = (−1)α
∫ 1
0
f (α)(x)walkα>(x)W (k
α
≤)(x) dx.
This lemma, Propositions 3.5 and 3.7 and Lemmas 5.4 and 5.6 imply the
following bound.
Theorem 7.2. Let α and k be positive integers. Assume f ∈ Hα,per. If b > 2,
then we have
|f̂(k)| ≤
∫ 1
0
|f (α)(x)| dxb
−µα,per(k)
mαb
Mb
(
1 +
bmb
b−Mb
(
1−
(
Mb
b
)v))
.
If b = 2, then we have
|f̂(k)| ≤
∫ 1
0
|f (α)(x)| dxb
−µα,per(k)
2α−1
.
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