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UNIDAD DE COMPETENCIA  V: 
Densidades de variable continua 
1. Variables aleatorias y sus densidades de 
probabilidad.
2. Distribución uniforme. 
3. Distribución normal.
4.Distribución gamma.
5. Distribución exponencial.
6. Distribuciones beta y Weibull.
7. Valores esperados. 
OBJETIVOS
 Identificar variables aleatorias continuas y sus
distribuciones de probabilidad.
Aplicar las distribuciones: uniforme, normal, gamma,
exponencial, beta, Weibull.
Aplicar valores esperados: media varianza.
VARIABLE  ALEATORIA: TIPOS
Variable aleatoria discreta. La variable aleatoria X se
dice que es discreta si los números asignados a los
sucesos elementales de E son puntos aislados. Si el
conjunto de todos los valores que puede tomar es
un conjunto numerable.
Variable aleatoria continua. Una variable aleatoria
continua es aquella que puede tomar todos los
valores posibles dentro de un cierto intervalo de la
recta real.
Continua. Si una variable x puede tomar un conjunto
continuo de valores entre x=a y x=b. Si la variable
aleatoria es continua, hay infinitos valores posibles de la
variable entre dos valores.
Si la variable aleatoria X tiene función de densidad f (x) y
a < b, entonces la probabilidad de que X caiga en el
intervalo [a, b] es
𝑝 𝑎 ≤ 𝑥 ≤ 𝑏 =  𝑎
𝑏
𝑓 𝑥 𝑑𝑥
Distribuciones de probabilidad  continuas
Distribuciones de probabilidad  continuas
Entre las funciones de probabilidad continuas están:
Distribución Uniforme, Distribución Normal, Distribución
Beta, Distribución Gamma, Distribución Exponencial,
Distribución Ji-cuadrado, Distribución t de Student,
Distribución F de Snedecor.
• La curva normal tiene forma de campana con un 
solo pico justo en el centro de la distribución.
• La media, mediana y moda de la distribución 
aritmética son iguales y se localizan en el pico.
• La mitad del área bajo la curva está a la derecha del 
pico, y la otra mitad está a la izquierda.
• La distribución normal es simétrica respecto a su 
media.
• La distribución normal es asintótica - la curva se 
acerca cada vez más al eje x pero en realidad 
nunca llega a tocarlo.
Distribución normal: características
Distribución normal: características
La Normal  es simétrica
Teóricamente, la curva 
se extiende a 
- infinito
Teóricamente, la curva 
se extiende a 
+ infinito
Media, mediana, y 
moda son iguales
Distribución normal: características
m = 5, s = 3
m = 9, s = 6
m = 14, s = 10
Estandarización
Una distribución normal estándar que tiene media
igual a 0 y desviación estándar igual a 1 se
denomina distribución normal estándar
Distribución normal estándar
z
0 1 2 3-1-2-3
x x+s x+2s x+s3x-sx-2sx-3s
X
La desviación estándar
sigma representa la 
distancia de la media al
punto de inflexión de la 
curva normal
𝑍 =
𝑥 − 𝜇
𝜎
Distribución normal estándar: característica
•Cerca de 68.3% del área bajo la curva normal está a
menos de una desviación estándar respecto a la media (µ
± 1σ).
•Alrededor de 95.5% está a menos de dos desviaciones
estándar de la media (µ ± 2σ).
•99.7% está a menos de tres desviaciones estándar de la
media (µ ± 3σ).
Distribución normal estándar: ejemplo
El ingreso mensual que una corporación grande ofrece a
los graduados en computación, tiene una distribución
normal con media de $20000 y desviación estándar de
$2000. ¿Cuál es el valor z para un ingreso de $22000? y
¿cuál para uno de $17000?
Para X = $22000, z = (22000 - 20000) /2000 = 1.
Para X = $17000, z = (17000 - 20000) /2000 = - 1.5
Un valor z igual a 1 indica que el valor de $22000 es
mayor una vez la desviación estándar de la media de
$20000, así como el valor z igual a -1.5 indica que el
valor de $17000 es menor 1.5 veces la desviación
estándar de la media de $20000.
El tiempo que dedican las personas en Zumpango a
revisar su correo tiene una distribución normal con
media de 20 minutos y desviación estándar de 5
minutos.
¿Cerca de 68% de las personas en Zumpango entre
cuáles dos valores de tiempo dedican a revisar su
correo?
Esto es, cerca de 68% está entre 15 y 25 minutos.
𝜇 ± 1𝜎 = 20 ± 1(5)
Distribución normal estándar: ejemplo
¿Cuál es la probabilidad de que una persona de
seleccionada al azar dedique menos de 20 minutos
por día?
¿Qué porcentaje dedican entre 20 y 24 minutos?
Distribución normal estándar: Ejemplo 
Distribución normal estándar
Distribución normal estándar
Desarrollada con base en distribuciones de
frecuencia empíricas por William Gosset, (a)
“Student”.
Distribución muestral del promedio se ajusta muy
bien a la distribución Normal cuando se conoce s. Si
n es grande, esto no presenta ningún problema, es
razonable sustituirla por s cuando es desconocida.
Sin embargo, en el caso de usar valores de n < 30, o
sea en el caso de pequeñas muestras, esto no
funciona tan bien.
Distribución “t” de Student
Es continua, tiene forma de campana y es simétrica
respecto al cero como la distribución z.
La distribución t está más dispersa y es más plana en
el centro que la distribución z, pero se acerca a ella
cuando el tamaño de la muestra crece.
Distribución “t” de Student
Distribución “t” de Student
Localizamos la
columna del valor de
 y fila del valor de .
La intersección de la
fila y la columna nos
dará el valor de t.
Calcular el valor de t 
después del cual se 
encuentre el 5% del 
área dela curva con 9 
gl
1. En la distribución t con 16 grados de libertad,
encuentre el área, o la probabilidad, de cada una de las
regiones siguientes:
a. A la derecha de 2.120
b. A la izquierda de 1.337
c. A la izquierda de -1.746
d. A la derecha de 2.583
e. Entre -2.120 y 2.120
f. Entre -1.746 y 1.746
Distribución “t” de Student
2. Encuentre los valores de t para las situaciones
siguientes.
a. Un área de 0.025 en la cola superior, con 12 grados
de libertad
b. Un área de 0.05 en la cola inferior, con 50 grados de
libertad
c. Un área de 0.01 en la cola superior, con 30 grados de
libertad
d. Entre los que queda 90% del área, con 25 grados de
libertad
e. Entre los que queda 95% del área, con 45 grados de
libertad
Distribución “t” de Student
•Asimétrica y asintótica al eje x por la derecha; Su
dominio va de 0 a + y el area bajo la curva desde 0 a
+ =1
•Tiene parámetro  = n-1 (g.l.)
•Al aumentar n se aproxima a la normal
•Representa distribución muestral de varianza.
Entre las aplicaciones:
•Determinación intervalos confianza para varianzas
•Pruebas de hipótesis para una varianza
•Tablas de contingencia
•El ajuste de datos a una distribución dada conocida
•Las pruebas de independencia.
Distribución “Chi-cuadrada” 
Valores 2 para varios , Área a su derecha = .
1ª columna = 
1ª fila: áreas en la cola a la derecha de 2
Cuerpo tabla son los valores de 2
Calcular el valor de 2 después del cual se encuentre el
5% del área en una distribución Ji-cuadrado con 4 g.l.
Distribución “Chi-cuadrada” 
Tabla de la Distribución chi-cuadrada
•Cada miembro de la familia está determinado por dos
parámetros: los grados de libertad (gl) en el numerador y
los grados de libertad en el denominador.
•El valor de F no puede ser negativo y es una distribución
continua.
•La distribución F tiene sesgo positivo.
•Sus valores varían de 0 a  . Conforme
F   la curva se aproxima al eje X.
Características de la distribución F
Tablas independientes de valores de F para =0.01 y
=0.05 para varias combinaciones de 1 y 2.
Se escoge la tabla para la probabilidad deseada y se
escoge 1 en la fila superior y 2 en la 1ª columna. La
intersección nos da el valor de F deseado.
Determine la probabilidad de tener un valor de F mayor
que 9.28 en una distribución F con 1=3 y 2=3 g.l.
Halle la el valor crítico de F(0.05) para 1=3 y 2=15 g.l.
Distribución F
Tablas de la Distribución F
Tablas de la Distribución F
Distribución uniforme
Es una distribución en el intervalo [a, b] en la cual las
probabilidades son las mismas para todos los
posibles resultados, desde el mínimo de a hasta el
máximo de b.
Función de densidad de una distribución uniforme es
f(x)=
1
𝑏−𝑎
La media, valor medio esperado o esperanza
matemática de una distribución uniforme su fórmula
es: μ =
𝑎+𝑏
2
y varianza: 𝜎2 =
𝑏−𝑎 2
12
Distribución Uniforme
Sea X el momento elegido al azar en que un estudiante
recibe clases en un determinado día entre las siguientes
horas: 7:00 - 8:00 - 9:00 - 10:00 - 11:00 - 12:00 - 13:00
1) ¿Cuál es la función de densidad de la variable X?
2) Calcular el valor medio esperado
3) Calcular la desviación estándar
f(x)=
1
13−7
= 0.1667
Media: µ =
𝑎+𝑏
2
=
7+13
2
= 10
Varianza: 𝜎2 =
13−7 2
12
=
62
12
= 3
Distribución Uniforme: Ejercicio
Kim, quien tiene el hábito de vivir siempre de prisa, se
comprometió a acudir a una entrevista de trabajo
inmediatamente después de su clase de estadística.
Si la clase dura más de 51.5 minutos, llegará tarde a la
entrevista de trabajo. Dada la distribución uniforme de la
figura, calcule la probabilidad de que una clase
seleccionada al azar dure más de 51.5 minutos.26
Distribución Gamma
La distribución Gamma tiene su origen en la familia
de curvas sesgadas propuestas por Karl Pearson. Las
distribuciones estadísticas de muchas variables
atmosféricas son claramente asimétricas y sesgadas.
Por ejemplo la precipitación o la rapidez del viento,
las cuales no pueden tomar valores negativos.
En instalaciones o aparatos con posibilidad de fallas
durante la vida del sistema.
Distribución Gamma
La función de densidad de probabilidad Gamma es:
𝑓 𝑥; 𝛼; 𝛽 =
1
𝛽𝛼Γ(𝛼)
𝑥𝛼−1𝑒𝑥/𝛽; x ≥ 0
Con parámetros:
β: parámetro de escala, β > 0
α: parámetro de forma, α > 0
La media µ = αβ
La varianza σ2 = αβ2
Γ(k) = (k − 1)! (el factorial de k − 1).
Distribución Gamma: Ejercicio
El tiempo en horas que semanalmente requiere una
máquina para mantenimiento es una variable aleatoria
con distribución Gamma con parámetros =3, =2
Encuentre la probabilidad que en alguna semana el
tiempo de mantenimiento sea mayor a 8 horas.
Probabilidad de que el tiempo de mantenimiento sea
mayor a 8 horas.
1 − 𝑃 𝑥 ≤ 8 = 1 −
1
16
 0
8
𝑥2𝑒−𝑥/2𝑑𝑥 = 0.2381
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Distribución Exponencial o Lambda
La distribución Gamma especial para la cual =1 se
llama distribución exponencial.
La variable aleatoria continua X tiene una distribución
exponencial con parámetro , si su función de
densidad de probabilidad es:
𝑓 𝑥 =
1
𝛽
𝑒−𝑥/𝛽 , x > 0 o (𝜆𝑒−𝜆𝑥 𝑑𝑜𝑛𝑑𝑒 𝛽 =
1
𝜆
)
La función de distribución acumulada 𝐹 𝑥 =
𝑝 𝑋 ≤ 𝑥 = 1 − 𝑒−𝜆𝑥
La media µ = β
La varianza σ2 = β2
Distribución Exponencial o Lambda
Suponga que un sistema contiene cierto tipo de
componentes cuyo tiempo de falla en años está dado
por la variable aleatoria X, distribuida
exponencialmente con tiempo promedio de falla β=5.
Si 5 de estos sistemas se instalan en diferentes
sistemas, ¿Cuál es la probabilidad de que uno
continúen funcionando después de 8 años?
P(8 ≤ X) =
1
5
 8
∞
𝑒−𝑥/5 𝑑𝑥 = 𝑒−8/5 = .2019
P(8 ≤ X) = .2019
Distribución Weibull
La distribución de Weibull se usa con frecuencia para modelar
el tiempo hasta que ocurre una falla en muchos sistemas
físicos diferentes.
La variable aleatoria continua X tiene una distribución Weibull
con parámetros ⍺ y β, si su función de densidad es:
𝑓 𝑥 = 𝛼𝛽𝑥𝛽−1𝑒−𝛼𝑥𝛽 , 𝑥 > 0
Función de densidad acumulada: 1 − 𝑒− 𝑥/𝛽
𝛼
Media:
1
𝛼𝛽
Γ
1
𝛼
= 𝛽Γ 1 +
1
𝛼
Varianza: 𝜎2 = Γ 1 +
2
𝛼
− Γ 1 +
1
𝛼
2
Γ(k) = (k − 1)! (el factorial de k − 1).
Distribución Weibull
El tiempo para que ocurra una falla ( en horas) de un
rodamiento en un eje mecánico se modela
satisfactoriamente como una variable aleatoria de Weibull
con α= .5 y β=5000 horas. Determine el tiempo promedio
para que ocurra una falla.
Media: 𝛽Γ 1 +
1
𝛼
= 5000Γ 1 +
1
.5
=
5000Γ 1 + 2 = 5000* 2! = 10000 horas
Determine la probabilidad de que dure por lo menos 6000
horas.
P(X>6000) = 1 − 𝑒− 𝑥/𝛽
𝛼
= 𝑒− 6000/5000
.5
= .301
Γ(k) = (k − 1)! (el factorial de k − 1).
Distribución Beta
La distribución beta es posible para una variable
aleatoria continua que toma valores en el intervalo
[0,1], lo que la hace muy apropiada para modelar
proporciones.
La distribución de probabilidad beta es:
𝐹 𝑥 = Γ 𝛼 + 𝛽
𝑥𝛼−1(1−𝑥)𝛽−1
Γ 𝛼 Γ 𝛽
El valor esperado y la varianza de una variable
aleatoria X con distribución beta son:
𝐸 𝑋 =
𝑎
𝑎+𝑏
𝑉 𝑋 =
𝑎𝑏
(𝑎+𝑏+1) 𝑎+𝑏 2
Distribución Beta
Un distribuidor de gasolina llena los tanques del depósito
cada lunes. Se ha observado que la cantidad que vende
cada semana se puede modelar con la distribución beta
con α=4, β=2
Encuentre el valor esperado de la venta semanal.
Encuentre la probabilidad que en alguna semana venda
menos de 90%.
Sea X: proporción de combustible que se vende
semanalmente (variable aleatoria continua con valor entre
0 y 1. Su densidad de probabilidad es:
𝑓 𝑥 =
Γ 4+2
Γ 4 Γ 2
𝑥4−1(1 − 𝑥)2−1 = 20𝑥3 1 − 𝑥 ,
𝑃 𝑥 > 0.9 = 20 .9
1
𝑥3 1 − 𝑥 𝑑𝑥 = .082 = 8.2%
Distribución Beta
En el presupuesto familiar, la porción que se dedica a
salud sigue una distribución Beta(2, 2).
1. ¿Cuál es la probabilidad de que se gaste más del
25% del presupuesto familiar en salud?
2. ¿Cuál será el porcentaje medio que las familias
dedican a la compra de productos y servicios de
salud?
𝑓 𝑥 =
Γ 2+2
Γ 2 Γ 2
𝑥2−1(1 − 𝑥)2−1 = 6𝑥 1 − 𝑥 ,
𝑃 𝑥 > 0.25 = 2 .25
1
𝑥 1 − 𝑥 𝑑𝑥 = .8438
Media = .50
Distribuciones continuas
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