Generative adversarial networks conditioned on simple textual image descriptions are capable of generating realistic-looking images. However, current methods still struggle to generate images based on complex image captions from a heterogeneous domain. Furthermore, quantitatively evaluating these text-to-image synthesis models is still challenging, as most evaluation metrics only judge image quality but not the conformity between the image and its caption. To address the aforementioned challenges we introduce both a new model that explicitly models individual objects within an image and a new evaluation metric called Semantic Object Accuracy (SOA) that specifically evaluates images given an image caption. Our model adds an object pathway to both the generator and the discriminator to explicitly learn features of individual objects. The SOA uses a pre-trained object detector to evaluate if a generated image contains objects that are specifically mentioned in the image caption, e.g. whether an image generated from "a car driving down the street" contains a car. Our evaluation shows that models which explicitly model individual objects outperform models which only model global image characteristics. However, the SOA also shows that despite this increased performance current models still struggle to generate images that contain realistic objects of multiple different domains.
INTRODUCTION
G ENERATIVE adversarial networks (GANs) [1] are capable of generating realistic-looking images that adhere to characteristics described in a textual manner, e.g. an image caption. For this, most networks are conditioned on an embedding of the textual description (either on sentence level, word level, or both).Often, the textual description is used on multiple levels of resolution, e.g. first to obtain a course layout of the image at lower levels (e.g. 64 × 64 pixels) and then to iteratively improve the details of the image on higher resolutions (e.g. 128 × 128 and 256 × 256 pixels). This approach has led to good results on reasonably simple, well-structured data sets containing a specific class of objects (e.g. faces, birds, or flowers) at the center of the image. In this work we extend this approach by additionally focusing specifically on salient objects within the generated image. Furthermore, we introduce a new evaluation metric called Semantic Object Accuracy (SOA) that is able to evaluate generated images on a more fine-grained level than existing evaluation metrics.
Once the images and textual descriptions become more complex, e.g. by containing more than one object and having a large variety in backgrounds and scenery settings, however, the image quality drops drastically. This is likely because until recently almost all approaches were only conditioned on an embedding of the complete textual description, without paying attention to individual objects or relations between objects. Recent approaches have started to tackle this challenge by either relying on specific scene layouts [2] or by explicitly focusing on individual objects within the image [3] , [4] . However, generating complex • The authors are with the Knowledge Technology Group, Department of Informatics, Universität Hamburg, Vogt-Koelln-Str. 30, 22527 Hamburg, Germany, Email: {hinz,heinrich,wermter}@informatik.uni-hamburg.de scenes containing multiple objects from a big variety of classes is still a challenging problem. Furthermore, the most commonly used evaluation metrics for GANs, the Inception Score (IS) [5] and the Fréchet Inception Distance (FID) [6] , are not designed to evaluate images that contain multiple objects and depict complex scenes. In fact, both of these metrics depend on an image classifier (the Inception-Net), which is pre-trained on Im-ageNet, a data set whose images almost always contain only a single object centered in the image. They also do not evaluate the consistency between image description and generated image and, therefore, can not evaluate whether a model generates images that actually depict what is described in the caption. Even evaluation metrics specifically designed for text-to-image synthesis evaluation such as the R-precision [7] often fail to evaluate more detailed aspects of an image, such as the quality of individual objects.
As such, our contributions are twofold: we introduce a novel GAN architecture called OP-GAN that focuses specifically on individual objects and generates them at meaningful locations in the image, while simultaneously generating a background that fits with the overall image description. Our approach relies on an object pathway similar to [3] , which iteratively attends to all objects that need to be generated given the current image description and which is conditioned on the image description and a one-hot label describing the object's class (e.g. "person"). In parallel, a global pathway generates the background features which later on get merged with the object features.
Second, we introduce an evaluation metric specifically for text-to-image synthesis tasks which we call Semantic Object Accuracy (SOA). In contrast to most current evaluation metrics, our metric focuses on individual objects and parts of an image and also takes the caption into consideration arXiv:1910.13321v1 [cs.CV] 29 Oct 2019 when evaluating an image. Image descriptions often explicitly or implicitly mention what kind of objects are seen in an image, e.g. an image described by the caption "a person holding a cell phone" should depict both a person and a cell phone. To evaluate this, we sample all image captions from the COCO validation set that explicitly mention one of the 80 main object categories (e.e. "person", "dog", "car", etc.) and use them to generate images. We then use a pre-trained object detector [8] and check whether it detects the explicitly mentioned objects within the generated images.
We evaluate several variations of our proposed model as well as several state-of-the-art approaches that provide pretrained models. Our results show that current architectures are not able to generate images that contain objects of the same quality as the original images. While some models already achieve results close to or better than real images on scores such as the IS and R-precision, none of the models comes close to generating images that achieve SOA scores close to the real images. However, our results also show that models that attend to individual objects in one way or another tend to perform better than models, which only focus on global image semantics.
RELATED WORK
Modern architectures are able to synthesize realistic, highresolution images of many domains, such as faces, birds, and flowers. In order to generate images of relatively high resolution many GAN [1] architectures use multiple discriminators at various resolutions [9] . Additionally, most GAN architectures now use some form of attention for improved image synthesis [7] as well as matching aware discriminators [10] which need to identify whether real images correspond to a given textual description.
Originally, most GAN approaches for text-to-image synthesis encoded the textual description into a single vector which was then used as a condition in a conditional GAN (cGAN) architecture [9] , [10] . However, this faces limitations when the image content becomes more complex and consists of multiple objects as e.g. in the COCO data set [11] . As a result, many approaches now use attention mechanisms to attend to specific words of the sentence [7] , use intermediate representations such as scene layouts [2] , condition on additional information such as object bounding boxes [3] or perform interactive image refinement [12] . Many approaches also generate images directly from semantic layouts without any additional textual input [13] , [14] . Some approaches perform a multimodal translation from text to images and back. [15] introduce a bidirectional architecture that does both text-to-image and image captioning. Similarly, [16] learn text-to-image by redescription, i.e. they train a textto-image model and an image captioning model. They then compare the generated image caption for the generated image with the original image caption to train their textto-image model.
Direct Text-to-Image Synthesis Approaches that do not rely on additional conditional information and do not use any intermediate representations such as scene layouts use only the image caption as conditional input. [10] use a GAN to generate images from captions directly and without any attention mechanism. Captions are embedded and used as conditioning vector and they introduce the widely adopted matching aware discriminator. The matching aware discriminator is trained to distinguish between real and matching caption-image pairs ("real") and real but mismatching caption-image pairs ("fake") as well as matching caption with generated images ("fake"). [17] modify the sampling procedure during training to obtain a curriculum of mismatching caption-image pairs and introduce an auxiliary classifier that specifically predicts the semantic consistency of a given caption-image pair. [9] , [18] use multiple generators and discriminators for text-to-image synthesis and are one of the first ones that achieve good image quality at resolutions of 256 × 256 on complex data sets such as the COCO data set. [19] have a similar architecture as [18] with multiple discriminators but only use one generator. [20] manage to generate realistic high-resolution images from text with a single discriminator and generator.
[7] extend [9] and are the first ones to introduce an attention mechanism to the text-to-image synthesis task with GANs. The attention mechanism attends to specific words in the caption and conditions different image regions on different words to improve the overall image quality. [21] extend on this and also consider semantics from the text description during the generation process. [22] introduce a dynamic memory part that selects "bad" parts of the initial image and tries to refine them based on the most relevant word for the given part of the image. [23] refine the attention module by having spatial and channel-wise wordlevel attention and introduce a word-level discriminator to provide fine-grained feedback based on individual words and image regions associated with that word.
Text-to-Image Synthesis with Layouts When using more complex data sets that contain multiple objects per image, generating an image directly becomes more difficult. Therefore, many current approaches use additional information such as bounding boxes for objects or intermediate representations such as scene graphs or scene layouts. There are some approaches that can be seen as models that generate these image layouts for models that need it [24] , [25] , [26] . [27] and [28] build on [10] by additionally conditioning the generator on bounding boxes or keypoints of relevant objects. [29] decomposition textual description into basic visual primitives to generate images in a compositional manner. [2] introduced the concept of a scene graph. They take the caption as input and first generate a scene graph from it which is then used to generate an image layout and finally the image. Similar to [2] [30] use the caption to infer a scene layout which is then used to generate images.
Given a coarse image layout (bounding boxes and object labels) [31] generate images by disentangling each object into a specified part (e.g. object label) and unspecified part (appearance). [3] generate images conditioned on bounding boxes for the individual foreground objects by introducing an object pathway that is dedicated to generating individual objects. [4] update the grid-based attention mechanism [7] by combining attention with scene layouts and using attention to attend to individual objects of the scene layout. Additionally, an object discriminator is introduced which focuses on individual objects and provides feedback whether the object is at the right location and matches the description.
[32] refine the attention grid-based attention mechanism between word phrases and specific image regions of various sizes based on an initial set of bounding boxes.
[33] introduce a new feature normalization method and fine-grained mask maps to generate visually different images from a given layout. [34] generate images from scene graphs and allow the model to crop objects from other images to paste them into the generated image at the correct location. [35] generate a visual-relation scene layout based on the caption. For this, they introduce a dedicated module, the visual-relation layout module, which generates bounding boxes for entities in a given caption.This visualrelation layout is then used to condition the GAN network during the image generation process.
Semantic Image Manipulation Finally, there is a growing body of work that allows humans to directly describe the image in an iterative process or that allows for direct semantic manipulation of the image. [12] add dialogues to improve the generation process which is not only conditioned on an image caption but also on a dialogue describing the image. [36] facilitate semantic image manipulation by using an image layout as an intermediate representation at which the user can perform manipulation, e.g. adding or removing objects. [37] allow users to input object instance masks into an existing image represented by a semantic layout. Once the user chose an object mask one network decides where within the image layout it should be positioned and another network decides on the concrete object mask. The output is the updated image layout which could, in theory, be used by other approaches to synthesize real images. [38] generate images iteratively from consecutive textual commands, [39] provide interactive image editing, based on a current image and instructions on how to update the image, and [40] generate individual images for a sequence of sentences. [41] do interactive image generation but do not use text as direct input but instead update the scene graph from the text over the course of the interaction. [42] , [43] and [44] modify visual attributes of individual objects in an image while keeping text irrelevant parts of the image the same as before.
APPROACH
A traditional generative adversarial network (GAN) [1] consists of two networks: a generator G which generates new data points from randomly sampled inputs, and a discriminator D which tries to distinguish between generated and real data samples. In conditional GANs (cGANs) [45] both the discriminator and the generator are conditioned on additional information, e.g. a class label or textual information. This has been shown to improve performance and leads to more control over the data generating process. For a traditional cGAN with generator G, discriminator D, condition c (e.g. a class label), data point x, and a randomly sampled noise vector z the training objective V is:
We use the AttnGAN [7] as our baseline architecture and add our object-centric modifications to it. The AttnGAN is a conditional GAN for text-to-image synthesis that uses attention and a novel additional loss to improve the quality of the generated images and their conformity to the image caption. Similarly to previous approaches, it consists of a generator and three discriminators, see the top row of Figure 1 for an overview. The discriminators provide feedback at various stages of the image generation process to stabilize training.Attention is used such that different words of the caption have more or less influence on different regions of the generated image. This means that, for example, the word "sky" has more influence on the generation of the top half of the image than the word "grass" even if both words are present in the image caption.
Additionally, [7] introduce the Deep Attentional Multimodal Similarity Model (DAMSM). The DAMSM computes the similarity between images and captions and is pre-trained on real images and associated captions. The resulting DAMSM is then used during training the GAN to provide additional, fine-grained feedback to the generator about how well the generated image matches the caption for which it was generated.
We adapt the AttnGAN architecture with multiple object pathways which are learned end-to-end in both the discriminator and the generator, see B and C in Figure 1 . These object pathways are conditioned on individual object labels (e.g. "person", "car", etc.) and the same object pathway is applied multiple times at a given image resolution at different locations and for different objects. This is similar to the approach introduced by [3] . However, [3] only use one object pathway in the generator at a small resolution of 16 × 16 and only the discriminator working on 64 × 64 pixel images was equipped with an object pathway. In our approach, the generator contains three object pathways at various resolutions (16 × 16, 64 × 64, and 128 × 128) to further refine object features at higher resolutions. Additionally, each of our three discriminators working on image resolutions of 64 × 64, 128 × 128, and 256 × 256 respectively is equipped with its individual object pathway, see D in Figure 1 . For a more detailed overview of our architecture see the supplementary material.
For a given image caption ϕ we have several objects which are associated with this caption and which we represent with one-hot vectors σ i , i = 1...n (e.g. σ 0 = person, σ 1 = car, etc.). Each object pathway at a given resolution is applied iteratively for each of the objects σ i at a given location. The location is determined by a bounding box describing the object's location and size in the image. Each object pathway starts with an "empty" zero-tensor ρ and the features that are generated (generator) or extracted (discriminator) are added onto ρ at the location of the specific object's bounding box. After the object pathway has processed each object, ρ contains features at each of the objects' locations and is zero everywhere else.
In the generator, we first concatenate the image caption's embedding ϕ, the one-hot label σ i , and some randomly sampled noise vector z. This concatenated vector is then used to obtain the final conditioning label ι i for the current object σ i by applying a fully connected layer with a non-linearity to it (A in Figure 1 ). The generator's first object pathway takes this conditioning label ι i , replicates it spatially to a resolution of 4 × 4, and then uses multiple convolutional layers and nearest neighbor upsampling to generate features for the given object at a spatial resolution of 16 × 16. The features are then transformed onto ρ into the location of the respective bounding box with a spatial transformer network (STN) [46] . This procedure is repeated for each object σ i associated with the given caption ϕ (B.2 in Figure 1 ).
The global pathway in the first generator also gets the locations and labels for the individual objects. It spatially replicates these labels at the locations of the respective bounding boxes and then applies some convolutional layers to the resulting layout to obtain a layout encoding (B.1 in Figure 1 ). This layout encoding, the image caption, and the randomly sampled noise are used to generate coarse features for the full image at low resolution.
At higher levels in the generator the object pathways are conditioned on the object features at the location of the current object and the one-hot label σ i for that object (C.2 in Figure 1 ). For this, we again use an STN to extract the features at the bounding box location of the object σ i and resize the features to a spatial resolution of 16 × 16 (second object pathway) or 32×32 (third object pathway). We obtain a conditioning label in the same manner as for the first object pathway, replicate it spatially to the same dimension as the extracted object features, and concatenate it with the object features along the channel axis. Following this, we again apply multiple convolutional layers and nearest neighbor upsampling to update the features of the given object and transform them to a higher resolution (64 × 64 and 128 × 128 respectively). Finally, as in the first object pathway, we use an STN to transform the features into the bounding box location and add them onto ρ. The global pathway in the higher layers (C.1 in Figure 1 ) stays unchanged from the baseline architecture, i.e. it is the same as in the original AttnGAN.
Our final loss function for the generator is the same as in the original AttnGAN and consists of an unconditional, a conditional, and a caption-image matching part. The unconditional loss is
the conditional loss is
and the caption-image matching loss is
which measures text-image similarity at the word level and is calculated with the pre-trained models provided by [7] . The complete loss for the generator then is:
where we set λ = 50 as in the original implementation. As in our baseline architecture, we employ three discriminators at three spatial resolutions: 64 × 64, 128 × 128, and 256 × 256. Similarly to the generator, each discriminator possesses a global and an object pathway which extracts features in parallel (D in Figure 1 ). Each discriminator's global pathway takes the whole image as input and extracts features (D.1). Each discriminator possesses its own object pathway (D.2) which is used to extract features of individual objects at different locations. We first use an STN to extract the features of the object σ i at the location specified by its bounding box. The extracted object features are transformed with the STN to the respective spatial resolution for the three discriminators and are then concatenated along the channel axis with the one-hot vector σ i describing the object which should be at this location. The respective object pathway then applies multiple convolutional layers before adding the extracted features onto ρ at the location of the bounding box with the help of an STN.
The global pathway in each of the discriminators works on the full input image and applies convolutional layers with stride two to decrease the spatial resolution. Once the spatial resolution reaches that of the tensor ρ we concatenate the two tensors (full image features and object features ρ) along the channel axis. We follow the implementation of the AttnGAN and use convolutional layers with stride two to further reduce the spatial dimension until we reach a resolution of 4 × 4.
As in the original AttnGAN, we calculate both a conditional (image and image caption) and an unconditional (only image) loss for each of the three discriminators. The conditional input c during training consists of the image caption embedding ϕ and the information about objects σ (bounding boxes and object labels) associated with the image x, i.e. c = {ϕ, σ}. In the unconditional case the discriminators are trained to classify images as real or generated without any influence of the image caption by minimizing the following loss:
(6) In order to optimize the conditional loss we concatenate the extracted features with the image caption embedding ϕ along the channel axis and minimize
for each discriminator. Finally, to specifically train the discriminators to check for caption-image consistency we use the matching aware discriminator loss [10] with mismatching caption-image pairs and minimize
where image x and caption ϕ are sampled individually and randomly from the data distribution and are, therefore, unlikely to align. We introduce an additional loss term similar to the matching aware discriminator loss V cls (D) which works on individual objects. Instead of using mismatching imagecaption pairs, we use correct image-caption pairs, but with incorrect bounding boxes and minimize:
Thus, the complete objective we minimize for each individual discriminator is:
We leave all other training parameters as in the original implementation and the training procedure itself also stays the same.
EVALUATION OF TEXT-TO-IMAGE MODELS
Quantitatively evaluating generative models is difficult [47] . While there are several evaluation metrics that are commonly used to evaluate GAN models, many of them have known weaknesses and are not designed specifically for text-to-image synthesis tasks. In the following, we first discuss some of the common evaluation metrics for GANs, their weaknesses and why they might be inadequate for evaluating text-to-image synthesis models. Following this, we introduce our novel evaluation metric, Semantic Object Accuracy (SOA), and describe how it can be used to evaluate text-to-image models in more detail.
Current Evaluation Metrics
Inception Score and Fréchet Inception Distance Most GAN approaches are trained on relatively simple images which only contain one object at the center (e.g. ImageNet, CelebA, etc). These methods are evaluated with metrics such as the Inception Score (IS) [5] and Fréchet Inception Distance (FID) [6] , which use an Inception-Net usually pre-trained on ImageNet. The IS evaluates roughly how distinctive an object in each image is (i.e. ideally the classification layer of the Inception-Net has small entropy) and how many different objects the GAN generates overall (i.e. high entropy in the output of different images). The FID measures how similar generated images are to a control set of images, usually the validation set. For this, it compares the activations of the final convolutional layer of the Inception-Net for generated and real images and calculates the Wasserstein-2 distance between the two. Consequently, the IS should be as high as possible, while the FID should be as small as possible. Both evaluation metrics have known weaknesses [48] , [49] . For example, the IS does not measure the similarity between objects of the same class, so a network that only generates one "perfect" sample for each class can achieve a very good IS despite showing an intra-class mode dropping behavior. Li et al. [4] also note that the IS overfits within the context of text-to-image synthesis and can be "gamed" by increasing the batch size at the end of the training. Furthermore, the IS uses the output of the classification layer of an Inception-Net pre-trained on the ImageNet data set. This might not be the best thing to do on a more complex data set in which each image contains multiple objects at distinct locations throughout the image, as opposed to the ImageNet data set which consists of images usually depicting one object in the image center. Figure 2 shows some exemplary failure cases of the IS on images sampled from the COCO data set. The FID relies on representative ground truth data to compare the generated data against and also assumes that features are of Gaussian distribution, which is often not the case. For more complex data sets the FID also still suffers from the problem that the image statistics are obtained with a network pre-trained on ImageNet which might not be a representative data set. R-precision [7] use the R-precision metric to evaluate how well an image matches a given description or caption. Examples when IS fails for COCO images. The top row shows images for which the Inception-Net has very high entropy in its output layer, possibly because the images contain more than one object and are often not centered. The second row shows images containing different objects and scenes which were nonetheless all assigned to the same class by the Inception-Net, thereby negatively affecting the overall predicted diversity in the images.
For this, first, an image is generated conditioned on a given caption. Then, another 99 captions are chosen randomly from the dataset. Both the generated images and the 100 captions are then encoded with the respective image and text encoder. Finally, the cosine distance between the image embedding and each caption embedding is calculated to obtain a similarity score between the given image and caption. The 100 captions are then ordered in descending similarity and the top k (usually k=1) most similar captions are used to calculate the R-precision.
Intuitively, R-precision calculates if the real caption is more similar to the generated image (in feature space) than 99 randomly sampled captions. However, the drawback is that this metric does not necessarily evaluate the quality of individual (foreground) objects. For example the real caption could state that "there is a person standing on a snowy hill" while the 99 random captions do not mention "snow" (which usually covers most of the background in the generated image) or "person" (but e.g. giraffe, car, bedroom, etc). In this case, an image with only white background (snow) would already make the real caption rank very highly in the metric and if there is a shape roughly resembling a person somewhere in the image the real caption would most likely be ranked at the top. See Figure 3 for a visualization of this. As such, this metric does not focus on the quality of individual objects but rather concentrates on global background and salient features.
Classification Accuracy Score [50] introduce the Classification Accuracy Score (CAS) to evaluate conditional image generation models. For this, a classifier is trained on images generated by the conditional generative model. The classifier's performance is then evaluated on the original test set of the data set that was used to train the generative model. If the classifier achieves high accuracy on the test set this indicates that the data it was trained on is representative of the real distribution. The authors find that neither the IS, the FID, nor combinations thereof are predictive of the CAS, further indicating that the IS and FID are only of limited use for evaluating image quality.
In contrast to the IS, which measures the diversity of a whole set of images, the diversity score [31] measures the perceptual difference between a pair of images in feature space. This metric can be useful when images are generated from conditional inputs (e.g. labels or scene layouts) to examine whether a model can generate diverse outputs for a given condition (e.g. generate visually different cats). However, the metric does not say anything directly about the quality of the generated images or their congruence with any conditional information. [14] , [51] , [52] run a semantic segmentation network on generated images and compare the predicted segmentation mask to the ground truth segmentation mask used as input for the model. However, this metric needs a ground truth semantic segmentation mask and does not provide information about specific objects within the image.
Semantic Object Accuracy (SOA)
So far, most evaluation metrics are designed to evaluate the holistic image quality but do not evaluate individual areas or objects within the image. Furthermore, except for R-precision, none of the scores takes the image caption into account when evaluating the generated image. To address the challenges and issues mentioned above we introduce a novel evaluation metric based on a pre-trained object detection network 1 . The pre-trained object detector is used to evaluate images by checking if it recognizes specific objects that the image should contain based on the caption or image description. For example, if the image caption is "there is a person eating a pizza" we can infer that the image should contain both a person and a pizza and the object detector should ideally be able to recognize both objects within the image. Since this evaluation measures directly whether objects specifically mentioned in the caption are recognizable in an image we call this metric Semantic Object Accuracy (SOA). Some previous works have used similar approaches to evaluate the quality of the generated images. [3] evaluate how often expected objects (based on the caption) are detected by an object detector. However, only a subset of the captions is evaluated (only for the 30 most common objects) and the evaluated captions contain false positives (e.g. captions containing the phrase "hot dog" are evaluated based on the assumption that the image should contain a dog). [15] introduce a detection score that calculates (roughly) whether a pre-trained object detector detects an object in a generated 1. Code to use the evaluation metric: https://github.com/tohinz/ semantic-object-accuracy-for-generative-text-to-image-synthesis image with high certainty. No information from the caption is taken into account in this evaluation though, meaning any detection with high confidence is "good" even if the detected object does not make sense in the context of the caption. [53] use a pre-trained object detector to calculate the mean average precision and report precision-recall curves. However, the evaluation is done on synthetic data sets and without textual information as conditional input. [31] use classification accuracy as an evaluation metric in which they report the object classification accuracy in generated images. For this, they use a ResNet-101 model which is trained on real objects cropped and resized from the original data. However, in order to calculate the score, the size and location of each object in the generated image must be known, so this evaluation is not directly applicable to approaches that do not use scene layouts or similar representations. [35] use recall and intersection-over-union (IoU) to evaluate the bounding boxes in their generated scene layout but do not apply these evaluations to generated images directly.
SOA Since we work with the COCO data set we filter all captions in the validation set for specific keywords that are related to the available labels for objects (e.g. person, car, zebra, etc). For each of the 80 available labels in the COCO data set we find all captions that imply the existence of the respective object and use the model that is to be evaluated to generate three images for each of the captions. See the supplementary material for a detailed overview of how exactly the captions were chosen for each label. We then run the YOLOv3 network [8] pre-trained on the COCO data set on each of the generated images and check whether it recognizes the given object. We report the recall as a class average (SOA-C), i.e. in how many images per class, the YOLOv3 on average detects the given object, and as an image average (SOA-I), i.e. on average in how many images a desired object was detected. Specifically, the SOA-C is calculated as
for object classes c ∈ C and images i ∈ I c that are supposed to contain an object of class c. The SOA-I is calculated as
and YOLOv3(i c ) = 1 if YOLOv3 detected an object of class c 0 otherwise .
(13) Since many images can also reasonably contain objects that are not specifically mentioned (for example an image described by "lots of cars are on the street" could still contain persons, dogs, etc) in the caption we do not calculate a false negative rate but instead only focus on the recall, i.e. the true positives. See the supplementary material for a more detailed overview of which keywords we use for each of the object labels to filter relevant captions and which keywords are excluded to increase the number of relevant captions.
SOA-Intersection over Union Several approaches (e.g. [3] , [4] , [30] , [31] , [35] ) use additional conditioning information such as scene layouts or bounding boxes. For these approaches, our evaluation metric can also calculate the intersection over union (IoU) between the location at which different objects should be and locations at which they are detected, which we call SOA-IoU. To calculate the IoU we use every image in which the YOLOv3 network detected the respective object. Since many images contain multiple instances of a given object we calculate the IoU between each predicted bounding box for the given object and each ground truth bounding box. The final IoU for a given image and object is then the maximum of the values, i.e. the reported IoU is an upper bound on the actual IoU.
Overall this approach allows a more fine-grained evaluation of the image content since we can now also focus on individual objects and their features within the images. To get an easier idea of the overall performance of a given model we calculate both the class average recall/IoU (SOA-C/SOA-IoU-C) and image average recall/IoU (SOA-I/SOA-IoU-I). Additionally, we report the SOA-C for the forty most and least common labels (SOA-C-Top40 and SOA-C-Bot40) to see how well the model can generate objects of common and less common classes.
EXPERIMENTS
We perform multiple experiments and ablation studies on our approach 2 . In a first step, we add the object pathway (OP) on multiple layers of the generator and to each discriminator and call this model OPv2. We also train this model with the additional bounding box loss we introduced in section 3. When the model is trained with the additional bounding box loss we refer to it as BBL.
Different approaches differ in how many objects per image they use during training. If an image layout is used typically all objects (foreground and background) are used as conditioning information. Other approaches limit the number of objects per image they use per training [2] , [3] .
To examine the effect of training with different numbers of objects per image we train our approach with either a maximum of three objects per image (standard) or with up to ten objects per image, which we refer to as many objects (MO). When training with a maximum of three objects per image we sample randomly from the training set at train time, i.e. each batch contains images which contain zero to three objects. If an image contains more than three objects we choose the three largest ones in terms of area of the bounding box.
When training with up to ten objects per image we slightly change our sampling strategy so that each batch consists of images that contain the same amount of objects. This means that, e.g., each image in a batch contains exactly four objects, while in the next batch each image might contain exactly seven objects. This increases the training efficiency as most of the images contain less than five objects.
As a result of the different settings we perform the following experiments: 1) OPv2: apply the object pathway (OP) on multiple layers of the generator and on all discriminators, 2 . Code for all experiments: https://github.com/tohinz/semanticobject-accuracy-for-generative-text-to-image-synthesis training without the bounding box loss and with a maximum of three objects per image. 2) OPv2 + BBL: same as OPv2 but with the bounding box loss added to the discriminator loss term. 3) OPv2 + MO: same as OPv2 but with a maximum of ten objects per image. 4) OPv2 + BBL + MO (OP-GAN): combination of all three approaches.
We train each model two times on the 2014 split of the COCO data set and except for the changes outlined here the training procedure and all hyperparameters stay the same as in the original AttnGAN [7] . Crucially, no hyperparameter tuning was performed and the entire preprocessing chain stays the same. At test time we use bounding boxes generated by a network [4] as the conditioning information. Therefore, except for the image caption no other ground truth information is used at test time. Table 1 and Table 2 give an overview of our results and results from the recent literature for the COCO data set. The first half of the table shows the results on the original images from the data set and results from related literature while the second half shows our results. To make a direct comparison we calculated the IS, FID, and R-precision scores ourselves for all models which are provided by the authors. When no pre-trained model is available we report the results directly from the papers. As such, the values from AttnGAN [7] , AttnGAN+OP [3] , Obj-GAN [4] , and DM-GAN [22] are the ones most directly comparable to our reported values since they were calculated in the same way.
EVALUATION AND ANALYSIS
Note that there is some inconsistency in how the FID is calculated in different prior works. Some approaches, e.g. [4] , compare the statistics of the generated images only with the statistics of the respective "original" images (i.e. the images corresponding to the captions that were used to generate a given image). We, on the other hand, generate 30,000 images from 30,000 randomly sampled captions and compare their statistics with the statistics of the full validation set. Many of the recent publications also do not report the FID or R-precision. This makes a direct comparison difficult as the IS is likely the least meaningful score of the three since it easily overfits [4] and due to the reasons mentioned in section 4. We calculate each of the reported values of our models (IS, FID, R-precision) three times for each trained model (i.e. six times in total) and report the average and standard deviation. To calculate the SOA scores we generate three images for each caption in the given class, except for the "person" class, for which we randomly sample 30,000 captions (from over 60,000) and generate one image for each of the 30,000 captions.
Quantitative Results
Overall Results As Table 1 shows, all our models outperform the baseline AttnGAN in all metrics. The IS is increased by 16 − 21%, the R-precision by 6 − 8%, the SOA-C by 19 − 27%, the SOA-I by 18 − 22%, and the FID by 13 − 17%. This was achieved by simply adding our object pathways to the baseline model without any further tuning of the architecture, hyperparameters, or the training procedure. Our approach also outperforms most other approaches based on FID, R-precision, SOA-C, and SOA-I. We also report the results for our models when using the ground truth bounding boxes at test time in the supplementary material. While there are two approaches that report a IS higher than our models, it has previously been observed that this score is most likely the least meaningful for this task and can be gamed to achieve higher numbers [4] , [49] . The DM-GAN is the only model that performs on par or better than our model based on the scores, however, the differences in the scores might be reduced if we fine-tuned our models' hyperparameters.
We also calculated the various scores for the original images of the COCO data set. For the IS we sampled three times 30,000 images from the validation set and resized them to 256 × 256 pixels. To calculate the FID we randomly sampled three times 30,000 images from the training set and compared them to the statistics of the validation set. The R-precision was calculated on three times 30,000 randomly sampled images and the corresponding caption from the validation set and the SOA-C and SOA-I were calculated on the real images corresponding to the originally chosen captions.
As we can see, the IS is close to the current state of the art models with a value of 34.88. It is possible to achieve a much higher IS on other, simpler data sets, e.g. IS > 100 on the ImageNet data set [54] . This indicates that the IS is indeed not a good evaluation metric, especially for complex images consisting of multiple objects and various locations. The difference between the R-precision on real and generated images is even larger. On the original images, the R-precision score is only 68.58, which is much worse than what current models can achieve (> 88).
One reason for this might be that the R-precision calculates the cosine similarity between an image embedding and a caption embedding and measures how often the caption that was used to generate an image is more similar than 99 other, randomly sampled captions. However, the same encoders that are used to calculate the R-precision are also used during training to minimize the cosine similarity between an image and the caption is was generated from. As a result, the model might already overfit to this metric through the training procedure. Our observation is that the models tend to heavily focus on the background to make it match a specific word in the caption (e.g. images tend to be very white when the caption mentions "snow" or "ski", very blue when the caption mentions "surf" or "beach", very green when the caption mentions "grass" or "savanna", etc.) This matching might lead to a high R-precision score since it leads, on average, to a large cosine similarity. Real images do not always reflect this, since a large part of the image might be occupied by a person or an animal, essentially "blocking out" the background information. Regardless of what the actual reason is, the question remains whether evaluation metrics like the IS and R-precision are meaning-and helpful when models that can not (as of now) generate images that would be confused as "real" achieve scores comparable to or better than real images.
The FID and the SOA values are the only two evaluation metrics (that we used) for which none of the current state of the art models can come close to the values obtained with the original images. The FID is still much smaller on the real data (6.09) compared to what current models can achieve (> 26 for the best models). While the FID still uses a network pre-trained on ImageNet it compares activations of convolutional layers for different images and is, therefore, likely still more meaningful and less dependent on specific object settings than the IS. Similarly, the SOA-C (SOA-I) on real data is 74.97 (80.84), while current models achieve values of around 30 − 35 (40 − 48) . Since the network used to calculate the SOA values is not part of the training loop the models can not easily overfit to this evaluation metric like they can for the R-precision. Furthermore, the results of the SOA evaluation confirm the impression that none of the models is able to generate images with multiple distinct objects of a quality similar to real images.
Impact of the Object Pathway
To get a clearer understanding of how the evaluation metrics might be impacted by the object pathway we calculate our scores for a different number of generated objects. More specifically, we only apply the object pathway for a maximum given number of objects (0, 1, 3, or 10) per image. Intuitively, we would assume that without the application of the object pathway the IS and FID should be decreased, since the object pathway is not used to generate any object features and the images should, therefore, consist mostly of background. Additionally, we can get an intuition of how important the object pathway is for the overall performance of the network by looking at how it affects the R-precision and SOA-C.
As Table 1 shows, all models perform markedly worse when the object pathway is not used (0 obj). Interestingly, we find that the models trained with up to ten objects per image seem to rely more heavily on the object pathway than models trained with only three objects per image. For models trained with only three objects per image (OPv2 and OPv2 + BBL) the IS decreases by around 0 − 1, the R-precision decreases by around 2 − 3, the SOA-C (SOA-I) decreases by around 5 (7 − 9) and the FID increases by around 3 − 5. On the other hand, models trained with up to 10 objects suffer much more when the object pathway is removed, with the IS decreasing by around 4 − 6, the Rprecision decreasing by around 9 − 14, the SOA-C (SOA-I) decreasing by around 12−14 (20−22) and the FID increasing by around 10 − 20. These results indicate that the object pathway is indeed an important part of the model and is responsible for at least some of the improvements compared to the baseline architecture.
Impact of Bounding Box Loss
Adding the bounding box loss to the object pathways slightly improves the IS, FID, and SOA-C, but has a small negative effect on the R-precision. Note that the weighting of the bounding box loss in the overall loss term was not optimized but simply weighted with the same strength as the matching aware discriminator loss L cls D . It is possible that the positive effect of the bounding box loss could be increased by weighting it differently. When we look at the results of the SOA evaluation we see that the bounding box loss has a negative effect on the SOA-IoU values (i.e. objects are not perfectly located where the bounding box is defined), but slightly TABLE 1 Inception Score (IS), Fréchet Inception Distance (FID), R-precision, and Semantic Object Accuracy on Class (SOA-C) and Image Average (SOA-I) on the MS-COCO data set. Results of our models are obtained with generated bounding boxes (results with ground truth bounding boxes in the supplementary material). Scores for models marked with † were calculated with a pre-trained model provided by the respective authors. increases the performance of the general SOA scores.
Impact of Training on Many Objects
Training the model with up to ten objects per image has only minor effects on the IS and SOA-C, but improves both the FID and R-precision. However, we observe that the models trained with only three objects per image slightly decrease in their performance once the object pathway is applied multiple times. Usually, the models trained on only three objects achieve their best performance when applying the object pathway only once, i.e. only generating one object. Once the model is trained on up to ten objects though, we do not observe this behavior anymore and instead achieve comparable or even better results when applying the object pathway more than once per image. Table 2 shows the results for the SOA and SOA-IoU. The SOA-I values are consistently higher than the SOA-C values. Since the SOA-I is calculated on image average (instead of class average like the SOA-C) it is skewed by objects that often occur in captions and images (e.g. persons, cats, dogs, etc.). The SOA values for the most and least common 40 objects show that the models perform much better on the more common objects. Actually, most models perform about two to three times better on the common objects showing their problem in generating objects that are not often observed during training. For a detailed overview of how each model performed on the individual labels please refer to the supplementary material.
SOA Scores
When we look at the IoU scores we see that the Obj-GAN [4] achieves by far the best IoU scores (around 0.5), albeit at the cost of lower SOA scores. Our models usually achieve an IoU of around 0.2 − 0.3 on average. Training with up to ten objects per image and using the bounding box loss slightly increases the IoU. However, similar to previous work [3] , [4] we find that the AttnGAN architecture tends to place salient object features at many locations of the image which affects the IoU scores negatively.
When looking at the SOA for individual objects (see Figure 5 ) we find that there are objects for which we can achieve very high SOA values (e.g. person, cat, dog, zebra, pizza, etc.). Interestingly, we find that all tested methods perform "good" or "bad" at the same objects. For example, all models perform reasonably well on objects such as person and pizza (many examples in the training set) as well as e.g. plane and traffic light (few examples in the training set). Conversely, all models fail on objects such as table and skateboard (many examples in the training set) as well as e.g. hair drier and toaster (few examples in the training set).
We found that objects need to have three characteristics to achieve a high SOA and the highest SOA scores are achieved when objects possess all three characteristics. The first important characteristic is easily predictable: the higher the occurrence of an object in the training data, the better (on average) the final performance on this object. Secondly, large objects, i.e. objects that usually cover a large part of the image (e.g. bus or elephant), are usually modeled better than objects that are usually small (spoon or baseball glove). The final and more subtle characteristic is the surface texture of an object. Objects with highly distinct surface textures (e.g. zebra, giraffe, pizza, etc.) achieve high SOA scores because the object detection network relies on these textures to detect objects. However, while the models are able to correctly match the surface texture (e.g. black and white stripes for 6 . Generated images and objects recognized by the pre-trained object detector (YOLOv3) which was used to calculate the SOA scores. The results highlight that, like most other CNN based object detectors, YOLOv3 focuses much more on texture and less on actual shapes. a zebra) they are still not capable of generating a realisticlooking shape of many objects. As a result, many of these objects possess the "correct" surface texture but their shape is more a general "blob" consisting of the texture and not a distinct form (e.g. a snout and for legs for a zebra). See Figure 6 for a visualization of this. This is still one of the weaknesses of the SOA score as it might give the wrong impression that an 80% object detection rate for an object means in 80% of the cases the object is recognizable and of real-world quality. This is not the case, as the SOA scores are calculated with a pre-trained object detector which might focus more on the general texture and less on actual shapes of objects [55] . Consequently, the results of the SOA are more aptly interpreted as cases where a model was able to generate features (e.g. textual features) that an independently pre-trained object detector would classify as a given object. The overall quality of the metric is, therefore, strongly dependent on the object detector and future improvements in this area might also lead to more meaningful interpretations of the SOA scores. Figure 4 shows images generated by our different models. All images shown in this paper were generated without ground truth bounding boxes but instead use generated bounding boxes [4] as conditioning information. The first column shows the respective image from the data set, while the next four columns show the generated images. We can see that all models are capable of generating recognizable foreground objects. It is often difficult to find qualitative differences in the images generated by the different models. However, we find that the models using the bounding box loss usually improve the generation of rare objects. Training with ten objects per image usually leads to a slightly better image quality overall, especially for "crowded" images that contain many objects.
As we saw in the quantitative evaluation the object pathway can have a large impact on the image quality. Figure 7 shows what happens when (some of) the object pathways are not used in the full model (OPv2 + BBL + MO). Again, the first column shows the original image from the data set and the second column shows images generated without the use any of the object pathways. The next three columns show generated images when we consecutively use the object pathways, starting with the lowest object pathway and iteratively adding the next object pathway until we reach the full model. When no object pathway is used (first column) we clearly see that only background information is generated. Once the first object pathway is added we also get foreground objects and their quality gets slightly better by adding the higher-level object pathways. Figure 8 shows examples of images generated by our model (OPv2 + BBL + MO) and those generated by several recent state of the art models [3] , [4] , [7] , [22] . We observe that our model often generates images with foreground objects that are more recognizable than the ones generated by the other models. For more common objects (e.g. person, bus or plane) all models manage to generate features that resemble the object but in most cases do not generate a coherent representation from these features and instead distribute them throughout the image. As a result, we notice features that are associated with an object but not necessarily form one distinct and coherent appearance of that object. Our model, on the other hand, is often able to generate one (or multiple) coherent object(s) from the features, see e.g. the generated images containing a bus, cattle, or the plane. When generating rare objects (e.g. cake or hot dog) we can see that our model generated a much more distinct object than the other models. Indeed, most models fail completely to generate rare objects and instead only distribute colors associated with these objects throughout the image. Finally, when we inspect more complex scenes (last two rows on the right) we see that our model is also capable of generating multiple diverse objects within an image. As opposed to the other images for "room showing a sink and some drawers" we can recognize a sink-like shape and drawers in the image generated by our model. Similarly, our model can also generate an image containing a reasonable shape of a banana and a cup of coffee, whereas the other models only seem to generate the texture of a banana without the given shape and completely ignore the cup of coffee.
Qualitative Results

CONCLUSION
In this paper, we introduced a novel GAN architecture (OP-GAN) that specifically models individual objects based on some textual image description. This is achieved by adding object pathways to both the generator and discriminator which learn features for individual objects at different resolutions and scales. Our experiments show that this consistently improves the baseline architecture without object pathways based on quantitative and qualitative evaluations. Furthermore, our model achieves state-of-the art results in common quantitative evaluation metrics and adds an additional level of control over the image generation process.
We also introduce a novel evaluation metric named Semantic Object Accuracy (SOA) which evaluates how well a model can generate individual objects within complex scenes. This new SOA evaluation allows to evaluate text-toimage synthesis models in more detail and to detect failure and success modes for individual objects and object classes. Evaluation of several state-of-the-art approaches using this SOA metric shows that no current approach is able to generate realistic foreground objects for most of the 80 classes in the COCO data set. While some models achieve high accuracy for several of the most common objects, all of them fail when it comes to modeling rare objects or objects that do not have an easily recognizable surface structure. However, using the SOA as an evaluation metric on text-to-image synthesis models provides more detailed information about how well they perform for different object classes or image captions. This is valuable for developing good generative models and can help to guide future improvements on a more meaningful level. Stefan Heinrich received his Diplom (German MSc) in computer science and cognitive psychology from the University of Paderborn, and his PhD in Computer Science from the Universität Hamburg, Germany. He is a postdoctoral research associate at Knowledge Technology, Universität Hamburg in the international collaborative research centre Crossmodal Learning (TRR-169). His research interest is located in between artificial intelligence, cognitive psychology, and computational neuroscience. Here, he aims to explore computational principles in the brain, such as timescales, compositionality, and uncertainty, to foster our fundamental understanding of the brain's mechanisms but also to exploit them in developing machine learning methods for intelligent systems. Table 3 gives a detailed overview of how we chose the captions for each label to calculate the Semantic Object Accuracy (SOA) scores. The second column shows how many captions we found in total for the given label. The third column shows which words we filtered the captions for to obtain captions for the given label. This means that we chose all captions that contained at least one of those words as a valid caption for the given label. In the fourth column we show (were applicable) which words were explicitly excluded when looking for captions for the given label. Finally, the last column shows some examples of "false positives", i.e. captions that are included in the set of captions for the given label even though they do not necessarily explicitly ask for the presence of the given label as understood by humans. Code to use the SOA can be found here: https://github.com/tohinz/semanticobject-accuracy-for-generative-text-to-image-synthesis. Table 4 shows our model's architecture. More details and the code can be found here:https: //github.com/tohinz/semantic-object-accuracy-forgenerative-text-to-image-synthesis. We train our model on four NVIDIA GeForce GTX 1080Ti GPUs. Training one model takes between two and four weeks, depending on the exact setting. Table 5 and Table 6 show the detailed results of the YOLOv3 detection network on the individual labels for all models. Table 7 shows the various scores for our models when they are evaluated with ground truth bounding boxes (instead of generated bounding boxes) at test time. 
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