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Fault diagnosis approaches for nonlinear real-world systems play a very important role in maintaining dependable, 
robust operations of safety-critical systems like aircraft, automobiles, power plants and planetary rovers. They 
require online tracking functions to monitor system behavior and ensure system operations remain within specified 
safety limits.  It is important that such methods are robust to uncertainties, such as modeling errors, disturbance and 
measurement noise. In this thesis, we employ a temporal Bayesian technique called Dynamic Bayesian Networks 
(DBNs) to model nonlinear dynamic systems for uncertain probabilistic reasoning in diagnosis application 
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CHAPTER I
Introduction
Developing fault diagnosis methods for real-world safety-critical systems, like aircraft, trains, automobiles,
power plants, space systems, and planetary rovers is complex because these systems are nonlinear and subject
to disturbances and noise that are non-Gaussian (Dearden and Clancy, 2002). These systems require online
tracking functions to monitor system behavior and to ensure that system operations do not exceed safety
limits. It is important that such methods are robust to uncertainties, such as modeling errors, disturbances
and measurement noise (Francisco and Marek, 2003). Model-based methods for diagnosis of such systems
use measurements to estimate system state, fault detection methods to determine the occurrence of faults
and anomalies, and fault isolation schemes to identify the true fault in the system. Follow up actions can be
implemented to maintain system operations and avoid accidents, even human life loss (Weng and Biswas,
2012).
This thesis develops a dynamic Bayesian network (DBN) (Murphy, 2002) based diagnosis methodology
for handling uncertainties in tracking system behavior, and diagnosing faults in complex, dynamic systems.
A clear and general definition of the diagnostic reasoning problem for dynamic systems operating under un-
certainty is formally defined in uncertain domains. Based on the DBN model, two types of particle filters for
tracking and estimating dynamic system behaviors, are implemented and discussed. The effectiveness and
correctness of this methodology is demonstrated by building a detailed model of the Reverse Osmosis (RO)
system of the Water Recovery System (WRS) of the Advanced Life Support System (ALS) (Biswas et al.,
2004). The data, nominal and faulty data, is collected from an experiment testbed generated using BDM de-
veloped by (Szarka, 2011). Various fault scenarios were created and simulated with our DBN based diagnosis
framework. Experimental studies conducted with simulated data are presented, and the effectiveness of the
approach is discussed.
I.1 Motivation
Mission critical dynamic system such as the Water Recovery System (WRS) of the Advanced Life Support
Systems (ALS), which was designed to support life for extended duration manned space missions (Duffield
and Hanford, 2002) contain a number of interacting subsystems, such as the Biological Water Processing
system (BWP), Reverse Osmosis system (RO), Post Processing (PP) and Air Evaporation (AES) (Biswas
et al., 2004), that must operate at a high level of autonomy so as not to detract from other mission specific
tasks of the crew. This naturally requires a diagnostic framework that can be applied to detect, isolate and
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identify faults quickly and correctly so as to ensure overall healthy operations. For such an integrated system,
the individual components should be robust to a range of fault occurrences working in the hostile environment
so that the whole system can have the ability to adapt to changing mission objectives, respond to unplanned
events, and even self-tune to work in an acceptable error range (Struss et al., 2010).
Generally speaking, dynamic systems are systems that involve change at all time scales, which are related
sets of processes and reservoirs (places where things can reside or forms in which matter or energy exists)
through which material or energy flows, characterized by continual change (Bice, 2001). It is very important
and meaningful to understand how these systemworks, especially how they respond to changes. Uncertainties
are unavoidable since our models are usually only an approximation to the real system or because of our lack
of knowledge, which can be classified into disturbance signals and dynamic perturbations (Lehner and Sadigh,
1991). Especially for our model-based approaches, the system models must be built at the correct level of
abstraction, balancing the details needed in the model to make the system diagnosable, while keeping the
model complexity low so as not to affect the performance of online diagnosis. Furthermore, the data may be
incomplete, ambiguous, erroneous, or imprecise (Gustavo et al., 1996). These uncertain data may adversely
affect the system behavior, hence making people even harder to estimate and track the time-dependent system,
which differentiate dynamic system from traditional static system.
For present-day, model-based fault diagnosis on dynamic system robust to unlikely events and unantic-
ipated situations has been viewed as the key to maintaining system performance, ensuring system safety,
and prolonging system health (Struss et al., 2010). One set of methods, originated from the field of artifi-
cial intelligence, system models are formalized as a set of interconnected component models, and a range
of algorithms have been developed for localizing and identifying faults in the components. In parallel, the
systems dynamic community have developed model-based fault detection and isolation (FDI) approaches
that include the parity-space approach (Gertler, 1998), the observer-based approaches (Kabore et al., 1999),
and methods based on parameter identification (Ding, 2008). And some other methods are hybrid, and have
adopted qualitative schemes, mixed numerical/qualitative models, topological bond graphs, and probabilistic
graphical models like Bayesian networks (Russell and Norvig, 2010). In addition, faults could manifest at
various locations, and assume a variety of profiles, such as abrupt, incipient, and intermittent, which may
or may not cause detectable changes in system behavior. This also requires fault diagnosis methods to be
generally applicable to different kinds of faults.
To sum up, several developments over the past 25 years have increased the need for online monitoring
and diagnosis in a variety of real-world applications. These drivers include the following: increased needs for
performance and safety (particularly for safety-critical systems), increased complexity of systems (with the
concomitant increased difficulty of manual supervision), and economic factors, like limiting expensive down-
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time of plants, reducing maintenance costs, and improving customer satisfaction, and increased uncertain fac-
tors coming from measurement and process noise, modeling abstractions and unavoidable errors. Supported
by the availability of increased computing power embedded in physical processes, these drivers have led to
a high demand and industrial need for supporting and automating effective diagnostic processes. Based on
an intuitive and theoretically sound mathematical foundation which generates consistent diagnostic results
under uncertainties, probabilistic reasoning techniques are well suited for this purpose. Dynamic Bayesian
Networks (DBN) which capture the uncertainties in the system to be diagnosed and relations among system
states as well as measurements, are one kind of such probabilistic system models. Once such model created
or generated from physical systems, appropriate probabilistic inference approaches like standard Bayesian
inference or particle filters could be used to diagnose faults correctly in presence of uncertainties. The inher-
ent difficulties in developing diagnosis models and inference algorithms at an appropriate level of generality
lays on two parts: the high costs in building models and diagnostic inference should be made more effective.
However, even approximate Bayesian inference schemes can be computationally expensive for huge systems
and may suffer from convergence issues.
I.2 Organization of the thesis
The goal of fault diagnosis is to detect and localize faulty component in a system before the system perfor-
mance degrades so much that it damages the system, and maybe, its human occupants. The thesis addresses
the problem of robust diagnosis in complex, nonlinear systems. It is organized as follows. We begin this
thesis by briefly reviewing the past related work on model-based diagnosis of continuous systems, mathemat-
ically defining the fault diagnosis problem in complex nonlinear systems with uncertainty and discussing our
diagnosis architecture in Chapter 2. Two types of faults, abrupt fault and incipient fault, are also character-
ized. The qualitative diagnosis scheme of TRANSCEND is then introduced, along with the whole modeling
chain, from building bond graph models to deriving temporal causal graphs from the bond graph models. The
overall model-based diagnosis architecture is also described.
Chapter 3 presents the temporal Bayesian method for diagnosis using dynamic Bayesian networks. Its
relationship with Bayesian network, specific representation, model construction methods, and two ways
(generic particle filter and auxiliary particle filter) to do diagnosis reasoning are discussed. The two-tank
system and an electrical system are used as an example to make the theory more understandable.
Chapter 4 presents a case study, the Reverse Osmosis system, part of the Advanced Water Recovery
system, to demonstrate the effectiveness of DBNs based fault diagnosis and compare the performance of
these two particle filters in tracking and estimating state under nominal and faulty conditions.
The discussion and conclusion of this thesis are presented in Chapter 5.
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CHAPTER II
Background
Traditional approaches to the diagnosis are based on a predetermined set of allowable faults, and they typi-
cally fall short in both the performance and diagnostic resolution as the complexity of system and the number
of possible faults increase (Chen, 1994). Modern model-based diagnosis methods employ a model that is
derived from system’s structure and behavior in order to establish the cause of system malfunctions (Ding,
2008). While a number of different model-based fault diagnosis algorithms have been proposed in the past
decades, probabilistic reasoning based on Bayes networks from the AI community has been adapted as a
generalized method for tracking the nominal and faulty behavior of nonlinear dynamic systems in uncertain
environments. For uncertainty, we can deal with it in two ways: extensionally and intensionally (Mihajlovic
and Petkovic, 2001). Extensional systems (also called rule-based systems) are computationally efficient but
their uncertainty measures are semantically weak. On the contrary, intensional systems are generally compu-
tationally expensive and semantically strong. By assigning random variables to represent events and objects
in the world, the current state of the world can be modeled and analyzed according to their joint probabilities.
We begin this chapter by summarizing previous work done by many excellent researchers before focusing on
different probabilistic models for this purpose according to domain of interest, such as, Bayesian reasoning,
evidence theory, robust statics, and recursive operators.
II.1 Related work in Model-based Diagnosis of Dynamic Systems
Model-based diagnosis can be considered as search for system model consistent with observations, while
consistency is checked with logical and algebraic methods (Chen, 1994). Recently, there is an increasing
interest in both research and applications of model-based diagnosis mainly due to their great advantages and
well-founded theoretical backgrounds. This approach is based on an explicit system model applied for di-
agnostic inference. In most cases, the model is component-oriented, just like dynamic Bayesian network
model we propose and employ in this thesis. For each type of component, it includes: a list of its vari-
ables (interface, internal or state variables, parameters), as well as its modes of behaviors (correct and fault
modes). The behavior could describe a set of relations (algebraic and integral). Both the nominal and faulty
behaviors can then be described exploiting different modeling assumptions. There are many variations on
such model-based diagnosis. For example, a model may be qualitative (often based on cause/effect models)
or quantitative (based on numbers and equations); static or dynamic (if it is evolving over time); non-causal
models or causal (if it captures cause/effect information); deterministic or probabilistic models (where incom-
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plete and/or uncertain information is represented using numeric information) (Console and Dressler, 1999).
Bayesian network has proved to be a very good way of dealing with uncertainty of dynamic systems in
diagnosis application domain.
Dynamic Bayesian network(DBN) extends static Bayesian network(BN) by introducing the notion of
time, namely, by adding time slices and specifying transition probabilities between these slices. Based on
Markov assumption, future system states are independent of the past states of the system once the present
states are known. Hence, a first-order DBN is usually defined as two-time slice BN (2TBN), where the
intra-slice dependencies are described by a static BN and inter-slice dependencies describe the transition
probabilities. Diagnosis techniques based on DBN become more and more important in probabilistic fault
diagnosis techniques for dynamic system. Because of the computational complexity of exact inference algo-
rithms based on DBN increases quite quickly with the number of nodes, the research community then convert
to approximate algorithms which include The Boyen-Koller (BK) algorithm (Boyen and Koller, 1998), the
Factored Frontier (FF) algorithm (Zweig, 1996), the interface algorithm (Darwiche, 2001) and Particle Filter
(PF) algorithm (Arulampalam et al., 2002). Most of them decrease the computational complexity at the cost
of sacrificing diagnosis accuracy.
(Lerner et al., 2000) employs DBN representing both nominal and various faulty system behaviors in-
cluding burst faults, measurement errors and gradual drifts, to track and diagnose complex systems with
mixtures of discrete and continuous variables. It focus on five-tank systems that are composed of several
weakly interacting subsystems and future observations are used to help determine likely fault candidates to
keep unchanged and unlikely ones to be collapsed more aggressively.
(Boyen and Koller, 1998) use DBN to monitor dynamic system current status and future trajectory, and
demonstrate how the additional structure of a DBN can be used to design approximation scheme, improving
its performance significantly. The reasoning algorithm proposed maintains an approximate belief state with
compact representation, which also propagate from one time slice to the next. This method guarantees that
the error from approximation do not accumulate. It is validated by applying to water purifying process and
the BAT (Bayesian Automated Taxi) network (Forbes et al., 1995).
(Kawahara et al., 2005) applied DBN into diagnosis for spacecraft. The DBN are initially generated from
prior knowledge, then modified or partly re-constructed by statistical learning with operation data. It shows
that even in complicated fault cases DBN based approach can detect anomaly and make a short list of the
fault positions. However, due to the incompleteness of system’s observability and the inacuracy of DBN’s
representation power, it could be difficult to specify the faults completely.
(Roychoudhury et al., 2010) presents DBN-based distributed diagnosis scheme, where each distributed
diagnoser generates globally correct diagnosis results without a centralized coordinator by communicating a
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minimal number of measurements to decrease the computational complexity. Each local diagnoser guarantees
globally correct diagnosis results and experiment results on an electrical circuit demonstrate the efficacy of
their diagnosis scheme. (Alonso-Gonzalez et al., 2010) also proposes decomposing a system with Possible
Conflicts (PCs) and afterwards, building a DBN factor from each resultant PC to distribute the diagnosis
process and reducing the heavy computational burden.
Apart from diagnosis domain, DBN can be also applied for information fusion where the decisions must
be made efficiently from dynamically available information (Zhang and Ji, 2006), for bioinformatics us-
ing perturbed gene expression data (Dojer et al., 2006), for identifying gene regulatory networks (Zou and
Conzen, 2005), for gesture interaction, audio-video conversation, football game (Jebara, 2005), for vehicle
classification in video (Kafai and Bhanu, 2011), and so on. It is a very active research topic that becomes
more and more popular with a great help of theoretical foundation from probabilistic theory.
II.2 Problem statement
Consider the state equations of a continuous dynamic system (Gustavo et al., 1996):
x(˙t) = A(t)x(t)+B(t)u(t)+Ed(t)+K f (t)
y(t) =C(t)x(t)+D(t)u(t)+Fd(t)+Gf (t),
and the coefficients A, B,C, D are time-varying to denote the nonlinearity of the system. The term Ed models
the unknown inputs to the dynamic process, K f represents the component faults, Fd the unknown input to
the sensor and G f the possible sensor faults.
Definition: A fault is an unpermitted deviation of at least one characteristic property or parameter of the
system from the acceptable, usual, standard condition (de Kleer and Kurien, 2003).
Fault is quite different from failurewhich suggests a complete breakdown of a system or a component, and
malfunctionwhich means the inability of the components to accomplish its function. The faults are principally
reflected in changes of A, B, and C, as well as modeling errors, are considered by f and d associated with
proper choices of E, F , G, K. While these matrices are usually given, the modes (i.e. evolutions) of f and d
are generally be considered unknown.
A diagnostic problem is defined as detection and identification of the fault. Consider the dynamic system
above with a known nominal model. Given the actual input u(t), and the measurement y(t), suppose that a
residual vector r(t) exists that carries information about some faults. The detection problem is to find a way
that generate r(t) when the fault has occurred, under following conditions: (1) the mode (time evolution)
of the fault is unknown (disturbance and dynamic perturbations); (2) the mathematical model is uncertain
6
Figure II.1: Fault Profile
(modeling error or our lack of knowledge); (3) the residual generation has to be performed within a specified
time. The diagnosis reasoning based on Bayesian methods is to compute the probability of each variable
(fault) given other variables’s value (measurements) known. Based on Bayes’ rule, the problem could be
converted into computing the joint probability distribution:
P(X0:t ,E1:t) = P(X0)
t
’
i=1
P(xi|xi 1)P(Ei|Xi),
where X0:t represents states from time 0 to time t, E1:t means observations from time 1 to time t, and xi
denotes the system state at time point i.
Our approach is designed to classify and estimate the fault magnitude of two different fault types: (1)
abrupt fault and (2) incipient fault based on a sequence measurements made on the system.
II.2.1 Abrupt Fault
An abrupt fault, shown in Figure II.1(a), is defined as an instantaneous but fixed change (increase or decrease)
in a component parameter value p(t). In reality, no fault is instantaneous, but we approximate changes where
the change happens much faster than the sampling rate as an abrupt fault. Note that an abrupt fault for
a linear element results in a constant value change, i.e., a parameter value changes from p to p f . For a
nonlinear element, the magnitude change in the fault can be modeled as a bias term.
p0(t) =
8><>: p(t) t < t fp(t)+b(t) t   t f , (II.1)
where t f is the fault time of injection, b(t) is the fixed bias value, and p(t) is the changing measurement in
the dynamic system. Consider the circuit system shown in paper (Weng and Biswas, 2012), before fault
injection, R1 evolves as p(t), and after injection of fault, there is a constant persistent bias term as b(t), which
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could also be represented as Dap⇥ p(t). It characterizes a very fast change, i.e. the rate of change is much
faster than the dynamics of the system in the system parameter, p(t).
II.2.2 Incipient Fault
An incipient fault, shown in Figure II.1(b), is often approximated as a linear change (gradual increase or
decrease) in the parameter value. Since the incipient fault manifests as a slow gradual change in a parameter,
the incipient faults can be approximated by a linear, additive, drift term, d(t), with a constant slope. For
example, the slope of the nonlinear resistor in this thesis could be changed to a larger value to model an
incipient fault. The mathematical model for the incipient faults is shown below.
p0(t) =
8><>: p(t) t  t fp(t)+ c⇥ (t  t f ) t > t f , (II.2)
where c is the constant slope, p(t) represents the nominal parameter value as above and c⇥(t  t f ) is the drift
function d(t), t f is the injection time of incipient fault.
Probabilistic reasoning schemes are now used extensively as part of diagnosis algorithms. Probability
theory provides mathematically sound reasoning mechanisms based on a numerical degree of belief (be-
tween 0 and 1) associated with hypotheses and measurements (i.e. evidences) in a diagnostic scheme. The
fundamental problem we seek to solve in a probabilistic diagnosis is to determine the chance of a particular
fault occurring given the observed systems. This question, however, is counterintuitive, since our knowledge
about the real world is causal. In other words, domain experts usually have a fairly good intuition about the
chances of seeing a particular symptom given a fault in the system, e.g. the chances of having a headache if
someone having a fever. However, trying to ascertain the chances of the fault happening given a particular
effect, e.g. the chances of someone having a fever given he has a headache, is somewhat counter intuitive,
and the precise question we ask in a diagnosis problem. In general, Bayes’ theorem provides the fundamental
mechanism for diagnosing faults in the presence of uncertainty, by relating symptoms to faults. For example,
assuming Symptom and Fault are two random variables, the posterior probability of Fault given Symptom,
P(Fault|Symptom) can be ascertained from “intuitive”, causal information such as P(Symptom|Fault), and
prior probabilities P(Fault) and P(Symptom) as follows:
P(Fault|Symptom) = P(Symptom|Fault)P(Fault)
P(Symptom)
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If there are n Symptom variables,
P(Fault|Symptom1, ...,Symptomn) = P(Symptom1, ...,Symptomn|Fault)P(Fault)P(Symptom1, ...,Symptomn)
To calculate the conditional probability on the numerator and assume that the single hypothesis directly
influences the evidence, we need to get the full joint probability distribution as follows:
P(Fault,Symptom1, ...,Symptomn) = P(Fault)’
t=1
nP(Symptomt |Fault)
We can see how the probabilities of different hypothesis are updated as more evidence is available. The
key is to compute the joint probability distribution. Although the assumption of each evidence variable
is conditionally independent from other evidence variables given the hypothesis reduces the computational
complexity and the need for a large number of probability values, it is too strict and may not be correct
always. Several graphical models like Dynamic Bayesian networks (DBN) which model the system uncer-
tainty and graphically represent the efficient factorizations of the joint probability distributions over a set of
variables can behave a correct and efficient inference without such causal dependencies between variables.
It is possible because these models capture the multiple causal dependencies, as well as, the independence
between different random variables.
II.3 Previous work on Qualitative Diagnosis Approaches
This section briefly reviews the observer-based TRANSCEND continuous diagnosis scheme (Mosterman
and Biswas, 1999), and describes a chain of modeling steps that we employ to build our model-based fault
diagnosis methodology. We start with the Bond Graph (BG) modeling framework that forms the core of
our system modeling approach and both the state-space equations required by the observers, as well as the
Temporal Causal Graph (TCG) for qualitative analysis are automatically derived from these bond graph
models. Through this section, we will use a nonlinear electrical system for example, shown as Figure II.2.
II.3.1 Bond Graph
Bond graphs are domain-independent, energy based topological models that capture energy exchange path-
ways in physical process and accommodate nonlinear behaviors (Broenink, 1999). They allow for physi-
cal system modeling from first principles, and encode causal and temporal information that are helpful in
fault isolation. At the Institute for Software Integrated Systems (ISIS), we have also developed the BDM
paradigm (Szarka, 2011) that allow for explicit parametrized representation of sensors and actuators in the
system in bond graph modeling language.
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Figure II.2: Third-order Electrical System
Bond graphs define dynamic behavior in terms of the energy exchange between the components of the
system. Two generic variables, effort e, and flow f , define the rate of energy flow in the components of the
system. The BG modeling language allows for multi-domain modeling in a common framework. Hence, in
the electrical domain, e is defined as voltage and in the mechanical domain it represents force. Similarly, f
represents current in the electrical domain, and velocity in the mechanical domain. And pressure difference
and volumetric (or mass) flow rate, respectively in the hydraulic domain. The primitive elements associated
with nodes are: (1) energy storage elements (C and I); (2) energy dissipating elements (R); (3) idealized
energy transformation elements (transformers TF and gyrators GY ); and (4) energy source elements (S f and
Se). They are connected in models by two ideal junction elements: 0  and 1  junctions, based on the
conservation of energy and continuity of power. The edges in the directed graph are called bonds, which
denotes an ideal energy flow between two connected submodels and are drawn as half arrows (*). Each
bond specified by a bond number has an associated “across” effort variable e and “through” flow variable f
variables, and e ⇥ f denotes the rate of energy transfer through the bond. The topological structure of a bond
graph model provides implicit information about the computational causality and dependence of the variables
associated with the bonds and components of the model. Causality is denoted by a causal stroke on one end of
a bond, with the BG element near the causal stroke imposing flow on the BG element away from the causal
stroke. There is a well-defined procedure called SCAP (Dijk, 1994) for assigning causal directions to the
bonds in a model, and the resulting bond graph model is called the causal bond graph. With such causality
in the BG, it not only allows us to generate the computational forms of BG dynamics (state-space equations
or block diagrams), but also helps in determining other important information about the system from its BG,
such as the physical validity of the BG model and system observability.
Note that different from the primitive BG elements, some of the BG elements may be algebraic functions
of other system variables, or even external signals, are calledModulated elements, that can be used to model
nonlinearities in a BG and also capture time-varying input to the physical system. Graphically, the signal links
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Figure II.3: Bond Graph of Example Electrical System
start from the internal or external components and point to the modulated elements, drawn as full arrows (i.e.
!). They all have a prefix ’M’ added to their component names, e.g. MR:R denotes a modulated resistors.
We can see an example of nonlinear system modeled as BG in the case study at Chapter 5.
Example: Figure II.3 shows the causal BG of a nonlinear electrical system, including three resistors (R1,
R2, R3) as dissipative elements, two capacitors (C1,C2) and one inductor (L) as energy storage elements, and
one ideal voltage source (Ve). The series and parallel sections of the circuit model are implemented as 1-
and 0- junctions, respectively. The effort variables, e4 and e8 associated with the two capacitor voltages, and
the flow variable, f10 associated with the inductor current form the state variables of the system as defined
using the bond graph convention. The current flowing through two resistors, f2 and f6, voltage on R3 could
be detected or measured using some equipment or sensors.
II.3.2 Temporal Causal Graph
The TCG (Mosterman and Biswas, 1999) can be derived automatically from a causal bond graph, which
shows the relations between efforts and flows in the BG and explicitly incorporates the cause and effect re-
lations between fault components and measurements. TCG captures dependencies (algebraic and temporal)
between system variables as a causal structure. In the TCG, nodes are effort and flow variables. The direc-
tion and type of interaction between nodes are denoted as edges. Labels -1, +1, and =, on the links imply
inverse, direct and equality relations between corresponding variables. Besides, edges associated with a com-
ponent represent the component’s constituent relation, such as 1R corresponding to a resistive element and
1
Cdt denoting flow-to-effort relation for a capacitor in integral causality. Temporal relations in the TCG are
associated with the energy storage elements, i.e., I and C. All other relations in the TCG, e.g., the voltage-
current relations imposed by the resistors and the idealized 1- and 0- junction relations are algebraic. The
causal information in TCG allows the deviations of measurements from nominal to be mapped on to possible
parameter deviations, and also predict qualitatively the effect each of the parameter deviations would have on
the measurements.
The TCG captures the causality of physical effects in the system, and retains the dynamics expressed in
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Figure II.4: Temporal Causal Graph of the Electrical System
the bond graph model. In effect, it specifies the signal flow graph, albeit in a form where each edge relation
contains at most one component parameter value. Essentially, TCG is a signal flow graph whose vertices
correspond to the effort and flow variables of the BG, and the edge denotes the causal dependencies between
these system variables. Since the topological structure of the BG and properties of its constituent elements
imply inherent causal relations between system variables, TCG can be used to analyze cause-effect from
observed behavior deviations to the changing parameter in system components. TCG is the key for fault
isolation in the TRANSCEND framework to generate the fault signatures, and then decrease the number of
possible faults by actual measurements. And it could also be used to generate dynamic Bayesian network
models.
Example: Figure II.4 shows the TCG of the third-order electrical system, whose bond graph is shown in
Figure II.3. The nodes ei and fi in the TCG correspond to effort and flow variables of bond i. For example,
e1 correspond to bond 1, voltage value of the ideal voltage source. As explained above, under conventional
integral causality,C1 imposes effort on its adjacent 0-junction, and hence the edge f4
dt/C1   ! e4 is drawn in the
TCG. dt label represents integration. Similarly, the edge f8
dt/C2   ! e8 is drawn for capacitor C2, e10 dt/L  ! f10
is for inductor I. Resistor R1 relates e2 and f2 according to relation e2 = R1 f2. Hence, we have edge e2
1/R1   !
f2. At the first 0-junction, bond 4 is the determining bond. Hence, we have e4 = e3 = e5. Therefore, in TCG,
we have e4
= ! e3 = ! e5. At the first 1-junction, we also have e2 = e1 - e3. Hence we have two edges e1 1 ! e2
and e3
 1 ! e2. Noted that we don’t need to explicitly specify the signal link that connect to the measurement
variables in the TCG. Usually the edge labels for these are ’=’, representing equality. However, it would be
better to draw them in the TCG figure if they are functions of TCG elements.
II.3.3 Qualitative Fault Isolation
Ideally, non-zero residual implies a fault is detected. In order to accommodate uncertainties due to measure-
ment noise and modeling errors, the framework here employ a statistical Z-test to establish if the measurement
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residuals are statistically significant so as to avoid false alarms but retain the sensitivity of detection.
Once the fault detected, we stop the observer, use the system model to simulate the system and qualitative
fault isolation scheme is triggered to generate initial fault hypothesis and refine these hypothesis according
to the updated observations. It consists of three steps: (i) Feature Detection, (ii) hypothesis generation (iii)
hypothesis refinement. The key idea is that analyze the transients in the measurements caused by faults,
and compare the expected deviation of measurements from nominal with the actual observed deviations,
represented qualitatively using symbols. Now we present each step in detail below.
Feature Detection: Individual signal features are the prime discriminating factor between competing fault
hypotheses. Two features are extracted from each measurement residual to denote how the residual changes
over time: -, 0, and + symbols, representing below, at, or above nominal values, respectively. The feature
consists an ordered pair of symbols. The first one capture the magnitude, while the second one is the slope
measurements. There are many specialized algorithms used to derive other useful features from signals in a
qualitative framework. Usually, we can have a third general feature called steady state to aid the fault isolation
process, since most physical system will eventually return to a steady state due to the dissipative effects.
Hypothesis generation: generate possible faults that could explain the measurement deviations observed
so far. For every recorded discrepancy between measurement and nominal value a backward propagation
algorithm is invoked on the TCG to implicate component parameters. The algorithm propagates observed
deviant values backward along the directed edges of the TCG and consistent - and + deviation labels are
assigned sequentially to vertices along the path if they do not have one.
Hypothesis re f inement: if the fault signatures of the generated hypothesis is not consistent with the
observed symbol for the updated measurement, the fault hypothesis is dropped. By propagating in the forward
direction along the TCG, fault signatures of that fault hypothesis could be generated, which represent the
possible effects of the hypothesized faults on observable measurements at the point of failure. This refinement
process is continued given the updating measurement till the number of fault hypothesis is refined to a very
small number, or even converge to one.
Example: we continue with the third-order nonlinear electrical system presented above. If the current
through R2 increases gradually, there can be possible explanations for this fault, the increase in resistance R2
and R3, i.e., R+i2 and R
+i
3 or the degradation in capacitorC2, i.e.,C
 i
2 . However, as time evolves, if we observe
that the voltage at R2 decreases instead of increasing, then R+i2 is considered very unlikely. Thus, this fault
hypothesis could be dropped from the fault candidate set. As more measurement deviations are observed, we
can come up with a consistent set of fault hypotheses explaining the deviations. For each fault hypothesis,
we propagate in the forward direction along the temporal causal graph and generate fault signature table, the
symbolic representation of the possible effects of the hypothesized faults on the observable measurements
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at the point of failure. Comparing updated measurements deviation from nominal behavior with the fault
signatures of the generated fault hypothesis, if it is inconsistent, the fault is dropped. See (Mosterman and
Biswas, 1999) and (Roychoudhury, 2009) for more details on progressive monitoring.
II.4 Model-based Diagnosis Architecture using Dynamic Bayesian Networks
The TRANSCEND qualitative framework always suffers from the ambiguity problem, i.e. the ability to
uniquely isolate the true fault from a set of hypotheses due to the lack of discriminatory ability of the qual-
itative fault signatures. In this section, we introduce our model-based diagnosis framework using Dynamic
Bayesian Networks (DBN) to produce more precise diagnoses, and can be made to be more robust.
Figure II.5 shows the computational architecture of our Bayesian diagnosis scheme combined with qual-
itative framework. We start with the DBN nominal model generated automatically from its TCG for tracking
the system nominal behavior. The difference between nominal measurement estimates and the actual ob-
servations, defines the residual signals that is then used in fault detectors to detect statistically significant
non-zero residual values.
Once a fault detected, the qualitative TRANSCEND scheme is triggered and possible fault hypotheses
that could explain the observed measurement deviations are generated. With the hypothesis refinement, the
hypothesis set is reduced to a number that is less than a user-specified lower bound, or the fault hypotheses
set cannot be reduced any further. At this point, the quantitative fault hypothesis refinement and identification
scheme is invoked to identify the true fault hypotheses.
For each fault hypothesis left from qualitative refinement process, we need to generate a faulty DBN,
typically done by modifying the nominal DBN model to include the faulty parameter as a stochastic variable
in DBN. Since in this thesis we make the single fault assumption, each DBN-based observer is then in-
voked to track and estimate the observed measurement values using a particle filter scheme. If the estimated
measurements significantly deviates from the observed actual faulty measurements, that fault hypothesis is
inconsistent and would be dropped. Only one faulty-DBN will produce the values that converge to the ob-
served faulty measurement values. That is the true fault we need. Besides, along with tracking the system
behavior, we could estimate the fault parameter changing over time.
II.5 Summary
In this chapter, we presented previous research on model-based diagnosis schemes, traditional qualitative
schemes and probabilistic schemes. They exemplify different methods for handling uncertainties in nonlinear
dynamic systems. However, they all have their own individual limitations, for example, less discrimination
power for the qualitative method. In addition to kinds of modeling method, various sampling methods have
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Figure II.5: DBN-model based Diagnosis Architecture
also been proposed to maintain the present belief state. We focus on the development of particle filters.
It is well understood that uncertainties are unavoidable in a real dynamic system. Coming from distur-
bance signals and dynamic perturbations, the dynamic process suffers from the input and output disturbance.
Besides, for a model-based approach, a mathematical model of any real system is always just an approxima-
tion of the true, physical reality of the system dynamics, no matter how close the model with the system. Not
to mention people’s lack of knowledge on the real dynamic systems. These modeling errors may adversely
affect the diagnosis results of a system. Probabilistic diagnosis of dynamic systems under uncertainties is
mathematically defined by explicitly modeling and reasoning with the process and measurement noise. In
probability theory, we consider the system variable to be a random variable, assume a distribution about
each parameter and system variable, and Bayesian reasoning approaches could be used to infer correct and
accurate diagnosis results in terms of probabilistic distributions in the presence of uncertainties.
Other than system unavoidable uncertainty, we also discuss two types of unwanted changes, namely
faults that cause deviations from expected system behavior, which then affect system performance. It is
quite different from failures, complete failures that break the whole system down. The faults in this thesis
degrade system performance but will not result in a complete shut down of the system functionality. Take
electrical system for example, failure may means part of circuit broken causing no current flowing through
R1, while faults may means gradually degradation on capacitor or increasing resistance due to the increasing
temperature. We adopt the terminology used in the diagnostic domain, such as abrupt fault and incipient fault
to present the different concepts in the remainder of this thesis.
With all the fundamental diagnostic problem statement and fault profile presented, we introduce a mod-
eling chain that we employ to build our model-based fault diagnosis methodology. We start with the Bond
Graph modeling framework that forms the core of our system modeling approach and both the state-space
equations required by the observers, as well as the Temporal Causal Graph for qualitative analysis are au-
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tomatically derived from these bond graph models. Previous work done by (Mosterman and Biswas, 1999)
and (Roychoudhury, 2009) on the qualitative diagnosis framework is briefly described with an example of
electrical system. We reviewed how to generate fault hypothesis and refine hypotheses based on the fault sig-
nature table. Then we present our computational architecture of combined qualitative-quantitative Bayesian
diagnosis scheme. DBN-observer is used to track nominal system behavior and TRANSCEND here is used to
generate and refine fault hypothesis. For each remaining fault hypothesis, a faulty DBN is generated by mod-
ifying the nominal DBNmodel to include the faulty parameter as a stochastic variable in the DBN, which will
be described in the next chapter. Particle filter scheme is then adopted to estimate states using DBNs. Under
single fault assumption, a separate DBN-based observer is then invoked for each fault hypothesis model to
track the observed measurement values using a particle filter scheme. Only the particle filter estimator that
uses the true fault model produces measurement value estimates that converge to the observed faulty mea-
surement values, while others will significantly deviates from their corresponding components. In the next
chapter, we will focus on DBN-based diagnosis method, like its model representation, model construction,
and the reasoning methods.
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CHAPTER III
DBN for diagnosis on Dynamic Systems
Qualitative reasoning schemes such as TRANSCEND and traditional methods such as (Chen, 1994), may
mitigate the diagnosis problems by reducing the number of fault hypotheses. However, they cannot precisely
represent the time-evolving faulty system behavior and their reasoning framework can lead to ambiguity
problems with no ability to distinguish between sets of fault hypotheses when system state space is very large.
Even if they are quantitative methods like Kalman Filter (Kalman, 1960), they also have their limitations,
such that KF can only applied to linear Gaussian systems. Unfortunately, in the diagnosis reasoning domain
application, switching of fault mode can always introduce discontinuous jump from one continuous behavior
to another continuous behavior. In this chapter, we will describe a general approach called dynamic Bayesian
network (DBN) (Lerner et al., 2000) for diagnosis of complex nonlinear systems.
III.1 Introduction
As we discussed before, in order to deal with system uncertainty, we could model the current state of the
world and weight the states according to the full joint probabilities. Bayesian networks (BN) bring the most
appropriate representation of relative influences among the real world facts. As for a temporal point of view,
i.e., time-varying patterns (a sample realization of stochastic process consisting of a set of observations made
sequentially over time), BN brought a different approach in attempt to model events that include time-series
modeling. This new tool is known as the Dynamic Bayesian Network (DBN).
DBNs model systems that are dynamically changing or evolving over time. It enables users to monitor and
update the system as time proceeds, and even predict subsequent behavior of the system. Usually, DBN are
defined as special case of singly connected BN aimed at time series modeling. These temporal connections
are between time slices, that incorporate conditional probabilities between variables. The state variables
do not need to be directly observable. They could influence some other variables directly measurable or
calculable. In DBNs, each state at one time instance may depend on one or more states at the previous time
instance or/and on some states in the same time instance.
The DBN diagnosis model first proposed in (Lerner et al., 2000) includes all the possible faults (single
and multiple) in the system. The number of possible faults can be really large in complex systems making the
tracking and estimation process computational intractable in the diagnosis framework. In this thesis, we de-
rive a faulty DBN for each corresponding fault hypothesis so as to improve the computational efficiency and
address the tractability and accuracy issues when using online PF approaches for monitoring and estimation
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in the nonlinear dynamic systems. In the following section, we will describe the general DBN model rep-
resentation, construction and reasoning methods for helping users find the right fault buried inside system’s
components, for system administrator monitoring the system real-time behavior while maintain the system
under normal healthy working conditions.
III.2 Model Representation
DBNs extend the Bayesian network formalism by providing an explicit discrete temporal dimension. We
could represent DBNs into two parts: Qualitative and Quantitative parts.
(1) Qualitative level: Assume that the system is modeled evolving in discrete time steps, each time slices
contains a set of (time-indexed) random variables, Z, which can be real value or discrete value. According to
paper (Lerner et al., 2000), we denote the discrete variables as Dt ✓ Zt , the observable (measurement) part
of continuous variable as Yt ✓ Zt , and the remain unobservable state variable as Xt ✓ Zt . Therefore, DBNs
at each time slice is represented as DBN = {D,Y,X}. Sometimes, there will be Ut ✓ Yt as the input control
variables. The key idea for DBNs is to represent the conditional probability distribution P(Zt+1|Z0:t), which
includes state transitional model P(Xt |X0:t 1). Two assumptions hold. Markov assumption states that the
current state only depends on a finite fixed number of previous states, which is used to solve the problem of
unbounded set of X0:t 1, considering first-order Markov assumption,
P(Xt |X0:t 1) = P(Xt |Xt 1)
Stationary process assumption requires that the process of change is governed by law that do not themselves
change over time, that is, state changes but conditional dependence relationships doesn’t change. Thus, we
have our sensor model as:
P(Yt |X0:t ,Y0:t 1) = P(Yt |Xt)
Therefore, qualitatively, DBNs can be represented as two time slices BN. The nodes are random variables
in two consecutive time slices: Zt and Zt+1. Edges capture the direct dependence relations between two
nodes it connects, with inter-slice edge modeling the system dynamics (temporal relation) and intra-slice edge
modeling instantaneous relation (algebraic). Consider the two tank system that models a chemical process
which is commonly used in the fault diagnostic domain for an example (Lerner et al., 2000), Figure III.1 its
DBN model. It has the following variables at time t: Xt = {P1t ,P2t}, the pressures at the bottom of tanks 1
and 2, respectively. There is an input variableUt = { fin}, the flow into tank 1, and Yt = {F10t ,F12t ,F20t},
the outflow from tank 1 and tank2 respectively, and the flow between tank 1 and 2. The across-time model
includes five links, P1t ! P1t+1, P2t ! P2t+1, P1t ! P2t+1, P2t ! P1t+1, and Fin ! P1t+1. These links
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Figure III.1: Complete DBN for Two-tank System
Figure III.2: Dynamic Bayesian Model for Electrical System
represent the temporal relationships between nodes connected.
In addition, Figure III.2(a) shows another example of a third-order electrical system nominal DBN model
presented in the previous chapter . It is also represented with state variable e4, e8 and f10 drawn as circle,
measurements f2, f6, e11 drawn as rectangle, and input source variable e1. Inter and intra links are appropriate
put according to their relationships (temporal or algebraic) from TCG.
DBNs based diagnostic method requires not only the representation of nominal but also the faulty system
behavior. Tracking of faulty behavior requires DBNs to capture three important types of fault effects: burst
failures, measurement failures and parameter drift failures. Some failures are persistent that can be in two
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time slices, like burst failure. Some can be transient failure, which only be in time t + 1 slice, like the
measurement failure. Noted that measurement failure sometimes can be persistent failure as well. Thus, two
sets of nodes will be added. The first set corresponds to parameters that represent the fault hypotheses, such as
the resistance variable. The second set are discrete-valued nodes that are in 1-1 correspondence with the fault
parameters, shown as nodes Di in the graphical model Figure III.1. They indicate the absence or presence
of burst failure or drift failure for that connecting parameter. For such binary fault node, we may denote 0
to be no fault. Besides, additional across time links have to be added as well, such as D12t ! D12t+1 and
D20t ! D20t+1.
(2) Quantitative level: DBNs provide a convenient and compact representation that allows us to model
very large and complex systems with a mixture of both discrete and continuous variables. Quantitative level,
one needs to designate conditional probability distribution for each variable. Three kinds of information must
be specified: the prior distribution over the state variables, P(X0); the transition model P(Xt+1|Xt); and the
sensor model P(Yt |Xt). With the network topology of the connections between successive slices and between
the state and evidence variables constructed at the qualitative level, the conditional dependence relationships
are clear for each node. Because we assume the stationary process and Markov process, it is most convenient
for us to simply specify them for the first slice.
Figure III.1 includes all possible faults in the system. However, the number of possible faults can be
really large in complex systems causing complexity issues in tracking diagnostic behavior. For each types of
failures in D, we need to specify the probability of its presence.
As an example, we might represent a conditional distribution of a continuous node with a discrete parent
as a conditional Gaussian. Formally, for a variable X with parent set D, we can specify a CPD as follows: for
every value d 2 SET [D], the CPD has a parameter µd and s2d ; the conditional distribution is then:
p(X |d) = N(µd ;s2d )
For the whole DBNs model, given d1,d2, ...,dt as particular instantiation of the discrete variables at time
1, ..., t. Hence, the current state probability distribution, called as belief state at time t (Koller and Lerner,
2000), the posterior distribution over current state, given all the observations to date, is a multivariate Gaus-
sian over Xt .
III.3 Model Construction
Until now, we have demonstrated many interesting aspects of diagnostic models that can be represented in
the DBNs model. (Roychoudhury, 2009) describes a way to construct it from temporal causal graph (TCG)
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framework, which can be viewed as skeleton for appropriate DBNs model. Besides, many types of failure
modes can also be incorporated into this nominal model.
A TCG can be described as a diagnosis model that captures dependencies (both algebraic and temporal)
between system variables as a causal structure. The TCG can be derived directly from the bond graph model
of the physical system. In TCG, node represents effort (pressure) and flow (water flow rate). Two types of
arcs existed: one with temporal arcs, annotated with dt and the other one without temporal arcs, labeled as
{=,1, 1,R,R 1}. Temporal relations in the TCG are associated with the energy storage elements, i.e., the
tanks. All other relations in the TCG, e.g., the pressure-flow relations imposed by pipes and the idealized
0 ,1  junction relations, are algebraic. (Roychoudhury, 2009)’s method involves three steps: (i) for every
effort (or flow) variable associated with a C-element (or I-element) in integral causality, insert a corresponding
displacement (or momentum) variable in the system TCG, (ii) “simplify” this TCG so that it contains the state,
measured and input variables only, and (iii) construct the system DBN from this simplified TCG.
Example: for every node in Figure III.2(a), like input, state, measurement variables, in the simplified
TCG, measurement f6 is algebraically related to the state variable e4 and e8. Hence, we draw causal links
between them, such as e4 ! f6, e8 ! f6. Similarly, we can have other intra-slice links. All other edge labels
of the simplified TCG contains dt label indicating an integrating relation, e.g., the edge e8
dt ! e4. Hence, we
draw such inter-slice causal link et8 ! et+14 in the DBN.
It is easy to derive DBNs model from TCG, once we place all the state variables and measurement
variables in the graph with two replicated time slices. State variables need to project forward, therefore, we
have temporal arcs like Xit ! Xit+1. If there is a temporal relation from node Xj to node Xi in TCG, we add
an arc from Xtj ! Xt+1i . If not, we only draw an arc inside the time slice, like Xtj ! Xti and Xt+1j ! Xt+1i .
At last see if there is an input left, traverse in TCG from the input variable, have a temporal arc to the first
state variable it hits. Besides, we also need to add failure nodes into this model. For persistent faults, such as
burst fault and parameter drift failure, we add changing component to be the parent node of its direct effect
variables, and add discrete nodeDi to be changing component’s parent node, indicating the presence of faults.
Since they are persistent, they should be replicated to the next time step, and have temporal arcs with each
other. Unlike measurement faults, which is only transient, there is only corresponding nodes in time slice
t+ 1. We then add Mi to be a normal distribution around measurement variable with small variance when
another new node Ei is false (no such fault), but with a much larger variance when Ei is true (fault exists).
Example: Figure III.2 (b) and (c) the faulty DBN model of electrical system, the one with incipient
fault C+i1 and the one with abrupt fault R
+a
2 . For incipient fault we include an extra stochastic variable dc1.
Assuming that the slope is constant, i.e., slope dc1(t+1) = dc1(t). The fault parameterC1(t) is included as an
additional stochastic variable that evolves according to the equationsC1(t+1) =C1(t) + dc1(t), and replaces
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all the occurrences of C1 in the nominal model. Similarly, for abrupt fault R+a2 , we also have extra state
variable dR2. Assuming that the magnitude of this bias is constant, i.e., dR2(t+1) = dR2(t), where t   t f . We
generate the faulty system model by replacing all occurrence of R2 in the nominal model with (R2+dR2(t)).
III.4 Diagnostic Reasoning
Having set up a DBN model with failure modes and making the single fault assumption, we reduce the
diagnostic reasoning problem of fault isolation and identification into tracking of conditional dynamic system
behavior. The tracking algorithm is quite classic, known as forward propagation, which is to maintain the
belief state at time t. This recursive process at every time step shown as:
P(Xt |e1:t) = P(Xt |e1:t 1,et)
= aP(et |Xt)Â
xt 1
P(Xt |xt 1)P(xt 1|e1:t 1)
where a is the normalization factor, second term as sensor model responsible for the correction given evi-
dence et and transition model after that is responsible for one-step prediction. Filtered estimate P(xt 1|e1:t 1)
known as forward message could be viewed as a “message” propagated forward along the time sequence.
We use a separate DBN-based observer implemented using a particle filter scheme, PF to estimate the
augmented state variables that includes the fault hypothesis. We can instantiate separate PFs since we have
the assumption of only single fault occur in the system and these faults can then be independent with each
other. Besides, it could allows us to avoid the famous sample impoverishment problem to a good extent
using our qualitative TCG based fault isolation method for reducing the number of potential fault hypotheses.
Different from previous work (Roychoudhury, 2009), this thesis also extends it by developing an auxiliary
particle filter approach (Pitt and Shephard, 1999) to track system behavior and estimate dynamic system state
from noisy measurements. The previous approach suffered from long convergence time and in case of some
faults low accuracies in estimating the fault parameter values. In this thesis we will also do a comparison
between these two following PFs on the performance.
Particle filtering algorithms solve the fundamental problem of recursive Bayesian filtering, via a discrete
approximation to the filtering density. We now discuss a couple of prominent particle filtering algorithms,
GPF and APF.
III.4.1 Generic Particle Filter
Particle filters represent a class of sequential importance sampling algorithms that are commonly used for
tracking and estimating the true system behavior using DBNs (Koller and Lerner, 2000) . The key idea is
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to represent the required posterior density function by a set of random particles with associated weights.
As the number of samples becomes very large, this Monte Carlo characterization becomes an equivalent
representation to the usual functional description of posterior probability density function, and this sequential
importance sampling filter approaches the optimal Bayesian estimate.
For the tracking problem, we always have a target, which is the state vector, xt at each time step t. If we
denote the measurement as zt , the goal is to derive a sequence of particles {xi0:k, w ik}, where {xi0:k, i = 0,. . . ,
Ns } is a set of support points with associated weights {w ik, i = 1,. . . , Ns }, such that the posterior distribution
p(xt | zt ) is optimized. Because this is a probability distribution, therefore the weights must satisfy
N
Â
i
wi = 1, (III.1)
where we have a sample size of N = 200. Consequently, the best approximation for the posterior at each time
step is the mean state of all the particles:
E(x) =
N
Â
i
wixi (III.2)
We choose the importance density to be the prior:
q(xk | xik 1,zk) = p(xk | xik 1) (III.3)
A generic particle filter algorithm is summarized in Algorithm 1. The only difference from bootstrap filter
is that it only resamples when samples indicate severe degeneracy. The effective sample size Ne f f is defined
as:
Ne f f =
1
ÂNsi=1(w ik)2
(III.4)
Whenever the effective size of samples falls off the threshold value, which means a significant degeneracy
is observed, we need to do resampling step. The basic idea is to eliminate particles that have small weights
and to concentrate on particles with large weights, which involves generating a new set of samples {xik}Nsi=1 by
resampling Ns times from equation III.3 and the weights are reset to w ik = 1/Ns. In this thesis, we implement
the systematic resampling(Arulampalam et al., 2002), which only takes O(Ns) time and minimizes the MC
variation.
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Algorithm 1 Generic Particle Filter on DBNs
Input: samples and associated weights at time
step k-1; a DBN D={X,Z,U,Y}
FOR each particle i, from 1 to Ns:
– Draw sample xik ⇠ q(xk | xik 1, zk)
– Assign weight to each sample, w ik = w ik 1 p(zk | xik)
END FOR Calculate total weight
Normalize all the weights according to total weight
Calculate Ne f f
IF Ne f f < NT
– Resampling
END IF
Table III.1: Generic Particle Filter.
III.4.2 Auxiliary Particle Filter
The Auxiliary Particle Filter (APF) is introduced by(Arulampalam et al., 2002) as a variant of the generic
particle filter. This filter obtains a sample from the joint density p(xk, i | z1:k) and then omits the indices i to
produce sample xk we need from pdf p(xk | z1:k). The index i is called the auxiliary variable. The importance
function chosen to draw the sample is defined as:
q(xk, i | z1:k) = p(zk | µ ik)p(xk | xik 1)w ik 1, (III.5)
where µ ik is some characterization of xk, given xik 1, and the assigned weight is proportional to the right hand
side of equation below:
w ik =
p(zk | xik)
p(zk | µ ik)
(III.6)
The algorithm for the auxiliary PF is summarized as Algorithm 2. Note that we use the same resampling
method as GPF.
Both algorithm 1 and 2 use the same resampling scheme, and only when the algorithm detects severe
weight degeneracy it resamples. However, for GPF the old weights at time t   1 will propagate to time t
which tends to cause weight degeneracy easily. APF in Algorithm 2 solves this problem by selecting the
proposal density function shown as equation III.5. Based on this new proposal function, the new weight w ik
does not need to depend on old weight w ik 1.
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Algorithm 2 Auxiliary Particle Filter on DBNs
Input: samples and associated weights at time
step k-1; a DBN D={X,Z,U,Y}
FOR each particle i, from 1 to Ns:
– Draw index i from q(i | z1:k) ⇠ p(zk | µ ik) w ik 1
– Draw sample xik from q(xk | i, z1:k)⇠ p(xk | xik 1)
– Assign weight to each sample, w ik according to
equation III.6
END FOR Calculate total weight
Normalize all the weights according to total weight
Calculate Ne f f
IF Ne f f < NT
– Resampling
END IF
Table III.2: Auxiliary Particle Filter.
III.5 Summary
In this chapter, we describe a general approach called dynamic Bayesian network (DBN) for diagnosis of
complex nonlinear systems. Dynamic Bayesian Networks is a name of a model that describes a system
that is dynamically changing or evolving over time. The model enable users to monitor and update the
system as time proceeds, and even predict further behavior of the system. It allows us to represent very
complex stochastic systems, including ones that involve both discrete and continuous variables. Particle
filtering provides a general-purpose inference algorithm that can be applied to virtually any DBNs. Thus, it
allows us to deal with extremely rich class of dynamic systems.
DBNs are constructed under Markov assumption, where each state Xt at time t only depends on previous
state Xt 1 at time t 1. The models at each slice are based on Bayesian network. Arcs connecting two nodes
together denotes direct dependencies. Nodes can be discrete or continuous variables. At the initial state, to
finish constructing the model, it needs to specify conditional probability table to each node. The data could
be from knowledge-based. During model construction, the network structure of DBNs could be based on
domain independent bond graph modeling language, which leads to an accurate result.
Qualitatively, DBNs have across time links between two slices denoting state transitions, where the next
time slice is replicated from the previous slice. With such property, DBNs are better to be used in monitoring
system behaviors. Quantitatively, DBNs can have both continuous and discrete nodes. Multivariate Gaussian
distribution can be derived from statistical observation data given by expert.To maximize the joint possibility
of true fault hypothesis, DBNs are used in diagnosis domain. However, if the number of fault hypothesis
is large, exact inference could be computationally intractable. Approximate inference methods like particle
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filter are widely used.
The DBNs method could be used in complex physical system domain, like the electrical system, two-
tank system, and also medical diagnosis domain with decision support. For a system with conditional linear
Gaussian distribution, a distribution with a multivariate Gaussian component for each instantiation of the
discrete variables, even simple as every continuous variable has at most one binary discrete ancestor, the
inference is NP-hard in complexity. There doesn’t exist a polynomial time approximate inference algorithm.
In all, a general probabilistic model, like DBNs, it has several advantage and disadvantages. Pros: (i)
since it is a complete model of the system, it includes within it the likelihood of different types of failures,
as well as a distribution over the relevant system parameters. Many challenging problem such as ranking
possible failures, handling of multiple simultaneous failures and robustness to parameter drift can be solved
within a probabilistic tracking framework; (ii) it is flexible which can allow arbitrary probability distribution
and nonlinear phenomena; (iii) each node represents a specific concept; (iv) it can handle large number
of variables. Cons: (i) since the number of failure modes of such complex system grows exponentially,
inference of DBNs is generally intractable, even for some approximate methods; (ii) if approximate inference
using sampling algorithm, the speed is quite slow making them unsuitable for large models; (iii) it requires
specialized statistical knowledge to ensure convergence of the dependent samples to a reliable result.
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CHAPTER IV
Case Study - The Reverse Osmosis System
We demonstrate our DBN-based diagnosis scheme by applying it to the Reverse Osmosis (RO) system, a sub-
system of the Advanced Water Recovery System (AWRS) used to reclaim waste water generated on a long
term space mission. A real AWRS testbed was designed and built for long-duration manned missions (Ko-
rtenkamp and Bell, 2003) and (Pickering et al., 2001). A previous project in Institute of Software Integrated
Systems (ISIS), Vanderbilt University, has applied TRANSCEND diagnosis scheme to the RO system. How-
ever, qualitative scheme lacks complete diagnosability primarily because of the ambiguities introduced by
the qualitative reasoning scheme. In this thesis, we employ a combined qualitative-quantitative scheme com-
bining the TRANSCEND approach with a particle filter based implementation of a DBN-based scheme to
detect, isolate, and estimate the fault magnitude after faults occur in the system. There are two main tasks:
apply DBN model based diagnosis approach to RO system, and compare the performance of generic particle
filter with auxiliary particle filter using as inference scheme for the DBN model.
IV.1 System Description
Figure IV.1 shows the schematic of the RO system (Szarka, 2011). The RO system gets wastewater from
Biological Water Processor (BWP) subsystem, which removes inorganic matter and particles from the water.
And after a post processing step, where Ultra-Violet treatment is applied to the output of the RO to remove
trace contaminants and generate potable water. This process typically cleans 85% of the water. Based on
the valve, which controls the direction of the liquid flow in the back-flow pipe, the system could operate
in three modes. In the primary mode (valve setting 1), the feed pump keeps pushing water extracted from
BWP into the main RO loop. The recirculation pump boosts the liquid pressure as it flows into the membrane
module. The flow through membrane module causes dirt to accumulate in the membrane, which increases
the resistance to flow through it, thus causing the outflow from the system to decrease with time. Apart from
water through membrane, rest of the water flows back to the main loop. The tubular reservoir helps balance
fluctuations in the flow through the loop. After a user-defined time interval, the RO system will transition
to secondary (valve setting 2) mode in which the liquid flow in the back-flow pipe and purge (valve setting
3) mode in which the recirculation pump is off and the liquid is pushed through the drain into AES. In this
thesis, we only consider RO system operating in the primary mode, where the system is a continuous dynamic
system, and perform model-based diagnosis without hybrid discrete mode transitions.
RO system is modeled in GME using the BDM paradigm. Via the model interpreter, buildscript and
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Figure IV.1: Schematic of the RO system
Figure IV.2: Bond graph Model of RO system in primary mode
the simulation operation can be performed on the constructed model in Matlab. Figure IV.2 shows the bond
graph model of RO system in primary mode with bond number specified. Parameter values for the model
are extracted from a previous paper (Biswas et al., 2004). Table IV.1 lists all the nominal parameter values.
The appropriate state-space equation forms describing the state variables and measured value relations were
then derived from the bond graph, shown as equation IV.1. There are four states and four measurements
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considered, detailed in the next section. We also build a simulink model based on such equations to validate
the model.
d f3
dt
= e1  f3Rf p m1e6
d f22
dt
= e19  f22Rrp  m2Rpipe (m2 f22+ e6  e13)
de6
dt
=
1
Cres
(m1 f3  e13  e6Rbrine  
1
Rpipe
(m2 f22+ e6  e13))
de13
dt
=
1
Cmemb
(
1
Rpipe
(m2 f22+ e6  e13)  e13  e6Rbrine  
e13
MRmemb
) (IV.1)
In the bond graph model, two physical domains involved. (1) mechanical domain, two pumps are modeled
as the sources of effort (Se f p and Serp), which maintain a constant torque of the rotor. The rotational inertia of
the rotor and the power dissipation associated with friction are modeled with inertias and resistors connected
to the sources with 1-junctions (I f p, Irp, Rf p, Rrp). (2) hydraulic domain, the tubular reservoir and the
membrane module are modeled as a capacitor (Cres) and a capacitor (Cmemb), respectively and there is also a
modulated resistor (MRmemb). The value of MRmemb is affected by the conductivity value K, the measure of
the concentration of impurities in the water.
MRmemb = 0.202⇤ (((K 12000)/165⇤4.137e+011)+29⇤4.137e+011)
The conductivity value is some function of signals coming from the hydraulic domain. Because the current
conductivity value affects the resistance of the membrane, we include a bond graph fragment at the right-
top of Figure IV.2 to compute the conductivity value at each time step in the system. It is an imaginary
representation, associated with the effort of the imaginary capacitor element Cck. In the primary mode, there
is one modulated sources of flow, flow rates of the back-flow pipe, that is used in the bond graph to compute
the conductivity value e27.
MSf = (membin f low ⇤ ((back f low/1.667e 08⇤6)+0.1)/1.667e 008),
where the membin f low is the flow rate of Rpipe, i.e., f10, and back f low is the flow rate of back-flow pipe Rbrine,
i.e. f18. This is also one reason that make the system nonlinear. The pipe between the membrane module and
the reservoir is modeled with one resistor (Rpipe) in the primary mode. The back-flow pipe is modeled with
one resistance (Rbrine) when the water circulates.
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Param. Unit(SI) Value
Ck ml/min · mS 565
Cc m5/N 1.5
Cbrine m5/N 8
Rbrine N·/m5 220
Cmemb m5/N 0.6
Rmemb N·/m5 26.0
Iep N·m·s2 2
Rep N·s·m 0.1
I f p N·m·s2 0.1
Rf p N· m5 0.1
Rpipe N· m5 69.0
Table IV.1: Nominal Values for the RO system Bond Graph Parameters.
IV.2 Experiment Setup and Result Analysis
There are two main tasks. First, we will demonstrate the DBNmodel based diagnosis approach by applying it
into RO system Figure IV.2. Second, compare the performance of generic particle filter with auxiliary particle
filter using as inference scheme for the DBN model. All the components in the bond graph are parameters
that could change value when faults occur. In this subsystem, we have four state variables: f3, f22, e6 and e13,
which are flow rate through feed pump, recirculation pump, and pressure of the recirculation pump, mem-
brane, respectively. Four measurements have been used: (i) the pressure of the permeate at the membrane,
e14, (ii) the flow of the effluent, f16, (iii) the pressure of the liquid in the return path of the recirculation loop,
e18, (iv) the flow of back-flow loop for changing conductivity value studies, f14. Figure IV.3 shows the data
collected from simulink model of the nominal RO system. From top to bottom, shows the membrane pressure
(Pmemb), the water conductivity value (K) and outflow of membrane module (Fpem).
As described before, we only consider the system running on primary mode without any hybrid mode
transition, where the input flow is mixed with the water in the primary recirculation loop. The recirculation
pump boosts the liquid into the membrane. Although empirical information on the noise is not available,
process and measurement noise were simulated as zero mean white Gaussian noise with variances at 3% and
2%, respectively. Figure IV.4 shows the filtered graph for nominal system without any fault. The red circle
is the actual measurement and the blue dash-dot line is the system behavior after filtered. Fault scenarios
were created that correspond to incipient fault in the connecting pipe Rpipe and abrupt fault in the membrane
Rmemb.
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Figure IV.3: RO system Nominal Behaviors Without Noise
IV.2.1 Diagnosis Experiment
During our experiments, we apply the DBN model based fault diagnosis scheme in different fault scenarios.
The system runs for a total 300 time steps by simulation using the Simulink/MATLAB environment, with
fault introduced at time step t=165 time point. The nominal data from Simulink model generated by BDM
model were then saved into a mat file, and used to build our DBN-based nominal observer for the system.
The physical system being monitored and the nominal observer receive the same input signals, and the system
output, i.e., the actual system measurements from BDMmodel, are labeled as y[k], and the observer estimates
are labeled as yˆ[k]. The system residual vector is then computed as y[k]  yˆ[k] = r[k] at time step k. The fault
detection scheme uses hypothesis testing methods to determine if the computed residual signals imply a fault
in the system. It has to be robust to measurement and process noise. The output of this detection component
is a vector of binary variables, b, representing the fault signature for the system, and a set of parameters,
q , that describe the change in the residual signal. It is given to the next fault isolation and fault parameter
identification processing units.
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Figure IV.4: Nominal System Behavior in primary mode filtering using PF
Followed by detection part, fault isolator aggregates all the data from output of detection components
to build a fault signature vector based on the value of b and the direction of the change from q . The fault
signature is then looked up in a table of possible faults to find the fault candidates which identify the fault
and faulty component. Fault isolator then sends the possible fault candidates, and all of the residuals and raw
sensor data to the fault identifier. The fault identifier narrows down the set of fault candidates set to the most
likely candidate. Once this qualitative scheme refines the number of fault hypotheses to a pre-defined small
number, or s timesteps have elapsed, we start our quantitative scheme. It performs both fault isolation and
identification. A bunch of faulty DBN models corresponding to each remaining fault hypothesis in the set is
initiated. DBN models for RO system with abrupt fault and incipient fault are quite similar to Figure III.2
using the same construction process as we described in chapter III. See Figure IV.5 of R+ipipe faulty DBN
model.
We then run a particle filter for each of these DBN fault models, taking the measurements from the time
of fault detection point, td , as input. As more observations are obtained, only the PF that uses the correct
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Figure IV.5: R+ipipe faulty DBN model
faulty DBN model, should be converging to the observed measurements, while the observations estimated by
the PFs that use the incorrect faulty DBN mdoels should gradually deviate from the actual observed faulty
measurements. See from the Figure IV.6. The fault R+ipipe is introduced at t = 165 and the fault detector
signals this deviation at time step around t = 167. The PFs on these two faulty DBN models, taking as inputs,
only the measurements at time points t > 167s, the time of detection of the fault. Eventually, the statistical
test indicate that the observations estimated by the PF applied to hypothesis of R+if p has significantly deviated
from the observed faulty measurements, correctly isolating fault R+ipipe as our true fault at this scenario. The
estimated measurements, Pmemb and Fpem from these two fault models are shown in Figure IV.6. The red cross
markers are the actual fault measurements and the blue line is consistent with the actual measurements, which
uses faulty DBN model of R+ipipe. The green square line shows a great deviation from the actual measurement,
which uses faulty DBN model of R+if p and the fault will then be dropped. Around t = 185, the blue dash-dot
line converges to the actual measurements. and around t=190, the green line significantly deviate from the
actual measurements.
FigureIV.7 shows the incipient fault Rpipe parameter estimation. Originally Rpipe is running on nominal
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Figure IV.6: Estimated observations for fault mode R+ipipe with two faulty DBN models
value 69. At the time of fault detection, we replace all the occurrence of Rpipe with a linear change drift term
dRpipe, implemented with a constant slope Sestimate. Around t = 185, the particle filter converges to the true
faulty measurement data. Therefore, the fault parameter Rpipe is also estimated correctly. And the slope is
estimated to be 0.47, while the true injected fault slope is 0.5. This experiment demonstrate that our DBN
approach can maintain the current belief state and propagate to the next time step for a uncertain dynamic
system.
IV.2.2 PFs Comparison Experiment
Now that we have demonstrated our DBN model based diagnosis scheme using RO system as a case study.
We turn to investigate the different performance using different inference scheme for DBN models. We use
time to convergence (CT) and mean-square error (MSE) as metrics to compare the performance of the two
particle filters: GPF and APF. For every fault scenario, we run the experiment 10 times and then calculate the
mean value and standard deviation (SD) of the performance parameters, as shown in Table IV.2. DBNs used
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Figure IV.7: Fault Parameter Estimation
in all the experiments have the same configuration which allows a better comparison of their performance.
Each PF experiment uses 200 particles at each time step. All the experiments were run on the same desktop,
assuming the same workload. The desktop used for this experiment is an Intel Core i5 at 2.4 GHz. It has
4GB of RAM memory and runs Mac OS X 10.7.2 operating system.
In order to provide a reproducible and algorithm-independent assessment of the tracking ability of a
particle filter applied to the fault diagnosis problem of nonlinear electrical system, we choose the following
performance parameters as our metrics.
RT: run time, measures the overall runtime efficiency. RT reports the run time for 300 time steps.
MSE: mean-square error, for each state of the system, the particle filter delivers an estimate of the current
state as mean of the particles, xˆ= E(xt). The square error et for time point t is computed as et = (xˆ  xtrue)2.
The MSE value then corresponds to the variable et averaged over the total number of time units in processing
the system states.
CT: time to convergence. To measure CT, we define a threshold value et . For time unit t, the particle
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Table IV.2: GPF and APF in four scenarios
Faults
GPF APF
RT(SD) MSE(SD) CT(SD) RT(SD) MSE(SD) CT(SD)
nominal 16.25(0.52) 0.51(0.08) 183(10) 24.25(0.48) 0.20(0.04) 176(12)
Rpipe incipient 17.04(0.55) 0.59(0.12) 194(11) 28.77(0.45) 0.33(0.09) 185(12)
Rpipe abrupt 17.36(0.49) 0.66(0.11) 196(11) 29.54(0.49) 0.36(0.08) 188(10)
Rmemb incipient 17.19(0.53) 0.71(0.13) 190(15) 29.63(0.49) 0.40(0.08) 183(14)
Rmemb abrupt 16.98(0.45) 0.72(0.08) 192(14) 29.35(0.54) 0.39(0.09) 185(12)
filter is said to be converging toward the true state x(k) if the latter lies within one standard deviation et from
the estimated state xˆ. In other words, the particle filter is convergent if the following inequality holds: MSE
 et .
Table IV.3: GPF and APF for parameter estimation
TrueParameter GPF APFEstimate PercentageError(%) Estimate PercentageError(%)
R+apipe(100) 91.88 8.12 96.36 3.64
R+amemb(50) 45.73 8.54 47.92 4.16
Table IV.2 shows the particle filter is efficient and accurate for tracking and estimating nominal and fault
system behaviors. GPF runs much faster than APF but it needs more time to converge than APF in all the
four different scenarios. See Table IV.3, according to the estimation of abrupt fault parameter, APF shows a
better accuracy than GPF. Mostly it is due to the reason that GPF uses prior density as the proposal function
to produce a posterior which is not so reliable and the weights are very unevenly distributed. On the contrary,
APF introduce an auxiliary variable and sample from a joint density which is more close to the empirical
filtering density, but it may easily cause sample degeneracy and resamples a lot. Hence, GPF is faster but less
accurate.
After it converges we extract the value of this fault hypothesis. For example, R+apipe was set to have an
abrupt value change to 100, and when our fault model is considered to converge to the actual measurement
deviation, the value of R+apipe was estimated as 91.88 using GPF and 96.36 using APF. To be better visualized,
we could see from its percentage error and APF got a less error percentage.
Furthermore, from Table IV.4, we can see how GPF and APF works under both low and high levels of
noise, where we adjust both process and measurement noise at the same time in this thesis. Compared with
the generic particle filter, the auxiliary particle filter works better when noisy level is light. Basically, because
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it generates points from the samples at k 1, which are most likely to be close to the true state. If the process
noise is small, so that p(xk | xik 1) is well characterized by µ ik, which is estimated by the prior, then the APF
is often not so sensitive to outliers as GPF, and the weights w ik are more even. However, if the process noise
is quite large, a single point cannot characterize p(xk | xik 1) well enough. Hence, it will cost more time to
converge than GPF and it will get less accuracy than usual. Also see (Pitt and Shephard, 1999).
Table IV.4: GPF and APF in two types of noise levels
R+apipe
GPF APF
RT(SD) MSE(SD) CT(SD) RT(SD) MSE(SD) CT(SD)
high-level 18.74(0.55) 0.85(0.24) 205(14) 34.23(0.81) 0.65(0.21) 218(16)
low-level 17.36(0.49) 0.66(0.11) 193(11) 29.54(0.49) 0.36(0.08) 188(10)
IV.3 Summary
In this chapter, we demonstrate the effectiveness and correctness of our DBN model based diagnosis scheme
by running diagnosis experiments and PFs comparison experiments on a number of fault scenarios. Reverse
Osmosis (RO) system in the primary mode operation designed and built in BDM paradigm was used as
our testbed. Followed by the modeling chain described in chapter III, its state-space equation form, bond
graph model, TCG and DBNs are created, from which we could understand the system in a deeper level.
And with the DBN model, nominal and faulty, particle filters are used to do the diagnostic reasoning and
inference. Eventually, only one particle filter that uses the correct faulty DBN model converge to the actual
faulty measurement.
Another important contribution of this work is to compare two kinds of particle filters, based on their
performance on a number of fault scenarios and different levels of noise. Generic particle filter is faster at
the running time. However, from view of time to convergence and mean-square error, auxiliary particle filter
shows an improvement with accuracy and efficiency. When the system noisy level is quite high, APF may
need more time to converge to the actual value or even lose the ability to converge.
The significant advantage of the DBN model-based diagnosis is that it captures the temporal and causal
relations between system variables and component parameters, allowing for very efficient qualitative models
and quantitative reasoning methods. This helps overcome some of the limitations that have been observed for
analysis of faults in systems with complex nonlinear behaviors. As the experimental results in the previous
work demonstrate, the qualitative scheme is always ambiguous, but once the fault set is reduced to a small
size by qualitative model, the quantitative estimation techniques can be applied to uniquely isolate the fault
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and compute the magnitude of change.
In conclusion, we have developed a new DBN model based fault diagnosis method combining the qual-
itative framework and quantitative scheme for the complex nonlinear dynamic system, the Reverse Osmosis
(RO) system, part of water recovery system. The experiment results matched the expected values and further
development of this technology will provide the proof of concept that advanced control techniques can form
the backbone for autonomy in future long-duration missions (Biswas et al., 2004).
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CHAPTER V
Discussion and Conclusions
V.1 Summary
The diagnosis problem is designed to determine the current state of a system (nominal or faulty) given a
stream of observations from that system (Dearden and Clancy, 2002). Therefore, system state tracking and
estimation play a very important role in the online diagnosis framework. However, with nonlinear and non-
Gaussian behaviors, it is a challenging task, even with low levels of process and measurement noise. Sequen-
tial Monte Carlo methods provide a number of advantages, and PF approaches have been used extensively
for system monitoring and diagnosis of hybrid systems (Lerner et al., 2000). But they require many computa-
tional resources to get a good approximation of the true belief state. (Narasimhan et al., 2004) use Livingstone
3 to generate a set of candidates and track the stochastic system behavior by look-ahead Rao-Blackwellized
Particle Filter scheme. The proposed approach combines QFS to generate fault hypothesis and tracks ob-
served measurements using a PF separately that runs on each faulty DBN model till the particles eventually
converge to one of the fault modes. Besides, the auxiliary particle filter has been shown to be a stable, efficient
and accurate method for tracking and estimating fault parameters in complex physical systems.
In this thesis, we introduce particle filter reasoning method in our DBN-model based diagnosis framework
combining with previous qualitative TRANSCEND scheme. Generic particle filter and auxiliary particle
filter are employed and compared based on their performance running on the Reverse Osmosis (RO) system.
Carrying out state estimation and behavior tracking in such practical hybrid system is quite a complicated
task. That’s the reason this thesis only considers the system running on one primary mode, making hybrid
system to be a continuous nonlinear system, focusing on diagnosis scheme not on hybrid mode transition.
Besides, we have different levels of disturbance and measurement noise. Even low levels of noise can rapidly
become detrimental to traditional diagnosis method. Under such adverse conditions, incorporating these
observations in the DBN model based diagnosis framework proves to be a substantial advantage. Using data
samples generated from BDM models(Szarka, 2011) which correctly simulated the real system, we have
furthermore demonstrated that particle filter algorithms based on updated measurements show a high degree
of robustness against process and measurement noise. Most of previous work(Arulampalam et al., 2002)
prove that for a variety of real scenarios, if the assumptions of the Kalman filter cannot hold and the system is
nonlinear, approximate techniques must be employed. Particle filtering approximates the density directly as
a finite number of samples. A number of different types of particle filter have been developed, such as SIR,
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ASIR and RPF, and some have been shown to outperform others when used for particle filter for a particular
applications. However, when designing a particle filter for a DBN model, it is the choice of importance
density that is critical.
We have developed a better understanding of dynamic Bayesian networks and show that this DBN model
can be useful for practical applications, in particular in order to perform fault diagnosis on a complex real
world nonlinear dynamic system. We first present an overview of DBN model based method, its represen-
tation, its construction method and its reasoning algorithms. As stated before, with the system state space
getting larger, it could be computational intractable. The task to find the likely states of the system given
sensor readings is NP-hard. This is then we combined qualitative scheme to reduce the number of fault
hypothesis to a small number so as to decrease the computation complexity in the diagnosis framework.
V.2 Future Directions
It is our hope that this thesis demonstrates the usefulness of dynamic Bayesian networks and provides useful
algorithms for inference in these models. Obviously, it is quite difficult to answer all the questions that come
up in these models, and there is still room for much work to be done. In this section, we will briefly review
some exciting research directions in this field.
(i) Diagnosis on Hybrid System with discrete mode transition. Such systems will require new variants of
many of the techniques we currently employ in model-based diagnosis including exploiting problem decom-
position, compact representations of state spaces, abstractions of problems, and approximation of inference.
It is still quite a challenging problem.
(ii) Inference Issues. The heart of the algorithm used for tracking the RO system is the particle filter
approximation from chapter III. Although these algorithms were proven to be capable of reliably dealing
with a complex real-world dynamic system, it still can be improved in a few ways. We could improve the
efficiency of our diagnosis approach by deriving reduced DBN models and running PFs on these reduced-
order DBN models instead of on the entire system DBN model.
(iii) Modeling other types of faults. In the case study, we have concentrated on diagnosing abrupt changes
and gradually drifts. In physical systems, there is another important type of change, called intermittent fault.
It is a malfunction of a device that occurs at intervals, usually irregular, and functions normally at other
times. It is caused by several contributing factors, some of which may be effectively random, which occur
simultaneously.
(iv) Observability of the faulty model and their impact on diagnosis. The problem of identifying the
correct set of measurements such that the system is diagnosable as well as observable, is quite an interesting
research issue.
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(v) Control Problem. In this thesis, we focused on the task of fault diagnosis. However, in many practical
cases we are not interested in fault diagnosis by itself but rather as a part of control system. We want to take
actions to fix them or at the very least minimize the damage that they cause, not just only identifying the true
faults. Thus, there is an obvious need for a control component that would work hand in hand with our fault
diagnosis tools.
V.3 Conclusion
We have demonstrated in this thesis that dynamic Bayesian networks are a powerful tool for reasoning about
complex and realistic domains. Combining the explicit representation of uncertainty that has proved useful for
Bayesian networks with enough expressive power to model the continuous phenomena in hybrid domains. In
this thesis, we apply the framework in mechanical domain and hydraulic domain, but it is not so hard to come
up with other domains that could call for such diagnosis models, such as visual tracking, speech recognition,
robotics and many others. In conclusion, the question of application of DBN model based diagnosis scheme
is primarily a question of the quality of the available mathematical model of the system. In additional to this,
the reachable quality of fault isolation and identification decisively depends on the available measurements.
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