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Abstract
A theoretical study of silicon-on-insulator (SOI) photonic wires was conducted. These nanoscale
optical waveguides can have transverse dimensions substantially smaller than the wavelength of
the infrared light they carry. This extreme confinement provides very strong dispersion, which
can be greatly controlled by specifying the waveguide geometry. The confinement also enhances
silicon’s already considerable Kerr nonlinearity (whereby refractive index increases with optical
intensity), allowing for nonlinear optical phenomena with record-breakingly small powers.
The most notable of these phenomena (and the prime subject of this report) is the soliton,
which is a self-sustaining localised pulse held together by a balance between dispersion and
nonlinearity. A variety of other phenomena are also considered, including continuum generation,
in which the spectral width of a pulse is greatly increased, and modulational instability, in which
deviations from an optical waveform are reinforced by nonlinearity.
Light propagation through a single wire is modelled numerically, and the results compared to
third-party experimental data. The analysis reveals that the experimental results are consistent
with soliton evolution, thus strengthening the base of evidence for the existence of solitons in
silicon wires.
Light propagation through arrays of multiple waveguides is also modelled. It is shown that inter-
wire diffraction is intimately linked to dispersion, and that by exploiting this it is possible to
realise both solitons and modulational instability in arrays of wires that individually would not
be able to support these phenomena. It is also shown that silicon nanowires are an excellent
medium for realising “optical bullets” in which a pulse of light is self-localised both in and
transverse to the direction of propagation. A distinctive pattern of radiation emitted by these
bullets is predicted.
Solitons supported by the Raman effect (rather than the Kerr effect) are also considered. A
novel class of soliton solutions are derived, which have the novel property of existing even when
the frequency components comprising the soliton are not phase matched.
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Chapter 1
Introduction
This report is fundamentally about Nonlinear Optics. This is the study of how light behaves
at high intensities, and how to exploit this behaviour to gain extreme control over light. Non-
linearity is important because it allows light to interact with light. In a system where electric
polarisation is simply proportional to the electric field, waveforms can be superposed without
any change to the dynamics of the individual components; if two waveforms meet, they will
simply pass through one another. Consequently, if you pass light with a given set of frequency
components through a linear medium, you can only ever get those frequencies out. When opti-
cal nonlinearity is present, however, waveforms can mix or self-interact to produce an entirely
new waveform.
Examples of nonlinear phenomena include second harmonic generation [1], in which photons
are essentially combined to give photons with twice the energy; four wave mixing in which three
frequency components interact to produce [2] or amplify [3] a fourth; supercontinuum generation
[4, 5], in which light with a very broad frequency spectrum can be generated from a narrow-
spectrum pulse; electromagnetically induced transparency [6] in which absorption at a particular
frequency is eliminated by optically inducing destructive interference between the corresponding
quantum states; stimulated Raman scattering [7] in which photons are swapped for photons
with shifted energy, with attendant excitation or relaxation of the medium; and modulational
instability [8] in which small deviations from a waveform are reinforced by nonlinearity, causing
it to break up into a chain of pulses. Nonlinearity can also be used to create an environment for
exotic linear phenomena. These include “slow light” in which light can be drastically slowed,
or even halted and “fast light” in which the group velocity of light exceeds the speed of light
in vacuum, or even becomes negative, causing a pulse to move towards the source [9].
An extremely important nonlinear phenomenon—and the subject of this report—is the soliton.
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1.1 Solitons
A soliton is a localised and self-sustaining wave motion that can arise in many non-linear
systems. They contain a range of frequency components, and are bound together by the balance
between the dispersion of these frequency components and the nonlinearity of the system.
The archetypal example of a soliton is the “Wave of Translation” observed by John Scott
Russell in 1834. When a boat moving along a canal suddenly stopped, the surge of water at
its bow continued to move, and “assum[ed] the form of a large solitary elevation, a rounded,
smooth and well-defined heap of water, which continued its course along the channel apparently
without change of form or diminution of speed” [10]. This description highlights an extremely
important feature of solitons, namely their ability to retain their shape as they propagate,
despite the inevitable presence of noise and damping. This feature is one of the principal reasons
for interest in solitons. In fact, the very name “soliton” (as opposed to the more general term,
“solitary wave”) reflects the fact that solitons can be regarded as discrete particles, rather than
waves.
Russell’s wave of translation is more specifically a temporal soliton. That is, at any point in
time, the soliton only occupies a finite region of space along the direction of propagation. The
name derives from the fact that an observer at a given point along the direction of propagation
will only see the soliton for a limited time duration. Temporal solitons are also seen in mag-
netostatic waves [11], sound waves [12] and optical fibres [13]. They have also been proposed
as a mechanism for many natural phenomena, including tsunamis [14] and signal propagation
through neurons [15].
In contrast to the temporal soliton is the spatial soliton, in which the wave motion is confined in
one or more directions transverse to the direction of propagation. (As with temporal solitons,
the separation of frequency components is being nonlinearly suppressed, but this frequency is
spatial rather than temporal.) A prime example of this is the optical self trapping described
below, whereby diffractive spreading of a beam of light is cancelled by nonlinearity. Spatial
solitons have also been observed in magnetic materials [16]. A relative of the spatial soliton is
the edge soliton, in which the wave is self-confined against the edge of the propagation medium
[17]. Solitons can fulfil the requirements for both spatial and temporal solitons [18], in which
case they are called spatiotemporal solitons.
A concept related to the soliton is the topological soliton or topological defect. This has particle
like properties which result from the medium being twisted or distorted in such a way as for it to
be impossible to deform the defect into a non-defect through a continuous series of intermediate
states. Instead, the solutions are split into topologically distinct families, which can only be
switched between by the intervention of another physical effect. Examples include structural
defects in liquid crystals [19], Falaco cells (vortex pairs that can occur on the surface of liquids)
[20] and vortices in liquid helium [21]. Of particular interest is the possibility that spacetime
itself may contain topological defects known as cosmic strings [22]. Topological solitons can be
said to carry a topological charge which is a conserved number, describing the exact form of the
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defect. Solitons carrying such a charge are considered in chapter 6.
In some systems, it is possible for an absence of energy to behave as a soliton. These dark
solitons or antisolitons consist of a region of reduced amplitude set against a continuous wave
background. (In this context, a non-dark soliton is known as a bright soliton.) Like bright
solitons, dark solitons can be both temporal and spatial in nature [23].
The resemblance of solitons to particles suggests that the converse may be true, and that ele-
mentary particles such as electrons are themselves solitons [24]. (There is as yet no experimental
evidence to support this theory, and so it remains highly speculative.)
1.1.1 Optical solitons
In the field of optics, temporal solitons were first observed in silica fibres by Linn Mollenauer and
Roger Stolen in 1980 [13]. These solitons are sustained by the Kerr effect, whereby the refractive
index increases in proportion to optical intensity. This causes self phase modulation in which the
leading edge of the pulse is red-shifted, whilst the trailing edge is blueshifted. In the presence
of anomalous group velocity dispersion (in which blue light has a higher group velocity than red
light, as opposed to the normal group velocity dispersion which is more commonly encountered)
the dispersion and the nonlinearity can balance to form a soliton. Temporal solitons in single
waveguides are studied in chapter 3, whilst temporal solitons in coupled waveguide arrays are
considered in chapter 4.
Spatial solitons are seen in the form of self trapping of optical beams [25]. This occurs when
beam spreading due to diffraction is counteracted by self focussing, in which optically-induced
refractive index increase causes the beam to converge. This effect can also be thought of as the
light creating its own waveguide. Spatial solitons are not studied directly in this report, but
attention is given to a related phenomenon known as the spatial discrete soliton. These occur
in arrays of coupled waveguides, whereby the natural inter-waveguide coupling is suppressed
by nonlinearity. Spatial discrete solitons were first proposed by Demetrios Christodoulides and
Richard Joseph in 1988 [26] and were first realised experimentally in 1998 [27].
Optical spatiotemporal solitons are known as light bullets [18], where the light is both localised
in the direction of propagation, and self trapped in the transverse direction. Edge bullets are
also possible, whereby the light is trapped against the edge of the medium [17, 28]. In chapter
5 spatiotemporal discrete solitons, in which the properties of the temporal soliton and spatial
discrete solitons are combined [17, 29, 30] are considered. Light bullets (and spatiotemporal
solitons in general) have proved highly elusive, with only a few examples (e.g. [31, 32, 33]) seen
to date. Difficulties include the need to balance the intrinsic length scales of dispersion and
diffraction [34] (so that the powers needed to balance the two are equivalent), and the need for
sufficiently strong nonlinearity [35] to reduce the power requirements to practical levels.
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Non-Kerr solitons
The Kerr effect is not the only form of optical nonlinearity capable of producing optical solitons.
In materials lacking inversion symmetry (such as lithium niobate or β-barium-borate) electric
polarisation as a function of electric field can have a quadratic component (as opposed to the
cubic nonlinearity of the Kerr effect), and this can also be used to support solitons [36, 37].
Raman-effect solitons have been observed in a variety of forms; these include hybrid bright-dark
temporal solitons in which a bright-soliton of Stokes-shifted light co-moves with a dark-soliton
in the optical pump [38], and more conventional bright solitons [39] (which are considered in
chapter 6). Solitons have also been observed in systems where stimulated Brillouin scattering
(the result of photon-phonon interactions [40]) is the source of the nonlinearity [41]. It has
even been suggested that spatial solitons supported by the fundamental nonlinearity of the
vacuum may exist [42, 43]. (These, however, require intensities beyond currently available laser
technology.)
1.1.2 Solitons versus non-solitons
Determining if a waveform is or isn’t a soliton is a non-trivial problem. It becomes more com-
plicated still in light of the fact that the mathematical models yielding exact soliton solutions
are only approximations to physical reality. As such, the solitons that occur in nature are
sometimes referred to as quasi-solitons. These, however, must retain several important charac-
teristics. Firstly, although deviations from an exact model will generally cause a quasi-soliton’s
shape to change as it propagates, there must still be strong supression of this shape change.
For example, a temporal quasi-soliton in a optical fibre may lengthen slightly as it propagates,
but this increase should be far smaller than that seen without nonlinearity. Throughout this re-
port, the difference between propagation with and without nonlinearity is used to demonstrate
quasi-soliton formation.
Another crucial feature of any soliton (or quasi soliton) is that the localisation must be intrinsic
to the bulk properties of the propagation medium, and not imposed by any artificial constraints.
Mathematically speaking, the soliton should be a intrinsic property of the equations of motion
of the propagation medium, rather than something that is forced by boundary conditions.
For example, a pulse of monochromatic light being fired through a linear medium would not
constitute a temporal soliton, as the localisation would be purely a result of the initial pulse
being finite in time. Similarly, light travelling through an optical fibre would not – under
ordinary circumstances – constitute a spatial soliton, as the localisation would be simply a result
of the light undergoing total internal reflection at the fibre’s boundaries. (For a topological
defect, this distinction is more complicated, as the separation between the topological families
is generally the result of boundary conditions. However, these conditions do not push the
solution into one particular family and so they don’t force a soliton to be present.) In chapter
5 this distinction between self-localisation and boundary condition localisation will become
important, as spatial localisation in finite arrays of waveguides is considered.
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Some sources (e.g. [44]) draw an explicit distinction between the terms “soliton” and “solitary
wave”, by stating that in addition to the requirement of self-sustaining localisation, a soliton
must also be able to pass through another soliton with no ultimate effect other than a phase
shift. However, in the context of nonlinear optics this requirement is often inappropriate.
For example, optical phenomena which otherwise resemble solitons are widely observed to
fuse, split or annihilate on collision [45]. (This is related to the above distinction between
solitons and quasisolitons, as whilst the nonlinear Schro¨dinger equation derived in chapter 2
supports solitons with the phase-shift-only property, this is broken by the modifications that
must be made in order to accurately describe a real system [23].) As the particle-like behaviour
remains, it is unhelpful to exclude these objects as being solitons. Therefore, the phase-shift-
only requirement is commonly disregarded by many sources. There does, however, remain an
informal requirement that something interesting should happen on collision. In section 3.3.3
pulse fusion is used as a test to see if quasi-solitons are present.
Another test arises from the fact that many soliton solutions possess non-trivial conservation
laws, in which a particular combination of variables should remain constant. In sections 3.3.3
and 5.2.3 such laws are used to gauge quasi-soliton formation.
For clarity, the term “quasi-soliton” will be dropped throughout the rest of this report.
1.2 Semiconductor waveguides
Silicon on insulator (SOI) devices consist of nanoscale silicon waveguides sitting on top of an
insulator base (which is almost always silica). These waveguides are commonly referred to as
photonic nanowires (or just “wires”), where “photonics” is a general term used to describe the
emission, manipulation and detection of photons. They typically operate at wavelengths in the
vicinity of the 1.55µm infrared telecom band (which corresponds to the maximum transparency
of silica fibre). A schematic of the type of SOI device considered in this report is given in figure
1.1, whilst an electron micrograph is given in figure 1.2.
Silicon has an extremely high refractive index (approximately 3.5 in the band of interest [46]),
allowing for tight-confinement of light. This confinement can be spectacular, with light having
a wavelength greater than a micron being confined to waveguides with transverse dimensions
of only a few hundred nanometres. The strong dielectric boundary effects resulting from this
confinement allows for dispersion tailoring, in which the dispersion relation can be modified by
altering the geometry of the waveguide. In particular, the group velocity dispersion (GVD) can
be made anomalous [47, 48]. This allows for solitons, despite silicon’s strongly normal GVD
at these wavelengths. This dispersion can be enormous, with values three orders of magnitude
greater than that in silica fibres attainable [49]. Silicon’s high refractive index can also be used
to trap light in a gap between wires by total internal reflection, in an arrangement known as a
slot waveguide [50, 51, 52, 53].
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DW
H
Silicon waveguide
Insulator base
Figure 1.1: Schematic of two silicon on insulator waveguides. The width W , height H and
separation distance D are all variable. (In chapter 3, single waveguides with a variety of
dimensions are considered. In chapter 4, arrays with H = 220nm, W = 330nm and D = 330nm
are considered. In chapter 5, arrays with H = 220nm, W = 380nm or 420nm and D = 700nm
are considered.)
500nm 500nm
500nm500nm
a) b)
c) d)
Figure 1.2: Scanning electron micrographs of an SOI waveguide, fabricated by Marco Gnan,
Marc Sorel and Richard De la Rue [54]. (This device is modelled in section 3.3.) a) Cross-
section view of waveguide. (The slightly darker material on top of the waveguide is the etching
mask.) b) Top-down view of waveguide. c) Perspective view of waveguide. d) Cross-section
view of taper used to couple light into waveguide. (Images taken by Marco Gnan.)
Silicon has a large Kerr nonlinearity [55, 56], which is greatly enhanced by the tight confinement
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that silicon nanowires give [57]. As with dispersion, the nonlinear coefficient can exceed that
of silica fibres by three orders of magnitude [58]. Furthermore, this nonlinearity is ultrafast
[58], so that in comparison to the frequency of the light, it responds effectively instantaneously
to the changing electric field. These effects allow for temporal solitons [48, 59, 60, 61] with
record-breakingly small peak powers (for sub-picosecond optical pulses) of only a few watts.
[54, 62, 63, 64].
Silicon on insulator devices have a wide range of applications [59, 65, 66, 67]. One such example
is the ring resonator [68, 69] which can be used as an optical delay line in optical signal processing
[70, 71]. On-chip supercontinuum source are also possible [62, 64, 72]. Raman amplifiers are
another application [73, 74, 75], with demonstration devices having been constructed [76, 77,
78, 79]. Raman lasers have been fabricated [80, 81], as have wavelength converters [82]. Devices
utilising four wave mixing are also of interest [83, 84], with both amplifiers [85] and wavelength
converters [86] having been demonstrated. Signal modulation is another area of importance
[87, 88, 89, 90], as is signal switching [65, 91] and signal detection [92].
Ultimately, silicon on insulator promises to have a major impact upon future technology. A
primary example is the realisation of optical data lines within microchips [93], which would
greatly improve the performance of complex integrated circuits by allowing different regions to
communicate at greater speed [94]. The ability to place optical components on a silicon chip
would also greatly benefit the construction of optical signal transceivers, as all the functions
could be performed by a single chip, rather than multiple components [95]. Another potential
application is all-optical signal routing, in which data packets in telecommunication networks
are directly switched in optical form (rather than being detected, processed in electrical form,
and then reemitted).
1.3 Synopsis
In this report, silicon on insulator devices are considered as on-chip laboratories with which to
investigate a wide range of nonlinear optical phenomena. A theoretical approach is used, but
close links to experimental reality are maintained throughout.
In chapter 2 a model of optical propagation through SOI waveguides is derived, taking into
account a range of physical effects, and (so far as possible) using physical parameters based upon
experimental data. This includes the material dispersion of the silicon and silica, waveguide
dispersion, linear absorption due to light escaping the waveguide, nonlinear absorption, and the
effect of free charge carriers on optical transmission.
In chapter 3, light propagation through a single wire is modelled, revealing a variety of physical
effects. A comparison to third-party experimental data is made, providing strong evidence for
the existence of solitons in silicon wires.
In chapters 4 and 5 multiwire arrays are modelled. In chapter 4 it is shown that inter-wire
16
diffraction is intimately linked to dispersion, and that by exploiting this it is possible to see
temporal solitons in arrays of normally dispersive wires. In chapter 5, silicon on insulator is
shown to be an excellent medium for realising spatiotemporal solitons. A distinctive pattern of
radiation emitted by these “optical bullets” is predicted.
In chapter 6, solitons supported by the Raman effect (rather than Kerr nonlinearity) are con-
sidered. A new class of soliton solutions are derived, which have the novel property of existing
even when the set of frequency components comprising the soliton are phase-mismatched.
A summary of original findings and published works is given in chapter 7.
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Chapter 2
Modelling SOI waveguides
The propagation of light through silicon waveguides involves the complex interplay between a
variety of physical effects. In this chapter, a model for this propagation is developed.
Whilst Maxwell’s equations can be integrated directly [96], such an approach is time consuming
and requires vast amounts of memory. A 3D array of volume elements must be stored in its
entirety, with each being represented by a set of twelve numbers (the vector components of
both the electric and magnetic fields, plus back-values) [96]. For a dispersive nonlinear system,
further vectors representing the dielectric polarisation must be added [96]. The simulation must
also use a very large number of time steps, as there must be sufficient resolution to accurately
describe the form of each wavecycle, and yet up to 10,000 such cycles may be present over the
full length of propagation.
The system can be greatly simplified by reformulating it into a Nonlinear Schro¨dinger Equation
[8, 23, 97, 98]. This is scalar and one dimensional, in that the waveguide is represented by an
amplitude factor, which is a function of the distance along the waveguide. This reduction,
however, does not amount to ignoring the vectorial nature of the fields, or their variation
perpendicular to the direction of propagation. Instead, it uses the effective index approximation,
in which the amplitude is a scaling factor for the vector mode.
The Nonlinear Schro¨dinger (NLS) equation has another great advantage in that instead of
describing the electric field itself, it describes a slowly varying envelope which modulates a
fixed frequency carrier signal. This allows the step size in any integration scheme to be greatly
increased, as the rapid oscillation of the carrier wave has been removed. More importantly, the
second derivative of this envelope function with respect to distance of propagation is negligible,
allowing it to be removed. This slowly varying envelope approximation reduces what would be
a second order equation (in distance) into a first order equation.
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The equation itself is given by [8]
∂A
∂z
+ iβ2
∂2A
∂t2
= iγ|A|2A (2.1)
where A is the amplitude of the envelope, z is distance along the waveguide, and t is time.
The group velocity dispersion (GVD) of the waveguide is specified by the constant β2 (which
is described in section 2.1.2) whilst the Kerr nonlinearity is specified by the constant γ (which
is described in section 2.2.2).
In order accurately represent an SOI waveguide, the ideal NLS equation must be substantially
modified. Firstly, the NLS equation assumes a simplified model of dispersion, in which the re-
lation between frequency and wavenumber is fitted with a parabola (where β2 is the quadratic
coefficient). This approximation is sometimes acceptable for optical fibre [8], but in SOI it
becomes inadequate [57, 99, 100, 101]. Therefore, the NLS must be extended into a Gen-
eralised Nonlinear Schro¨dinger equation, which includes higher order derivatives. The other
main deviation from the ideal NLS model is caused by damping. Both linear damping (due to
light escaping from the waveguide) and nonlinear damping (due to two-photon effects) will be
present. Furthermore, the light will excite free charge carriers, which themselves will absorb
and scatter light.
In the following sections, the generalised NLS equation is both derived and extended to encom-
pass the effects of damping and free charge carrier interactions.
2.1 Light in a waveguide
Maxwell’s equations in a dispersive and nonlinear optical material (for electric field ~E, displace-
ment field ~D and magnetic field ~H) are given by
∇× ~E = − 1
0c2
∂ ~H
∂t
(2.2)
∇× ~H = ∂
~D
∂t
(2.3)
where ∇ · ~D = 0 and ∇ · ~H = 0. We have assumed that there are no free charge carriers or
currents, a fact which is actually false for silicon; however, we will explicitly reintroduce the
role of free charge carriers in section 2.3.2. We have also ignored the effect of magnetisation,
which is justified, as silicon’s relative permeability differs from unity by less than 10−5. We can
eliminate the magnetic part of these equations entirely to give a second-order wave equation of
the form
∇2 ~E = 1
0c2
∂2 ~D
∂t2
+∇
(
∇ · ~E
)
(2.4)
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When considering wave propagation in a single direction zˆ, it is convenient to rewrite equation
2.4 as
∂2 ~E
∂z2
+∇2⊥ ~E =
1
0c2
∂2 ~D
∂t2
+∇
(
∇ · ~E
)
(2.5)
in which the Laplacian operator has been split up as ∇2 ≡ ∂2/∂z2 + ∇2⊥, where ∇2⊥ is the
transverse Laplacian. This is a 2-dimensional Laplacian operator which acts of the plane per-
pendicular to zˆ. The ∂2/∂z2 operator corresponds to wave propagation along the zˆ axis, whilst
the ∇2⊥ operator gives diffraction.
2.1.1 Material dispersion
The displacement field is related to the electric field by
~D = 0 ~E + ~P (2.6)
where ~P is the polarisation induced by the electric field. This polarisation is not instantaneous,
and at optical frequencies the delay becomes highly significant. (Neither is the relation truly
linear, a phenomenon of fundamental importance that we will introduce in section 2.2.) The
polarisation at each point in space can be modelled as a sum of driven harmonic oscillators,
each corresponding to a particular excitation in the material, which at resonance will cause
absorption. (This connection between absorption and dispersion is highly notable. The two are
inextricably linked by the need for causality, as is mathematically formalised by the Kramers-
Kro¨nig relations [102].) The equation of motion of the nth oscillator (in terms of ~Pn, its
contribution to the total polarisation) is given by
ω2n ~Pn +
∂2 ~Pn
∂t2
= 0∆nω2n ~E (2.7)
where ωn is the resonant frequency, and ∆n is the extent to which the oscillator couples to the
electric field (and thus its contribution to the relative permittivity). The ∆n term is actually
a second-order tensor (where deviation from isotropy is known as birefringence). However
the birefringence of silicon corresponds to a refractive index difference of less than 10−5 [103],
and so ∆n is to a good approximation a scalar. The lack of any damping term means that
these equations are only physically valid when the optical spectrum does not overlap with the
fundamental resonant frequency ωn. Summing over these polarisations gives a displacement
field of the form
~D = 0∞ ~E +
∑
n
~Pn + 0χ
(3)
0 (2.8)
where we have also added a quasi-instantaneous term, with polarisation 0 (∞ − 1) ~E, where
∞ is the instantaneous susceptibility. This is formally the susceptibility at infinite frequency,
but in reality it corresponds to the low-frequency tail of a much faster resonance. In silicon, it
has a value (in the infrared) of ∞ = 11.6858 [46], but in some formulations this is replaced by
the usual oscillator term [104, 105]. Physically, this term results from the sum of several high
energy direct-gap transitions [106].
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In response to an electric field of the form a cos (βz − ωt) xˆ, these oscillators reach a steady
state (with Lorentzian frequency dependence) of the form
~Pn = a
0∆nω2n
ω2n − ω2
cos (βz − ωt) xˆ (2.9)
which implies a frequency dependent dielectric permittivity
 (ω) = ∞ +
∑
n
∆nω2n
ω2n − ω2
(2.10)
which in terms of free space wavelength λ = 2pic/ω and refractive index n =
√
 gives
n (ω) =
√
∞ +
∑
n
∆nλ2
λ2 − λ2n
(2.11)
Equations of this type are known as Sellmeier equations. The physical coefficients are well
documented for both silica and silicon [46, 107], and are given in figure 2.1. It is, however, more
accurate to say that these coefficients are curve-fitting parameters to experimental data, rather
than the precise physical parameters of the polarisation oscillators. In silicon, the Sellmeier
equation is often tweaked to improve this fitting [46], giving a modified formula of
nSi (ω) =
√
∞ +
∆1λ21
λ21 − λ2
+
∆2λ22
λ2
(2.12)
For silicon at the wavelengths of interest, ∆1 is the dominant cause of dispersion, and is due
to silicon’s 1.1 eV indirect band-gap [75]. The ∆2 term provides a small correction, which is
highly detuned from any resonance. In silica, the ∆1 and ∆2 terms correspond to absorptions
in the ultraviolet, whilst the ∆3 term corresponds to an infrared absorption (as can be seen
from the corresponding values of λn).
Silicon Silica
∞ 11.6858 1
∆1 0.00810461 0.6961663
∆2 0.939816 0.4079426
∆3 − 0.8974794
λ1 (µm) 1.1071 0.0684043
λ2 (µm) 1 0.1162414
λ3 (µm) − 9.896161
Figure 2.1: Sellmeier coefficients for both silicon [46] and silica [107]. For silica for conventional
Sellmeier formula (equation 2.11) is used, whilst for silicon a modified formula (equation 2.12)
is used.
We can therefore write the (low power) dispersion relation as
~D = 0 (ω) ~E (2.13)
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where the frequency dependent permittivity is given by equation 2.10. This approach of replac-
ing the oscillators with a frequency dependent function is not, however, universally applicable.
If we wish to directly solve Maxwell’s equations for a nonlinear system (rather than using the
envelope approach described below), then the oscillators must be explicitly integrated [96].
Dispersion parameter
At this point we need to provide a rigorous definition of what we mean by group velocity
dispersion. We start by noting that the phase velocity of light is given by vp = ω/k, where k
is (by definition) the wavenumber. A pulse, however, will not travel at this speed, but at the
group velocity vg = dω/dk. We can use the group velocity to define a group refractive index ng
≡ c/vg = n− λ (dn/dλ). The gradient of group index is an obvious choice for specifying GVD,
and so we define the dispersion parameter D as [8]
D (λ) ≡ 1
c
dng
dλ
(2.14)
This is constructed so that a pulse with spectral width ∆λ (about a central frequency λ) will
temporally broaden by ∆λD (λ) per unit propagation length. The GVD is conventionally mea-
sured in units of ps nm−1 km−1, which is a consequence of its use in fibre optic communication,
where the pulse duration is typically measured in picoseconds, the wavelength in nanometres
and the distance in kilometers. The dispersion parameter can also be written in terms of
(ordinary) refractive index n as
D ≡ −λ
c
d2n
dλ2
(2.15)
A positive value of D corresponds to anomalous GVD in which blue pulses move faster than
red pulses, whilst a negative value corresponds to normal GVD, in which the converse is true.
Material dispersion of silicon and silica
Dispersion parameters calculated from the coefficients in figure 2.1 are shown in figure 2.2. In
the range of interest (around 1.5µm), the GVD of silicon is strongly normal, whilst the much
weaker GVD of silica is anomalous.
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Figure 2.2: Dispersion parameters of silicon and silica, calculated from [46] and [107]. Positive
values correspond to anomalous GVD, and negative values to normal GVD.
2.1.2 Waveguide dispersion
A waveguide introduces a dispersion of its own, due to the dielectric effects at material bound-
aries. This can be used to achieve strong anomalous GVD, despite the strongly normal material
GVD of silicon [47, 48]. Assuming monochromatic light and a lossless waveguide mode, we can
write the electric field ~E as
~E = ~Fω,(~x⊥,ω) (~x⊥) cos
(
βω,(~x⊥,ω)z − ωt
)
(2.16)
where ~F is the modal profile (as a function of position on the transverse plane ~x⊥), and β is
its corresponding propagation constant. Both ~F and β depend on the frequency ω, and the
cross-sectional dielectric profile of the waveguide  (~x⊥, ω). This profile varies with position
over the transverse plane (depending on what material is present at that point in space) and
is also dependent on frequency, as specified by equation 2.10 for the particular material. (This
approach is not universal, as some sources recommend finding the modes in ~H rather than ~E
for mathematical convenience [108].)
At given ω, values of ~F and corresponding β satisfying Maxwell’s equations can be found
using readily available software packages. The FemSIM module of the RSoft package [109] was
used. For the configurations used, the principal mode was a quasi-TE0 mode. (TE stands
for transverse electric, meaning that the electric field has no component along the direction of
propagation. By quasi-TE, we mean a mode in which the electric field component along the
direction of propagation is small but non-zero. The subscript zero denotes the lack of any nodes
within the mode.) A quasi-TM0 (transverse magnetic) mode also exists, but it is less confining,
and is more difficult to excite. The two modes have different values of β, and so any coupling
between them will not be phase matched, making the interaction between them negligible. The
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coupling is reduced further still by the fact that the modes are roughly orthogonal and so will
have minimal projection on to one another. Due to its tighter confinement (and hence higher
nonlinearity) we will concentrate on the quasi-TE0 mode throughout this report.
A variety of SOI waveguides are considered in this report, with dispersions tailored for a large
range of applications. Their dispersions are given in figure 2.3. An example of the mode profiles
used to calculate these dispersion relations is given in figure 2.4.
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Figure 2.3: A selection of dispersion curves for silicon on insulator waveguides with rectangular
cross-section. Dimensions are given in nanometres. Positive values correspond to anomalous
GVD, whilst negative values correspond to normal GVD.
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air
silica
air
silica
air
silica
Figure 2.4: Principal quasi-TE0 mode of a 220nm × 380nm SOI waveguide. Shown over a
1µm × 1µm cross section. The electric field vector is split into Cartesian components, with
transverse components parallel to the silica-air interface shown top, transverse perpendicular
components shown middle, and longitudinal components shown bottom. The horizontal lines
denote the silica-air interface, whilst the rectangles show the cross section of the silicon wire.
It has been assumed that the wire lies 20nm above the silica-air plane due to over-etching,
and that the wire is covered with a 100nm thick etching mask of refractive index 1.35. Colour
saturation gives absolute value. The + and − signs denote relative phase.
Extracting dispersion coefficients
Values of β at various ω were fitted to a polynomial
β = β0 +
β1
1!
(ω − ω0) + β22! (ω − ω0)
2 +
β3
3!
(ω − ω0)3 + · · · (2.17)
where βm are the dispersion coefficients. The core frequency ω0 is chosen to be the pump
frequency. This is the principal frequency of the light fired into the waveguide. Through most
of this report we use a pump wavelength of λ0 = 1.5 µm, giving a pump frequency of ω0/2pi =
1256 THz.
An important issue with polynomial fitting is the order of polynomial used. Whilst a sufficiently
high order is required to accurately fit the underlying function, the use of too high an order (in
which the number of polynomial coefficients starts to approach the number of datapoints) will
cause pathological behaviour in which the datapoints themselves are well fitted, but the curve of
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the polynomial lurches wildly between them. (In the extreme case of an Nth order polynomial
being used to interpolate N + 1 datapoints, this is known as Runge’s phenomenon [110].) This
problem was avoided by calculating a large number of data points (typically between 60 to
100). Using an 11th order polynomial gave fitting errors in the region of 1 part in 105, whilst
maintaining a high ratio between the number of data points and the number of free parameters
in the polynomial. Even so, it is possible that slight fitting pathologies have crept into the
analysis. In figure 2.3, for example, the plots for the 220nm × 380nm and 220nm × 420nm
wires show an unusually flat region between about 1.25µm and 1.35µm. This feature, however,
is relatively slight, and is unlikely to affect further analysis.
The constant parameter β0 is an unimportant phase-factor. The first-order parameter β1 is
the reciprocal of the group velocity. Again, this is of relatively little importance, as it merely
describes the time taken for a pulse to leave a waveguide, rather than how it evolves whilst in
the waveguide. Indeed, in the nonlinear Schro¨dinger formulation derived in section 2.2.2, β1 is
explicitly removed, by switching to a moving frame of reference. (It should be noted, however,
that these coefficients cannot be neglected for the coupled waveguides considered in section
4.1.)
The most important coefficient is β2, which gives the group velocity dispersion at the pump
frequency. This is related to the pump-wavelength dispersion parameter by
D (λ0) = −2pic
λ20
β2 (2.18)
where the change in sign means that positive values will give normal GVD, and negative values
will give anomalous GVD.
The coefficients β3 and above comprise what is known as the higher order dispersion (HOD).
These provide corrections to the parabolic dispersion model that results from considering β2
only. In many systems, the impact of HOD is negligible, except at wavelengths very close to the
zero-dispersion wavelengths [8]. For SOI however, HOD is very important [57, 99, 100, 101],
and so it must be considered fully.
2.2 Optical nonlinearity
By optical nonlinearity, what we specifically mean is that the dielectric polarisation induced by
an electric field is not directly proportional to that field. The general form of the polarisation
(up to third order) is given by [97]
Pj = 0
∫ ∞
−∞
χˆ
(1)
jk (t− τ1)Ek (τ1) dτ1 (2.19)
+ 0
∫ ∞
−∞
χˆ
(2)
jkl (t− τ1, t− τ2)Ek (τ1)El (τ2) dτ1dτ2
+ 0
∫ ∞
−∞
χˆ
(3)
jklm (t− τ1, t− τ2, t− τ3)Ek (τ1)El (τ2)Em (τ3) dτ1dτ2dτ3
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(which is written using Einstein notation, so that index duplication implies summation). The
first of these terms corresponds to the linear dispersion considered above, the second term
corresponds to quadratic nonlinearity (the Pockel’s effect), and the third term corresponds to
the Kerr effect.
This equation is extremely unwieldy, as the second-order tensor χˆ(1) contains 9 functions,
the third-order tensor χˆ(2) contains 27 functions and the fourth order tensor χˆ(3) contains 81
functions. However, we assume silicon to be isotropic, which reduces equation 2.19 to
Pj = 0
∫ ∞
−∞
χˆ
(1)
0 (t− τ1)Ej (τ1) dτ1 (2.20)
+ 0
∫ ∞
−∞
χˆ
(3)
0 (t− τ1, t− τ2, t− τ3)Ek (τ1)Ek (τ2)Ej (τ3) dτ1dτ2dτ3
where χˆ(1)0 and χˆ
(3)
0 are scalars, and the inherently anisotropic quadratic term has vanished
completely. Secondly, we note that the nonlinearity of silicon is ultrafast [58] in that ~P responds
effectively instantaneously to ~E. Therefore, the cubic susceptibility becomes
χˆ
(3)
0 = χ
(3)
0 δ (t− τ1) δ (t− τ2) δ (t− τ3) (2.21)
where χ(3)0 is a scalar constant which defines the strength of the nonlinearity. The χˆ
(1)
0 term
remains time-dependent, but this simply corresponds to linear dispersion considered in section
2.1.1.
Therefore, in bulk silicon, we have a displacement field of the form
~D = 0 (ω) ~E + 0χ
(3)
0
(
~E · ~E
)
~E (2.22)
In silicon (and in the majority of materials), χ(3)0 is positive, meaning that refractive index
increases with intensity. This is referred to as a focusing nonlinearity, as it enables the self-
focusing effects that give spatial solitons.
We can generalise this to a waveguide by making the effective index approximation. We assume
that the nonlinear propagation through a waveguide is the same as plane wave propagation
through a bulk material with the same dispersion relation. We therefore rewrite equation 2.22
as
~D = 0n2eff (ω) ~E + 0χ
(3)
0
(
~E · ~E
)
~E (2.23)
where the effective refractive index neff is defined in terms of the modal propagation constant
β as neff (ω) = βc/ω.
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2.2.1 Nonlinear continuous wave propagation
Before proceeding with a full dispersive treatment of nonlinear propagation, it is instructive to
consider the propagation of continuous wave (CW) radiation through a nonlinear waveguide.
We assume a sinusoidal wave of the form
~E = a cos
(
β˜z − ωt
)
~F ′ (2.24)
where a is an amplitude parameter, which we will shortly relate to the optical power. We have
also replaced the linear propagation constant β with a modified quantity β˜, which is to be
determined. The field profile ~F ′ is normalised as
~F ′ =
~F√∫ ∫ |~F |2dxdy (2.25)
which is done so that
∫ ∫ |~F ′|2dxdy = 1, thus allowing a to uniquely control the optical power.
Substituting this into equation 2.23 gives a displacement field of the form
~D = 0 n2eff (ω) a cos (kz − ωt) ~F ′ (2.26)
+ 0
3χ(3)0
4
|a|2a cos (kz − ωt)
(
~F ′ · ~F ′
)
~F ′
+ 0
χ
(3)
0
4
|a|2a cos (3kz − 3ωt)
(
~F ′ · ~F ′
)
~F ′
where we have used the identity cos3 (θ) ≡ 34 cos (θ) + 14 cos (3θ) to split the nonlinear term
into its frequency components. The cos (3kz − 3ωt) harmonic is not particularly important,
as it isn’t phase matched to the driving field, and will thus integrate to zero over successive
wavecycles. Therefore, we can approximate this as zero.
Substituting the expressions for ~E and ~D (without the third-order harmonic term) into equation
2.5 gives
β˜2a~F ′ =
ω2
c2
(
n2eff (ω) a~F
′ +
3χ(3)0
4
|a|2a
(
~F ′ · ~F ′
)
~F ′
)
(2.27)
where we have assumed ~E to have zero divergence, and have removed the diffractive ∇2 ~F ′ term.
We can eliminate the field profile from our equations by taking the scalar product with ~F ′ and
integrating over the transverse plane. This gives the dispersion relation
β˜ (ω, a) =
√√√√ω2
c2
(
n2eff (ω) +
3χ(3)0
4Seff
|a|2
)
(2.28)
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where the effective area Seff is given by
Seff =
(∫ ∫ |~F |2dxdy)2∫ ∫ |~F |4dxdy (2.29)
If the intensity was uniform within the waveguide, and zero outside, then this quantity would
correspond to the waveguide’s cross-sectional area. In reality, this is not the case, and so Seff
has a value which is similar but not identical to the real area.
We can rewrite equation 2.28 as
n˜ (ω, a) =
β˜ (ω, a) c
ω
=
√
n2eff (ω) +
3χ(3)0
4Seff
|a|2 (2.30)
where n˜ is a modified refractive index. (As expected, this expression reduces to neff in the
lower-power limit.)
Intensity and nonlinear refractive index
The Poynting vector ~S is given by
~S = ~E × ~H = c0 neff (ω)
(
~E · ~E
)
zˆ (2.31)
where zˆ is the direction of propagation. The total power vector can then be found by integrating
over the transverse plane to give∫ ∫
~Sdxdy = c0 neff (ω) a2 cos2
(
β˜ (ω, a) z − ωt
)
zˆ (2.32)
Taking the mean of the zˆ component over time gives the power P as
P =
c0 neff (ω)
2
|a|2 (2.33)
It is convenient to treat the amplitude as being the square root of the optical power. Therefore,
we define a new measure of amplitude
A ≡ a
√
c0 n0
2
(2.34)
which gives P = |A|2 as required. In order to remove the explicit frequency dependence, we
have replaced neff (ω) with a typical value n0 which is representative of the frequency range of
interest. Rewriting equation 2.30 using A gives
n˜ (ω,A) =
√
n2eff (ω) +
3χ(3)0
2c0 n0Seff
|A|2 (2.35)
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The nonlinearity of silicon and silica are more conventionally described using their nonlinear
refractive indices, rather than their χ(3)0 values. The coefficient n2 is defined as that fitting the
approximation
n˜ (ω, I) = n (ω) + In2 (2.36)
where the intensity I is given by P/Seff . For silicon, this constant has a value between about
10−18 m2 W−1 and 10−17 m2 W−1 [55, 56], whilst for silica it is much smaller at about 3 ×
10−20 m2 W−1 [111]. We can relate χ(3)0 with n2 by assuming a weak nonlinearity and thus
approximating equation 2.35 with a first-order binomial expansion
n˜ (ω,A) = neff (ω) +
3χ(3)0
40c n20
|A|2
Seff
(2.37)
where in accordance with the effective index approximation, we have replaced the bulk index
n with the effective index. This conforms to equation 2.36, with n2 given by
n2 =
3χ(3)0
40c n20
(2.38)
Using this conversion, we can rewrite equation 2.35 as
n˜ (ω,A) =
√
n2eff (ω) +
2n0n2
Seff
|A|2 (2.39)
2.2.2 Derivation of the Nonlinear Schro¨dinger Equation
We are now ready to derive a dispersive and nonlinear model of waveguide propagation. We
proceed by making A a function of time and position.
~E = ~F ′ (~x)A (z, t) eiβ0z−iω0t (2.40)
where the eiβ0z−iω0t factor represents a carrier wave with frequency ω0 and wavenumber β0. The
variable A is now a slowly varying envelope, which controls amplitude (via its absolute value),
phase (via its complex argument) and spectral composition relative to the carrier wave (via
temporal variation of its complex argument). We will see shortly that this envelope formulation
allows us to reduce the second-order Maxwell equations into a first-order equation (in z). In
the frequency domain, the field is given by
~˜E = ~F ′A˜ (z, ω − ω0) eiβ0z (2.41)
In section 2.2.1 we showed how an electric field with frequency ω propagates with a wavenumber
β˜. This implies a wave-equation of the form
∇2 ~E = β˜
2
ω2
∂2 ~E
∂t2
(2.42)
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Taking the Fourier transform of equation 2.42 gives the Helmholtz equation
∇2 ~˜E = −β˜2 ~˜E (2.43)
We wish to remove diffraction, and so we remove the transverse Laplacian from equation 2.43
to give
∂2 ~˜E
∂z2
= −β˜2 ~˜E (2.44)
Substituting equation 2.41 into equation 2.44 gives
∂2A˜
∂z2
+ 2iβ0
∂A˜
∂z
− β20A˜ = −β˜2A˜ (2.45)
It follows from equation 2.39 that the wavenumber is given by
β˜2 = β2 +
2β0ω0n2
Seffc
|A|2 (2.46)
where the representative refractive index n0 has been specified to be that at the carrier fre-
quency, so that n0 = β0c/ω0. Substituting this into equation 2.45 and rearranging gives
∂A˜
∂z
+
1
2iβ0
∂2A˜
∂z2
+ i
(
β20 − β2
2β0
)
A˜ = i
ω0n2
Seffc
|A|2A˜ (2.47)
This can be rewritten as
∂A˜
∂z
+
1
2iβ0
∂2A˜
∂z2
+ i
(
β20 − β2
2β0
)
A˜ = iγ|A|2A˜ (2.48)
where we have replaced the constants in the nonlinear term with a single coefficient given by
γ ≡ n2ω0/Seffc (2.49)
Slowly varying envelope approximation
If we assume that the light is spectrally narrow (i.e. |ω − ω0|  ω0) then it follows that the
same applies to wavenumber (i.e. |β − β0|  β0). This justifies the approximation β20 − β2 ≈
2β0(β0 − β), giving
∂A˜
∂z
+
1
2iβ0
∂2A˜
∂z2
+ i (β0 − β) A˜ = iγ|A|2A˜ (2.50)
We are now readily to make our most important approximation: We drop the ∂2A˜/∂z2 term.
The justification for this can be seen by taking the spatial Fourier transform of the derivative
terms
1
2iβ0
∂2A˜
∂z2
⇒ (β − β0)
2
2iβ0
A (2.51)
∂A˜
∂z
⇒ −i (β − β0)A (2.52)
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The coefficient in front of the second derivative is extremely small (being a small value squared),
and so the whole term can be removed to give
∂A˜
∂z
+ i (β0 − β) A˜ = iγ|A|2A˜ (2.53)
This simplification is known as the slowly varying envelope approximation. The envelope A is
spectrally narrow (both in terms of frequency and wavenumber), and hence it is broad both
temporally and spatially. Therefore, the approximation amounts to requiring that the envelope
must vary over a time scale that is much longer than the time period, and over a length scale
that is much longer than the wavelength.
By using this approximation, we have reduced a second-order equation (in distance) to a first-
order equation, which is extremely useful for finding both analytical and numerical solutions.
We can then replace β with the Taylor expansion denoted by equation 2.17, and so specify the
waveguide dispersion by using the coefficients described in section 2.1.2. This gives
∂A˜
∂z
− i
(
(ω − ω0)β1 + 12 (ω − ω0)
2
β2 + · · ·
)
A˜ = iγ|A|2A˜ (2.54)
Finally, we switch back to the time domain (noting both that A˜ is a function of ω−ω0 and not
just ω, and that |A|2 is a function of t and not ω), to give the Generalised Nonlinear Schro¨dinger
Equation
∂A
∂z
− i
M∑
m=2
im
βm
m!
∂mA
∂tm
= iγ|A|2A (2.55)
where M is the total number of βm coefficients used to fit the dispersion relation. We have
removed the β1 term (the reciprocal of the group velocity) which amounts to switching to a
moving frame of reference. The reason for this is simply because the group velocity is largely
irrelevant. We are interested in how light interacts with light, and the velocity at which these
interactions takes place is a needless distraction from the fundamental physics of the situation.
(Additionally, the removal of group velocity can be useful when finding numerical solutions, as
the entire simulation can be confined to a relatively small time window.)
In the simplest possible dispersive case, we can truncate the expansion of β to second order.
This gives the Nonlinear Schro¨dinger Equation as
∂A
∂z
+ iβ2
∂2A
∂t2
= iγ|A|2A (2.56)
2.2.3 Generalised nonlinearity
Equation 2.55 is in fact only one example of a Generalised Nonlinear Schro¨dinger Equation.
We can in principle replace the cubic term with any nonlinear function of A.
If we consider a more general nonlinear polarisation ~PNL, such that the displacement field is
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given by
~D ≡ 0  (ω) ~E + ~PNL (2.57)
we can derive an equation of the form
∂A
∂z
− i
M∑
m=2
im
βm
m!
∂mA
∂tm
= i
ω0
20n0c
ΛNL (2.58)
where ~PNL has been represented by a slowly varying envelope ΛNL (z, t), such that
~PNL =
1
2
~F ′
(
ΛNLeiβ0z−iω0t + Λ∗NLe
−iβ0z+iω0t) (2.59)
If there are multiple sources of nonlinearity, then we can generalise this to
~PNL =
1
2
~F ′
N∑
n=1
(
ΛNLneiβ0nz−iω0nt + Λ∗NLne
−iβ0nz+iω0nt) (2.60)
where ΛNLn is the envelope for a nonlinear term with carrier frequency ω0n and wavenumber
β0n. We will return to this formulation in chapter 6, where the evolution of solitons sustained
by the Raman effect (rather than Kerr nonlinearity) is considered.
2.2.4 Elementary solutions and dimensionless units
As we are interested in finding solitons, it is convenient to switch to a system of dimensionless
units that reflects this fact. For negative β2 (i.e. anomalous GVD) a soliton solution to equation
2.56 of the form
A (z, t) =
1
T0
√
|β2|
γ
exp
(
i
|β2|
2T 20
z
)
sech
(
t
T0
)
(2.61)
exists, where T0 defines its temporal width. We will consider this solution in detail in section
3.1, but at present will merely use it as a basis for intrinsic units. The power profile of this
solution is given by
P = |A|2 = |β2|
T 20 γ
sech2
(
t
T0
)
(2.62)
and so the peak power is given by
P0 =
|β2|
T 20 γ
(2.63)
This is the soliton threshold power, above which solitons can (for a given pulse duration) form.
It can be written as
P0 =
1
LDγ
(2.64)
where we have defined the dispersion length to be LD ≡ T 20 /|β2|. Roughly speaking, this is the
“typical” length scale over which dispersion becomes significant. A more specific definition is
that a Gaussian pulse (of the form e−τ
2/2T 20 ) will increase in width by a factor of
√
2 after one
dispersion length [8].
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Dimensionless units
The NLS can be converted into dimensionless form by setting T0, P0 and LD to unity, which
reduces the soliton solution to an unscaled sech function (multiplied by an appropriate phase
factor). The conversion is achieved by making the substitutions
t = T0τ (2.65)
z = LDζ (2.66)
|A|2 = P0|E|2 (2.67)
This gives
∂E
∂ζ
+
M∑
m=2
im−1pm
∂mE
∂τm
= i|E|2E (2.68)
where higher order dispersion has been reintroduced, with the corresponding coefficients being
pm =
βmLD
m!Tm0
=
βmT
2−m
0
m!|β2| (2.69)
It follows from its definition that p2 = ± 12 , with the sign depending on whether the GVD is
normal or anomalous.
These intrinsic units depend on the system, but it is instructive to consider typical values. The
value of T0 is defined by the temporal power profile of the input pulse, which we assume to
be from a mode-locked laser. These devices are widely used as sources of ultrashort pulses,
including experiments with silicon (e.g. [57, 76, 72]). Notably, their pulse shape is the same
as the above soliton, having a power profile of the form P ∝ sech2 (t/T0) [112, 113]. It is
conventional to define pulse width using full width at half maximum (FWHM), which is related
to T0 by the relation TFWHM ≡ 2 ln
(
1 +
√
2
)
T0. Throughout most of this report we assume a
100fs FWHM, giving a value of T0 ≈ 56.730fs.
The value of LD is dependent on the waveguide geometry and the operational wavelength. For
the systems considered, it ranges from about 0.5mm to 2mm. It should be noted that these
values are exceptionally small; in fibre optics, values of metres or even kilometres are more
typical.
The value of P0 is usually of the order a few watts, which again is exceptionally low. It can in
principal be derived from other physical parameters using equation 2.49, but this is problematic
due to the accuracy with which these coefficients are known. In section 3.3.2 we analyse this
problem in more detail, and attempt to derive a value from (third party) experimental data.
This ambiguity in P0 is not particularly important from a mathematical point of view, as it
merely corresponds to a scaling of the necessary input power.
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Dispersion Operator
It is convenient to combine all the time derivative terms into a single operator. This enables
us to write the NLS equation in the more compact form of
∂E
∂ζ
− iDˆE = i|E|2E (2.70)
where the operator Dˆ is defined as
Dˆ ≡
M∑
m=2
pm
(
i
∂
∂τ
)m
(2.71)
2.3 Optical loss
Optical loss can be accounted for by noting that—mathematically speaking—attenuation is the
same as wave propagation, but with an imaginary propagation constant. For linear attenuation,
we replace the linear propagation constant with a complex number of the form
β → β + i
2
α (2.72)
where α is the attenuation coefficient. (The factor of 12 results from the fact that we have spec-
ified the absorption in terms of amplitude, whereas the attenuation coefficient is conventionally
defined in terms of power.)
This loss primarily results from leakage to the waveguides having rough edges, and from optical
coupling to the substrate on which the waveguide is fabricated [114]. Material absorption has
been tentatively suggested as an additional loss mechanism [115]. Absorption typically ranges
from about 2 dB cm−1[116] to 5 dB cm−1 [63], but values as low as ∼ 1dB cm−1 have been
achieved [117, 118].
Making this replacement gives
∂E
∂ζ
− iDˆE = i|E|2E − lE (2.73)
where we have represented αl in dimensionless units as l ≡ LDαl/2.
2.3.1 Multi photon absorption
Another important effect is two photon absorption. This occurs when two or more photons
combine to overcome silicon’s ∼ 1.1eV indirect bandgap, and generate free charge carriers
[119]. (For silica, with its very large ∼ 9eV bangap [120], this effect is insignificant.) Just
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as linear dispersion and absorption are interlinked, so are their nonlinear counterparts. The
optical nonlinearity is an inevitable consequence (again mathematically formalised by a Kramers
Kro¨nig transformation) of these nonlinear absorptions [121, 122].
Two photon absorption can be represented by changing the nonlinear refractive index as
n2 → n2 + i cα2pa2ω0 (2.74)
where α2pa is the two-photon-absorption coefficient. This has a value between about 0.3 ×
10−11 mW−1 and 1.1× 10−11 mW−1 [55, 56].
Making this substitution yields
∂E
∂ζ
− iDˆE = i|E|2E − lE − 2pa|E|2E (2.75)
where the dimensionless 2PA coefficient is given by 2pa ≡ (α2paP0LD) / (2Seff). This coefficient
is the ratio between the real and imaginary parts of the refractive index (such that the complex
index is given by (1 + 2pai)n2). It is this ratio (rather than the absolute values) which is of
particular importance for soliton dynamics [123], and so it is useful to specify 2pa directly,
rather than deriving it from α2pa. In section 3.3.2 this coefficient is determined from (third-
party) experimental data [54], yielding a value of 2pa = 0.1. This is consistent with other
estimates, which range from 0.1 [124] to 0.14 [64].
Three photon absorption
In section 3.3.2 we propose the existence of three photon absorption. This is known to exist at
much longer wavelengths where the photon energy is less than half the 1.1 eV bandgap making
2PA impossible [117], but we propose that it is also present when 2PA is possible. This can be
modelled by adding a quintic absorption term to 2.75, giving
∂E
∂ζ
− iDˆE = i|E|2E − lE − 2pa|E|2E − 3pa|E|4E (2.76)
where 3pa gives the magnitude of the absorption. In section 3.3.2 we estimate it to have a
value of 0.05.
2.3.2 Free charge carrier interactions
Another important effect is the impact of the free charge carriers (FCCs) excited by the mul-
tiphoton absorption. These can both absorb photons [74], and change the refractive index of
the material [125].
The absorption is proportional to the number of free carriers, and so can represented by ex-
36
tending the modification to β given by transformation 2.72 to
β → β + i
2
α+
i
2
σN (2.77)
where N is the volumetric density of free carriers, and σ is the cross section of the absorption.
[78].
The change in refractive index ∆n caused by an increase in carrier density ∆N can be expressed
as
∆n = −Nfck∆N (2.78)
where the constant Nfc is defined by this relation, and has a value of approximately 1.35 ×
10−27 m3 [69, 126, 127]. In this expression, the free space wavenumber is given by k. If the
FCC density starts from a low value, this can be approximated as ∆n = NfcN .
We can directly subtract this from β, but it is more conventional [124] to instead add an
imaginary component to the cross section, such that
σfc = σabs + iσind (2.79)
where the real component σabs is the absorption, and the imaginary component σind = 2Nfck
represents the index change. In the wavelength region of interest, σabs has a value of approxi-
mately 1.45× 10−21 m2, whilst σind is approximately 1.09× 10−20 m2, giving a combined value
of σfc = 1.45× 10−21 (1 + 7.5i) m2 [124]. Making the replacement gives
∂E
∂ζ
− DˆE = i|E|2E − lE − 2pa|E|2E − 3pa|E|4E − fcEν (2.80)
where we have converted σfc into dimensionless units as fc ≡ LDσfcN0/2. The scaled carrier
density ν, and the conversion factor N0 are described below.
Evolution of free charge carriers
To fully account for free charge carrier effects, the NLS must be coupled to another equation
describing the carrier evolution. The volumetric density of charge carriers is given by [78]
∂N
∂t
=
α2pa
2~ω0S2eff
|A|4 − 1
tc
N (2.81)
where ~ is the reduced Planck’s constant. The first term corresponds to the excitation of charge
carriers by two-photon-absorption, whilst the second term corresponds to carrier decay, with a
mean lifetime of tc. This can range from 10ns to 200ns [128], and is dependent on the waveguide
geometry [129]. The exact value of the lifetime is not particularly important for the purpose of
this report, as it is both much larger than the pulse durations used, and much smaller than the
pulse repetition time (a value of 4µs is used in section 3.3). Therefore we can assume decay to
be negligible within pulses, but total between pulses, removing the need for a precise figure.
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The equation for free-charge-carrier evolution can be converted into the same system of units
as that used for the NLS by making the further substitution N ≡ νN0, where N0 is a typical
free-charge-carrier density, which is given by
N0 ≡ α2paT0P
2
0
2~ω0S2eff
(2.82)
This gives
∂ν
∂τ
= |E|4 − ν
τc
(2.83)
where the recombination time has been scaled as τc ≡ tc/T0. At a given point in distance, this
equation is readily converted to integral form, giving
ν = e−τ/τc
∫ τ
τ ′=0
|E|4eτ ′/τcdτ ′ + ντ=0e−τ/τc (2.84)
where the integration constant ντ=0 gives the carrier density at τ = 0.
2.4 Summary of the model
The propagation of light through a silicon on insulator photonic wire is described by
∂E
∂ζ
− iDˆE = i|E|2E − lE − 2pa|E|2E − 3pa|E|4E − fcEν (2.85)
where the dispersion operator Dˆ is defined as
Dˆ ≡
M∑
m=2
pm
(
i
∂
∂τ
)m
(2.86)
and where the evolution of the free charge carriers is described by
∂ν
∂τ
= |E|4 − ν
τc
(2.87)
Using the model
We now have a model capable of describing the evolution of SOI waveguides. The next chapter
is devoted to finding solutions of equation 2.85, and to understanding the physical phenomena
that they represent.
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Chapter 3
Nonlinear propagation in SOI
waveguides
3.1 Temporal solitons
Temporal optical solitons were first predicted by Akira Hasegawa in 1973 [130], and first ob-
served experimentally by Linn Mollenauer and Roger Stolen in 1980 [13]. Since then, solitons
have become fundamental to modern optics. They have been applied in pulsed laser systems
[131], optical logic gates [132], and optical data lines. It is possible to transmit solitons over
thousands of km [133]; this has not only been achieved in loops of fibre in a laboratory, but in
a 2872 km communication line between the Australian cities of Perth and Adelaide [134].
Optical solitons were originally observed in conventional fibre [13]. More recently, the need
for dispersion tailoring has seen photonic crystal fibre (PCF) used as a medium for soliton
propagation. [135]. These fibres have an intricate transverse structure of glass and air-gaps
which run through their entire length. By selecting the geometry of this structure, the group
velocity dispersion (GVD) can be greatly altered, thus allowing for anomalous GVD in materials
with a normal bulk GVD.
Interest in solitons has naturally carried over into silicon on insulator, which is an ideal medium
as it provides both strong ultrafast nonlinearity [55, 56, 58], and (like PCF) the capability
for substantial dispersion tailoring [47, 48, 49]. Solitons in silicon on insulator have been
observed by groups at Columbia University [57] and Rochester University [63]. In section 3.3,
the results of a collaboration with experimentalists at the University of Bath are presented,
further strengthening the base of evidence for the existence of solitons in silicon waveguides.
These solitons can be analysed using the model derived in the previous chapter. In the absence
of damping and higher order dispersion, the NLS equation (equation 2.85) admits an extremely
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well known bright soliton solution of the form [23, 8, 97, 98]
E (ζ, τ) =
√
2q sech
(√
2q τ
)
eiqζ (3.1)
where q (which must be positive) is the wavenumber. This solution (plotted in figure 3.1)
requires anomalous GVD, such that p2 = − 12 .
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Figure 3.1: The sech-like soliton solution, displayed as function of power against time. The
peak power is given by 2q, whilst the FWHM duration is given by 2 ln
(
1 +
√
2
)
/
√
2q
This is not an exact solution when damping or higher order dispersion is reintroduced. In fact,
for the general case, no exact soliton solution can exist. Although solitons can never retain
their shape perfectly in a real system, they can certainly exist, as is shown in section 3.1.1.
The loss of exactitude also corresponds to the absence of the phase-shift on collision property
described in section 1.1.2. Whilst solutions to the ideal NLS equation can pass through one
another with only a phase shift, this effect is broken for the more realistic model, as is shown
in section 3.3.3 [23].
The special case of q = 12 , gives E(ζ, τ) = sech (τ) e
iζ/2, namely a pulse of unit duration
and unit amplitude in the dimensionless units defined in section 2.2.4. In equation 3.1, the
duration and the amplitude are both linked to q, and so by specifying one, the other will also
be specified. For a given pulse duration, the corresponding power is known as the soliton
threshold. It follows from the choice of dimensionless units that a pulse with unit duration has
a unit soliton threshold. In real units, the soliton threshold is P0, as defined in equation 2.64.
In the spectral domain, equation 3.1 has the power profile
P (ω) ∝ sech2
(
pi√
8q
ω
)
(3.2)
where the spreading about the carrier frequency (which is given by ω = 0 due to the moving
frame of reference) is a consequence of the pulse having a finite duration. The solution is in fact
transform limited in that the bandwidth is as small as it possibly can be, and is limited only
by this fundamental effect. For a 100fs second pulse at 1.5µm, this gives a FWHM spectral
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bandwidth of 24nm.
Physically, the sech-like soliton corresponds to a balance between self phase modulation (SPM)
and dispersive pulse broadening. SPM is a nonlinear effect that occurs in optical pulses, and
is the temporal analogue of spatial self-focussing [8]. At the leading edge of the pulse, the
refractive index increases with time, due to the rising intensity. This gives the phase of the
optical wave an extra time dependence, which retards the fundamental temporal oscillation
of the electromagnetic wave, thus redshifting it. Conversely, at the trailing edge of the pulse,
the reverse happens, causing a blueshift. In an anomalously dispersive medium, blue light (by
definition) has a higher group-velocity than red light, and so without nonlinearity, the pulse
would lengthen. (The terms red and blue are used figuratively, to describe longer and shorter
wavelengths.) This, however, is counteracted by the SPM. The strength of SPM is power
dependent, and at the soliton threshold, the two effects precisely cancel to give a soliton.
With normal GVD, the SPM acts to reinforce dispersive pulse broadening, and so a soliton
will not be formed. Dark solitons are possible however [136], as the leading edge of the soliton
corresponds to decreasing (rather than increasing) amplitude, and so SPM acts in the opposite
direction. Bright solitons can also be seen in the normal regime, by using materials with a
defocussing nonlinearity such as aluminium gallium arsenide (AlGaAs) [137], again reversing
the direction of SPM.
This soliton in equation 3.1 is not the only one that exists for the ideal system. (It is, however,
the most common, and is known as the fundamental soliton.) There exist so-called higher order
solitons, which can be excited with an initial condition of E (τ) = N sech (τ), where N is an
integer. These solutions change shape as they propagate (but return to their original state at
periodic intervals) and are known as breathers [23]. They are, however, unlikely to be seen
in silicon on insulator, as they break up in the presense of linear absorption [138], nonlinear
absorption [123] and other deviations [23]. A breather can be thought of as a superposition
of solitons, and perturbations will cause these to separate. This pulse fission is considered in
section 3.2.1.
It should be noted that these soliton solutions can be formally derived from the NLS equation
by a procedure known as the inverse scattering transform [139]. This is an extremely powerful
method of solving nonlinear partial differential equations, which can also be used to extract
solutions from other soliton-yielding equations such as the Sine-Gordon equation and Korteweg-
de Vries equation [44]. For the purpose of this report, however, such a formal approach is
unnecessary, and will not be considered further.
3.1.1 Soliton formation
Pulse evolution in a lossless waveguide was modelled numerically for a range of input powers, as
is shown in figure 3.2. (The temporal pulse profile at ζ = 0 was specified, and this was advanced
in ζ to the desired output value. The computational algorithm is described in appendix A.1.)
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The input consisted of transform limited pulses with a 1.5µm carrier frequency and a FWHM
duration of 100fs. A waveguide 220nm in height and 420nm in width was chosen. The waveguide
was also assumed to be topped with a 100nm thick layer of a material with refractive index
1.35, in order to simulate an etching mask. The dispersion relation of this geometry is given in
figure 2.3.
This waveguide provides a strong anomalous GVD (at the chosen 1.5µm pump wavelength)
of 3934 ps nm−1 km−1. The zero dispersion wavelengths (ZDWs) are well removed from the
pump, having values of 1.243µm and 1.736µm. This provides low higher order dispersion (with
β3 = 0.00615). The waveguide geometry is therefore well suited for observing straightforward
soliton evolution, without the complication of other effects.
When the wire is pumped with pulses having a peak power below the soliton threshold, the SPM
is unable to fully compensate for the dispersive pulse broadening, and so the pulse duration
increases. At the soliton threshold, a soliton is formed. Above the soliton threshold power, the
focussing effect of SPM exceeds the dispersive pulse broadening, and we see pulse compression.
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Figure 3.2: Propagation of 100fs sech-like pulses through a 220nm × 420nm SOI waveguide
in the absence of damping. Shown over a 0.7mm (1 dispersion length) propagation distance.
a) At low power P0 (where   1, giving quasi-linear evolution), the pulse disperses. b) At
0.5P0 dispersion is suppressed but not eliminated. c) At P0 pulse broadening is precisely coun-
teracted by SPM, forming a soliton. d) At 1.5P0 SPM starts to overcompensate for dispersive
broadening, causing pulse compression.
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Damped solitons
In a real SOI wire, the effect of damping significantly affects soliton evolution. We therefore
assume a 2PA coefficient of 2pa = 0.1. This value has been reported in the literature [124], and
is that which will be extracted from experimental data in section 3.3.2. We also assume a linear
damping of l = 0.01, giving a real-unit attenuation of 1.3 dB cm−1, which is low but perfectly
realisable [117, 118]. On the other hand, the effect of free charge carriers is negligible at these
relatively low energies, and will only become important when we consider more energetic pulses
in the following sections.
When we introduce this damping (figure 3.3), we no longer see a soliton at the threshold energy.
Instead, we must increase the energy slightly to compensate for the energy loss.
0
0.35
0.7
-200
0
2000
ε
sDi tan
ce (mm) Time (fs)
Po
w
e
r
0
0.35
0.7
-200
0
2000
0.2
0.4
Di tan
c (s e m
m)T e
 fs
im ( )
Po
w
e
r
0
0.35
0.7
-200
0
2000
0.5
1
Distan
ce (mm)Time (f s)
Po
w
e
r
0
0.35
0.7
-200
0
2000
0.5
1
Di tan
c (mms e 
)Time
 (fs)
Po
w
e
r
a) b)
c) d)
Figure 3.3: Propagation of 100fs sech-like pulses through a 220nm × 420nm SOI waveguide
with both linear and nonlinear damping included. Shown over a 0.7mm (1 dispersion length)
propagation distance propagation distance. a) At low power P0 (where   1), the pulse
broadens. b) At 0.5P0 dispersive pulse broadening is suppressed but not eliminated. c) At P0
there is (unlike with the undamped case) still some pulse broadening. d) At 1.5P0 the best
approximation to a soliton is formed, as the increased power compensates for the energy loss.
(Note that after a slight change in pulse shape, it settles down into an unchanging waveform.)
3.1.2 Soliton compression
Pulse compression happens at powers above the soliton threshold, due to nonlinearity over-
compensating for the dispersive pulse broadening [8]. This has been observed in PCF [39] and
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glass nanowires [140]. The soliton pulse compression effect is demonstrated in figure 3.4 for a
220nm × 420nm wire, showing that a 100fs pulse (with power 3.5P0) is nonlinearly compressed
to 34fs. This effect is put to use in section 5.2, where a spatiotemporal soliton requiring an
upper pulse duration of 80fs is generated from a 100fs pulse.
The 3.5P0 pulse gives a roughly optimal compression ratio, as it occurs at a power slightly below
that of the first higher order soliton (which having twice the amplitude of the fundamental
soliton, occurs at 4P0). Therefore the pulse isn’t a superposition of multiple solitons, and so
a relatively clean compression effect can be seen. At higher powers (at 7P0 for instance, as is
shown in figure 3.4) the pulse is a higher order soliton, which under perturbation will break up.
This soliton fission is considered in more detail in section 3.2.1. (It is in fact possible to compress
pulses further, by using tapered waveguides in which the GVD gradually decreases along the
propagation length. As a soliton moves, the soliton threshold gradually drops, providing a
gentle but sustained compression effect, allowing for compression ratios of over ten to one
[141].)
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Figure 3.4: Compression of a 100fs pulse in a 220nm × 420nm SOI waveguide. Shown over
a 0.7mm (1 dispersion length) propagation distance. The model includes both linear and
nonlinear damping. a) At 1.5P0 a soliton exists. b) At 2P0 pulse compression occurs. c) At
3.5P0 maximal pulse compression occurs, with the pulse being reduced to 34fs. d) At 7P0 the
pulse splits.
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3.1.3 Cˇerenkov radiation
The sech-like soliton is extremely robust, in that it can retain its basic shape in the presence
of a range of perturbations [130]. This stability primarily results from the wavenumber of each
frequency component within the soliton being different from the wavenumber of linear radiation
at the same frequency [142]. Therefore, light can’t easily escape from the soliton, as it has no
available mode to leak into. In the presence of HOD, however, the soliton’s dispersion relation
may overlap with the linear dispersion relation at a frequency away from the pump. In this case,
resonant radiation can occur [142], as the matching of wavenumbers will cause a continuous
matching of phase over the soliton’s length. (This phase matching can also allow a soliton to
interact with an external signal of continuous-wave radiation [143].) It is possible for resonant
radiation to be excited in a different waveguide mode to the soliton [144, 145], although this
unlikely to occur in SOI, as the only other waveguide mode (as mentioned in section 2.1.2) has
little projection onto the fundamental mode. Resonant radiation has been observed in both
glass fibres [146, 147, 148, 149], and silicon wires [57].
When a charged particle travels faster than (the refractive phase velocity of) light, Cˇerenkov
radiation is emitted. This is the optical equivalent of a sonic boom, and is most famously seen
as the blue glow surrounding water-cooled nuclear reactors, where it is emitted by high-energy
electrons. An optical soliton has a physical presence in the form of an index-shifted region
of material, and this may also travel faster than (the refractive phase velocity of) light and
thus emit Cˇerenkov radiation. It can be shown that this emission of Cˇerenkov radiation is in
fact the same phenomenon as the above resonant radiation [142, 150]. They differ, however, in
that soliton radiation requires phase matching, which is a consequence of the fact that whilst
electrons are much smaller than the wavelength of the light they emit, solitons are much larger.
We can calculate the frequency of resonance by taking the ideal soliton solution (equation 3.1)
and adding a small perturbation  (ζ, τ) to it, such that
E (ζ, τ) =
(√
2q sech
(√
2q τ
)
+  (ζ, τ)
)
eiqζ (3.3)
Substituting this into the full equation of motion (equation 2.85) gives
iq+
∂
∂ζ
= i
[
Dˆ − 1
2
∂2
∂τ2
]√
2q sech
(√
2q τ
)
+ iDˆ+ 2iq (2+ ∗) sech2
(√
2q τ
)
(3.4)
where terms containing 2 and 3 have been discounted (as we are treating  as a small per-
turbation, rather than a general correction). We have also removed damping. The left hand
side of this equation admits sinusoidal solutions, and so the whole equation can be thought of
as a linear oscillator in  (oscillating not with time, but with space) driven by an oscillatory
force of magnitude
√
2q sech
(√
2q τ
)
. We can search for resonances by determining the natural
frequency of the oscillator system, and then matching this with the spatial wavenumber q. As
 is already modulated by q, these resonances will happen when  shows no oscillation with
respect to ζ.
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We therefore remove the driving terms (i.e. those not containing ). We also neglect the
2iq (2+ ∗) sech2
(√
2q τ
)
term (which describes the refractive index change induced by the
soliton field). Whilst this term is of importance when calculating the radiation amplitude [151],
it can be neglected when we merely wish to determine the frequency of the resonance. This
gives
iq+
∂
∂ζ
= iDˆ (3.5)
We are looking for linear waves, and thus for solutions of the form  = ′eikζ−iωτ . However,
for resonance, we need zero ζ dependence, and so we set the wavenumber k = 0, giving  =
′e−iωτ . This yields the resonant condition
q = D (ω) (3.6)
The left hand side of the equation gives the dispersion relation of the soliton (which is a constant
due to the moving frame of reference), whilst the right hand side is the dispersion relation of
linear waves. Solving this equation for ω gives the frequency of resonance (relative to the pump
frequency, which is constructed so that ω = 0), as is demonstrated in figure 3.5. At the pump
frequency the function D (ω) has a local maximum at D (0) = 0 (which corresponds to the
requirement of anomalous GVD). As q is positive, it follows that D (ω) must have a point of
inflection between the pump and Cˇerenkov frequencies. This point of inflection corresponds (by
definition) to zero GVD, and so the Cˇerenkov radiation will be emitted at normally dispersive
wavelengths.
A commonly used approximation of this result [152, 153, 154] is to assume that the Cˇerenkov
radiation occurs at the ZDW, rather than on the other side of it. In the simplest possible case
of β2 and β3 only, this gives a frequency (relative to the pump) of [155]
ω =
3|β2|
β3
(3.7)
In addition to starting with knowledge of the higher order dispersion and using it to calculate
the Cˇerenkov frequency, the reverse can be also done. This is useful from an experimental
standpoint, as determining the β3 value of a waveguide requires many precise measurements
of its group velocity over multiple wavelengths (as is described in section 3.3.1). Therefore,
by measuring the position of the Cˇerenkov peak, a value of β3 can be inferred [57, 155] using
equation 3.7.
Numerical analysis and spectral recoil
In order to observe Cˇerenkov radiation, the above 220nm × 420 waveguide geometry is unsuit-
able, as the ZDWs are too far from the pump. Therefore, a 220nm × 380nm geometry was
chosen, which shifts the red-end ZDW to 1.627µm. (The dispersion relation of this geometry
is plotted in figure 2.3.) Modelling using this waveguide configuration is shown in figure 3.5.
A 33.3fs pulse duration was used, as longer pulses (being spectrally narrower) were found to
produce very little radiation. The solution to equation 3.6 (and thus the spectral position of
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the Cˇerenkov radiation) is obtained graphically in figure 3.5.
0
5
10
Po
w
e
r
1.4 1.5 1.6 1.7 1.8
-20
-10
0
10
Wavelength (µm)
W
a
ve
n
u
m
be
r
q
D(ω)
Figure 3.5: The output (after 0.6mm of propagation) of a 33.3fs pulse at 1.5µm fired into a
220nm × 380nm SOI guide is shown top. A soliton is formed (the left hand peak), producing
Cˇerenkov radiation (the right hand peak). Equation 3.6 is solved graphically by matching the
linear wavenumber D (ω) to the soliton wavenumber q = 4.5. Notably the soliton is slightly
blueshifted, whilst the radiation is to the red of its predicted position. The model includes
linear damping and 2PA.
Notably, the position of the Cˇerenkov peak (1.816µm) is slightly different from the predicted
value (1.814µm). Similarly, the soliton itself is blueshifted slightly. To investigate this further,
the spectral position of both were measured as a function of distance along the waveguide, as
is shown in figure 3.6. This shows that the radiation peak is incrementally redshifted, whilst
the soliton is incrementally blueshifted. This wavelength shifting is known as spectral recoil.
This effect results from conservation of momentum, and causes the frequency of the soliton
to be pushed away from the frequency of the emitted radiation [142]. (The effect will not be
predicted by the above analysis, as it results from the driving terms removed between equations
3.4 and 3.5 [156].) This in turn causes the frequency of the radiation to be pushed further from
the pump frequency [157].
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Figure 3.6: Spectral position of the soliton and the radiation peak (for the system described
in figure 3.5) as a function of propagation distance. (The radiation peak is not shown before
0.07mm, as there was no local maximum to measure.) The soliton is incrementally blueshifted
from its 1.5µm starting wavelength, whilst the radiation is incrementally redshifted. Notably
the radiation peak starts off at shorter wavelengths to that predicted by equation 3.6, which is
due to the initially weak peak being superposed with the soliton tail, thus moving its apparent
maximum. As the amplitude grows, this effect rapidly vanishes.
Whilst Cˇerenkov radiation has been observed in SOI, direct comparison to these experiments
is problematic, as the only papers reporting the phenomenon seem to be those using the above
method of deriving the third order dispersion from the Cˇerenkov frequency [57, 62]. Therefore,
agreement between theory and experiment would be by construction, rather than a meaningful
physical result.
In section 5.3 we will return to the subject of Cˇerenkov radiation, and consider what happens
in arrays of waveguides.
3.2 Pulse fission and spectral broadening
Nonlinear processes can cause the spectral width of a pulse to be hugely broadened [4, 5],
in what is known as supercontinuum generation. This process involves the complex interplay
between a wide range of physical effects. These can include pulse compression [147], soliton
fission [158, 159], Raman scattering [160], four wave mixing [160, 161], Cˇerenkov radiation
[148], modulational instability [162], and a novel effect whereby radiation is trapped within a
gravity-like potential produced by accelerating solitons [163]. Supercontinuum generation has
been observed in PCF [4, 164, 165] and tapered conventional fibres [166, 164, 165]. A similar
effect has been observed in SOI waveguides [62], but with a far smaller spectral range.
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3.2.1 Spectral broadening by soliton fission
At powers much higher than the soliton threshold, the self focussing caused by self phase
modulation will overwhelm dispersive pulse broadening, causing pulse compression followed by
fission, as is shown in figure 3.7. (As mentioned above, this can be thought of in terms of the
input pulse being a superposition of many solitons, which separate under perturbation.) This
fission is a starting point for spectral broadening, as is shown in figure 3.8, which gives the
spectral output for a range of input powers. At the highest power of 640P0 (corresponding to
a superposition of 25 solitons) the pulse broadens into a continuum with 800nm bandwidth.
This was found to be roughly optimal, as further increases in power lead to no increase of the
spectral width. This is notably greater than that previously observed in SOI waveguides [62].
It is, however, much less than the 4000nm bandwidth that can be achieved in PCF [167], and so
it is more appropriate to call this process continuum generation, rather than supercontinuum
generation.
Whilst the influence of free charge carriers was negligible for the analysis in section 3.1 it be-
comes significant at these much higher powers. The carrier cross section can be calculated as fc
= 2paT0P0σfcc/2~ωSeff , but this is problematic as it requires knowledge of the soliton thresh-
old P0, which cannot be scaled away. Therefore, a physically reasonable order-of-magnitude
estimate of fc ' 10−3 (1 + 7.5i) was used.
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Figure 3.7: Evolution of a 100fs pulse with peak power 640P0 over the first 0.14mm of prop-
agation through a 220nm × 380nm waveguide. The pulse is greatly compressed (and thus
spectrally broadened) and shortly afterwards breaks up into a pulse chain.
49
01
2
0
1
2
Po
w
e
r 
(ar
b.
 
u
n
its
)
1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.90
1
2
Wavelength (um)
10 P0
80 P0
640 P0
Figure 3.8: Spectral output after 1.2mm (ζ = 2) of a 220nm × 380nm wire pumped with a 100fs
1.5µm pulse. Peaks powers of 10P0, 80P0 and 640P0 are used. Increasing the power increases
the spectral range of the output.
Figure 3.9 shows the 640P0 output plotted as a FROG diagram. This technique (which is
explained in more detail in appendix A.2) expands the signal into a two-dimensional image
in which both the frequency and timing of optical features can be resolved. The features
form an “S” shape across the diagram, which is due to the dependence of group velocity upon
wavelength. The two ZDWs are (by definition) extremal points of the group velocity (with the
1.23µm wavelength being a local maximum and the 1.63µm wavelength being a local minimum),
and so the curve changes direction at these points.
It should be noted that the chirp of a pulse (i.e. the difference in frequency between its leading
and trailing edge) can be gauged by observing the angle at which its corresponding FROG
feature lies on the diagram. A chirpless pulse will appear as an ellipse with axes parallel to
those of time and frequency, but when chirp is present, these axes will be rotated. Dispersive
pulses will steadily gain a chirp as they propagate along a waveguide, whilst solitons will not.
There are several pulses in figure 3.9 which appear to have very little chirp (despite having
travelled two dispersion lengths), and thus are probably solitons.
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Figure 3.9: Output after 1.2mm (ζ = 2) of a 220nm × 380nm wire pumped with a 100fs 1.5µm
pulse with a peak power of 640P0. The region between the dashed vertical lines is anomalously
dispersive, and within this there are several solitons.
Role of Cˇerenkov radiation
If solitons are present, then Cˇerenkov radiation may also be present. To predict the resonances,
equation 3.6 needs to be generalised for an arbitrary soliton frequency ωsol. It can be shown
that this general form is [151]
q +D (ωsol) + (ω − ωsol) dD
dω
∣∣∣∣
ωsol
= D (ω) (3.8)
As before, the left hand side is the dispersion relation of the soliton. Matching this to the linear
dispersion relation D (ω) gives the resonant frequency. This analysis is performed for a variety
of spectral peaks in figure 3.10. It is probable that the peak at 1.45µm is a soliton which is
emitting the radiation at 1.85µm.
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Figure 3.10: Cˇerenkov analysis for the signal displayed in figure 3.9. A variety of spectral peaks
in the anomalous regime (labelled from a to e) are taken, and equation 3.8 solved graphically
by matching the linear dispersion relation (dashed line) to the nonlinear relations (solid lines).
An estimated soliton wavenumber of q = 0.5 was used. It can be seen that peak b (at 1.45µm)
matches up well to a peak in the normal regime (at 1.85µm), suggesting that Cˇerenkov radiation
is present. Whilst the other peaks don’t match up, it is possible that more Cˇerenkov resonances
are present, but that either the soliton or the radiation has been spectrally shifted.
3.2.2 Pumping at the zero dispersion wavelength
It is not necessary to start with a soliton in order to observe spectral broadening, as pumping
at the zero dispersion wavelength will also give a continuum. (In fact, pumping at the ZDW is
the classic way of realising continuum generation [4].) For this, a 220nm × 330nm waveguide
was chosen, giving a relatively small (by SOI standards) normal GVD of −1416 ps nm−1 km−1
at a 1.5µm pump wavelength. For 100fs pulses, this gives a dispersion length of 1.93mm. The
dispersion relation of this geometry is given in figure 2.3. The initial condition was modulated
by eiωτ , where the frequency difference ω = 0.6228 was chosen to shift the pump wavelength
to the ZDW at 1.487µm. The damping coefficient was rescaled to l = 0.05 to account for the
longer dispersion length.
The output spectra for multiple input powers are shown in figure 3.11. At the highest (and
again, roughly optimal) power of 640P0, a continuum with bandwidth 550nm was generated.
(The meaning of P0 is slightly obscured here, as solitons are no longer possible. However the
combination of variables is still mathematically valid.)
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Figure 3.11: Spectral output after 3.86mm (ζ = 2) of pulses with input powers of 10P0, 80P0
and 640P0 fired at the zero dispersion wavelength of a 220nm × 330nm wire. The pump
wavelength was tuned to 1.487µm to match the ZDW.
A FROG diagram for the 640P0 case is shown in figure 3.12. There are several pulses in the
anomalous regime, where solitons may potentially be formed. However all of the corresponding
FROG features are strongly rotated. Furthermore, the angle of rotation is roughly tangential
to the “S”-shaped curve, which suggests that the features are merely dispersive pulses.
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dispersion wavelength of 220nm × 330nm wire. The pump wavelength was tuned to 1.487µm
to match the ZDW.
3.2.3 Energy saturation
As the energy of the input pulse is increased, the output energy is increased by successively
smaller amounts (see figure 3.13). This is caused by two-photon absorption, which being a two-
photon effect has a far greater impact upon the high energy pulses, thus reducing the output
energies to a similar value. Such an effect is well documented [57, 168, 169, 170]. At higher
energies still, the effect of the free charge carriers excited by the 2PA becomes significant. Being
a three-photon-effect (requiring two photons to excite a carrier, and a third to participate in a
scattering or absorption event) it only becomes important at very high intensities. The energy
out versus energy in was calculated, as is shown in figure 3.13.
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Figure 3.13: Energy saturation for 220nm × 330nm wire pumped at ZDW. (Scale assumes
power unit is 1W.)
Notably, when free carriers are included, the output energy can actually decrease as the input
energy is increased. This effect (which has been observed experimentally [57, 72, 169, 170]) can
be explained through hysteresis, as the effect of the free charge carriers is not instantaneous.
Consider two input pulses, one of low energy, and one of high energy: The two pulses will be
reduced to a similar saturation energy by two photon absorption. However, the higher energy
pulse will have induced many more charge carriers. As the charge carriers remain, they will
continue to absorb light even after the saturation energy has been reached. When more carriers
are present, this absorption will be greater, and may cause output energy to decrease with
increasing input energy.
The effect of the free charge carriers can be compared to that of a resistor in which the resistance
increases with temperature. Devices used as “resettable fuses” can work like this, and consist
of carbon particles embedded in a polymer matrix. The temperature increase due to excessive
current will cause the polymer to expand, increasing the distance between the particles and
causing the resistance to greatly increase, thus allowing the fuse to “blow”.
Consider the action of electrical pulses on the following electrical circuit:
V Vin out
resettable fuse
If the heating and cooling were instantaneous, the resettable fuse would simply act as a non-
linear resistor. By analogy with the two photon absorption, a saturation effect would be ob-
served, whereby increasing the peak voltage of the input pulses would give diminishing returns.
However, the fuse could never blow, because once the voltage dropped, the resistance would
instantaneously fall, and the remainder of the pulse could propagate as normal. It is only when
hysteresis is present—by the fuse remaining hot—that the fuse can blow. This is analogous to
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the remaining free charge carriers persisting, and continuing to absorb light.
3.3 Comparison to experiment
In this section numerical modelling is compared to experimental data gained in colloboration
with others. A microchip was fabricated at the University of Glasgow by Marco Gnan, Marc
Sorel and Richard De-La-Rue. Optical experiments were then performed upon the chip at the
University of Bath by Wei Ding, William Wadsworth and Jonathan Knight. The results of this
collaboration have been published in Optics Express [54].
Silicon
Silica base
Etching ledge (~20nm high)
HSQ Etching Mask
260nm
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00
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480nm
Figure 3.14: Schematic cross section of the 260nm × 480nm nanowire fabricated by Gnan,
Sorel and De-La-Rue. The silica wire sits on top of a ledge of silica, due to overetching of
the base and is covered with a layer of hydrogen silsesquioxane (HSQ) etching mask. Electron
micrographs are shown in figure 1.2.
The chip consisted of SOI nanowires 260nm in height and 480nm wide on a base of silica. (An
overview of the chip’s fabrication is given in appendix B.1.) Electron micrographs of the wires
are shown in figure 1.2, whilst a schematic cross section is given in figure 3.14. The wires were
topped with a hydrogen silsesquioxane (HSQ) etching mask with a thickness of 100nm and a
refractive index of about 1.35. They also sat upon a slight pedestal of silica (about 20nm in
height), due to overetching of the base. The chip was 15mm in length, which is substantially
longer than that used by other groups. (A more typical value is 5mm [57, 63].)
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3.3.1 Measuring the linear dispersion
The initial work was concerned with the linear dispersion of the waveguides. The experiments
yielded values of the group index at multiple wavelengths (see appendix B.1 for details). From
this, the GVD could be calculated by fitting the values to a polynomial in ω, and then dif-
ferentiating the polynomial. Due to great expense of taking a high-accuracy group velocity
measurement, only nine experimental datapoints were available. This small number can cause
problems with polynomial fitting, due to the effect described in section 2.1.2. (This problem
becomes greater still when calculating the third order dispersion, as the polynomial has to be
differentiated twice, amplifying the fitting pathologies further. It is therefore not surprising
that some groups have attempted to calculate the HOD indirectly, as was mentioned in section
3.1.3.)
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Figure 3.15: a) Group velocities measured at various wavelengths (gained experimentally by
Ding, Wadsworth and Knight, as described in appendix B.2) shown by circles. The dashed
line shows the theoretical values, derived using the techniques described in section 2.1.2. b)
Dispersion parameter (given in units of ps nm−1 km−1) The solid lines show the empirical
values (derived from the group velocities by curve fitting with third, fourth and fifth order
polynomials). The dashed line gives the theoretical values.
The group velocities and the derived GVDs are plotted in figure 3.15. By taking all forms of
error into account, Ding, Wadsworth and Knight were able to extract dipsersion coefficients
(expanded about 1.5µm) of β2 = −2.31± 0.04 ps2m−1 and β3 = 0.0119± 0.0009 ps3m−1. The
dispersion fitting was done with third, fourth and fifth order polynomials. These fits all yielded
values of similar magnitude (with the differences contributing to the above error bars), and so
the polynomial problem was not fatal.
This dispersion relation, however, differs substantially from that calculated using the techniques
described in section 2.1.2. (This is also plotted in figure 3.15.) The coefficients obtained were β2
= −3.06 ps2m−1 and β3 = 0.0133 ps3m−1, which are well outside the error bars of the empirical
values. A number of explanations for this discrepancy are possible:
• There may have been a discrepancy between the geometry of the waveguide and the
geometry assumed in the modelling. The waveguide height and width are both subject
to error, as is the overetching pedestal hight. Similarly, the waveguides had slight wall-
slopage, which may also have affected the dispersion.
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• The boundaries between the materials may have differed from the perfectly sharp and
planar dielectric interfaces assumed in the model. For example, there may have been
mixing at the silicon-silica interface, causing the refractive index profile to vary gradually
rather than discontinuously. Roughness at the interfaces may have caused a similar effect.
• The material dispersion of the silica and silicon may have differed from the Sellmeier
equations used to represent them. The silicon may have had its properties altered by
doping, whilst both materials may have possessed atypical properties due to chemical
or structural modifications suffered in the fabrication process. Similarly the dispersion
relation of the etching mask may have differed from the assumption of a wavelength
independent refractive index of 1.35.
• The effective refractive indices calculated in section 2.1.2 may have suffered from numer-
ical error. However, tightening the mesh-size (which one would expect to reduce error)
had a negligible effect on the results, indicating that an accurate solution to the equations
had been obtained.
This discrepancy is slightly disconcerting when it comes to the experimental realisation of
the other waveguide geometries assumed throughout this report. However it should be noted
that the ultimate aim is not to make precise predictions for future experiments, but to gain
qualitative predictions for systems with physically realistic parameters. Even if the parameters
are not precise, it is safe to assume that they are reasonable.
This experimentally derived dispersion relation was used for further modelling. The scaled
dispersion coefficients (for a dispersion length of 1.05mm) are p2 = −0.5 and p3 = 0.0151.
3.3.2 Nonlinear propagation and parameter fitting
The output spectra for waveguides pumped with 100fs FWHM 1.5µm pulses were measured at
a range of input powers, as is shown in figure 3.16. (These experiments, performed with 800nm
pulses from a Titanium Sapphire mode-locked laser which were down-converted to 1500nm by a
β-barium-borate optical parametric amplifier, are described in appendix B.3.) The total power
output was also measured, as is shown in figure 3.17. As the power is increased, the spectral
width of the output broadens. There is also a saturation effect, whereby increased input power
gives diminishing returns with respect to the output power.
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Figure 3.16: Experimental output spectra (obtained by Ding, Wadsworth and Knight) com-
pared with best-fit numerical results. The dotted line gives modelling without the effect of 3PA
or FCC interactions. The dashed line includes the effect of FCC interactions, whilst the solid
line (which gives the best fit) includes the effect of 3PA.
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Figure 3.17: The experimental output powers (obtained by Ding, Wadsworth and Knight) for
various input powers are given by the black squares. The dotted line gives modelling without
the effect of 3PA or FCC interactions. The dashed line includes the effect of FCC interactions,
whilst the solid line (which gives the best fit) includes the effect of 3PA.
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The powers shown in figures 3.16 and 3.17 are not the peak powers of the pulses entering the
waveguide, but the mean power of the pulse train fired at the waveguide. It can be shown
(working in real units) that a sech-like pulse with peak power Pmax and FWHM duration
TFWHM has a total energy PmaxTFWHM/ ln
(
1 +
√
2
)
. It follows that the peak power in the
waveguide is given in terms of the mean incident power Pinc by
Pmax =
ν ln
(
1 +
√
2
)
TFWHMfrep
Pinc (3.9)
where frep is the pulse repetition rate, and ν is the fraction of the incident light coupled into
the waveguide. These had values of frep = 250KHz and ν = 0.5%, yielding an all-inclusive
conversion relation of Pmax = 1.77× 105 Pinc.
Numerical modelling of the system was performed, as is shown in figures 3.16 and 3.17. The
comparison of theory to experiment was made by treating the soliton threshold P0 and the
scaled 2PA coefficient 2pa as being free parameters, and then using them as fitting parameters
to gain the best match. The first of these parameters doesn’t actually affect the numerical
results, as it is scaled out of the model. Therefore, fitting is a simple matter of matching the
experimental and theoretical spectra, and comparing their power values. The 2pa parameter
is more important, as it directly enters the model, and different values will give qualitatively
different results. The model also included linear absorption, which was measured to be 3.4 dB
cm−1.
In addition to free charge carriers, the effect of 3 photon absorption was also considered (and
the coefficient 3pa treated as a third fitting parameter). As mentioned in section 2.3.1, this
effect is known when the photon energy is less than twice silicon’s ∼ 1.1eV indirect bandgap
(precluding 2PA) [117], but here we consider it alongside 2PA.
The best fitting was found to occur roughly when the soliton threshold corresponded to an
incident power of Pinc ' 2µW, giving an estimate for the soliton threshold of P0 = 0.36W, and
thus (from equation 2.64) a nonlinear coefficient of γ = 2000 W−1m−1. The best fit to the 2PA
coefficient was found to be 2pa = 0.1.
For higher order absorption, the best match to experiment was actually found without the effect
of FCC included, and a 3PA coefficient of 3pa = 0.05. However, it should be noted that 3PA
and FCC absorption are very similar phenomena, as both involve three photons. (The differ-
ence between them is that FCC absorption exhibits hysteresis, whilst 3PA is instantaneous.)
Therefore, the model may still be accounting for the carriers indirectly.
A notable problem when matching theory to experiment was the lack of information on the
chirp of the laser system. Whilst the pulse’s duration was known to be 100fs, its bandwidth was
slightly wider than that of a transform limited pulse, suggesting that it was chirped. (This input
spectrum is given in figure 3.16.) There was no data, however, to suggest whether the chirp
was frequency increasing, frequency decreasing, or something more complicated. Therefore, for
the purpose of modelling, the best approximation to this unknown pulse makeup was simply
a transform limited pulse. The effect of this can be seen when comparing the numerical and
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experimental output spectra, as whilst the positions of the spectral peaks agree, they appear
broader in the experimental case.
3.3.3 Determining if solitons are present
It is probable that soliton propagation is present, and (from the above parameter fitting) the
soliton threshold corresponds to the 2µW mean input power. A useful test for determining if a
pulse is or isn’t a soliton involves the conservation of the parameter
S = TFWHM
√
Pmax (3.10)
which is known as the soliton area. It can be shown that for an ideal sech-like soliton, the
parameter is always given by S0 = 2 ln
(
1 +
√
2
)√|β2|/γ, where β2 is the GVD, and γ is the
Kerr coefficient. This is independent of the soliton duration, thus making it a property of the
waveguide only. The quantity is not fixed for pulses in general, and so provides a useful means
of identifying solitons. Whilst the presence of higher order dispersion and damping will affect
S0 slightly (as the sech-like soliton will no longer be an exact solution of the equation of motion)
we can still expect it to remain constant over the propagation distance. Therefore, if we see a
pulse with a constant value of S (similar to S0) we have strong evidence that it is a soliton.
(We will return to this technique for detecting solitons in multi-wire systems, in sections 4.3.3,
4.4.3 and 5.2.3.)
As the experiments provided no information as to the duration of the output pulses, this
analysis must rely upon numerical data. However, now that the model has been fine-tuned
with experimentally derived data, this can be done to a reasonable degree of accuracy. Figure
3.18 shows S plotted for a range of input powers. For comparison, the temporal and spectral
widths are also plotted. This plot shows a plateau with S ' S0, over the input power range
1µW to 3µW. This region coincides with a strong supression of temporal pulse broadening,
suggesting that soliton-like effects are at work. The soliton area remains roughly constant over
propagation distance (figure 3.19), with an input power of 2µW providing a good fit, and 1.7µW
providing the optimum match.
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Figure 3.18: a) Temporal duration as a function of input power. b) Spectral width as a function
of input power. c) Soliton area parameter S as function of input power. The dashed line gives
the ideal value S0. (The line styles are as defined in figures 3.16 and 3.17.)
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Figure 3.19: Soliton area parameter S plotted over distance, for a variety of input powers. The
dashed line gives the ideal value S0. Powers of 1.7µW and 2µW show a roughly conserved value
similar to S0, suggesting that solitons are present.
The pulse at 2µW is a promising candidate for a soliton. Temporal evolution over distance
(shown in figure 3.20) supports this hypothesis. Whilst temporal broadening does happen, this
is over 14 dispersion lengths, and is much less than that seen without nonlinearity.
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Figure 3.20: Temporal profile plotted over distance for a 100fs pulse in a 260nm × 480nm SOI
waveguide. With nonlinearity (left) the pulse broadening is greatly suppressed in comparison
to that without nonlinearity (right).
As a final test for the existence of solitons, the evolution of pulse pairs was considered, as is
shown in figure 3.21. If two solitons are in close proximity, they will start to attract each other
[8], which indeed is seen. In the ideal NLS model, we would expect the solitons to remain
independent. Due to damping, however, we lose the property of two solitons being able to pass
through one another with only a phase shift, and so the two solitons fuse into one. Integration
of the equations of motion beyond the physical length of the waveguide was also performed,
which revealed that the fused pulse remained in one piece.
Conversely, if a half-cycle phase-shift is introduced between the solitons, the attraction will be
replaced by repulsion [8]. Again, this is seen in figure 3.21.
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Figure 3.21: Evolution of pair of 100fs pulses with 340fs peak-to-peak separation in a 260nm ×
480nm SOI waveguide. When the solitons are in phase (left), attraction occurs, and they seem
to merge. When they are half a cycle out of phase (right) repulsion occurs.
In summary, the existence of solitons is supported by a range of tests. Firstly, pulse broadening
is greatly suppressed, and this occurs a power corresponding to the soliton threshold. Secondly,
the soliton area parameter S is close to the predicted value, and is roughly conserved over the
length of propagation. Thirdly, the pulses exhibit the attractive and repulsive behaviour seen
by soliton pairs.
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3.4 Continuous wave propagation and modulational in-
stability
Modulational instability (MI) occurs when small deviations from the waveform are reinforced by
nonlinearity, generating spectral sidebands and causing the eventual collapse of the waveform
into a chain of pulses [8]. It has been both predicted [171] and observed [172] in SOI waveguides.
The distinctive spectral pattern formed by modulational instability can be predicted analyti-
cally. As a starting point, we take a continuous wave (CW) solution of equation 2.85
E =
√
PeiPζ (3.11)
where P is a dimensionless power scaling coefficient, and we have ignored the effect of damping.
(This solution is not a constant, as it would be for the envelope in a linear system, due to the
intensity dependence of the refractive index. Therefore, the corresponding change in wavenum-
ber causes the phase of the solution to be modulated in ζ. It should be noted, however, that
P approaches zero faster than
√
P , and so at low powers, equation 3.11 tends towards being a
constant.) We then perturb the CW solution as
E =
(√
P + 
)
eiPζ (3.12)
where the perturbation term (ζ, t) shares the same phase modulation as P . Substituting this
into the equation 2.85 (again without damping) gives
∂
∂ζ
− iDˆ = i
(
P+ P∗ +
√
P2 + 2
√
P∗ + 2∗
)
(3.13)
As we are only considering the early stages of the modulational instability, the perturbation
will be small, and so we can reject all the higher order terms in  to give
∂
∂ζ
− iDˆ = iP (+ ∗) (3.14)
As we have terms in both , and its conjugate, it is productive to use a trial function with a
similar structure, namely the superposition of a wave, and its conjugated equivalent. Therefore
we choose
 = 1eikmζ−iωmτ + 2e−ikmζ+iωmτ (3.15)
where the relative wavenumber km has yet to be determined. Substituting in (and rearranging)
gives
[1D (ωm) + 1P + ∗2P − 1k] eikmζ−iωmτ (3.16)
+ [2D (−ωm) + 2P + ∗1P + 2k] e−ikmζ+iωmτ = 0
This is a valid solution, so long as the coefficients in front of the complex exponential terms
are zero. This condition leads to a pair of coupled equations, which can be solved in km to
provide a dispersion relation (giving the phase-matching condition required for MI to occur) of
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the form
km = Dodd (ωm)±
√
D2even (ωm) + 2PDeven (ωm) (3.17)
where the dispersion operator has been split into even and odd components asD = Deven+Dodd.
These are defined as
Deven (ω) ≡ 12 [D (ω) +D (−ω)] (3.18)
Dodd (ω) ≡ 12 [D (ω)−D (−ω)] (3.19)
so that Deven will contain only even powers of ω, and Dodd will contain only odd powers.
At frequencies where km has a non-zero imaginary component, exponential growth will occur.
Defining a growth rate parameter g ≡ 2= (km) (where the factor of 2 converts the growth rate
in amplitude to the growth rate in power) gives
g (ωm) =

2
√−D2even (ωm)− 2PDeven (ωm) ; −D2even (ωm)− 2PDeven (ωm) ≥ 0
0 ; −D2even (ωm)− 2PDeven (ωm) < 0
(3.20)
It is apparent from the−D2even (ωm)− 2PDeven (ωm)> 0 condition that modulational instability
will only occur when Deven is negative. This condition generally requires requires anomalous
GVD, but it is sometimes possible for far-detuned spectral lines (as mentioned below) to be
generated in a normally dispersive system. It is also apparent from the symmetry of equation
3.20 that the spectrum will be symmetric in frequency, so that each radiation peak will have a
complement peak on the other side of the pump frequency.
With anomalous GVD, but without higher order dispersion, this reduces to
g (ωm) =

|ωm|
√
4P − ω2m ; 4P ≥ ω2m
0 ; 4P < ω2m
(3.21)
This describes two spectral side-lobes, with maxima at
ωm = ±
√
2P (3.22)
With higher order dispersion, it is typical to see a extra pair of modulational instability peaks
far away from the pump [173, 174, 175]. From equation 3.20, it can be seen that the maxima of
these peaks coincide with the maxima of x (ω) ≡ −D2even (ωm)− 2PDeven (ωm). These maxima
occur when dx/dω = 0, and so we can derive a necessary (but insufficient) condition for the
positions of the MI peaks
Deven (ωm) + P = 0 (3.23)
This equation can be solved numerically, after which the pathological values in which dx/dω =
0 doesn’t correspond to a positively-valued maximum are removed.
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Modelling a real device
A 220nm × 380nm SOI geometry was chosen, due its relatively large HOD, and thus the
possibility of seeing the extra pair of higher-order sidebands. The growth rate spectrum at
multiple wavelengths is plotted in figure 3.22 and the positions of the growth rate maxima are
plotted in figure 3.23. These show that for a pump wavelength of 1.5µm, four sidebands should
be seen.
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Figure 3.22: Modulational instability sideband growth rate g, plotted as a function of both the
pump wavelength and the sideband wavelength for a 220nm × 380nm SOI waveguide. The
solid background colour corresponds to a growth rate of zero. Anomalous GVD (on the pump
axis) is in between the dashed vertical lines. The dotted line corresponds to ωm = 0 (i.e. the
pump and sideband wavelengths being the same).
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Figure 3.23: As for figure 3.22, but with the growth rate maxima plotted. A pump wavelength
of 1.5µm (represented by the grey bar) should give four sideband frequencies.
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Modelling was performed using 10ps rectangular pulses with power 10P0. Random noise (with
a relative amplitude of 0.5%) was also added to help initiate the instability. The results of
the simulation (together with an overlay of the predicted gain) is given in figure 3.24. The
model included 2PA (2pa = 0.1) and linear absorption (l = 0.01). Free charge carriers were
accounted for by assuming a carrier absorption cross section of fc = 10−3 (1 + 7.5i). A FROG
diagram for the resulting signal can be seen in figure 3.25.
This scheme is notably different to that considered in the literature. Previous work with silicon
[85, 171, 172] assumes a scheme whereby the instability is seeded with light at one of the
predicted gain wavelengths, which is then amplified. Here, the effect of a pulse on its own is
considered. Whilst random noise is added in order to initiate the instability, this lacks any
preferred frequency component.
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Figure 3.24: Spectral output of a 220nm × 380nm SOI wire pumped with a 10ps pulse with
power 10P0. After 1.2mm, spectral sidebands due to modulational instability are present. a)
Model includes linear absorption and 2PA, but not FCC effects. The predicted gain is overlaid,
and was calculated for P = 4P0 to account for the effect of damping. b) Model also includes
FCC effects. The predicted gain is calculated for P = 2.5P0 to account for further damping.
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Figure 3.25: FROG diagram for the signal (inclusive of free carrier interactions) in figure 3.24.
The colouration is logarithmic, over a 40dB range. The bright vertical feature is the pump,
whilst the MI sidebands are visible as the four patches in the upper part of the image. It can
be seen that these have a far shorter duration (of the order 1ps) than the pump. The peak
at 1.89µm peak precedes its spectral counterpart at 1.24µm, due to group velocity difference
causing them to separate.
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Chapter 4
Nonlinear propagation in coupled
waveguide arrays
If two waveguides are placed in close proximity, light will be transferred between them, due
to the evanescent field surrounding one overlapping with the core of the other. Such a device
is known as a directional coupler, and has been realised in both fibres [176] and in SOI [177].
This can be generalised to an array of waveguides, which again has been realised in both fibres
[178] and SOI.
The use of silicon adds a novel feature to such devices, arising from the strong dependence
of the coupling on frequency. The frequency dependence of couplers is well known [179], but
in silicon it is so strong that the second derivative of the coupling with respect to frequency
becomes substantial, giving it a group velocity dispersion (GVD).
The GVD of the coupling is almost always normal, but by choosing the relative phases within
the wires, its effective sign can be changed. By exciting a coupler mode where the two wires
are half a cycle out of phase, the effective coupling GVD can be made anomalous. This can be
used to realise both solitons (section 4.3) and modulational instability (section 4.5) in coupled
systems where the individual waveguides are normally dispersive.
In waveguide arrays, this effect generalises into an interplay between group velocity dispersion
and diffraction. Anomalous GVD can be achieved by using anomalous diffraction, in which
neighboring waveguides are out of phase. Again, this can be used to realise multi-wire solitons,
as is shown in section 4.4.2.
Anomalous diffraction has been a widely studied topic in recent years [180]. A substantial
fraction of this interest is due to its close association with negative index refraction [181, 182].
(Materials with negative refractive index have been hypothesised since the 1960s [183], but have
only recently been realised [184], and even then in suboptimal highly-lossy form. They are of
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prime importance to modern optics, as they promise exotic applications including “superlenses”
which can resolve images at less than the wavelength of light [185], and even invisibility devices
[186].) The similarity between refraction and dispersion results from the fact that both relate the
wavenumber of propagation to another wavenumber. In the case of refraction, this wavenumber
is in time (i.e. the frequency), whilst in diffraction it is the transverse spatial wavenumber.
Therefore, reversing the sign of diffraction is analogous to reversing the sign of the refractive
index. This chapter generalises that result, by showing that reversing the sign of diffraction is
also akin to reversing the sign of dispersion.
The key results of this chapter have been published in Optics Express [187].
4.1 Modelling coupled SOI waveguides
The light guided by a silicon nanowire isn’t totally confined to the silicon itself, and will
in part travel in the surrounding medium. This can be seen in figure 4.1, which shows the
waveguide modes to have evanescent tails which extend into the surrounding air and silica. If
two waveguides are placed in close proximity, then the evanescent field of one will significantly
overlap with the core of the other, allowing light to be transferred between them.
A coupled waveguide system can be thought of as being one big waveguide having two principal
modes, known as supermodes. In the case of identical waveguides (which is the only case
considered in this report), one of these modes will be perfectly symmetric (in that the field
profiles in the two wires will be mirror images of one another), whilst the other will be perfectly
antisymmetric (in that the mirror-imaging will be accompanied by a reversal of field direction).
An example of such a mode pairing is given in figure 4.1. If a pulse of light is fired into just
one wire, a superposition of the two supermodes will be excited. These will (in general) have
different propagation constants and so beating between the two modes will occur. Each wire
will alternately see constructive and destructive interference, and so the pulse will move back
and forth between wires [179].
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Symmetric Antisymmetric
Figure 4.1: Symmetric (left) and antisymmetric (right) mode profiles, displayed over a 2µm ×
1µm cross section for 220nm × 330nm waveguides placed 330nm apart. Silica is beneath the
horizontal line, with the rectangles denoting the silicon. The electric field vector is split into
Cartesian components, with transverse components parallel to the silica-air interface shown
top, transverse perpendicular components shown middle, and longitudinal components shown
bottom. Colour saturation gives absolute value. The + and − signs denote relative phase.
To extend the model derived in chapter 2 to a coupled-wire system, we start by making what is
known as the tight-binding approximation [188]. This assumes that the supermodes are linear
superpositions of the single-wire modes. (It is named after a similar approximation in solid
state physics, in which the wavefunction of a crystal is assumed to be a linear superposition
of the wavefunctions of the individual sites [189, 190].) This approach suffers from two main
limitations: Firstly, it ignores the existence of higher order photonic bands in which the peaks
of intensity no longer correspond to the waveguide cores [191]. Secondly, there is an upper
limit to the coupling strength that can be considered, as when waveguides are in very close
proximity, slot-guiding modes will form, in which light is trapped between the waveguides by
total internal reflection [192].
To procede, we write the envelopes of the symmetric and antisymmetric supermodes (given by
As and Aa respectively) as
As =
1
2
(A1 +A2) (4.1)
Aa =
1
2
(A1 −A2) (4.2)
where A1 and A2 are the slowly varying envelopes for the two wires. Subject to the tight-binding
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approximation, the propagation coefficients can be written as
βs (ω) = β (ω) + δ (ω) (4.3)
βa (ω) = β (ω)− δ (ω) (4.4)
where δ is a parameter that corresponds to the strength of the coupling. It is almost al-
ways positive, meaning that the symmetric supermode has a higher effective index than the
antisymmetric supermode. The sign can however be changed with certain exotic waveguide
configurations. An example is of AlGaAs waveguides surrounded by a metamaterial consisting
of AlGaAs rods in a sapphire matrix [193, 181].
For the study of solitons, the coupling coefficient is usually assumed to be a constant [179].
For silicon wires, however, it is necessary to consider the full dependence on frequency. This is
represented using the Taylor expansion δ (ω) =
∑
m (δm/m!) (ω − ω0)m. Rewriting equations
4.3 and 4.4 using these coefficients gives
βsm = βm + δm (4.5)
βam = βm − δm (4.6)
The δm coupling coefficients were obtained by calculating βsm and βam directly from Maxwell’s
equations, using the methods described in section 2.1.2. By altering the dimensions of the
waveguides, it was possible (to a certain extent) to alter the magnitudes of the coupling co-
efficients. However, despite considering a large range of waveguides, the signs could not be
changed. The reason for this can be seen by noting that the evanescent fields surrounding the
waveguide scale roughly with the wavelength. If we then assume that the coupling into a wire
is proportional to its overlap with the exponentially decaying tail of another wire, then the
frequency dependence of coupling can be approximated as
δ ≈ δ0e−x(ω−ω0) (4.7)
where x is a positive constant. Taylor expanding this in ω gives
δ ≈ δ0 + (−δ0x) (ω − ω0) + 12
(
δ0x
2
)
(ω − ω0)2 +O (ω − ω0)3 (4.8)
where we can identify the linear term −δ0x with δ1 and the quadratic term δ0x2 with δ2.
It therefore follows (assuming that we are not using an exotic waveguide configuration with
negative c0) that δ1 is negative and δ2 is positive.
In the absence of all damping and nonlinearity, the two supermodes will propagate indepen-
dently, with Schro¨dinger-like equations given by
∂As
∂z
+
M∑
m=0
im−1 (βm + δm)
∂mAs
∂tm
= 0 (4.9)
∂Aa
∂z
+
M∑
m=0
im−1 (βm − δm) ∂
mAa
∂tm
= 0 (4.10)
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where (unlike with a single wire) the zeroth and first order terms are still present, as they differ
between the two modes and thus can’t be scaled away. (This is highly significant, as it is these
differences that cause the coupling.) If we substitute equations 4.1 and 4.2 into equations 4.9
and 4.10, we obtain
1
2
(
∂A1
∂z
+
∂A2
∂z
)
+
1
2
M∑
m=0
im−1
m!
(βm + δm)
(
∂mA1
∂tm
+
∂mA2
∂tm
)
= 0 (4.11)
1
2
(
∂A1
∂z
− ∂A2
∂z
)
+
1
2
M∑
m=0
im−1
m!
(βm − δm)
(
∂mA1
∂tm
− ∂
mA2
∂tm
)
= 0 (4.12)
Adding or subtracting these gives
∂A1
∂z
+
M∑
m=0
im−1
m!
(
βm
∂mA1
∂tm
+ δm
∂mA2
∂tm
)
= 0 (4.13)
∂A2
∂z
+
M∑
m=0
im−1
m!
(
βm
∂mA1
∂tm
+ δm
∂mA1
∂tm
)
= 0 (4.14)
These are simply the wave equations for an isolated waveguide, with a coupling term of the
form
M∑
m=0
im−1
δm
m!
∂mA′
∂tm
(4.15)
added on, where A′ is the envelope for the neighbouring waveguide.
Coupling length
If we consider the simplest possible case of coupled waveguides, with all nonlinearity, frequency
dependence and damping removed (i.e. the case of monochromatic light through a lossless
waveguide at low power), we obtain
∂A1
∂z
= iδ0A2 (4.16)
∂A2
∂z
= iδ0A1 (4.17)
where A1 and A2 are the envelopes for the two guides. This has a solution of the form
A1 = cos (c0z) (4.18)
A2 = i sin (c0z) (4.19)
where we have imposed the boundary conditions that A1 = 1 and A2 = 0 at z = 0. (In other
words, light has been fired into the first wire, but not into the second.) We can see that after
a propagation distance of pi/2δ0, all the light has been transferred in the second wire, and
at pi/δ0, all the light has returned to the first wire (with a phase shift). This will continue,
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with light being transferred back-and-forth between the two wires. (This back-and-forth light
transfer is precisely that alluded to above, and is caused by beating between the symmetric
and antisymmetric supermodes.) Using this fact, we can define the coupling length as
LC ≡ pi2 |δ0| ≡
pi
|βs0 − βa0| (4.20)
This gives the distance taken for transfer of light from one wire into another. This (in the
same manner as the dispersion length) provides a very useful metric with which to gauge the
intrinsic length scales of coupling. It is also possible to calculate the coupling length in a more
direct manner, by performing numerical integration of the full Maxwell equations in a coupled
wire system [194].
Conversion to dimensionless units
When converted into the familiar dimensionless units, the coupling term becomes
M∑
m=0
im−1cm
∂mEc
∂τm
(4.21)
where the mth coupling coefficient is given by
cm =
LD
m!Tm0
δm (4.22)
It follows from the definition of the δm coefficients (in equations 4.5 and 4.6) that these coeffi-
cients are given by
cm =
LD
2m!Tm0
(βsm − βam) (4.23)
By analogy with the dispersion operator Dˆ given by equation 2.71, we can define a coupling
operator Cˆ as
Cˆ =
M∑
m=0
cm
(
i
∂
∂τ
)m
(4.24)
This gives (for a single wire interacting with a second wire with envelope E′)
∂E
∂ζ
− iDˆE = i|E|2E + iCˆE′ (4.25)
which after reintroducing damping gives
∂E
∂ζ
− iDˆE = i|E|2E + iCˆE′ − lEn − 2pa|En|2E − 3pa|En|4E − fcEnν (4.26)
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Waveguide arrays
The procedure for calculating waveguide coupling is linear, and so obeys the principle of su-
perposition. Therefore, when multiple waveguides are present, the coupling between each pair
of neighbours can be considered independently, and the resulting coupling terms simply added
together. This can be extended to an arbitrarily large set of waveguides, so that the undamped
equation for the nth waveguide is given by
∂En
∂ζ
− iDˆEn = i|En|2En + iCˆ (En+1 + En−1) (4.27)
where the out-of-bounds values of En (i.e. those beyond the ends of the row of waveguides) are
identically zero. Reintroducing damping gives
∂En
∂ζ
−iDˆEn = i|En|2En+iCˆ (En+1 + En−1)−lEn−2pa|En|2E−3pa|En|4E−fcEnνn (4.28)
When N wires are present, it follows that there must be N separate equations to describe free
carrier evolution. The equation for the nth waveguide is given by
dνn
dτ
= |En|4 − νn
τc
(4.29)
where νn is the carrier density in that particular wire.
4.2 Device specifications
The aim of this chapter is to control dispersion with coupling. To demonstrate this point, a
normally dispersive waveguide was chosen, which in isolation would not be capable of exhibiting
soliton propagation or modulational instability. Therefore, transverse dimensions of 220nm ×
330nm were chosen, giving a normal GVD of −1416 ps nm−1 km−1 at a 1.5µm pump wavelength
(Figure 4.2). For 100fs pulses, this gives a dispersion length of 1.93mm. Such waveguides were
placed 330nm apart, providing very strong coupling (as is shown in figure 4.2), but remaining
within the tight-binding approximation (as is shown in figure 4.3). The mode profiles were
shown above (in figure 4.1). The leading coupling coefficients are c0 = 132.7, c1 = −24.22 and
c2 = 2.254, whilst the dispersion coefficient is p2 = 0.5.
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Figure 4.2: The left hand plot shows dispersion length (as a function of wavelength) of a
220nm × 330nm SOI waveguide for 100fs pulses. The solid line gives anomalous GVD, whilst
the dashed line gives normal GVD. The vertical bar gives the position of the 1.5µm pump
wavelength. The right hand plot shows the coupling length for the same waveguides placed
330nm apart.
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Figure 4.3: Demonstration of the validity of the tight binding approximation for 220nm ×
330nm waveguides placed 330nm apart. The power transmission as a function of transverse
distance is plotted, with the solid line giving the symmetric mode, and the dashed line giving
the antisymmetric mode. The dots show the corresponding quantities calculated by linear
superposition of the single-wire modes, showing a very good agreement. The grey blocks show
the waveguide dimensions
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4.3 Temporal solitons in a directional coupler
Directional couplers in silicon can support solitons, even if the constituent waveguides are
normally dispersive at the pump frequency. The coupled system is described by the equations
∂E1
∂ζ
− iDˆE1 = i|E1|2E1 + iCˆE2 (4.30)
∂E2
∂ζ
− iDˆE2 = i|E2|2E2 + iCˆE1 (4.31)
where E1 and E2 are the field envelopes of the two wires. (For clarity the damping terms are
not shown.) To find supermodal solitons, we switch to a supermodal basis of the form
X ≡ 1
2
(E1 + E2) (4.32)
Y ≡ 1
2
(E1 − E2) (4.33)
(4.34)
where X and Y are the symmetric and antisymmetric modes respectively. Transforming equa-
tions 4.30 and 4.31 gives
∂X
∂ζ
− i
(
Dˆ + Cˆ
)
X = i|X|2X + 2i|Y |2X + iX∗Y 2 (4.35)
∂Y
∂ζ
− i
(
Dˆ − Cˆ
)
Y = i|Y |2Y + 2i|X|2Y + iY ∗X2 (4.36)
We now have equations for the two modes, which are connected only by nonlinear coupling
terms. Truncating the operators to second order gives
∂X
∂ζ
+ i(p2 + c2)
∂2X
∂τ2
− ic0X + c1 ∂X
∂τ
= i|X|2X + 2i|Y |2X + iX∗Y 2
(4.37)
∂Y
∂ζ
+ i(p2 − c2)∂
2Y
∂τ2
+ ic0Y − c1 ∂Y
∂τ
= i|Y |2Y + 2i|X|2Y + iY ∗X2
(4.38)
Soliton solutions can now be found by setting either X or Y to zero, whilst retaining the other
term. Doing this, we obtain one of the following equations
∂X
∂ζ
+ i(p2 + c2)
∂2X
∂τ2
− ic0X + c1 ∂X
∂τ
= i|X|2X (4.39)
∂Y
∂ζ
+ i(p2 − c2)∂
2Y
∂τ2
+ ic0Y − c1 ∂Y
∂τ
= i|Y |2Y (4.40)
These equations have the respective solutions
X = eiqζ
√
2 (q − c0) sech
(√
q − c0
− (p2 + c2) (τ − ζc1)
)
(4.41)
Y = eiqζ
√
2 (q + c0) sech
(√
q + c0
− (p2 − c2) (τ + ζc1)
)
(4.42)
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These solutions have the same structure as the familiar E = eiqz
√
2q sech
(√
2qτ
)
solitons (and
indeed become identical when we set the coupling terms to zero). Therefore, the waveguide
pair is simply acting as a single quasi-waveguide, with modified propagation coefficients. The
solutions are a generalisation of previously known solutions [179], to which they reduce in the
case c1 = c2 = 0.
Three things about these solutions are notable:
• Firstly, the solitons no longer travel at the group velocity of the waveguide (which is zero
in the moving frame in which the NLS equation is constructed). Instead it is increased in
velocity by 1/c1 for the symmetric case, and reduced by 1/c1 for the antisymmetric case.
This effect has been observed for pulses in two-core optical fibres [195].
• Secondly, the wavenumber condition for soliton existence is no longer q > 0, but q > c0
for the symmetric mode and q > −c0 for the antisymmetric mode. These cutoff points
correspond to the wavenumbers of linear propagation (c0 for the symmetric mode and
−c0 for the antisymmetric mode) at which point the pump frequency of the soliton would
be phase matched to linear radiation modes.
• The third, and most important result is that the effective values of group velocity dis-
persion are p2 ± c2, rather than just p2. Therefore, the threshold condition for soliton
formation is now p2 < −c2 for the symmetric mode, and p2 < c2 for the antisymmetric
mode. This allows for the extension of the spectral window within which solitons are
permitted into the normal regime. Due to the positive sign of c2, this will occur in the
antisymmetric mode. Conversely, a symmetric mode restricts the range of the soliton
regime. The GVD of the coupling, and the effective dispersions of the supermodes are
given in figure 4.4.
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Figure 4.4: a) The dispersion parameter for the coupling between 220nm × 330nm wires placed
330nm apart, plotted over wavelength. This shows the coupling operator to be strongly nor-
mally dispersive. b) The dispersion parameters for the symmetric and antisymmetric super-
modes (dashed lines) together with that of a single wire (solid line). It can be seen that the
spectral range of anomalous GVD is restricted for the symmetric mode, and extended for the
antisymmetric mode.
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4.3.1 Stability analysis of the antisymmetric mode
Just because equations 4.41 and 4.42 are stationary solutions, doesn’t mean that the corre-
sponding solitons are stable. They could be mathematically analogous to a needle which is
placed perfectly upright, balanced upon its point, such that the slightest perturbation will
cause it to fall. Therefore, it is necessary to see how the solutions react to perturbation. Such
analysis is widely established for models with frequency-independent coupling [196, 197], but
here it is extended to systems where the coupling affects both the group velocity and GVD.
We will start by analysing the stability of solitons in the antisymmetric mode. We take a
solution of the form X = 0, Y = y (ζ, τ) eiqζ (where y (ζ, τ) eiqζ is the solution given by
equation 4.42 written in the form of a real amplitude y multiplied by a complex phase eiqζ).
We then add perturbation terms to give
X = y (ζ, τ) eiqζ (4.43)
Y = y (ζ, τ) eiqζ + ey (ζ, τ) eiqζ (4.44)
where y represents potential inter-modal instability, whilst ey represents instability within the
mode. By only considering the initial stages of instability, we can linearise the problem by
rejecting the higher powers of y and ey. Making the substitution into equations 4.37 and 4.38
gives
∂y
∂ζ
+ i(p2 + c2)
∂2y
∂τ2
+ i (q − c0) y + c1 ∂y
∂τ
= 2iy2y + iy2∗y (4.45)
∂ey
∂ζ
+ i(p2 − c2)∂
2ey
∂τ2
+ i (q + c0) ey − c1 ∂ey
∂τ
= 2iy2ey + iy2e∗y (4.46)
It is inconvenient to have y a function of both τ and ζ. However, if we make the substitution
τ ≡ τy − ζc1, where τy is relative time in a shifted frame of reference, we obtain the univariate
function
y (τy) =
√
2 (q + c0) sech
(√
q + c0
− (p2 − c2)τy
)
(4.47)
Transforming equations 4.45 and 4.46 likewise gives
∂y
∂ζ
+ i(p2 + c2)
∂2y
∂τ2y
+ i (q − c0) y + 2c1 ∂y
∂τy
= 2iy2y + iy2∗y (4.48)
∂ey
∂ζ
+ i(p2 − c2)∂
2ey
∂τ2y
+ i (q + c0) ey = 2iy2ey + iy2e∗y (4.49)
We assume solutions of the form
y = ˜y (τy) eλyζ (4.50)
ey = e˜y (τy) elyζ (4.51)
where λy and ly are constants to be determined. This is an eigenvalue problem (as is shown in
appendix C.1) with ˜y and e˜y as the eigenfunctions and λy and ly as the eigenvalues.
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Equations 4.50 and 4.51 exhibit a continuum of eigenvalues along the imaginary axis, which
correspond to the set of all delocalised eigenfunctions. (This is derived in appendix C.2.)
However when c21 + (p2 + c2) (q − c0) < 0, a bandgap exists in λy over the range
−
∣∣∣∣q − c0 + c21p2 + c2
∣∣∣∣ < = [λy] < ∣∣∣∣q − c0 + c21p2 + c2
∣∣∣∣ (4.52)
and when (q + c0) / (p2 − c2) < 0, a bandgap in ly exists over the range
− |q + c0| < = [ly] < |q + c0| (4.53)
These delocalised modes are not particularly important in themselves, as having zero real
part they will not contribute to exponential growth and instability. The band-gap is significant
however, as within it discrete eigenvalues can exist, which correspond to localised eigenfunctions
[23]. These can have non-zero real part, and if positive will lead to exponential growth and thus
instability. A search for discrete eigenvalues was made numerically, as is shown in appendix
C.3.
It is known that a bifurcation point should occur at q = c0, corresponding to the existence
of asymmetric nonlinear supermodes [196, 197]. (These modes are considered in more detail
in section 4.5.2, in the context of modulation instability.) However no discrete eigenvalues
corresponding to instabilities into these modes were found, despite scanning across both q
and the pump frequency. This is not entirely unexpected, as the exotic solitons that form in
these asymmetric modes have a higher energy than those in the ordinary antisymmetric mode
[196, 197], and thus the latter are already in the more stable state.
Intramodal perturbation
For the intramodal perturbation, the discrete eigenvalues (of which there are four) can be found
analytically. (The resulting spectrum is shown in figure 4.5.) There is a 2-fold degenerate
solution with eigenvalue ly = 0 corresponding to the eigenfunction
ey = i sech
(√
q + c0
− (p2 − c2)τy
)
(4.54)
and a second solution, again with 2-fold degeneracy and ly = 0, with eigenfunction
ey = 2 tanh
(√
q + c0
− (p2 − c2) τy
)
sech
(√
q + c0
− (p2 − c2) τy
)
(4.55)
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Figure 4.5: Spectrum of equation 4.49 shown for q = −130.9 (i.e. a pulse with unit duration)
for the system described in section 4.2. A continuum of delocalised eigenvalues lies along the
imaginary axis, with a bandgap in the range −1.754 < ey < 1.754. Four discrete eigenvalues
exist at the origin, which are plotted as functions of τy.
None of these will contribute to instability, as they have no real part. A numerical search was
made for additional discrete eigenvalues (again, using the method described in appendix C.3),
but none were found. This suggests that the antisymmetric mode is also stable with respect to
intramodal instability.
4.3.2 Bifurcation of the symmetric supermode
We can analyse the stability of the symmetric mode in the same way. (The solutions will not
exist at a 1.5µm pump. Therefore a 1.4µm pump was used.) As before, we have a symmetric
solution of the form X = x (ζ, τ) eiqζ , Y = 0 (where x (ζ, τ) eiqζ is the solution given by equation
4.41 written in the form of a real amplitude x multiplied by a complex phase eiqζ), which we
perturb to give
X = x (ζ, τ) eiqζ + ex (ζ, τ) eiqζ (4.56)
Y = x (ζ, τ) eiqζ (4.57)
where x represents potential inter-modal instability, whilst ex represents instability within the
mode. Substituting this into equations 4.37 and 4.38 and linearising gives
∂ex
∂ζ
+ i(p2 + c2)
∂2ex
∂τ2
+ i (q − c0) ex + c1 ∂ex
∂τ
= 2ix2x + ix2∗x (4.58)
∂x
∂ζ
+ i(p2 − c2)∂
2x
∂τ2
+ i (q + c0) x − c1 ∂x
∂τ
= 2ix2ex + ix2e∗x (4.59)
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As before, we shift into a moving frame of reference in order to avoid x being function of both
τ and ζ. We make the substitution τ ≡ τx + ζc1, giving
x (τx) =
√
2 (q − c0) sech
(√
q − c0
− (p2 + c2)τx
)
(4.60)
Transforming equations 4.58 and 4.59 likewise gives
∂ex
∂ζ
+ i(p2 + c2)
∂2ex
∂τ2x
+ i (q − c0) ex = 2ix2ex + ix2e∗x (4.61)
∂x
∂ζ
+ i(p2 − c2)∂
2x
∂τ2x
+ i (q + c0) x − 2c1 ∂x
∂τx
= 2ix2x + ix2∗x (4.62)
Again, we assume solutions of the form
x = ˜x (τx) eλxζ (4.63)
ex = e˜x (τx) elxζ (4.64)
where λx and lx are constants to be determined. As before, this is an eigenvalue problem (as
shown in appendix C.1) with ˜x and e˜x as the eigenfunctions and λx and lx as the eigenvalues.
As with the antisymmetric case, 4.63 and 4.64 exhibit a continuum of eigenvalues along the
imaginary axis, corresponding to the set of all delocalised eigenfunctions. (This is derived in
appendix C.2.) When c21 + (p2 − c2) (q + c0) < 0 a bandgap exists in λx over the range
−
∣∣∣∣q + c0 + c21p2 − c2
∣∣∣∣ < = [λx] < ∣∣∣∣q + c0 + c21p2 − c2
∣∣∣∣ (4.65)
and when (q − c0) / (p2 + c2) < 0, a bandgap in lx exists over the range
− |q − c0| < = [lx] < |q − c0| (4.66)
It is known that in the absence of coupling GVD, a bifurcation point occurs at q = 53c0,
which (as for the instability mentioned in section 4.3.1) corresponds to the formation of an
asymmetric mode [196, 197]. If we wish to find similar behaviour, we need to search for a
discrete eigenvalue which gains a positive real part when q exceeds a critical value. This search
was made numerically (using the method described in appendix C.3), with the results shown
in figure 4.6. This shows that as q is increased, a pair of discrete eigenvalues in λx (with values
summing to zero) enter the band-gap and migrate along the imaginary axis towards the origin.
When they reach it, they start heading in opposite directions along the real axis, and thus the
soliton will become unstable.
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Figure 4.6: Movement of discrete eigenvalues as q is increased. Starting at q = 1.65, the two
eigenvalues lie on the imaginary axis. As q is increased towards 1.74 the eigenvalues move
towards the origin. Between q = 1.74 and q 1.75, they reach the origin, and start moving along
the real axis. At q = 1.85 they have a strong real part.
We therefore see a bifurcation when λx = 0. In the special case where c1 = 0, we can find an
analytical solution
˜x = sech2
(√
q − c0
− (p2 + c2)τx
)
(4.67)
subject to the condition
q =
2− p2 − c2
2 + p2 + c2
c0 (4.68)
Without coupling (when c2 = 0, and p2 must be − 12 ), this reduces to q = 53c0, and thus
the result is a generalisation of that seen in references [196] and [197]. We will return to the
self-focussing effects that give rise to this instability in section 4.5.2.
Intramodal perturbation
For the intramodal perturbation, the discrete eigenvalues can (just as for the antisymmet-
ric case) be found analytically. There is a 2-fold degenerate solution with eigenvalue ly = 0
corresponding to the eigenfunction
ey = i sech
(√
q − c0
− (p2 + c2)τx
)
(4.69)
and a second solution, again with 2-fold degeneracy and ly = 0, with eigenfunction
ey = 2 tanh
(√
q − c0
− (p2 + c2) τx
)
sech
(√
q − c0
− (p2 + c2) τx
)
(4.70)
Again, none of these will contribute to instability, as they have no real part. A numerical search
was made for additional discrete eigenvalues, but none were found. This suggests that (as for
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the antisymmetric case) there is no intramodal instability.
4.3.3 Soliton generation
Soliton evolution was modelled numerically. (See appendix A.1.) The supermodes can be
generated directly by firing coherent light into the array such that both wires are excited. The
antisymmetric mode can be generated by pumping at a non-zero angle of incidence, so that
the differing path lengths cause an incremental phase shift between neighboring waveguides
[198, 199]. It is more interesting, however, to fire light into just one wire, thus creating a
superposition of the two modes, and then to rely upon the group-velocity difference noted
above to split the modes. Pulse propagation for the linear regime is given in figure 4.7, and it
can be seen that the pulse splits cleanly in two. Introducing nonlinearity (but not damping) in
figure 4.8 shows that the antisymmetric pulse forms a soliton. The introduction of damping in
figure 4.9 shows that the soliton survives.
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Figure 4.7: Evolution of a pulse with peak power 15P0 fired into the 1st wire of a 2 wire
system. (Amplitude derived as
√∑
n |En|2, which corresponds to incoherent mixing between
the outputs of each wire.) Without damping or nonlinearity, the pulse splits into a pair of
supermodal pulses due to the effect of coupling on group velocity.
84
01
2
3
4
-4000
-2000
0
2000
4000
0
1
an
c
ist
e (m
m
)
D
Time
 (fs)
Am
pl
itu
de
asym.
sym.
Figure 4.8: As with figure 4.7, but with nonlinearity turned on. The antisymmetric mode
is anomalously dispersive, and so in the presence of nonlinearity, the pulse forms a soliton.
Conversely, the symmetric supermode is normally dispersive, and so the nonlinearity accelerates
pulse broadening.
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Figure 4.9: As with figure 4.8, but with realistic damping (2pa = 0.1, l = 0.05) turned on.
Despite this, substantial nonlinear suppression of dispersive broadening of the antisymmetric
pulse remains.
The soliton like pulse shown in figure 4.9 can be investigated further, by using the soliton area
parameter defined in section 3.3.3. As before, we define a parameter S = TFWHM
√
Pmax. For
the ideal soliton solution (equation 4.42) the peak power (summed over both of the channels)
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is given (in terms of the intrinsic unit P0) by
Pmax = 4 (q + c0)P0 (4.71)
Similarly, the FWHM duration is given (in terms of the intrinsic unit T0) by
TFWHM = 2 ln
(
1 +
√
2
)√c2 − p2
q + c0
T0 (4.72)
This gives an ideal soliton area parameter of
S0 = 4T0
√
P0 ln
(
1 +
√
2
)√
c2 − p2 (4.73)
Figure 4.10 shows the soliton area parameter plotted as a function of distance. It remains
roughly constant, having a value close to S0, thus showing that the pulse is a soliton.
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Figure 4.10: Soliton area parameter for the soliton in figure 4.9. The solid line gives the value of
S along the distance of propagation. This remains roughly constant and close to the ideal value
S0 (denoted by the dashed grey line). The dotted line gives the parameter with nonlinearity
turned off, showing a stark contrast with the nonlinear regime. (The quantities are scaled such
that the power unit P0 = 1W.)
4.4 Temporal solitons in multiwire waveguide arrays
4.4.1 Interplay between diffraction and dispersion
The above can be generalised to a system with an arbitrary number of waveguides, N . We
start by rewriting the undamped equations of motion (equations 4.27) in a vector form, where
~E contains the values of En. This gives
∂ ~E
∂ζ
− iDˆ ~E = if
(
~E
)
+ iXˆCˆ ~E (4.74)
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where the function f (~x) ≡ |~x|2~x acts independently on each element of the vector, and the
matrix operator Xˆ is defined as
Xˆ(µ)(ν) ≡ δ(µ)(ν−1) + δ(µ)(ν+1) (4.75)
where δ is the Kronecker symbol. (It should be noted that the matrix Xˆ will be encountered
once again in section 5.3, when the radiation emitted by spatiotemporal solitons is considered.)
In order to proceed, we need to diagonalise this matrix equation. We write the eigenvalue
equation for Xˆ as
Xˆ~xk = χk~xk (4.76)
which yields eigenvalues of the form
χk ≡ 2 cos
(
pik
N + 1
)
(4.77)
with corresponding (normalised) eigenvectors
(~xk)n =
√
2
N + 1
sin
(
pink
N + 1
)
(4.78)
It should be noted that the index k is arbitrary, and thus may be replaced with other indices,
as is done for χj and ~xj below. The eigenvalue are distinct, as the argument of the cosine
function is always within the range 0 < θ < pi, over which the cosine function shows one-
to-one correspondence. As Xˆ is both self-adjoint and distinct-eigenvalued, it follows that the
normalised eigenvectors must form an orthonormal basis. This can be seen explicitly by defining
a scalar product operation
~a ·~b ≡
N∑
n=1
(a)∗n (b)n (4.79)
Using the trigonometric identity
2
N + 1
N∑
n=1
sin
(
pinj
N + 1
)
sin
(
pink
N + 1
)
= δ(j)(k) (4.80)
∀j, k ∈ {1, 2, · · · , N}
(where δ is the Kronecker symbol) gives ~xk · ~xj = δ(j)(k), as required. We can therefore diago-
nalise equation 4.74 by expanding ~E in this basis as
~E =
√
2 (N + 1)
3
N∑
k=1
E˜k~xk (4.81)
where E˜k is the amplitude of each modal component. (The
√
2 (N + 1) /3 prefactor is a matter
of convenience, chosen so that in a few steps further on, equation 4.92 will have unit nonlin-
earity.)
The basis conforms to the condition that E0 = EN+1 = 0, meaning that the (non-existent)
wires outside of the waveguide boundaries contain no light. It should also be noted that this
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basis is a generalisation of that used for the N = 2 case in section 4.3, with E˜1 = X and
E˜2 = Y .
Substituting this into equation 4.27 and then taking the scalar product with any basis vector
~xj (to project out the jth mode) gives
∂E˜j
∂ζ
− iDˆjE˜j = 23 (N + 1) ~xj · f
(
N∑
k=1
E˜k~xk
)
(4.82)
where the effective dispersion of each mode is given by
Dˆj = Dˆ + χjCˆ (4.83)
We have not fully diagonalised the equations, due to the nonlinear terms. However, there are no
longer any linear terms linking the components of equation 4.82. Therefore, in the low power
limit the system is diagonal and so each component of equation 4.82 will evolve independently.
Normal and anomalous diffraction
It is apparent from equation 4.83 that the dispersion and coupling are interlinked, with the
eigenvalue χj controlling the extent of this interaction. The fact that these eigenvalues are
distinct means that each mode has a unique dispersion relation. The values of χj occur in
pairs having opposite sign (plus a zero-eigenvalue when N is odd) due to the property that
cos (θ) ≡ − cos (pi − θ). This is highly significant, as by choosing the appropriate mode, it is
possible to effectively reverse the signs of the coupling coefficients.
It is instructive to rewrite equations 4.77 and 4.78 as
χj = 2 cos (κx) (4.84)
~xj =
√
2
N + 1
sin (κxn) (4.85)
where the periodicity of the waveguide amplitudes is given by the transverse wavenumber
κx ≡ pij
N + 1
(4.86)
In the limit of an infinitely large array, the transverse wavenumber becomes a continuous
varying quantity. If we were to excite such an array with a coherent beam of light fired along
the direction of the waveguides, then a mode with all the wires in phase (and thus κx = 0)
would be excited. If the initial excitation was restricted to a finite region of the waveguide,
then a spatial wavepacket centred about κx = 0 would be excited. Alternatively, by tilting
the beam with respect to the direction of the waveguides, a phase shift would be introduced
between each wire (due to the varying path length) thus exciting a mode with non-zero κx [199].
In general, such a beam will spread into the surrounding waveguides, in what is essentially a
discrete version of diffraction. It can be shown, for instance, that the width of a Gaussian beam
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focused onto the array boundary will vary with propagation as [199]
W = W0
√
1 +
(2Cχ′′j
W 20
ζ
)2
(4.87)
where W0 is the initial width. The diffraction coefficient χ′′j ≡ ∂2χj/∂κ2x = −χj specifies the
magnitude of the diffraction. It is the spatial equivalent of dispersion, and is almost always
negative [198].
At κx = 0, the diffraction coefficient possesses its minimum value of χ′′j = −2. As κx is increased
from 0, the diffraction coefficient becomes less negative, until at κx = pi/2 the diffraction
vanishes, and the beam propagates with constant width. Increasing κx beyond pi/2 causes the
diffraction coefficient to become positive, in what is known as anomalous diffraction [198]. At
κx = pi the diffraction coefficient reaches its maximum value of χ′′j = 2. Notably, equation 4.87
is not dependent on the sign of χ′′j , and so this state broadens in exactly the same manner as
the κx = 0 state. More generally, the states with 0 ≤ |κx| < pi/2 give normal diffraction, whilst
the states with pi/2 < |κx| ≤ pi give anomalous diffraction. It can also be seen that normal
diffraction corresponds to positive values of χj , whilst anomalous diffraction corresponds to
negative values.
The mode profiles for the κx = 0, pi/2 and pi cases are plotted in figure 4.11. For κx = 0,
the wires are all in phase, whilst for κx = pi every mode is maximally out of phase with its
neighbours. The diffractionless mode at κx = pi/2 corresponds to a mode in which every other
wire has zero amplitude, as is shown in figure 4.11.
0
pi
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2
Figure 4.11: Examples of modes of an infinite waveguide array (shown over a 20-waveguide
section). At a transverse wavenumber of κx = 0 (bottom), all the waveguides are in phase, giving
normal diffraction. At a transverse wavenumber of κx = pi/2 (middle) every other waveguide has
zero amplitude (denoted with crosses), giving zero effective coupling and thus zero diffraction.
At κx = pi every waveguide is out of phase with its neighbours, giving anomalous diffraction.
In the more general case, the relationship between the normally diffractive and anomalously
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diffractive modes can be seen by defining a matrix Sˆ as
Sˆ(µ)(ν) ≡ −(−1)µδ(µ)(ν) (4.88)
where δ is the Kronecker symbol. This matrix anticommutes with Xˆ and thus multiplication
of an eigenvector by Sˆ provides the eigenvector with oppositely signed eigenvalue. Therefore,
multiplication by Sˆ (which is self-inverse) switches back-and-forth between states with normal
and anomalous diffraction. The operation has the effect of shifting the phase of every other
wire by half a cycle, which in turn has the effect of reversing the inter-wire phase relationship
between each neighboring pair. Therefore, each normally diffractive mode is paired with an
anomalously diffractive mode having the same amount of light in each waveguide, and the same
beam widening properties, but opposing inter-wire phase relationships.
It should be noted that the scheme described above is not the only means of achieving anomalous
diffraction. The most direct means is to invert the sign of coupling (as mentioned in section 4.1)
by using systems consisting of (for example) AlGaAs waveguides separated by a metamaterial
consisting of AlGaAs rods in a sapphire matrix [193, 181]. It can also be achieved by using
higher order photonic bands [191, 200].
When a finite array of wires of wires is used, κx becomes quantised to the values given by
equation 4.86. Whilst the extremal κx = 0 and κx = pi modes can only exist in an infinite
array, the κx = pi/2 diffractionless modes can be seen, and exist for all arrays with odd N .
Controlling dispersion with diffraction
From equation 4.83 it is apparent that for normally diffractive modes (with positive χj), the
coupling dispersion operator Cˆ will be added to the dispersion operator Dˆ, whilst for anoma-
lously diffractive modes (with negative χj), Cˆ will be subtracted from Dˆ. In otherwords,
normal diffraction will cause the coupling dispersion to reinforce the waveguide dispersion,
whilst anomalous diffraction will cause the coupling dispersion to counteract the waveguide
dispersion.
As was described in section 4.1, the GVD of coupling is usually normal. However, by using
anomalous diffraction, we can use it to create anomalous GVD. Figure 4.12 shows the parameter
space (in wavelength and transverse wavenumber) giving anomalous GVD for a set of 220nm
× 330nm waveguides placed 330nm apart. Examples of actual dispersion curves that can be
created like this, are shown in figure 4.13.
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Figure 4.12: The relation between dispersion and diffraction in an array of 220nm × 330nm
waveguides placed 330nm apart. The shaded region gives the parameter space (in wavelength
and transverse wavenumber) giving anomalous supermode GVD. The transverse wavenumbers
corresponding to 2 and 6 wire systems are highlighted with horizontal lines. The mode profiles
for the 6 wire system are plotted, with the index j corresponding to that in equation 4.83.
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Figure 4.13: Supermodal dispersion plots in an array of 220nm × 330nm waveguides placed
330nm apart. The solid line gives the GVD of an isolated wire. The dashed lines gives the
GVDs of the two-wire supermodes. The dotted lines give the GVDs of the six-wire supermodes,
with the modes plotted to the right, and the index j corresponding to that in equation 4.83. The
shaded area gives the maximum possible extent of dispersion modification, with the boundaries
corresponding to the κx = 0 and κx = pi cases of an infinite system.
As mentioned previously, there is a correspondence between anomalous diffraction and negative
index refraction [181, 182]. Switching back into the unscaled units (defined in section 4.1), the
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supermodal wavenumber is given by βmode = β+χjδ, and so the supermodal effective index is
given by
nmode ≡ λ2piβmode =
λ
2pi
(β + χjδ) (4.89)
Whilst χj is not capable of changing the sign of the refractive index, it is capable of reversing
the sign of one of the contributing terms.
4.4.2 Supermodal soliton solutions
When only one mode E˜j is present, equation 4.82 reduces to
∂E˜j
∂ζ
− iDˆjE˜j = i 83 (N + 1)
N∑
k=1
sin4
(
kpij
N + 1
)
|E˜j |2E˜j (4.90)
This can be simplified using the identity
8
3 (N + 1)
N∑
k=1
sin4
(
kpij
N + 1
)
=

1 ; j 6= N+12
4
3 ; j =
N+1
2
(4.91)
∀j ∈ {1, 2, · · · , N}
giving an uncoupled NLS equation of the form
∂E˜j
∂ζ
− iDˆjE˜j = iΓNj |E˜j |2E˜j (4.92)
where the coefficient ΓNj is given by
ΓNj ≡

1 ; j 6= N+12
4
3 ; j =
N+1
2
(4.93)
The exceptional cases at j = (N + 1) /2 correspond to the κx = pi/2 non-diffractive modes, in
which the wires are effectively uncoupled. (They also correspond to the trivial N = 1 case,
where only a single wire is present.) Given the lack of any interaction between dispersion and
diffraction, these modes are not particularly interesting, and will not be considered further.
Taking this single-mode equation, and truncating the operators to second order gives
∂E˜j
∂ζ
+ i(p2 + χjc2)
∂2E˜j
∂τ2
− iχjc0E˜j + χjc1 ∂E˜j
∂τ
= iΓNj |E˜j |2E˜j (4.94)
This has solutions of the form
E˜j = eiqζ
√
2 (q − χjc0)
ΓNj
sech
(√
q − χjc0
− (p2 + χjc2) (τ − ζχjc1)
)
(4.95)
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From equations 4.78 and 4.81, it follows that the transformation out of the modal basis is made
as
En =
√
4
3
N∑
k=1
sin
(
pink
N + 1
)
E˜k (4.96)
Doing so, gives multi-wire soliton solutions of the form
En = eiqζ
√
8
3ΓNj
(q − χjc0) sin
(
pinj
N + 1
)
sech
(√
q − χjc0
− (p2 + χjc2) (τ − ζχjc1)
)
(4.97)
It can be seen that in the single wire N = 1 case (where p2 = − 12 , ΓNj = 43 and χj = 0) this
reduces to the conventional solution of E =
√
2q sech
(√
2q τ
)
eiqζ . The solutions are a further
generalisation of previously known solutions [179], to which they reduce in the case N = 2 and
c1 = c2 = 0.
4.4.3 Soliton formation
Soliton evolution was modelled numerically. As with the two wire case, the anomalously diffrac-
tive supermodes can be excited directly by pumping at a non-zero angle of incidence [198].
However, as before, the method of pumping a single wire and then letting the resulting su-
perposition of modes separate was used. Pulse propagation for the linear regime is given in
figure 4.14, and it can be seen that the input pulse splits into a train of six pulses. Introducing
nonlinearity (but not damping) in figure 4.15 shows that the final pulse in the train forms a
soliton. The introduction of damping in figure 4.16 shows that the soliton survives.
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Figure 4.14: Evolution of a pulse with peak power 150P0 fired into the 3rd wire of a 6 wire
system. (Amplitude derived as
√∑
n |En|2, which corresponds to incoherent mixing between
the outputs of each wire.) Without damping or nonlinearity, the pulse splits into a train of 6
supermodal pulses (with numbering corresponding to j in equation 4.83).
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Figure 4.15: As with figure 4.14, but with nonlinearity turned on. The 6th pulse forms a soliton.
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Figure 4.16: As with figure 4.15, but with realistic damping (2pa = 0.1, l = 0.05) turned on.
Despite this, substantial nonlinear supression of pulse broadening of the 6th pulse remains.
The soliton-like j = 6 pulse shown in figure 4.16 can be investigated (as in section 4.3.3) by
using the soliton area parameter. For the ideal soliton solution (equation 4.97) the peak power
summed over all of the channels is given by
Pmax =
4 (q − χjc0) (N + 1)
3ΓNj
P0 (4.98)
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and the FWHM duration is given by
TFWHM = 2 ln
(
1 +
√
2
)√− (p2 + χjc2)
q − χjc0 T0 (4.99)
This gives an ideal soliton area parameter of
S0 =
4√
3
T0
√
P0 ln
(
1 +
√
2
)√− (p2 + χjc2) (N + 1)
ΓNj
(4.100)
Figure 4.17 shows the soliton area parameter plotted as a function of distance. It remains
roughly constant, having a value close to S0, thus showing that the pulse is a soliton.
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Figure 4.17: Soliton area parameter for the j = 6 soliton shown in figure 4.16. The solid
line gives the value of S along the distance of propagation. This remains roughly constant
and close to the ideal value S0 (denoted by the dashed grey line). The dotted line gives the
parameter with nonlinearity turned off, showing a stark contrast with the nonlinear regime.
(The quantities are scaled such that the power unit P0 = 1W.)
4.5 Modulation instability in couplers
Modulation instability (which was considered for a single wire in section 3.4) can also happen
in coupled waveguide systems [201, 202]. As for soliton propagation, the conventional models
assume a frequency independent coupling term. Likewise, when coupling GVD is introduced, it
can be seen that the dynamics are greatly changed, and that modulation instability can occur
in normally dispersive waveguides.
Equations 4.35 and 4.36 possess continuous wave solutions of the form
X =
√
Pei(P+c0)ζ (4.101)
for the symmetric mode, and
Y =
√
Pei(P−c0)ζ (4.102)
for the antisymmetric mode. As in section 3.4, P is related to the optical power. It follows
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from the transformation in equations 4.32 and 4.33 that P is the power per wire, and so the
total power in the system in given by 2P .
As with the single wire case, perturbations from these solutions can be reinforced by the non-
linearity, creating spectral sidebands. However, two very different phenomena can result, de-
pending on whether these sidebands are emitted into the same mode as the pump signal, or
into the other mode. Both cases are considered below.
4.5.1 Intra-modal modulation instability
Taking the antisymmetric solution, we can perturb it as
Y =
(√
P + 
)
ei(P−c0)ζ (4.103)
where  (ζ, τ) is a small perturbation into the same mode. Substituting this into equation 4.36
gives
∂
∂ζ
−
(
Dˆ − Cˆ + c0
)
 = iP (+ ∗) (4.104)
where terms in 2 and 3 have been removed, as we are only considering the first stage of
perturbation. This is the same as equation 3.14, except we have replaced the dispersion operator
Dˆ with a modified operator Dˆ− Cˆ + c0. We can therefore use the same procedure to derive an
expression for the modulation instability side-lobes. The gain spectrum is given by
g (ωm) = 2=
√(
Dˆeven − Cˆeven + c0
)2
+ 2P
(
Dˆeven − Cˆeven + c0
)
(4.105)
where (as before) the even operators are defined as
Deven (ω) ≡ 12 [D (ω) +D (−ω)] (4.106)
Ceven (ω) ≡ 12 [C (ω) + C (−ω)] (4.107)
so that they only hold components with even powers of ω. Notably, equation 4.105 does not
depend on c0, as the explicit c0 term cancels with the implicit term in the Cˆ operator. Therefore,
the modulation instability depends only on the GVD of the coupling, and not its overall value.
The gain maxima occur when
Dˆeven (ωm)− Cˆeven (ωm) + c0 + P = 0 (4.108)
where as described in section 3.4, this is a necessary but insufficient condition, requiring the
explicit removal of pathological solutions. The predicted modulation instability peak positions
are given in figure 4.18, whilst the numerical spectra are given in figure 4.19. As with a single
wire case, four modulation instability peaks can be seen. However, these become obscured in
the presence of free carrier interactions. (As in section 3.2.1, a physically reasonable estimate
for the carrier cross section of fc ' 10−3 (1 + 7.5i) was used.) It should be noted, however, that
techniques exist to sweep away free charge carriers [59], and so a more favourable experimental
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result may be possible.
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Figure 4.18: Predicted modulation instability sideband wavelengths for a 220nm × 330nm SOI
waveguide. For an isolated waveguide (denoted by the dashed lines) the modulation instability
only occurs for pump wavelengths where the waveguide is anomalously dispersive (between the
dashed vertical lines). When coupling GVD is present, by using the antisymmetric supermode of
two such waveguides placed 330nm apart (denoted by the solid line) the modulation instability
is extended into the anomalous regime.
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Figure 4.19: Spectral output of a pair of 220nm × 330nm SOI wires placed 330nm apart pumped
with a 10ps rectangular pulse with power 10P0 in the antisymmetric mode after 3.9mm. The
top plot includes 2PA and linear damping (2pa = 0.1, l = 0.05) but not free carrier effects,
whilst the bottom plot does include them. The dashed lines give the predicted gain spectra.
The powers used to calculate these have been reduced to 5P0 and 3.5P0 respectively, to allow
for the effect of damping.
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4.5.2 Cross-modal modulation instability
In the symmetric supermode, the effect of coupling GVD is to restrict the wavelength range
in which conventional modulational instability is possible. A different picture emerges, how-
ever, when the effect of cross-modal instability is considered. This can be seen by taking the
symmetric supermodal solution, and modifying it as
X =
√
Pei(P+c0)ζ (4.109)
Y = ei(P+c0)ζ (4.110)
where  is the cross-modal perturbation. Strictly speaking, the equation for X should also be
perturbed, to account for the energy loss into the other mode. When analysing , however, this
is a second-order effect, and can be neglected for the first stages of propagation. Following the
same procedure as above gives the gain spectrum as
g (ωm) = 2=
√(
Dˆeven − Cˆeven − c0
)2
+ 2P
(
Dˆeven − Cˆeven − c0
)
(4.111)
Unlike equation 4.105, this does depend on the value of c0, as the explicit and implicit values
reinforce one another. This is a result of the wavenumber mismatch between the mode of the
signal and the mode of the emitted radiation. The gain maxima occur at the solutions to
Dˆeven (ωm)− Cˆeven (ωm)− c0 + P = 0 (4.112)
This gain spectrum is notably different from the inter-modal case, in that we can have non-zero
gain at the pump frequency. We can see this by setting ωm = 0, which reduces equation 4.111
to
g (0) = 4=
√
c20 − Pc0 (4.113)
We therefore have a critical power at Pc = c0, above which the pump itself is unstable.
Modal instability and asymmetric nonlinear supermodes
This phenomenon of the pump itself becoming unstable is well documented, and results from
the fact that the modes themselves are altered by the nonlinearity [179]. These modes can be
investigated by rewriting equations 4.30 and 4.31 in a different basis as [203]
dS1
dζ
= 2c0S3 (4.114)
dS2
dζ
= −S1S3 (4.115)
dS3
dζ
= S1S2 − 2c0S1 (4.116)
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where the parameters S1, S2 and S3 are defined has
S1 = |E1|2 − |E2|2 (4.117)
S2 = 2< [E1E∗2 ] (4.118)
S3 = 2= [E1E∗2 ] (4.119)
(We have assumed evolution in the continuous wave regime, and so the time dependent terms
are zero.) Conservation of energy subjects these variables to the condition
|S1|2 + |S2|2 + |S3|2 = (2P )2 (4.120)
where (in keeping with the above notation) P = 12
(|E1|2 + |E2|2) gives the mean power per
wire. If S1, S2 and S3, are regarded as the Cartesian coordinates of a three-dimensional vector
~S, then equation 4.120 defines a sphere of radius 2P , on which ~S must lie. (This is extremely
similar to the Stokes formation of optical polarisation, with ~S being a modified Stokes vector
[204], which is not surprising, as instead of having light split between two principal polarisation
states, we have light split between two wires.)
We can proceed by noting that
Γ ≡ S2 + S21/ (4c0) (4.121)
is a conserved quantity. This allows us to combine equations 4.114, 4.115 and 4.116 into a
single second order equation of the form [203]
d2S1
dζ2
+
(
4c20 − 2c0Γ +
1
2
S21
)
S1 = 0 (4.122)
This is an anharmonic oscillator (which oscillates in ζ). We can analyse its dynamics by defining
a Lagrangian
L
(
S1,
dS1
dζ
, ζ
)
=
1
2
(
dS1
dζ
)2
−
[(
2c20 − c0Γ
)
S21 +
1
8
S41
]
(4.123)
which upon substitution into the Euler Lagrange equation
d
dζ
 ∂L
∂
(
dS1
dζ
)
− ∂L
∂S1
= 0 (4.124)
gives equation 4.122 as required. We can separate the Lagrangian, into a quasi-kinetic energy
(dS1/dζ dependent) term T and a quasi potential energy (S1 dependent) term V, using the
standard energy construction of the Lagrangian (L = T − V). This gives
T = 1
2
(
dS1
dζ
)2
(4.125)
V = (2c20 − c0Γ)S21 + 18S41 (4.126)
The stability is dependent on the shape of the quasi potential energy function V. (See figure
4.20.) When 2c20 > c0Γ it is monostable, with a single potential well centred about S1 = 0.
If the two waveguides have equal amplitude (such that S1 is also zero) this mode will sit at
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the bottom of the potential well, making it stable. However, when c0Γ > 2c20, the potential
becomes bistable, with the mode sitting at the critical point between two potential wells (with
minima at S1 = ±2
√
c0Γ− 2c20), making it unstable. It follows that Γ = 2c0 is the seperatrix
between the regimes of stability and instability.
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Figure 4.20: Quasi potential energy function V (given by equation 4.126), versus Stokes pa-
rameter S1. Plotted for c0 = 1 and for varying values of Γ. When Γ = 1 (such that c0Γ <
2c20), the potential is monostable. When Γ = 2 (such that c0Γ = 2c
2
0), the potential is on the
seperatrix. When Γ = 4 (such that c0Γ > 2c20), the potential becomes bistable. It follows that
the symmetric mode solution (denoted by the dot) is stable for the first two cases, but unstable
for the third case.
It should be noted that S1 measures the asymmetry between the intensities in each wire, such
that a value different from S1 = 0 corresponds to a mode in which one wire contains more
light than the other. Therefore, the potential wells that form when c0Γ > 2c20 correspond to
the influence of asymmetric modes. These asymmetric modes are the result of self focussing,
whereby the intensity dependence of the refractive index causes a waveguide with more light
to become more confining, thus reinforcing any asymmetry. (Self focussing in coupled systems
is a well known phenomenon for both continuous wave [205] and for solitons [206], which will
be considered in more detail in chapter 5.) This self focussing can only happen when there is
an existing asymmetry, and so (when c0Γ > 2c20) the symmetric supermode is metastable.
This behaviour can be understood by returning to the analogy of a needle placed perfectly
upright, balanced upon its point (as mentioned in section 4.3.1). If the needle is completely
isolated from all external forces, then it will remain in position. However, any perturbation will
be reinforced by gravity, and the needle will topple over. Notably, the initial state has rotational
symmetry (about the axis defined by the shaft of the needle), as do the equations of motion
describing the system. When the needle topples (and the system falls into a “vacuum state”),
spontaneous symmetry breaking occurs, in which a new parameter (namely the azimuthal angle
of the needle’s position) emerges. In the coupler we also have a symmetry, namely an invariance
under swapping the wires. This is present both in the initial conditions, and in the equations
of motion (which can be seen by swapping E1 and E2 in equations 4.30 and 4.31. Under
perturbation, a new parameter (namely the sign of S1) emerges, and thus we have symmetry
breaking into one of two states.
It is also possible to “seed” the instability by introducing a small asymmetric signal, which
causes the system to collapse into a particular state. This effect has been suggested as the basis
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of optical switches, whereby a weak signal can control the direction of a much stronger signal
[207].
The symmetric supermodal solution has E1 = E2 =
√
Pei(P+c0), giving a value for Γ (from
equation 4.121) of Γ = 2P . This sets the seperatrix between the stable and unstable regimes
at P = c0, which agrees with the result derived from equation 4.113. We therefore see that the
cross-modal modulation instability is a frequency-dependent generalisation of ordinary coupler
instability. Notably, this means that self focussing can occur below the critical power, but that
it happens indirectly, via the generation of frequencies away from the pump.
Numerical modelling
For a system with 220nm × 330nm wires placed 330nm apart pumped at 1.5µm, equation
4.112 can be solved to give two gain peaks at 1.33µm and 1.74µm. This system was modelled
numerically, as is shown in figure 4.21. This shows that sub-critical-power self-focussing does
occur via the generation of spectral sidebands. The effect seems to vanish in the presence of free
charge carriers. However, as noted previously, it is possible to sweep away free charge carriers
[59], and so it may be possible to observe the phenomenon in a real device.
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Figure 4.21: Spectral output of a pair of 220nm × 330nm SOI wires placed 330nm apart pumped
with a 10ps rectangular pulse with power 10P0 in the symmetric mode after 3.9mm. The top
plot includes 2PA and linear damping (2pa = 0.1, l = 0.05) but not free carrier effects, whilst
the bottom plot does include them. Spectral lines are generated at 1.33µm and 1.74µm as
predicted, but these are obscured when free charge carriers are present.
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Chapter 5
Spatiotemporal solitons in
waveguide arrays
In the previous chapter, solitons were considered that occupied the entire width of a waveguide
array. In this chapter, spatial self-confinement is introduced, leading to spatiotemporal soli-
tons, or “light bullets”. Whilst a bullet is usually self-localised into a small region of a larger
continuous medium [18, 29], these bullets are slightly different, in that they are self-localised
into a few waveguides of a larger array. Therefore, they may be better described as discrete
bullets.
In the case of continuous wave radiation, discrete spatial solitons were first proposed by
Demetrios Christodoulides and Richard Joseph in 1988 [26] and experimentally realised 10
years later [27]. Spatiotemporal solitons have proved more elusive, as they are subject to diffi-
culties including the need for sufficiently strong nonlinearity [35] and the need to balance the
intrinsic length scales of dispersion and diffraction [34]. If the former condition is not met,
then the bullet will require impractically high input powers, whilst if the latter condition is
violated, the powers required for temporal and spatial localisation will greatly differ. Despite
these problems, bullets have been tentatively observed in silica waveguides [32]. They have also
been proposed in multi-core fibres, [208, 209], which may soon become a reality due to recent
advances in the fabrication of such fibres [178].
There are two principal types of bullet: A central bullet is self-localised in the middle of an array,
whilst an edge bullet is self-trapped against the array boundary [17, 28]. A related concept is
the X-wave [210], but this consists of a wave-shape which is naturally diffractionless, rather
than one in which diffraction is present but suppressed by nonlinearity.
In this chapter, silicon on insulator is proposed as a medium for realising bullets. A distinctive
pattern of radiation emitted by such bullets is also predicted. The key results were published
in Physical Review A [211].
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5.1 Finding bullet solutions
Bullet solutions were found by removing the higher order dispersion terms from equation 4.27
to give
∂En
∂ζ
− i
2
∂2En
∂τ2
= i|En|2En + ic0 (En−1 + En+1) (5.1)
The spatial wavenumber q was fixed by assuming bullet solutions of the form En (ζ, τ) =
Fn (τ) eiqζ . Substituting this in yields
d2Fn
dτ2
= 2qFn − 2|Fn|2Fn − 2c0 (Fn−1 + Fn+1) (5.2)
Therefore, we have reduced the system to a coupled set of real ordinary differential equations.
(Technically speaking, the system will accept complex solutions, but since the equations are
symmetric under the transformation {Fn} → {Fneiφ}, these are likely to be trivial. Treating
the equations as being complex will simply introduce another degree of freedom, and greatly
complicate matters.) It can be shown analytically that soliton solutions (stable or unstable)
exist when q > 2c0 cos(pi/(N + 1)). The reason for this fundamental cutoff is explained in
section 5.3.
The equations were solved numerically (using a method described in appendix A.3), yielding
bullet solutions. An example of a central bullet solution for q = 4, c0 = 1 and N = 21 is
given in figure 5.1. Central bullets like this, with a single principal wire in the middle are in
fact a special case. It is also possible to have a central bullet with two principal wires of equal
amplitude, as described in appendix D.
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Figure 5.1: A bullet solution in a 21 wire array, calculated with q = 4 and c0 = 1.
As was shown in section 4.4.1, the frequency dependence of coupling leads to a change in the
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effective dispersion relation of the waveguides. Bullets, like temporal solitons, require anomalous
GVD, and so it may seem that we can extend the spectral range in which they exist by using
anomalous diffraction. This will not work, however, as the switch from normal to anomalous
diffraction will also switch the self-focussing to a self-defocussing [200, 212, 213]. Therefore,
the effect of coupling GVD will always be to shrink the spectral range within which bullets are
permitted. This was not a great problem, however, as waveguides with relatively weak coupling
GVD were used.
5.1.1 Stability criteria
The stability of a bullet can be analysed by considering the total amount of energy within it.
It may seem that this energy is independently a function of both q and c0, but if we transform
equation 5.2 using F ′n (τ) ≡
√
2qFn
(√
2qτ
)
we obtain
d2F ′n
dτ2
= F ′n − 2|F ′n|2F ′n −
1
V
(
F ′n−1 + F
′
n+1
)
(5.3)
where the parameter V is given by V ≡ q/c0. This is extremely useful, as the numerical solution
of equation 5.2 needs only one free parameter (namely V ), and thus from a 1-dimensional set
of solutions, we can obtain all of the solutions from simple scaling. The energy in the bullet
can be obtained by integrating the intensity |E|2 over all time, and summing over all the wires.
This gives
Ubull ≡
N∑
n=1
∫ ∞
−∞
|Fn|2dτ =
√
2q
N∑
n=1
∫ ∞
−∞
|F ′n|2dτ (5.4)
This can be written more concisely as
Ubull =
√
c0 fN (V ) (5.5)
where the scaled energy function fN (V ) is derived from the solution to 5.3 as
fN (V ) =
√
2V
N∑
n=1
∫ ∞
−∞
|F ′n|2dτ (5.6)
The function fN differs between central and edge bullets, with the values being smaller for the
latter. Decreasing the value of N reduces the energy slightly, as light cannot diffract beyond
the edge of the array, and so a lesser nonlinearity is required to surpress it. Figure 5.2 shows
the energy curves for both central and odd bullets. Notably, the curves have a minimum,
corresponding to the lowest possible bullet energies.
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Figure 5.2: Normalised energy of edge and central bullets fN = U/
√
c0, as a function of
V = q/c0 shown with N = ∞ for both types of solitons, and with N = 3 and N = 5 for edge
and central solitons respectively. The unstable (∂U/∂q < 0) solitons are denoted by dashed
lines. The energy unit P0T0 is typically in the vicinity of 100 to 1000 femtojoules.
It can be shown that the quantity ∂U/∂q must be positive for soliton stability [214], a condition
known as the Vakhitov-Kolokolov criterion [215]. The physical reason for this can be seen by
considering what happens when particles (in this case, photons) are added to a soliton. This
addition will normally cause the soliton to decrease in duration, as a result of the nonlinear self
focussing. If, however, the soliton increases in duration, the nonlinearity is not acting to confine
the extra particles, and the soliton will be unstable. The energy U increases with the number
of particles, whilst the wavenumber q increases with a reduction of duration. Therefore positive
values of ∂U/∂q correspond to the stable case of extra particles giving shorter durations. This
stability criterion can be rewritten as V ≥ Vvk, where Vvk is defined to be the position of the
energy minimum.
As the number of wires will inevitably be finite, a potential problem arises in that the con-
finement may result from boundary conditions, rather than being intrinsic to the equations
of motion. Furthermore, when Cˇerenkov radiation is considered in section 5.3, systems with a
small number of wires are found to be of particular interest, making this problem more pressing.
Figure 5.3 shows how edge effects affect the values of Vvk and the corresponding minimum
energy. In order to meaningfully compare central and edge solitons, we define ∆N as the
number of wires separating the maximum intensity wire from the edge. This is given by N − 1
for an edge soliton, and (N − 1) /2 for a central soliton (in a system with odd N). The edge
effects rapidly diminish as ∆N is increased, with the quasi-infinite regime being effectively
reached at ∆N = 5 or 6. In this regime Vvk has values of 3.097 and 2.841 for central and edge
bullets respectively. The corresponding scaled energies f∞ (Vvk) are given by 5.771 and 5.340
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respectively.
Even before this limit is reached, it can be seen that the corrections are relatively minor,
indicating that the structures are still essentially bullets. Numerical modelling in section 5.2.4
supports this view: Bullets are simulated for an N = 5 system, but no pathalogical behaviour
is seen.
In the case of ∆N = 1 however (corresponding to N = 2 for the edge soliton and N = 3 for
the central soliton) it is difficult to determine the locations of the V = Vvk points. This is
because the computations have to be performed near to the fundamental cutoff points at V =
2 cos(pi/(N + 1)) (see equation 5.25 in section 5.3) leading to numerical instability. Therefore
the ∆N = 1 cases in figure 5.3 are shown with crosses.
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Figure 5.3: Effect of the array edges on the (scaled) minimum soliton energy fN (Vvk) and the
(scaled) critical wavenumber Vvk at which it occurs. The horizontal axes show ∆N , the number
of wires separating the maximum intensity wires from the boundary. The quasi-infinite regime
is effectively reached at ∆N = 5 or 6. The energy unit P0T0 is typically in the vicinity of 100
to 1000 femtojoules.
5.1.2 Maximum duration
The lower bound to q/c0 also imposes an upper bound to the bullet duration. (We define the
duration of the bullet to be the FHWM of its central peak. Although this construction is fairly
arbitrary, it gives a reasonable metric with which to gauge the overall time scales of the bullet.)
By taking the solutions to 5.3 and measuring their duration, we gain the quantity τ ′bull (V ),
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which (like F ′) has been scaled by a factor of
√
2q. Transforming back gives
τbull = a (V )
1√
c0
(5.7)
where a (V ) ≡ τ ′bull (V ) /
√
2V .
2 3 4 5 6 7 8 9
0.4
0.6
0.8
1.2
1.4
V = q / c
0
a
(V
)
1.0
B
let
ul
E
 u l
dge B
l et
Vakhitov-Kolokolov Thresholds
Figure 5.4: The scaled duration of a bullet (or edge bullet) a, shown as a function of the
ratio between the spatial wavenumber q and the coupling constant c0. The duration at the
threshold of Vakhitov Kolokolov instability is marked, yielding (in the quasi-infinite case) a
value of a ≈ 0.839 for a central bullet, and a ≈ 0.816 for an edge bullet.
The parameter a (in the quasi-infinite case) was calculated as a function of V , as is shown in
figure 5.4. If we require a stable bullet (with respect to Vakhitov Kolokolov instability), we can
read off an upper bound for the bullet width (which occurs when V = Vvk), yielding a value of
amax ≈ 0.839 for a central bullet and a ≈ 0.816 for an edge bullet. Therefore, we can see that
the duration of a stable bullet is limited by the expression
τbull ≤ amax√
c0
(5.8)
In this expression, equality corresponds to the case of minimum bullet energy (for the given
value of c0).
As this criterion impinges on the physical limits of the system (in particular, the need to generate
ultrashort pulses of light), it is important to consider it in terms of real units. Abandoning our
scaled units gives
tbull ≤ αmax
√
2|β2|LC (5.9)
where β2 is the unscaled GVD, and LC is the coupling length. The numerically derived constant
amax has been rescaled as αmax ≡ amax/
√
pi. In the quasi-infinite case, this has values of
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αmax ≈ 0.473 for central bullets and αmax ≈ 0.460 for edge bullets. Having a finite number of
wires imposes slight upwards corrections to αmax, as is shown in figure 5.5.
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Figure 5.5: Parameter αmax (defining maximum soliton duration) as a function of the number
of wires between the maximum intensity wire and the array boundary.
5.1.3 Bullet energy versus soliton energy
It is instructive to consider the energy of a bullet in relation to that of a soliton travelling
through an equivalent waveguide. The energy of the familiar E = eiqz
√
2q sech
(√
2qτ
)
soliton
solution is given by
Usol ≡
∫
|E|2dt =
√
8q (5.10)
Considering this in terms of the FWHM duration τsol gives.
Usol =
4 ln
(
1 +
√
2
)
τsol
≈ 3.525
τsol
(5.11)
If we combine the relations 5.5 and 5.8 for the case of minimum bullet energy, we can eliminate
c0 to give
Ubull =
uτ
τbull
(5.12)
where the constant uτ ≡ amaxfN (Vvk) has (in the quasi-infinite case) a value of approximately
4.84 for a central bullet and 4.36 for an edge bullet. This relationship is identical to that for
the soliton (equation 5.11), except that the energy within a bullet or edge bullet is larger than
a soliton with the same duration. In the following section, this result will become important,
as if a bullet is created from a pulse being injected into a single channel, that pulse will have a
power above the soliton threshold, and so will be compressed.
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5.2 Modelling of bullets in a realisable SOI device
5.2.1 Device specifications
Waveguides of the type used in chapter 3 were chosen. The first of these was the 220nm ×
420nm waveguide, with ZDWs placed well away from the 1.5µm pump. As for the single wires,
this was chosen to give straightforward soliton evolution, without the complication of other
physical effects. The second type was the 220nm × 380nm waveguide, having a ZDW relatively
close to the pump at 1.627µm, thus allowing for observation of Cˇerenkov radiation.
Symmetric Antisymmetric
Figure 5.6: Symmetric (left) and antisymmetric (right) mode profiles, displayed over a 2.4µm ×
1µm cross section. Silica is beneath the horizontal line, with the rectangles denoting the silicon.
The electric field vector is split into Cartesian components, with transverse components parallel
to the silica-air interface shown top, transverse perpendicular components shown middle, and
longitudinal components shown bottom. Colour saturation gives absolute value. The + and −
signs denote relative phase. (For clarity, the saturation of the middle figure has been doubled.)
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Figure 5.7: 1/LD(λ) for the two waveguide widths. Anomalous (normal) GVD is represented by
solid (dashed) line-style. The vertical bar highlights the 1.5µm pump wavelength. The leading
(scaled) dispersion coefficients are d2 = −0.5, d3 = −0.00326, d4 = 0.00148, d5 = −6.16× 10−5
for the 380nm wide wire and d2 = −0.5, d3 = 0.00615, d4 = 7.00 × 10−4, d5 = −4.06 × 10−6
for the 420nm wide wire.
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Figure 5.8: LC(λ) for the two waveguide widths. The vertical bar highlights the 1.5µm pump
wavelength. The leading (scaled) coupling coefficients are c0 = 0.336, c1 = −0.106, c2 =
0.0187, c3 = −0.00213 for the 380nm wide wire and c0 = 0.337, c1 = −0.0868, c2 = 0.0124,
c3 = −0.00129 for the 420nm wide wire.
The upper limit to pulse duration (equation 5.9) greatly complicates the process of seeing
bullets experimentally. This is for two reasons: Firstly a short pulse corresponds to a required
high peak intensity, which makes the bullet vulnerable to nonlinear absorption. Secondly, the
generation of ultrashort pulses is extremely difficult, and so there is a practical lower limit
to the duration that can be used. A 100fs second system (like that used in section 3.3) was
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considered.
From equation 5.9 it is apparent that both the GVD and coupling length both need to be as
high as possible. The selected 380nm and 420nm wires are close to the point of maximum
dispersion, and have GVDs of 5400 fs2 mm−1 and 4700 fs2 mm−1 respectively.
The coupling length is far more problematic, as we must find a compromise between the need
to increase the pulse duration, and the need to have a respectable degree of coupling along the
chip. (Nonlinear wire confinement cannot be observed if the wires are too far apart for any
significant coupling to happen in the first place.) As a compromise, wire separations of 700nm
were chosen, providing coupling lengths of 5.6mm and 6.4mm for the 380nm and 420nm wires
respectively.
The chosen parameters impose an upper limit to the bullet duration of about 80fs. This appears
to be problematic, as it is shorter than the 100fs duration of the input pulse. However, from
equations 5.11 and 5.12 it can be seen that a pulse with sufficient energy to form a bullet will be
substantially above the soliton threshold for a single wire. Such a pulse will be compressed, as
was documented for a wire with the same geometry in section 3.1.2. (The coupling is irrelevant
here, as the evolution happens of a distance scale which is much less than the coupling length.)
It was seen that a 100fs pulse (with power 3.5P0) is compressed to 34fs after only 0.7mm
propagation, which is well below the upper duration limit.
5.2.2 Bullet propagation in an ideal system
Before performing realistic modelling, it is instructive to consider the undamped system being
pumped with a precalculated bullet solution. The bullet solutions gained in section 5.1 were
inexact, as they ignored the effect of coupling dispersion, and higher order dispersion. Despite
this, they propagated robustly through the simulation for both the central bullet (figure 5.9)
and edge bullet (figure 5.10) cases, indicating that the approximation was valid. Conversely,
when the nonlinearity was removed, the solutions dispersed in both time and space.
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Figure 5.9: Propagation of an ideal bullet solution in a system of fifteen 220nm × 420nm wires.
The left hand plot shows the input (a solution of equation 5.1), whilst the middle plot shows
the bullet after 6.7mm of propagation (at ζ = 10). It can be seen that the bullet has survived
with negligible change, indicating that it is stable with respect to the perturbations introduced
by higher order dispersion. To demonstrate the fundamental role played by the nonlinearity,
the right hand plot shows the same scenario, but with the nonlinear term removed.
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Figure 5.10: Propagation of an ideal edge bullet solution in a system of fifteen 220nm × 420nm
wires. The left hand plot shows the input (a solution of equation 5.1), whilst the middle plot
shows the bullet after 6.7mm of propagation (at ζ = 10). It can be seen that the edge bullet has
survived with negligible change, indicating that it is stable with respect to the perturbations
introduced by higher order dispersion. To demonstrate the fundamental role played by the
nonlinearity, the right hand plot shows the same scenario, but with the nonlinear term removed.
5.2.3 Bullet formation in a realistic system
We will now consider bullet evolution in a more realistic manner, and so we will include both
linear absorption and 2PA. We will also excite the system with a sech-like pulse into a single
wire, rather than a pre-existing bullet solution, thus emulating a more realistic experimental
set-up.
By scanning across multiple values, the optimal input power for bullet formation was found to
be 3.5 times the soliton threshold for a single wire. Below this power, the wire confinement is
insufficient. Above this power, the pulses split temporally, due to them being a higher order
solitons which separate under perturbation. By using 100fs pulses of this power, both bullets,
and edge bullets could be created.
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Figure 5.11: Result of a 100fs pulse being fired into the central wire (wire 8) of a 15 wire array
(of 220nm × 420nm waveguides placed 700nm apart). Shown after 2.7mm propagation (ζ = 4).
The right hand plot shows the very low power (and hence linear) regime, in which diffraction
has transferred nearly all the light to the neighbouring wires. The left hand plot shows the
result for an input pulse having a power 3.5 times the soliton threshold for a single wire. The
light is confined spatially, and the pulse broadening is notably less than for the linear case; this
suggests a bullet is present.
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Figure 5.12: Result of a 100fs pulse being fired into the edge wire (wire 1) of a 15 wire array (of
220nm × 420nm waveguides placed 700nm apart). Shown after 2.7mm propagation (ζ = 4),
with the final 8 (almost completely dark) wires removed for the sake of clarity. The right hand
plot shows the very low power (and hence linear) regime, in which diffraction has transferred
nearly all the light to the second and third wires. The left hand plot shows the result for an
input pulse having a power 3.5 times the soliton threshold for a single wire. The light is trapped
against the edge of the array, and the pulse broadening is notably less than for the linear case;
this suggests an edge bullet is present.
The data displayed in figures 5.11 and 5.12 is highly encouraging. Other tests were applied to
analyse the data in more detail. One useful metric is the fraction of energy that remains in the
central wire (or the edge wire, in the case of an edge bullet). This is displayed (as a function
of distance) in figure 5.13. In both cases, there is an initial decline, as the pulse settles into
a bullet. Next, there is a roughly flat region, coresponding to stable bullet propagation. The
start of this flat region is marked by a sudden departure from the linear profile, indicating that
nonlinear processes have, at that point, assumed a major role in the pulse evolution. Eventually,
the parameter starts to decline, indicating that the bullet is breaking apart.
It follows from the scaling of equation 5.3 that the quantity S ≡ tbull
√
P (where P is the peak
power) will be conserved for an ideal bullet. (This parameter is similar to the soliton area
defined in section 3.3.3 and used to detect the presence of temporal solitons.) The parameter
can be used to analyse soliton formation, as is shown in figure 5.13. It should be noted that an
increase of S corresponds to pulse broadening, whilst a decrease corresponds to compression
or attenuation. Both figures show an initial regime of pulse compression (when conversely,
evolution in the linear regime shows broadening). This coincides with the region where the
pulse is diffracting. ∂S/∂ζ then reaches zero (as is expected from a bullet) at the same distance
as the wire confinement starts to level off and becomes quasi-constant. This is notable, as two
important indicators of bullet formation have happened simultaneously. Finally, S starts to
increase, which corresponds to pulse broadening, and eventual decay.
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Figure 5.13: Analysis of bullet propagation over distance. The left hand plots are for the central
bullet shown in figure 5.11, whilst the right hand plots are for the edge bullet shown in figure
5.12. The upper plots show the fraction of total energy remaining in the pump wires, whilst
the lower plot shows the parameter S, which has been scaled by the input value. The dashed
lines show the low power (and hence linear) results. The pump wire fractions start to become
constant at the points where ∂S/∂ζ reach zero (denoted by grey arrows), suggesting bullet
formation.
5.2.4 Bullet formation in a small system
In order to study the edge effects, numerical simulations were performed for a system with a
restricted number of wires, as is shown in figure 5.14 for a central bullet, and figure 5.15 for an
edge bullet. Despite the close proximity to the waveguide boundaries, these bullets still show
strong localisation, which is in sharp contrast to the results seen in the linear regime.
An analysis of propagation over distance was performed, as is shown in figure 5.16. Both
the evolution of the S parameter, and the fraction of light in the pump wire show very similar
profiles to those for the larger system, again demonstrating that the structures can be considered
bullets. This result is important from the point of view of the Cˇerenkov radiation considered
in section 5.3.3, as the instance of a small number of wires is of particular interest.
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Figure 5.14: Result of a 100fs pulse being fired into the central wire (wire 3) of a five-wire
array (of 220nm × 420nm waveguides placed 700nm apart). Shown after 2.7mm propagation
(ζ = 4). The left hand plot shows the very low power (and hence linear) regime, in which
diffraction has transferred nearly all the light to the edge wires. The right hand plot shows the
result for an input pulse having a power 3.5 times the soliton threshold for a single wire. The
light is confined spatially, and the pulse broadening is notably less than for the linear case; this
suggests a bullet is present.
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Figure 5.15: Result of a 100fs pulse being fired into the edge wire (wire 1) of a five-wire array
(of 220nm × 420nm waveguides placed 700nm apart). Shown after 2.7mm propagation (ζ =
4). The left hand plot shows the very low power (and hence linear) regime, in which diffraction
has transferred nearly all the light to the second and third wires. The right hand plot shows
the result for an input pulse having a power 3.5 times the soliton threshold for a single wire.
The light is trapped against the edge of the array, and the pulse broadening is notably less than
for the linear case; this suggests an edge bullet is present.
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Figure 5.16: Analysis of bullet propagation over distance. The left hand plots are for the central
bullet shown in figure 5.14, whilst the right hand plots are for the edge bullet shown in figure
5.15. The upper plots show the fraction of total energy remaining in the pump wires, whilst
the lower plot shows the S parameter, which has been scaled by the input value. The dashed
lines show the low power (and hence linear) results. The pump wire fractions start to become
constant at the points where ∂S/∂ζ reach zero (denoted by grey arrows), suggesting bullet
formation.
5.3 Bullet radiation
The emission of Cˇerenkov radiation from temporal solitons has been widely studied, as was
discussed in section 3.1.3. In this section, we extend the topic to include discrete spatiotemporal
solitons. The most notable result is that for an N wire system, N separate resonant frequencies
are emitted. Some of these, however, may be “forbidden” for symmetry reasons.
We start by taking the En (ζ, τ) = Fn (τ) eiqζ solution (which is exact in the absence of higher
order dispersion and coupling dispersion) and perturbing it as
En (ζ, τ) = [Fn (τ) + n (ζ, τ)] eiqζ (5.13)
where n (ζ, τ) is the perturbation for the nth wire. Substituting this into equation 4.27 (thus
reintroducing the higher order dispersion and coupling dispersion), gives
iqn +
∂n
∂ζ
= (2n + ∗n)F
2
n + iDˆn + iCˆ (n+1 + n−1) (5.14)
+ i
[
Dˆ − 1
2
∂2
∂τ2
]
Fn + i
[
Cˆ − c0
]
(Fn+1 + Fn−1)
where terms containing 2n and 
3
n have been discounted (as we are treating n as a small
perturbation, rather than a general correction). We have also removed damping.
This equation is a generalisation of equation 3.4 in section 3.1.3. As before, the left hand side
admits sinusoidal solutions, and so can be though of as an oscillator, but we now have a set of
N oscillators rather than just one. The oscillators (which, as before, oscillate in space rather
than time) have amplitude n, and are driven by forces specified by Fn. As before, we need
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to find resonances with the spatial wavenumber q, and so (due to the fact that  is already
modulated by q) we look for solutions where  shows no oscillation with respect to ζ. As for
the single wire system, we remove the driving terms (i.e. those containing Fn but not n), and
the refractive index changing (2n + ∗n)F
2
n term. This gives
iqn +
∂n
∂ζ
= iDˆn + iCˆ (n+1 + n−1) (5.15)
Again, we look for linear wave solutions with no ζ dependence, and so we take
n = ′ne
−iωτ (5.16)
Substituting this in gives
q′n = D (ω) 
′
n + C (ω)
(
′n+1 + 
′
n−1
)
(5.17)
This can be reframed as an eigenvalue problem
Xˆ~′ = λ~′ (5.18)
where the column vector ~′ holds the values of ′n, the matrix Xˆ is defined as
Xˆ(µ)(ν) ≡ δ(µ)(ν−1) + δ(µ)(ν+1) (5.19)
(where δ is the Kronecker symbol) and the eigenvalues have been written as
λj ≡ q −D (ωj)
C (ωj)
(5.20)
where λj is the jth eigenvalue of Xˆ, and ωj is the corresponding resonant frequency. The
matrix Xˆ is the same as that defined by equation 4.75 in section 4.4.2. This is not surprising,
as we are once again considering the linear supermodes of a multiwire system. As before, the
eigenvalues are
λj = 2 cos
(
jpi
N + 1
)
(5.21)
with corresponding normalised eigenvectors of the form
[′n]j =
√
2
N + 1
sin
(
njpi
N + 1
)
(5.22)
The eigenvectors for a selection of values of N are shown in figure 5.17.
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Figure 5.17: Normalised eigenvectors for equation 5.18 shown for (top to bottom) N = 3, 4, 5
and 7. The eigenvectors are arranged by order of their corresponding eigenvalue, which increases
from left to right. Negative eigenvalues are shown in red, whilst positive eigenvalues are shown
in blue. Notably, many of the solutions do not resemble sinusoids. This is because they involve
discrete sampling at intervals with a similar magnitude to the sine function’s periodicity.
As was shown in section 4.4.1, each linear mode will see a different dispersion relation. Each
of these dispersion relations will (in general) yield a different frequency of resonant radiation.
Therefore, for an N wire array, we expect there to be N resonant frequencies. (However, a
particular resonance will only be excited if the bullet has a non-zero projection on it, and as
will shortly be shown, this is not always the case.)
Combining equations 5.20 and 5.21 gives
q = D (ω) + 2C (ω) cos
(
jpi
N + 1
)
(5.23)
Therefore C˘erenkov radiation should be observed at the values of ω which satisfy equation 5.23
for j = 1, 2 . . . N .
Bullet cutoff
This resonance analysis also explains the fundamental cutoff mentioned in section 5.1.1. At the
pump frequency, the right hand side of equation 5.23 reduces to
q = 2c0 cos
(
jpi
N + 1
)
(5.24)
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Therefore, resonant solutions can only exist within a limited range, due to the finite range of the
cosine function. However, if a bullet is to exist, the equation must not have a solution, because
if it did, it would describe resonant interactions (between the bullet and the linear modes of
the system) at the pump frequency, which would destroy the bullet immediately. Therefore,
for bullet existence we require that
V > 2 cos
(
pi
N + 1
)
(5.25)
where (as before) V ≡ q/c0. The lower bound on V increases with N , and tends towards 2 as
N goes to infinity.
5.3.1 Symmetry considerations and “Forbidden” resonances
The waveguide array is symmetric, in that reversing the order of its wires has no effect on its
dynamics. We can investigate this symmetry using the exchange matrix Jˆ , which is defined as
Jˆ =

0 0 · · · 0 0 1
0 0 · · · 0 1 0
0 0 · · · 1 0 0
...
... . .
. ...
...
...
0 1 · · · 0 0 0
1 0 · · · 0 0 0

(5.26)
This has the effect of has the effect of reversing the order of the elements in a vector it is
multiplied by, and so when applied to ~′ corresponds to reversal of the wire ordering. The matrix
Jˆ has two distinct families of eigenvalues: The set of all symmetric vectors is an eigenspace of
Jˆ , which corresponds to an eigenvalue of 1. For an N×N matrix, this is dN/2e-fold degenerate
(where the dxe brackets denote the rounding up of x to the nearest integer). Similarly, the
set of all antisymmetric vectors is an eigenspace corresponding to an eigenvalue of −1. This is
bN/2c-fold degenerate (where the bxc brackets denote the rounding down of x to the nearest
integer).
The matrix Xˆ commutes with Jˆ , and thus its eigenvectors must also be eigenvectors of Jˆ . (On
the other hand, it doesn’t follow what the eigenvectors of Jˆ are eigenvectors of Xˆ due to the
degeneracy of the former’s eigenvalues.) Therefore, for an N wire system, dN/2e of the modes
will be symmetric, and the remaining bN/2c will be antisymmetric.
This is highly significant, as a symmetric bullet will not radiate into the antisymmetric modes.
We can see this by taking equation 5.14 and replacing the wire index n with a reverse-ordered
wire index n˜ ≡ N + 1− n. For a symmetric bullet we have Fn = Fn˜ and for an antisymmetric
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mode we have n = −n˜. This gives
iqn˜ +
∂n˜
∂ζ
= (2n˜ + ∗n˜)F
2
n˜ + iDˆn˜ + iCˆ (n˜+1 + n˜−1) (5.27)
−i
[
Dˆ − 1
2
∂2
∂τ2
]
Fn˜ − i
[
Cˆ − c0
]
(Fn˜+1 + Fn˜−1)
Transforming equation 5.27 out of the n˜ notation and adding it to equation (5.14) gives
iqn +
∂n
∂ζ
= (2n + ∗n)F
2
n + iDˆn + iCˆ (n−1 + n+1) (5.28)
This lacks any form of driving term, and so for an initial condition of n = 0, the solution will
remain at n = 0. Therefore, a symmetrical soliton will not radiate into the antisymmetric
modes. As bN/2c antisymmetric modes are present, we can therefore predict that bN/2c
spectral peaks will be “forbidden”. For an edge soliton, however, the above argument will no
longer hold (due to the Fn = Fn˜ predicate being no longer true). Therefore, all of the modes
are permitted for edge bullets.
5.3.2 Idealised Cˇerenkov generation
Before considering Cˇerenkov generation in the most realistic case, it is instructive to consider
the simplified case of ideal bullet solutions propagating in an undamped medium. Equation
5.23 is solved graphically in figure 5.18 for a variety of cases, thus showing that N resonant
frequencies are indeed present for an N -wire system. In figures 5.19 and 5.20, the results of
numerical simulations for an N = 5 system are shown for central and edge bullets respectively.
Instead of being plotted in a wire-by-wire basis, these figures are plotted in a supermodal basis.
(In other words, they are expanded in the eigenvectors of Xˆ.) This shows the absence of
the antisymmetric modal components for the central bullets, thus explaining why some of the
resonances are forbidden. As expected, figure 5.19 shows 3 Cˇerenkov peaks, whilst figure 5.20
shows 5.
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Figure 5.18: Resonance conditions for 220nm × 380nm wires placed 700nm apart, for sys-
tems with (top-left) 3, (top-right) 5, (bottom-left) 7 and (bottom-right) ∞ wires. The soliton
wavenumber q = 1.1 is given by horizontal dotted line. Antisymmetric modes (which are “for-
bidden” for central bullets are shown by dashed lines, whilst symmetric modes are shown in full
lines. Modes with negative eigenvalues are shown in red, and those with positive eigenvalues
are shown in blue.
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Figure 5.19: Cˇerenkov generation in a system of five 220nm × 380nm wires, after 5.8mm
of propagation (at ζ = 10) for an ordinary bullet. Expanded in terms of the eigenvectors
of ~X, which are labelled by eigenvalue. Two of the modes are precisely zero, due to them
being antisymmetric and thus not part of the symmetric bullet solution. Therefore, only three
Cˇerenkov peaks are generated.
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Figure 5.20: Cˇerenkov generation in a system of five 220nm × 380nm wires, after 5.8mm of
propagation (at ζ = 10) for an edge bullet. Displayed in terms of the eigenvectors of ~X,
arranged by eigenvalue. The edge bullet contains both symmetric and antisymmetric modes,
and thus all five Cˇerenkov peaks are generated.
5.3.3 Cˇerenkov spectra in a realistic system
We will now consider Cˇerenkov radiation in the realistic case. Of particular interest is the
scenario in which the number of peaks is small, allowing a set number of distinct Cˇerenkov
peaks (as opposed to an indistinct continuum of many overlapping peaks) to be seen. This is
particularly important from the point of seeing if certain resonances are forbidden.
Both central bullets and edge bullets were modelled, as is shown in figures 5.21, 5.22 and 5.23.
As predicted the edge bullets show N Cˇerenkov peaks, whereas the central bullets show dN/2e
Cˇerenkov peaks.
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Figure 5.21: Power spectrum summed over all wires (after 2.4mm propagation, ζ = 4) for N = 3
array of 220nm×380nm wires with 700nm separation. Shown for centre-wire input (top) and
edge-wire input (bottom). As predicted, all 3 Cˇerenkov peaks are present for the edge soliton,
but 1 of these is suppressed for the central soliton. The input pulse is taken as
√
3.5P0 sech (τ).
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Figure 5.22: The same as Fig. 5.21, but for N = 5. All 5 Cˇerenkov peaks are present for the
edge soliton, but 2 of them are suppressed for the central soliton.
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Figure 5.23: The same as Figs. 5.21 and 5.22, but for N = 7. All 7 Cˇerenkov peaks are present
for the edge soliton, but 3 of them are suppressed for the central soliton. Peaks 1 and 2 cannot
be resolved here, but by observing the modal profiles it can be shown that two resonances are
indeed present.
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Chapter 6
Solitons in Raman media
In this section, solitons supported by the Raman effect, rather than Kerr nonlinearity are
considered. Raman scattering is the inelastic scattering of light, in which a photon is exchanged
for a photon of slightly different energy. This energy exchange corresponds to a quantum
transition within the medium, which is usually rotational or vibrational in nature. The Raman
effect occurs when this transition is forbidden, but may happen indirectly via higher energy
“virtual” levels. In the first stage of the process, a molecule accepts an incoming photon,
and is excited to one of the virtual levels. In the second stage, the molecule decays from the
virtual level to the second level, with the emission of the outgoing photon. This process can be
subdivided into three separate phenomena (as shown in figure 6.1):
• Stokes Scattering occurs when the final state has a higher energy than the initial state.
Therefore, the photons are effectively redshifted, and the medium absorbs energy.
• Anti-Stokes Scattering occurs when the final state has a lower energy than the initial
state. Therefore, the photons are blueshifted, and the medium releases energy. Due to
conservation of energy, anti-Stokes scattering must occur in tandem with another process
that excites the medium. (Stokes scattering is one such process.) As the molecules can
revert to the ground state by other means, anti-Stokes scattering will usually occur to
a lesser extent than Stokes scattering, and so the ultimate effect of Raman scattering is
usually a net redshifting.
• Rayleigh Scattering occurs when the final state has the same energy as the initial state.
Therefore, no energy is transferred, and hence Raman scattering has not occurred. This
in fact is the most common outcome, but it results in no change to the photon energy,
and so will not be considered further.
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Figure 6.1: Schematic of the Scattering Types in a Two-Level Raman Medium.
The Raman effect requires the quantum coherence between the two energy levels to have an
appropriate value. (This quantity will be defined in section 6.1, when the equations of motion
are derived.) In this chapter, Stimulated Raman Scattering (SRS) is considered, whereby the
coherence is provided by light already at the Stokes or anti-Stokes frequency. The Raman
effect will then cause this frequency to be amplified, at the expense of the pump frequency.
(Not surprisingly, optical amplifiers based on this principle are widespread [8].) In addition
to SRS, the Raman effect can be initiated by vacuum noise, in what is known as Spontaneous
Raman Scattering. A Stokes line or anti-Stokes line can itself undergo Raman scattering, to
create a further line. These lines can create more lines, and so on, generating a comb of
frequencies in what is known as cascading Raman scattering.
Like Kerr nonlinearity, SRS can support a variety of soliton solutions. These include hybrid
bright-dark temporal solitons in which a bright-soliton of Stokes-shifted light co-moves with a
dark-soliton in the optical pump [38], and more conventional bright solitons [39, 216, 217]. It
is also possible to see solitons where the Raman effect and the Kerr effect are combined [218],
but here we consider pure Raman solitons.
A Raman soliton consisting of three or more discrete frequency components requires that these
components be phase matched. When phase mismatch is present, instability will occur, and
the soliton will break up [219]. In this chapter, however, a new class of solutions are found,
which can exist in the presence of strong phase mismatch.
The solutions derived aren’t applicable to silicon waveguides. This is due to the fact that they
require the absence of Kerr nonlinearity, which is not the case for silicon. Furthermore, the
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Raman effect in silicon is difficult to observe; it has a very narrow bandwidth, and only becomes
important in devices designed to exploit it [76, 77, 78, 79], where a signal frequency precisely
tuned to the Raman-shifted pump frequency is amplified. In fact, from the point of view of
solitons, the Raman effect in silicon is largely irrelevant [116], which is why it was not included
in the model derived in chapter 2. When it is considered (e.g. [60]), it is usually represented
using a modified Kerr nonlinearity term with hysteresis [60], rather that the coupled envelope
model derived below. Finally, the solitons require an exotic state consisting of two levels with
equal populations in each, which would not be possible in silicon.
A more suitable medium is hydrogen or deuterium [220, 221]. In addition to being placed in
a gas cell, these gases can be placed in a hollow-core photonic crystal fibre [222]. These fibres
have a hole running along their entire length, surrounded by a structured region of glass and
air spaces, designed so that the majority of the light travels through the hole. Using such
an arrangement, the gas can provide the Raman activity, whilst the fibre provides a tightly
controlled dispersion relation.
6.1 Equations of stimulated Raman scattering
We now need to derive a set of equations describing how light evolves in a Raman active
medium. (This derivation is shown in [97], but only in the much simpler case where only two
field components are present.) We will assume that there are two real energy levels in the
medium, plus N − 1 Raman levels which mediate scattering between N frequency components
in the fields. This is shown in figure 6.2.
For clarity, we will use upper-case omega (Ω) to represent the frequencies corresponding to
quantum energy levels, and lower case omega (ω) to represent the frequencies of components
in the electric field. We number these frequencies starting from the highest (i.e. Ω1, ω1) and
decreasing to the lowest (i.e. ΩN−1, ωN ). At no point do we make a distinction between the
numbering of Stokes, anti-Stokes, or pump frequencies. Therefore we can arbitrarily choose
one of frequency components to be the pump frequency, in which case all of the components
with lower ordinal numbers become anti-Stokes lines, and those with higher ordinal numbers
become Stokes lines.
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Figure 6.2: Outline of energy levels in the optical medium and their relation to the frequency
components of the electric field (shown in simplified case, where N = 4). |g〉 and |e〉 are the
ground and excited states, separated by energy ~ΩR. The states |1〉, |2〉 and |3〉 are the Raman
levels.
As we know the allowed states of the system, it is convenient to use a matrix formulation of
quantum mechanics. We start by assuming that the states of the system, plus the virtual states
form a complete orthonormal basis set. Therefore we can write an arbitrary wavefunction |ψ〉
in this basis as
|ψ〉 = cg|g〉+ ce|e〉+
N−1∑
n=1
cn|n〉 (6.1)
where |g〉 is the ground state, |e〉 is the excited state, and |n〉 (where n = 1, 2, · · · , N −1) is the
nth Raman level. The coefficients cg, ce and cn correspond to the relative amplitude of each
state. This mixed state can be represented by a column vector
|ψ〉 =

cg
ce
c1
c2
...
cN−1

(6.2)
As we are using the eigenvectors of the unperturbed Hamiltonian as our basis, the matrix
form of the unperturbed Hamiltonian will be a diagonal matrix consisting of the corresponding
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eigenvalues (i.e. the energies of those states). Therefore, we obtain
Hˆ0 = ~

0 0 0 0 · · · 0
0 ΩR 0 0 · · · 0
0 0 Ω1 0 · · · 0
0 0 0 Ω2 0
...
...
...
. . . 0
0 0 0 0 0 ΩN−1

(6.3)
where we have defined the ground state to have zero energy, ~ΩR is the energy of the excited
state, and ~Ωn is the energy of the nth Raman level. The frequency ΩR is the frequency change
caused by the Raman scattering.
The interaction Hamiltonian for a dipole transition from state x to state y is −〈y| ~E ·~µ|x〉 where
~µ is the dipole moment associated with that transition. Therefore, if we assume that each
allowed transition is a dipole transition with a dipole moment of µ (whilst all the forbidden
transitions have a dipole moment of zero), then the interaction Hamiltonian is
Hˆint = − ~E · µˆ (6.4)
where E is the electric field, and µˆ is the polarisation operator, which is given by
µˆ = ~µ

0 0 1 1 · · · 1
0 0 1 1 · · · 1
1 1 0 0 · · · 0
1 1 0 0 0
...
...
...
. . . 0
1 1 0 0 0 0

(6.5)
Assuming that the number of Raman-active sites per unit volume (N0) is very large, then the
nonlinear part of the polarisation density (as defined in section 2.2.3) can be given statistically
as
~PNL = N0〈µˆ〉 (6.6)
where 〈µˆ〉 is the expectation value of the polarisation operator. This can be calculated in terms
of the density matrix ρˆ, giving
~PNL = N0Trace [µˆρˆ] (6.7)
Substituting the individual elements of µˆ and ρˆ into this gives
~PNL = N0~µ
N−1∑
n=1
[ρgn + ρng + ρen + ρne] (6.8)
where subscript g and e correspond to the ground and excited states respectively, and subscript
n corresponds to the nth Raman level. The evolution of a density matrix is given by
i~
∂ρˆ
∂t
= −[ρˆ, Hˆ] (6.9)
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where Hˆ is the full Hamiltonian (given by Hˆ0+Hˆint). We now need to reduce this into equations
describing how the electric field evolves.
Evolution of the electric field
We proceed by taking two of the (generalised) components of equation 6.9, specifically
i~
∂ρng
∂t
= ~E · ~µ
(
ρgg + ρeg −
N−1∑
n′=1
[ρnn′ ]
)
+ ~Ωnρng (6.10)
i~
∂ρne
∂t
= ~E · ~µ
(
ρge + ρee −
N−1∑
n′=1
[ρnn′ ]
)
− ~ (ΩR − Ωn) ρne (6.11)
We then write the electric field in slowly varying envelope form. However, instead of using a
single envelope (as we did when deriving the NLS in section 2.2.2), we use a separate envelope
for each spectral line. The electric field is therefore given by
~E = <
N∑
n=1
~F ′An (z, t) eiβ0nz−iω0nt (6.12)
where An (z, t) is the slowly varying envelope for the nth line, with frequency ω0n and wavenum-
ber β0n. Instead of directly substituting this into equations 6.10 and 6.11, we will first prepare
for what is known as the Rotating Wave Approximation. We start by representing the density
matrix elements in the form
ρxy ≡ ρ′xyei(Kx−Ky)z−i(Ωx−Ωy)t (6.13)
where ρ′xy is the density matrix in a Rotating Wave Basis, Ωx and Ωy are the De Broglie
frequencies of the given levels, and Kx and Ky are the De Broglie wavenumbers. (In the above
notation, Ωg = 0 and Ωe = ΩR). The reason for this is as follows: If there is no interaction
between two levels, then their coherence will be precisely ei(Kx−Ky)z−i(Ωx−Ωy)t, which is the
beat oscillation between the two wavefunctions. If the levels do interact, then this oscillation
will remain, but it will be modulated by ρ′xy, which in general is slowly varying. Therefore, we
can split the coherence into a rapidly oscillating part (ei(Kx−Ky)z−i(Ωx−Ωy)t) which accounts
for the innate quantum oscillation between the wavefunctions, and a slowly varying part ρ′xy
which accounts for non-trivial interactions between the levels.
130
Transforming into this basis, and collecting all the oscillating terms onto one side yields
∂ρ′ng
∂t
=
~E · ~µ
i~
(
ρgge
−iKnz+iΩnt + ρ′ege
i(KR−Kn)z−i(ΩR−Ωn)t (6.14)
−
N−1∑
n′=1
[
ρ′nn′e
−iKn′z+iΩn′ t])
∂ρ′ne
∂t
=
~E · ~µ
i~
(
ρ′gee
−iKnz+iΩnt + ρeeei(KR−Kn)zt−i(ΩR−Ωn)t (6.15)
−
N−1∑
n′=1
[
ρ′nn′e
i(KR−Kn′ )z−i(ΩR−Ωn′ )t
])
We now substitute equation 6.12 into these transformed equations to give
∂ρ′ng
∂t
=
~F ′ · ~µ
2i~
N∑
n′′=1
(
eiβ0n′′z−iω0n′′ tAn′′ + e−iβ0n′′z+iω0n′′ tA∗n′′
)× (6.16)(
ρgge
−iKnz+iΩnt + ρ′ege
i(KR−Kn)z−i(ΩR−Ωn)t
−
N−1∑
n′=1
[
ρ′nn′e
−iKn′z+iΩn′ t])
∂ρ′ne
∂t
=
~F ′ · ~µ
2i~
N∑
n′′=1
(
eiβ0n′′z−iω0n′′ tAn′′ + e−iβ0n′′z+iω0n′′ tA∗n′′
)× (6.17)(
ρ′gee
−iKnz+iΩnt + ρeeei(KR−Kn)zt−i(ΩR−Ωn)t
−
N−1∑
n′=1
[
ρ′nn′e
i(KR−Kn′ )z−i(ΩR−Ωn′ )t
])
We make the rotating wave approximation by selecting the resonant terms. These occur when
ω0n = Ωn (corresponding to a transition from the ground state to the nth Raman level) and
when ω0,n+1 = Ωn−ΩR (corresponding to a transition from the excited state to the nth Raman
level). This yields
∂ρ′ng
∂t
=
~F ′ · ~µ
2i~
(
ρggAn + ρ′egAn+1
)
e−iδt (6.18)
∂ρ′ne
∂t
=
~F ′ · ~µ
2i~
(
ρeeAn+1 + ρ′geAn
)
e−iδt (6.19)
where δ is detuning from exact resonance. If we assume that this detuning is sufficiently large,
we can integrate equations 6.18 and 6.19 by assuming that the e−iδt term oscillates so rapidly
that the other variables can be treated as constants [97]. This gives
ρ′ng =
~F ′ · ~µ
2~δ
(
ρggAn + ρ′egAn+1
)
e−iδt (6.20)
ρ′ne =
~F ′ · ~µ
2~δ
(
ρeeAn+1 + ρ′geAn
)
e−iδt (6.21)
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Finally, switching out of the rotating frame gives
ρng =
~F ′ · ~µ
~δ
(
1
2
ρggAn +
1
4
QAn+1
)
eiKnz−iΩnt (6.22)
ρne =
~F ′ · ~µ
~δ
(
1
2
ρeeAn+1 +
1
4
Q∗An
)
ei(Kn−KR)z−i(Ωn−ΩR)t (6.23)
where we have dropped the eiδt detuning factors (which are negligible in relation to the equiv-
alent oscillations in Ωn). The quantity
Q ≡ 2ρege−iKRz+iΩRt (6.24)
gives the coherence between the energy levels, as was mentioned above. The ρee and ρgg terms
in equations 6.22 and 6.23 correspond to an oscillating Stark shifting of the levels [97]. (The
Stark effect is the phenomenon whereby the energy levels of a quantum system are shifted by
an applied electric field.) This term can be removed, as it oscillates with the electric field, and
thus will integrate to zero over a short time span [97]. We can then substitute the remaining
terms of the matrix elements into equation 6.8 to give
~PNL =
N0~µ
(
~F ′ · ~µ
)
4~δ
N−1∑
n=1
(
QAn+1e
iKnz−iΩnt +Q∗Anei(Kn−KR)z−i(Ωn−ΩR)t + c.c.
)
(6.25)
Assuming that the dipoles point in the same direction as the electric field (specified by ~F ′),
this can be rewritten as
~PNL = ~F ′
N0µ
2
4~δ
N−1∑
n=1
(
QAn+1e
iKnz−iΩnt +Q∗Anei(Kn−KR)z−i(Ωn−ΩR)t + c.c.
)
(6.26)
where µ is the dipole magnitude. This is very similar in structure to the polarisation in slowly
varying envelope form, which (from equation 2.60 in section 2.2.3) is
~PNL =
1
2
~F ′
N∑
n=1
(
ΛNLneiβ0nz−iω0nt + Λ∗NLne
−iβ0nz+iω0nt) (6.27)
Therefore, by matching together the parts which oscillate at the same frequency, we can identify
the polarisation envelopes as
ΛNLn =
N0µ
2
2~δ
(QAn+1 +Q∗An−1) (6.28)
Substituting these envelopes into equation 2.58 gives
∂An
∂z
− i
M∑
m=0
im
βmn
m!
∂mAn
∂tm
= i
ω0N0µ
2
40n0c~δ
(QAn+1 +Q∗An−1) (6.29)
where βmn is the mth dispersion coefficient for the nth field envelope. It should be noted that
the summation index now starts from 0 rather than 2, as the β0n and β1n coefficients will in
general be different.
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We have also replaced the ω0n coefficients with a single value of ω0, to remove the explicit
frequency dependence of the nonlinearity. This is valid so long as the spectral range of the
frequency comb is relatively narrow. (In principal we could have a formulation where the
nonlinearity terms were different for each line. However, to do this properly, it would also
be necessary to replace the dipole magnitude µ and the detuning δ with a separate value for
each possible transition. This would require a substantial amount of physical data, and would
also greatly complicate mathematical analysis. It is sufficient for our purposes to replace the
nonlinearity coefficient with a single value that can be scaled away.)
As the individual spectral peaks span a frequency range that is narrower than the whole comb,
the effect of group velocity dispersion (GVD) will predominantly occur between the spectral
peaks, rather than within them. We can therefore make a common [218], but not universal
[217], approximation of removing the terms in β2n to give
∂A
∂z
− iβ0nAn + β1n ∂An
∂t
= i
ω0N0µ
2
40n0c~δ
(QAn+1 +Q∗An−1) (6.30)
This does not amount to ignoring the GVD, as it still manifests itself in the differences between
the values of β1n.
Evolution of the Raman coherence
It is now necessary to determine how the Raman Coherence evolves. This can be done by
considering the ρeg component of equation 6.9, which is
i~
∂ρeg
∂t
= ~ΩRρeg + Eµ
N−1∑
n=1
(ρng − ρ∗ne) (6.31)
Replacing ρeg with Q (using equation 6.24) gives
i~
2
∂Q
∂t
= Eµ
N−1∑
n=1
(ρng − ρ∗ne) e−iKRz+iΩRt (6.32)
Substituting in the values for ρng and ρne (using equations 6.22 and 6.23), and resolving E into
a set of envelope functions (using equation 6.12) gives
i~
2
∂Q
∂t
=
µ2
2~δ
N∑
n′=1
(
eiβ0n′z−iω0n′ tAn′ + e−iβ0n′z+iω0n′ tA∗n′
)× N−1∑
n=1
[
(
1
2
ρggAn +QAn+1
)
e−iδtei(Kn−KR)z−i(Ωn−ΩR)t
−
(
1
2
ρeeA
∗
n+1 +QA
∗
n
)
eiδte−iKnz+iΩnt
]
(6.33)
We can simplify this by selecting the resonant terms. (As the equations link together the
envelope functions and Q, all of which are slowly varying, the resonant terms are those in
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which the coefficients of the complex exponential terms are small). This gives
i
∂Q
∂t
=
µ2
~2δ
N−1∑
n=1
(
1
2
AnA
∗
n+1ρgg −
1
2
AnA
∗
n+1ρee +Q|An+1|2 −Q|An|2
)
(6.34)
The Q|An+1|2 −Q|An|2 terms sum to zero, and hence we are left with
i
∂Q
∂t
= − µ
2
2~2δ
σ
N−1∑
n=1
AnA
∗
n+1 (6.35)
where σ (defined as σ ≡ ρee − ρgg) is the Population Inversion Parameter.
Evolution of the population inversion parameter
It is now necessary to determine how the population inversion parameter evolves. This can be
done by considering the ρee and ρgg components of equation 6.9, which subtracted from one
another give
∂σ
∂t
≡ ∂ρee
∂t
− ∂ρgg
∂t
=
Eµ
i~
N−1∑
n=1
((
ρng − ρ∗ng
)− (ρne − ρ∗ne)) (6.36)
By an essentially identical process to that used in deriving the equation for Q (i.e substituting
in the equations for the electric field and matrix elements, and then selecting the resonant
terms), we obtain
∂σ
∂t
=
µ2
2~2δ
N−1∑
n=1
= (AnA∗n+1Q∗) (6.37)
This assumes that deexcitation can only happen via anti-Stokes scattering. In general, however,
other processes can deexcite the medium, and so a term of the form r (σ − 1) should be added
to the right hand side of equation 6.37, where r is the decay rate.
Conservation of population
It should be noted that the quantity σ2 + |Q|2 is an integral of motion. If we decompose it into
the constituent wavefunctions, we obtain
σ2 + |Q|2 = 4ρegρ∗eg + (ρee − ρgg)2 =
(|e〉2 + |g〉2)2 (6.38)
where |g〉 and |e〉 are the wavefunctions of the ground and excited states of the system. There-
fore, the integral of motion corresponds to the conservation of the population of states. The
wavefunctions are normalised, and so we require that
σ2 + |Q|2 = 1 (6.39)
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Equations in intrinsic units
The equations for N-field Raman scattering (equations 6.30, 6.35 and 6.37) can be made di-
mensionless by choosing intrinsic units such that
An =
√
1
2T0R
Bn (6.40)
t = T0τ (6.41)
z = Z0ζ (6.42)
The time scaling coefficient T0 can be chosen arbitrarily. Given that the total energy in a
particular field component is proportional to
∫∞
−∞ |An|2 (t) dt, it follows that any solution will
in fact correspond to a continuous set of solutions having different durations but the same total
energy. The Raman coupling coefficient R and the intrinsic distance unit Z0 are defined as
R ≡ µ
2
4~2δ
(6.43)
Z0 ≡ 40cn0~δ
N0µ2ωn
(6.44)
Making these substitutions gives
i
∂
∂ζ

B1
B2
· · ·
BN
+ i ∂∂τ

v1B1
v2B2
· · ·
vNBN
 = −

η1 Q
Q∗ η2 · · ·
· · · · · · Q
Q∗ ηN


B1
B2
· · ·
BN

(6.45)
i
∂Q
∂τ
= −σ
N−1∑
n=1
BnB
∗
n+1 (6.46)
∂σ
∂τ
=
N−1∑
n=1
= (BnB∗n+1Q∗) (6.47)
where for convenience we have written the set of field equations in matrix form. To simplify
the notation, the β0n parameters have been rewritten as ηn ≡ β0n. These are known as the
phase mismatch parameters, as for non-zero values, they introduce a distance varying phase
shift between the frequency components of the electric field. Likewise, the β1n terms have been
rewritten as vn ≡ β1n. These give the reciprocal group velocity at that particular frequency.
An example of a pure Raman medium (i.e. one that conforms to the above model, without
complications due to Kerr nonlinearity and other physical effects) is deuterium gas. At a
pump frequency of ωn = 3.71 × 1014, this has a Raman coupling coefficient of R = 4.5 ×
10−7 C2m2J−2s−1 [220]. At atmospheric pressure (where the volumetric density N0 = 2.45 ×
1025 m−3 m−3), this gives a distance unit of Z0 = 1mm.
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6.2 Raman solitons with phase mismatch
When a Raman soliton consists of only two spectral lines, the phase mismatch is irrelevant, as
it can be scaled away by switching to a moving frame of reference. With three or more lines,
however, it is impossible to remove phase mismatch in the general case. Existing multi-line
solutions simply ignore the phase mismatch parameters [223, 224], and so are only valid in the
limit of short pulses. (The reason for this limit can be seen by noting that the phase mismatch
parameter is in fact a measure of phase mismatch per unit length. Therefore, the total phase
shift in a pulse is given by θn = ηn∆ζ, where ∆ζ is its approximate spatial length. For the phase
shift to be irrelevant, it must be much less than a wavecycle, giving the condition θn  2pi,
and thus ∆ζ  2pi/ηn.)
In this section, these solutions are extended to include dispersion relations with phase mismatch.
6.2.1 Band-gaps and tail analysis
Before attempting to find soliton solutions, we will explore the preconditions for soliton exis-
tence. Firstly, we need to know the linear dispersion relation (and the position of the band-gap
that exists within it), so that we can avoid the instability resulting from an intersection between
a soliton’s dispersion relation and a linear mode.
The dispersion relation of linear waves can be obtained by substituting Bn = bneikζ−iωτ into
equations 6.45. The complex constants bn give the amplitudes and phases of each field compo-
nent. This gives
MN

b1
b2
· · ·
bN
 = 0 (6.48)
where the matrix MN is defined as
MN ≡

η1 − k + v1ω Q
Q∗ η2 − k + v2ω · · ·
· · · · · · Q
Q∗ ηN − k + vNω
 (6.49)
Therefore, the dispersion relation is given by |MN | = 0, which can be written recursively as
|MN | ≡ (ηN − k + vNω) |MN−1| − |Q|2|MN−2| = 0 (6.50)
where |M1| = η1−k+ v1ω and |M0| = 1. This equation will trace out N curved paths in (k, ω)
space, which correspond to the possible linear wave dispersion relations. For very large values
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of ω or k (in both the negative and positive directions), the equation approaches the limit
N∏
n=1
(vnω − k) = 0 (6.51)
and so the set of velocities (ω/k) for linear waves in this limit is
V = {1/v1, 1/v2, 1/v3, · · · 1/vN} (6.52)
Therefore, at each extreme of k or ω, the linear wave dispersion curve velocities must approach
a set of values that matches up to the set V . We can sort the linear wave dispersion curves
given by equation 6.50 into three distinct categories, by using this knowledge of how the curves
behave at their extremal values. Each individual curve can:
1. Change from a positive velocity at ω = −∞ to a negative velocity at ω =∞, reaching a
maximum value of k somewhere in between. (A negative velocity simply means a retarda-
tion with respect to the moving frame of reference, rather than backwards propagation.)
2. Change from a negative velocity at ω = −∞ to a positive velocity at ω =∞, reaching a
minimum value of k somewhere in between.
3. Have the same sign of velocity at both extremes of ω and so cover the entire range of k.
(This excludes the unimportant degenerate cases where vn = v for one of the field components.)
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Figure 6.3: Linear dispersion curves for a variety of N . For even N , a bandgap exists, whilst
for odd N , the bandgap is obstructed. Shown for ηn = 0 and vn = n− N2 − 14 .
When all of the curves fall into the first and second categories, there will exist a band-gap
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between the maxima and minima. This allows a soliton to exist without its dispersion relation
overlapping with that of a linear wave mode. When a bandgap does exist, it allows for a range
of soliton velocities between the least negative and the least positive values of vn.
It should be noted that for this band gap to exist, exactly half of the vn coefficients must be
positive, and the other half negative, so that each of the dispersion curves can have a negative
gradient at one end, and a positive gradient at the other. (As we are working in a moving
frame of reference, a negative group velocity doesn’t necessarily correspond to a negative group
velocity in the lab frame.) This precludes the existence of a band gap when the number of field
components is odd, as at least one dispersion curve must fit into the third category. In figure
6.3, linear wave dispersion relations for a selection of N field systems are shown, where ηn = 0
and vn = n−N/2− 1/4. For even N a bandgap exists, whilst for odd N it is obstructed.
Tail analysis
If we assume that soliton solutions have exponentially decaying tails, we can investigate these
tails by substituting
Bn = bneλτ
′
(6.53)
into the equations of motion, where τ ′ ≡ τ − vsζ is the retarded time for a soliton moving at
(reciprocal) speed vs, and λ is the exponential constant, which should have a positive real part
for the leading edge of the pulse, and a negative real part for the trailing edge. It should be
noted that this procedure is very similar to the above bandgap analysis, because mathematically
speaking, an exponential decay is equivalent to a sinusoidal oscillation with imaginary frequency.
Therefore, we can derive the same equation by the making the transformation
ω → iλ (6.54)
k → κ (6.55)
vn → vn − vs (6.56)
where in addition to selecting an imaginary frequency, we have switched to the prospective
soliton’s frame of reference and have replaced the general wavenumber k, with the soliton
wavenumber κ. This gives
LN

b1
b2
· · ·
bN
 = 0 (6.57)
where the matrix LN is defined as
LN ≡

η1 − κ− i (vs − v1)λ Q
Q∗ η2 − κ− i (vs − v2)λ · · ·
· · · · · · Q
Q∗ ηN − κ− i (vs − vN )λ
 (6.58)
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The solutions for λ are given by |LN | = 0, which can be written recursively as
|LN | ≡ (ηN − κ− i (vs − vN )λ) |LN−1| − |Q|2|LN−2| = 0 (6.59)
where |L1| = η1−κ− i (vs − v1)λ and |L0| = 1. This is an Nth degree polynomial in λ, and so
λ has N solutions. The polynomial is unchanged by the transformation λ → −λ∗. Therefore,
solutions must exist in pairs of the form {λ,−λ∗}. When N is even, each value of λ is generally
complex. However, when N is odd, there must be a lone solution of λ that pairs up with itself.
To satisfy the relationship between pairs, this root must lie on the imaginary-axis. A purely
imaginary decay constant corresponds to a simple harmonic wave (or in the degenerate case of
λ = 0, a constant amplitude). As with the band-gap analysis, this suggests instability for odd
N .
6.2.2 Analytical soliton solutions
We can obtain analytical solutions by making the following ansatzes:
• Q can be written in the form Q = α + iq, where q is a real function, and α is a real
constant.
• The fields can be written in the form
Bn = bnf (x) eiκζ (6.60)
where f is a function common to all the fields, x ≡ c (τ − vsζ) is the retarded time scaled
by a width parameter c, and κ is the wavenumber. The amplitudes and phases of each
soliton are given by the complex constants b1, b2, · · · bN .
Substituting these into equations 6.45, 6.46 and 6.47 gives
ic
df
dx

(vs − v1) b1
(vs − v2) b2
· · ·
(vs − vN ) bN
 = f

η1 − κ α+ iq
α− iq η2 − κ · · ·
· · · · · · α+ iq
α− iq ηN − κ


b1
b2
· · ·
bN

(6.61)
dq
dx
= σ|f |2γ (6.62)
dσ
dx
= |f |2 (α= (γ)− q< (γ)) (6.63)
where the constant γ is given by
γ ≡ 1
c
N−1∑
n=1
bnb
∗
n+1 (6.64)
By making the further ansatz that
df
dx
= qf (6.65)
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we can manipulate equation 6.61 into the form
ic
df
dx
SN

b1
b2
· · ·
bN
 = fTN

b1
b2
· · ·
bN
 (6.66)
where the matrices SN and TN are given by
SN ≡

vs − v1 − 1c
1
c vs − v2 · · ·
· · · · · · −1c
1
c vs − vN
 (6.67)
TN ≡

η1 − κ α
α η2 − κ · · ·
· · · · · · α
α ηN − κ
 (6.68)
As f and df/dx are not constant, equation 6.66 can only be satisfied if
SN

b1
b2
· · ·
bN
 = 0 (6.69)
TN

b1
b2
· · ·
bN
 = 0 (6.70)
As SN and TN are both real, all the values of bn will have the same complex phase, and so γ
will be real. Therefore, from equations 6.62, 6.63 and 6.65 we obtain the simplified equations
df
dx
= qf (6.71)
dq
dx
= σ|f |2γ (6.72)
dσ
dx
= −q|f |2γ (6.73)
These equations possess an integral of motion
J ≡ γ|f |2 − 2σ (6.74)
In this form, the population of the system is given by
|Q|2 + σ2 = q2 + α2 + σ2 (6.75)
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and hence the population normalisation condition is given by
q = ±
√
1− α2 − σ2 (6.76)
Substituting equations 6.74 and 6.76 into equation 6.73 yields an uncoupled equation for σ
dσ
dx
= ± (J + 2σ)
√
1− α2 − σ2 (6.77)
This can be separated to give
±
∫
dσ
(J + 2σ)
√
1− α2 − σ2 =
∫
dx (6.78)
Evaluating these integrals yields
∓
log
(
8−8α2+4Jσ√
4−4α2−J2
+4
√
1−α2−σ2
J+2σ
)
√
4− 4α2 − J2 = x+ C (6.79)
where C is the integration constant. Rearranging this to give an equation in σ is not possible
in closed form. However, if we assume that J = 0, the equation reduces to
∓
log
(
2
√
1−α2+2√1−α2−σ2
σ
)
2
√
1− α2 = x+ C (6.80)
Physically speaking, the assumption of J = 0 means a pulse of light is being fired into a medium
with an equal population between the two states, and perfect coherence between those states.
It is possible to prepare such a medium [224], and so this is a realistic scenario. The equation
can now be solved to give
σ(x) = ∓ 2
1
(1−α2)e
2
√
1−α2x + e−2
√
1−α2x (6.81)
where we have set C = 0, as this merely shifts the solution in time. The solution can be written
as
σ(x) = − 21
(α′)2 e
2α′x + e−2α′x
(6.82)
where
α′ ≡
√
1− α2 (6.83)
This in turn can be written as
σ(x) = −Fα′(2x) (6.84)
where the Fn function is defined as
Fn(x) ≡ 21
n2 e
nx + e−nx
(6.85)
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This function is a generalisation of the familiar sech function, to which it is identical when
n = 1. Substituting equation 6.84 into equation 6.72 gives an uncoupled equation for q
dq
dx
= 2 F2α′ (2x) (6.86)
This has a solution
q =
2 (α′)3
e4α′x + (α′)2
− α′ (6.87)
and so the coherence can be written as
Q = α−
(
α′ − 2 (α
′)3
e4α′x + (α′)2
)
i (6.88)
Substituting equation 6.84 into equation 6.74 gives a solution for |f |2. The equations of motion
are satisfied by taking the real positive route of this function, to give
f(x) =
√
2
|γ| Fα′ (2x) (6.89)
Before solving equations 6.69 and 6.70 (in order to calculate the actual field envelopes) we
should note that it is homogenous, and so the values bn will have an arbitrary multiplicative
constant, m. From its definition, γ is proportional to m2, and so f is proportional to m−1.
Therefore, when we multiply f by bn to obtain the field envelopes, m will cancel out. We can
remove m from our calculations entirely by specifying that the values of bn must satisfy the
condition
N−1∑
n=1
bnb
∗
n+1 = c (6.90)
We can then write the field envelopes as
Bn = bn
√
2 Fα′ (2c (τ − vsζ)) (6.91)
where the coefficients bn have yet to be found.
This type of solution is notable for carrying a topological charge [223]. The sech-like Kerr
soliton considered in section 3.1 is non-topological, as it can be continuously deformed into
a non-solitonic (uniformly zero) solution, by letting the wavenumber tend towards zero. The
Raman soliton, however, cannot be deformed like this, as the coherence Q is different between
the extremes of time, and no form of scaling will remove it.
6.2.3 Calculation of field amplitudes
Equations 6.69 and 6.70 impose contradictory requirements on the values of bn. However, a
limited set of solutions can be obtained by solving equation 6.69 (as is shown below), and
then matching TN to this solution by explicitly requiring that the phase-mismatch coefficients
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conform to
ηn = κ− αbn+1 + bn−1
bn
(6.92)
The constants α and κ can be chosen arbitrarily (subject to the above condition that −1 <
α < 1), and hence can be used to gain a certain amount of control over the phase mismatch
parameters. It should be noted that in the case α = κ = 0, the phase mismatch coefficients
all become zero. This special case is already known in the literature [224], but the phase
mismatched generalisation is novel.
The reciprocal group velocity parameters were chosen as
vn = ξ
(
n− N
2
+ φ
)
(6.93)
where the parameter ξ is the group velocity dispersion, with positive values giving normal
dispersion, and negative values giving anomalous dispersion. The values of vn are shifted in
order to guide the soliton’s spectrum through the bandgap derived in section 6.2.1. (In the case
of odd N , when the band gap is always occluded, only one linear band will intersect with the
soliton spectrum.) The constant φ can lie within the range − 12 < φ < 12 .
If 6.69 is to have non-zero solutions in bn, then the soliton width c, must be chosen such that.
|SN (c)| = 0 (6.94)
It is helpful to consider the soliton velocity in relation to the group velocity dispersion, and
so we define the proportional soliton velocity vp, by the identity vs ≡ ξvp. This enables us to
write SN as
SN = ξ

vp −
(
1− N2 + φ
) − 1ξc
1
ξc vp −
(
2− N2 + φ
) · · ·
· · · · · · − 1ξc
1
ξc vp −
(
N − N2 + φ
)
 (6.95)
Therefore, we can determine the soliton width for all values of ξ by solving
|SN (ξc)| = 0 (6.96)
for ξc. It is apparent that the width, 1/c, of a soliton is proportional to the group velocity
dispersion parameter. Furthermore, the values of bn are independent of ξ. Solutions for ξc were
found numerically. For certain parameter sets, the solutions are all non-real, and so the soliton
solutions are not applicable. The regions where real solutions for c exist are shown in figure
6.4.
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Figure 6.4: Parameters for which real solutions in c exist. The horizontal axis is scaled in terms
of ξ and φ. The chart then shows the soliton velocities (measured against this scale), which
give real solutions for c.
For cases where real values of c exist, the values of bn (subject to condition 6.90) were calculated
numerically. Solutions at vs = 0.05, for the six first applicable cases are shown
Figure 6.5: Field amplitude coefficients for the first six cases where c has real solutions. (Where
multiple real values of c exists, the lowest positive value is used). Parameters φ = −0.25 and
v = 0.05 have been chosen.
Substituting these values of bn and c into 6.91, gives a soliton solution. This solution is a
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generalisation of the solutions given in [224].
Gaussian profile of the field amplitude coefficients
As N increases, the shape of the bn distribution tends towards a Gaussian profile. This can be
shown by considering an arbitrary row of equation 6.69, such that
1
c
bn−1 + (vs − vn) bn − 1
c
bn+1 = 0 (6.97)
This can be rearranged to give
bn+1 − bn−1
2
=
c
2
(vs − vn) bn (6.98)
For a large number of fields, bn can be approximated by a continuous function b(n), where the
values of b are approximately equal for adjacent values of n. Similarly, vn can be represented
by a continuous function v(n). Therefore, we can approximate the left hand side of equation
6.98 with a derivative, giving
db
dn
≈ c
2
(vs − v) b (6.99)
This can be solved to give
bn ≈ exp
(
−1
2
c
∫
v(n)dn
)
(6.100)
(where the cvs2 term has been absorbed into the arbitrary constant of the remaining integral).
For the values of v given by equation 6.93, we obtain
bn ≈ m exp
(
ξc
(
1
4
N − 1
2
φ
)
n− 1
4
ξcn2
)
(6.101)
where m is the integration constant. This is a Gaussian function centred about the zero group
velocity point (at n = 12N − φ) of the dispersion relation. Notably, to see this Gaussian
distribution (and hence to have spectral localisation), the GVD parameter ξ must be positive.
Therefore, unlike Kerr solitions, this class of soliton requires normal GVD.
Phase mismatch parameters
Once the values of bn have been calculated, the permitted values of ηn can be trivially calcu-
lated from equation 6.92. It follows from the Gaussian profile of bn that the phase mismatch
parameters will have a profile of the form
ηn = κ− α
(
eξc(
1
4N− 12φ)− 12 ξcn + e−ξc(
1
4N− 12φ)+ 12 ξcn
)
(6.102)
where the approximation N  1 has been made. This is a hyperbolic cosine function centred
about the zero-velocity point (at n = N/2− φ) of the dispersion relation.
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6.2.4 Simulation of soliton propagation
The full equations were solved numerically, using the soliton solutions as an initial condition
at ζ = 0, and then integrating equations 6.45, 6.46 and 6.47 using the methods described in
appendix A.4. Random noise with a relative amplitude of 1% was added to the initial fields, in
order to demonstrate soliton stability under perturbation. The simulation results are displayed
in terms of the magnitude of the electric field, assuming that the Raman frequency is ΩR = 10.
In each simulation, the parameters φ = −0.25 and v = 0.05 were chosen. As a proof of concept,
the propagation of these solutions was tested with (essentially arbitrary) non-zero values of α
and κ, and hence of ηn. A ten field soliton was chosen, thus avoiding the potential instabilities
that can occur for an odd number.
Figure 6.6: Propagation of 10-component Raman soliton over 30 distance units for α = 0.5 and
κ = 0.8. Shown in time domain (left) and frequency domain (right).
Figure 6.7: Propagation of 10-component Raman soliton over 30 distance units for α = 0.25
and κ = 0.4. Shown in time domain (left) and frequency domain (right).
146
Figure 6.8: Propagation of 10-component Raman soliton over 30 distance units for α = 0 and
κ = 0. Shown in time domain (left) and frequency domain (right).
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Figure 6.9: Propagation of 10-component Raman soliton over 30 distance units for α = −0.25
and κ = −0.4. Shown in time domain (left) and frequency domain (right).
Figure 6.10: Propagation of 10-component Raman soliton over 30 distance units for α = −0.5
and κ = −0.8. Shown in time domain (left) and frequency domain (right).
With zero-phase mismatch (α = 0, κ = 0 in figure 6.8), the soliton propagates stably, despite
the addition of noise. When phase match is introduced, slight perturbations appear in the
time domain. Despite this (and despite the very long propagation distance) the pulse remains
localised. Furthermore, in the frequency domain the amplitude of each field component is
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constant, indicating that no net Stokes or anti-Stokes shifting is occurring. Therefore, the
waveforms are almost certainly solitons.
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Chapter 7
Summary of original findings and
published works
The following original results were obtained:
• It was shown that experimental results by Wei Ding, William Wadsworth and Jonathan
Knight were consistent with soliton evolution, thus strengthening the base of evidence for
the existence of solitons in silicon wires. (Optics Express, 16:3310, 2008.)
• It was shown that the dispersion of linear coupling can be used to control the group veloc-
ity dispersion of supermodes in silicon waveguide arrays. The possibility of soliton gen-
eration and modulation instability in normally dispersive waveguides was demonstrated.
(Optics Express 17:5879, 2009.)
• It was shown that silicon waveguide arrays are capable of supporting spatiotemporal
solitons. A theory of resonant radiation generation in waveguide arrays was developed.
A novel phenomenon was predicted, whereby a bullet will emit radiation at multiple
frequencies, but that some of these will be ”forbidden” for symmetry reasons. (Physical
Review A, 78:033818, 2008.)
• The presence of Raman solitons in the presence of phase-mismatch was shown to be
possible. (Presented at the 2006 annual meeting of the European Optical Society.)
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Appendix A
Numerical methods
A.1 Split-step Fourier method for integrating NLS equa-
tion
Equation 2.85 (as derived in chapter 2) describes the evolution of light through an SOI waveg-
uide:
∂E
∂ζ
− iDˆE = i|E|2E − lE − 2pa|E|2E − 3pa|E|4E − fcEn (A.1)
Given a function E (τ) at ζ = 0, it must be integrated to give E (τ) at an arbitrary value of ζ.
Without the nonlinear terms, the equation can be solved in the frequency domain, as the
dispersion operator Dˆ becomes a simple multiplication factor. The nonlinear terms, however,
are more easily evaluated in the time domain. The solution to this is the split-step Fourier
technique, in which a Fourier transform and an inverse Fourier transform are performed at
each step in ζ, thus allowing calculations in both the frequency and time domains to be made.
The precise scheme (implemented in C++) is as follows:
• In the first step, the free-charge-carrier density at ζ was calculated over all time, using
equation 2.84
ν = e−τ/τc
∫ τ
τ ′=0
|E|4eτ ′/τcdτ ′ + ντ=0e−τ/τc (A.2)
where ντ=0 is the starting value of the carrier density. It should be noted that as τ
increases, the expression involves a potentially very small value (e−τ/τc) being multiplied
by a potentially very large value (
∫ |E|4eτ ′/τcdτ ′), which could result in numerical error.
To avoid this, the integral factor was represented as
∫ |E|4eτ ′/τcdτ ′ = xeγ , where each
time x grew too large, it was divided by e, and the integer exponent γ increased by one.
The full term could then be evaluated as eγ−τ/τcx, which is numerically safer.
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• In the second step, the nonlinear parts of the equation were advanced in distance by
removing the time dependent terms and then solving the equation
∂E
∂ζ
= i|E|2E − 2pa|E|2E − 3pa|E|4E − fcEn (A.3)
using the previous value as a boundary condition. In the absence of damping, this can
be solved analytically to give
Enew = Eoldei|E
old|2∆ζ (A.4)
where ∆ζ is the distance increment. In the general case, the increment was made using
a single step of the fourth-order Runge-Kutta integration scheme.
• In the third step, the linear parts of the equation were advanced in distance, thus ac-
counting for the time dependent terms which were ignored in the previous step. The
Fourier transform was taken, changing the time derivatives into frequency factors. A Fast
Fourier Transform (FFT) routine from the GNU Scientific Library [225] was used. The
linear advance could then be made analytically as
Enew = Eolde(D(ω)−l)∆ζ (A.5)
The inverse FFT was then computed, thus completing the distance increment.
This process was repeated for an arbitrary number of steps, until the desired distance of prop-
agation was reached. A time window with a range of 500T0 consisting of 215 = 32768 points
was typically used. For each distance iteration, a step of ∆ζ = 10−5 was typically used.
Coupled equations
The coupled equations were integrated using a modified version of the above scheme. As was
shown in section 4.4.1, the equations in a supermodal basis are uncoupled with respect to the
linear terms. Therefore the linear step can be made by transforming into a frequency and modal
basis, and then advancing the solutions in distance using the supermodal version of equation
A.5, which for the jth mode is given by
E˜newj = E˜
old
j e
(Dj(ω)−l)∆ζ (A.6)
where Dj is the supermodal dispersion operator defined in section 4.4.1. Transforming back
into a temporal, non-modal basis completes the linear step.
In the non-modal basis, the nonlinear terms are uncoupled. Therefore, the nonlinear step can
be made by independently advancing each equation in distance. The same is true for the free
carrier evolution equations.
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A.2 FROG diagrams
Determining the structure of complicated signals is often problematic, particularly when they
have multiple peaks in both the time and frequency domains. Given a particular spectral peak,
for example, it may be difficult to identify the temporal feature to which it corresponds.
A useful tool for analysing such signals is the Frequency Resolved Optical Gating (FROG)
technique, which turns a 1D signal into a 2D plot, with time shown on one axis and frequency
on the other. It is generated by multiplying the signal with a pulse-like gating function, which
selects a small time region. This is then Fourier transformed to provide a slice of the FROG
diagram. The gating function is then shifted in time, and the process repeated, providing the
next slice of the diagram, and so on.
A function f (t) can be converted into a FROG (in time t and frequency ω) as
IFROG (t, ω) =
∣∣∣∣∫ ∞
t′=−∞
g (t′ − t) f (t′) e−iωt′dt′
∣∣∣∣2 (A.7)
where g (t) is the gating function. It may seem that the pulse width of this gating function
should be as narrow as possible, in order to maximise the temporal resolution. However,
narrowing the pulse in the time domain amounts to widening it in the frequency domain,
and so the frequency resolution would be correspondingly reduced. This problem is in fact a
fundamental feature of wave mechanics, and if the frequency is associated with photon energy,
becomes a manifestation of Heisenberg’s uncertainty principal. A Gaussian shape was chosen, as
this corresponds to the minimum of Heisenberg uncertainty [226], and thus to the best possible
tradeoff between time resolution and frequency resolution. The pulse width was selected on a
case by case basis, optimised so that as much detail as possible could be seen.
The above procedure is in fact the mathematical equivalent of an experimental technique in
which a signal is passed through a nonlinear crystal along with a gating pulse. In the time
interval where the signal and the gating pulse overlap, a variety of physical processes can be
used to extract that region of the signal. (These include second harmonic generation, and the
creation of new polarisation states.) The spectrum of the gated signal is then recorded, and by
varying the delay of the input pulse, it is possible to extract temporal information. [227].
A.3 Finite-difference Newton-Raphson method for bullet
finding
Equation 5.2 in section 5.1 describes the evolution of a pulse with fixed shape in a coupled-
waveguide system without damping, higher order dispersion or coupling dispersion:
d2Fn
dτ2
= 2qFn − 2|Fn|2Fn − 2c0 (Fn−1 + Fn+1) (A.8)
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Solutions which are self localised in both τ and n must be found. The equation was discretised
in time to yield
Fn (m− 1)− 2Fn (m) + Fn (m+ 1)
(∆τ)2
= 2qFn (m)− 2|Fn (m) |2Fn (m) (A.9)
−2c0 (Fn−1 (m) + Fn+1 (m))
where Fn (m) is the field at the mth time point, and ∆τ is the time difference between adjacent
points. The left hand term is a finite step approximation to the second derivative, which
becomes exact in the limit ∆τ → 0.
Two-point boundary conditions were used: At one end, the implicit n = 0 points were set to
zero. This can be problematic, as it can lead to solutions where the localisation is forced by
the boundary conditions, rather than intrinsic to the equations of motion. Therefore, care was
taken to ensure a sufficiently large time window, so that the solution could naturally decay
to zero before reaching the boundary. (The time window was typically 100 times larger than
the bullet FWHM.) At the other end, the implicit n = N + 1 values were forced to mirror the
corresponding values at n = N − 1, thus causing the solution to represent one half of a wider
time-symmetric solution centred about n = N .
For M time points and N wires, equation A.9 is in fact a set of L = M×N algebraic equations.
The variables were represented using a single index l = 1, 2, · · ·L as
xl ≡ F1+(l−1 mod N) (dl/Ne) (A.10)
and the components of equation A.9 were written as
fk (x1, x2, · · ·xL) = 0 (A.11)
This can be solved numerically, by noting that if the solutions of equation A.11 are perturbed
by ∆xl, then the values of fk can be approximated to first order as
fk (x1, x2, · · ·xL) =
∑
l
∂fk
∂xl
∆xl (A.12)
The Newton-Raphson method works by applying this perturbation formula in reverse, so that
the values of fk and the Jacobian matrix ∂fk/∂xl at a trial value for xl can be used to estimate
how far that value is from the true solution. Therefore, from a trial solution xoldl , a better
solution can be obtained as xnewl = x
old
l − ∆xl. Applying multiple corrections allows the
solution to be found to arbitrary accuracy.
Equation A.12 itself is an inhomogeneous matrix equation, and was solved using the banded
matrix solver routines from Numerical Recipes in C [228]. (This exploits the fact that the
Jacobian matrix is uniformly zero except for a 2N + 1 wide band along the main diagonal, thus
allowing values outside the band to be ignored.)
The Newton-Raphson scheme was initialised with a trial value solution consisting of a sech like
153
pulse (with its maximum at n = N) in the central wire (or at the edge of the array when an
edge bullet was required) and zero elsewhere. A half-window with a time range of 50T0 and
214 = 16384 time points was typically used. Correction were made until the root-mean-square
value of ∆xl was less than 10−9 the root-mean-square value of xl, which usually took fewer
than 10 iterations.
A.4 Alternating directions method for integrating Raman
equations
Equations 6.45 to 6.47 in section 6.1 describe the evolution of light through a Raman medium:
i
∂
∂ζ

B1
B2
· · ·
BN
+ i ∂∂τ

v1B1
v2B2
· · ·
vNBN
 = −

η1 Q
Q∗ η2 · · ·
· · · · · · Q
Q∗ ηN


B1
B2
· · ·
BN
 (A.13)
i
∂Q
∂τ
= −σ
N−1∑
n=1
BnB
∗
n+1 (A.14)
∂σ
∂τ
=
N−1∑
n=1
= (BnB∗n+1Q∗) (A.15)
Given a set of functions Bn (τ) at ζ = 0, they must be integrated to give Bn (τ) at an arbitrary
value of ζ. This was done using The Method of Alternating Directions (implemented in C++),
as shown in figure A.1. In step A, the values of Bn were integrated in ζ, whilst holding σ and Q
constant. In step B, the values of σ and Q were integrated in time, using the newly advanced
values of B.
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Figure A.1: Schematic of the numerical scheme used in the simulation.
In both directions, the integration was performed using a 3rd order Adams-Bashforth scheme.
This is a refinement of the Euler method, in which the value at each time point is evaluated
using the values from the previous three points. When integrating dy/dx = f (x, y) the scheme
gives the next value as
yk+1 = yk +
(
23
12
f (xk, yk)− 43f (xk−1, yk−1) +
5
12
f (xk−2, yk−2)
)
∆x (A.16)
where k labels each point, and ∆x is the step size. For the first and second steps (when back-
values weren’t available), the Euler method and 2nd order Adams-Bashforth schemes were
used.
Monitoring of Numerical Accuracy
Unlike the split-step Fourier routine considered in section A.1, the integration scheme used
here is inherently unstable. Numerical errors can be amplified, causing the solutions to wildly
diverge. In order to verify that the simulation was running accurately, the conserved quantity
σ2 + |Q|2 was regularly evaluated. The requirement that this quantity must always equal 1 was
not explicitly coded into the integration scheme, and so numerical instabilities would generally
cause it to drift away. The greatest deviation from unity was stored for each simulation, and
was typically found to be between 10−5 and 10−4.
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Appendix B
Overview of third-party
experiments
B.1 SOI fabrication
A chip containing SOI waveguides was fabricated at the University of Glasgow by Marco Gnan,
Marc Sorel and Richard De la Rue. The chip started with a silicon wafer, on top of which lay a
1µm thick layer of silica (which was to become the base of the waveguide), and on top of that
a 260nm thick layer of silicon (which was to become the waveguide itself).
An etching mask was applied, marking out the pattern of the waveguide. The chip was coated
with a 100nm thick layer of hydrogen silsesquioxane (HSQ). An electron beam was scanned
along the desired path of the waveguide, modifying the chemical structure of the HSQ beneath
it. The chip was then treated with a developer, which dissolved away the unmodified HSQ,
thus leaving a mask in the shape of the pattern drawn by the electron beam.
The chip was then etched using inductively coupled plasma reactive ion etching. A mixture
of octafluorocyclobutane (C4F8) and sulphur hexafluoride (SF6) was exposed to a high inten-
sity radio-frequency electric field, superheating and ionising it. This highly reactive plasma
was directed towards the chip, where it completely etched away the silicon, except for that
beneath the HSQ mask. The silica revealed by the etching was slightly etched itself, causing
the waveguide to sit upon a ledge a few tens of nanometres in height.
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B.2 Linear dispersion measurement
A schematic of the apparatus used by Wei Ding, William Wadsworth and Jonathan Knight to
measure the linear dispersion of the SOI waveguide is given in figure B.1. The group refractive
indices over a range of wavelengths were measured, thus providing the data used in section
3.3.1.
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Figure B.1: Experimental setup used by Ding, Wadsworth and Knight to measure the linear
dispersion of the waveguide.
The light was generated by a microchip laser, and passed through a piece of photonic crystal
fibre to generate an optical supercontinuum. A long-pass filter was used to remove short-
wavelength light beyond the range of interest. The light was then passed through a beam
chopper, adding a known periodicity to the signal in order to aid later detection.
The light was directed towards a beam-splitter, to create two separate beams. The first beam
was focused into the sample chip with a lens, and then coupled out with a further lens. The
second beam passed through a dummy sample consisting of focussing lenses but no chip. It was
then delayed by a variable path length, using a computer controlled movable mirror. The two
beams were recombined using another beam splitter, thus creating a Mach-Zehnder interfer-
ometer. A tunable filter was used to select a particular wavelength, providing an interferogram
from which dispersion information could be extracted.
A spatial sample of the interferogram was taken by coupling it into a single mode fibre that lead
to a light detector. The detected signal was then passed through a lock-in amplifier, which used
the timing of the beam chopper as its reference frequency, allowing the interferogram signal to
be separated from any background noise. By scanning the position of the motorised mirror, the
relative delay due to the group velocity in the waveguide could be determined by detecting the
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presence of a packet of interference fringes at a particular point. Subtracting the value taken
with the sample absent, gave the absolute group delay. From this, the group index could be
calculated.
B.3 Nonlinear propagation
A schematic of the apparatus used by Wei Ding, William Wadsworth and Jonathan Knight to
measure the nonlinear propagation through the waveguide is given in figure B.2. The output
spectra and total output powers for a variety of input powers were recorded, thus providing the
data used in section 3.3.2. The coupling efficiency into the waveguide was also recorded.
Ti-Sapphire
Laser
Optical
spectrum
analyser
SOI chip
CW
Laser
Single
mode
fibre
Flip
Mirror
Variable
attenuator
Lens Lens
Polariser
Polariser
Attenuator
Lens
Computer
OPA
Figure B.2: Experimental setup used by Ding, Wadsworth and Knight to measure nonlinear
waveguide propagation.
100fs pulses at a wavelength of 800nm were generated by a Titanium Sapphire mode-locked laser
system. These were downconverted to a wavelength of 1500nm using a β-barium-borate optical
parametric amplifier (OPA). The pulses were attenuated by varying amounts and focused into
the SOI chip with a lens. The outgoing light was focused into a single-mode fibre with another
lens, and then directed into an optical spectrum analyser.
To measure the coupling efficiency into the chip, the main laser source could be replaced (via
a flip mirror system) with a second low-power continuous wave (CW) laser. This provided a
linear propagation regime, and so by comparing the laser’s power to the output power, the total
attenuation due to coupling inefficiency and loss within the waveguide could be measured.
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Appendix C
Analysis of coupled supermode
perturbation equations
In sections 4.3 and 4.3.2, we have a pair of equations describing the perturbation from a
coupled-pair soliton in the antisymmetric mode
∂y
∂ζ
+ i(p2 + c2)
∂2y
∂τ2y
+ i (q − c0) y + 2c1 ∂y
∂τy
= 2iy2y + iy2∗y (C.1)
∂ey
∂ζ
+ i(p2 − c2)∂
2ey
∂τ2y
+ i (q + c0) ey = 2iy2ey + iy2e∗y (C.2)
and a further pair describing perturbation from a soliton in the symmetric mode
∂x
∂ζ
+ i(p2 − c2)∂
2x
∂τ2x
+ i (q + c0) x − 2c1 ∂x
∂τx
= 2ix2x + ix2∗x (C.3)
∂ex
∂ζ
+ i(p2 + c2)
∂2ex
∂τ2x
+ i (q − c0) ex = 2ix2ex + ix2e∗x (C.4)
To these, we wish to find analytical solutions of the form y = ˜y (τy) eλyζ , ey = e˜y (τy) elyζ ,
x = ˜x (τx) eλxζ and ex = e˜x (τx) elxζ . These can be formulated as eigenvalue problems, where
the eigenfunctions ˜y (τy), e˜y (τy), ˜x (τx) and e˜x (τx) describe the perturbations, whilst their
corresponding eigenvalues λy, ly, λx and lx determine whether the perturbations will grow and
thus lead to instability.
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C.1 Reduction to eigenvalue problem form
Antisymmetric mode
We split y and ey into their real and imaginary components as y = ′y + 
′′
y i and ey = e
′
y +e
′′
y i.
Equations C.1 and C.2 can then be written as matrix equations of the form
Λˆy
[
′y
′′y
]
=
∂
∂ζ
[
′y
′′y
]
(C.5)
Lˆy
[
e′y
e′′y
]
=
∂
∂ζ
[
e′y
e′′y
]
(C.6)
where the matrix operators Λˆy and Lˆy are defined by
Λˆy =
 −2c1 ∂∂τy (p2 + c2) ∂2∂τ2y + q − c0 − y2
− (p2 + c2) ∂2∂τ2y − q + c0 + 3y
2 −2c1 ∂∂τy
 (C.7)
Lˆy =
 0 (p2 − c2) ∂2∂τ2y + q + c0 − y2
− (p2 − c2) ∂2∂τ2y − q − c0 + 3y
2 0
 (C.8)
Our trial functions are of the form
y = ˜y (τy) eλyζ (C.9)
ey = e˜y (τy) elyζ (C.10)
and we split the time dependent parts ˜y and e˜y up as
˜y (τy) = < [αy (τy)] + < [βy (τy)] i (C.11)
e˜y (τy) = < [ay (τy)] + < [by (τy)] i (C.12)
Therefore, the vectors representing ey and y can be rewritten as[
′y (ζ, τy)
′′y (ζ, τy)
]
=
1
2
([
αy (τy)
βy (τy)
]
eλyζ +
[
α∗y (τy)
β∗y (τy)
]
eλ
∗
yζ
)
(C.13)[
e′y (ζ, τy)
e′′y (ζ, τy)
]
=
1
2
([
ay (τy)
by (τy)
]
elyζ +
[
a∗y (τy)
b∗y (τy)
]
el
∗
yζ
)
(C.14)
Substituting these into equations C.19 and C.20 yields
Λˆy
[
αy
βy
]
+ Λˆy
[
α∗y
β∗y
]
= λy
[
αy
βy
]
+ λ∗y
[
α∗y
β∗y
]
(C.15)
Lˆy
[
ay
by
]
+ Lˆy
[
a∗y
b∗y
]
= ly
[
ay
by
]
+ l∗y
[
a∗y
b∗y
]
(C.16)
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which can be reduced to eigenvalue problems of the form
Λˆy
[
αy
βy
]
= λy
[
αy
βy
]
(C.17)
Lˆy
[
ay
by
]
= ly
[
ay
by
]
(C.18)
as any solutions to equations C.17 and C.18 will automatically satisfy equations C.15 and C.16.
Symmetric mode
We split x and ex into their real and imaginary components as x = ′x+ 
′′
xi and ex = e
′
x+e
′′
xi.
Equations C.1 and C.2 can then be written as matrix equations of the form
Λˆx
[
′x
′′x
]
=
∂
∂ζ
[
′x
′′x
]
(C.19)
Lˆx
[
e′x
e′′x
]
=
∂
∂ζ
[
e′x
e′′x
]
(C.20)
where the matrix operators Λˆx and Lˆx are defined by
Λˆx =
[
2c1 ∂∂τx (p2 − c2) ∂
2
∂τ2x
+ q + c0 − x2
− (p2 − c2) ∂2∂τ2x − q − c0 + 3x
2 2c1 ∂∂τx
]
(C.21)
Lˆx =
[
0 (p2 + c2) ∂
2
∂τ2x
+ q − c0 − x2
− (p2 + c2) ∂2∂τ2x − q + c0 + 3x
2 0
]
(C.22)
Our trial functions are of the form
x = ˜x (τx) eλxζ (C.23)
ex = e˜x (τx) elxζ (C.24)
and we split the time dependent parts ˜x and e˜x up as
˜x (τx) = < [αx (τx)] + < [βx (τx)] i (C.25)
e˜x (τx) = < [ax (τx)] + < [bx (τx)] i (C.26)
Therefore, the vectors representing x and ex can be rewritten as[
′x (ζ, τx)
′′x (ζ, τx)
]
=
1
2
([
αx (τx)
βx (τx)
]
eλxζ +
[
α∗x (τx)
β∗x (τx)
]
eλ
∗
xζ
)
(C.27)[
e′x (ζ, τx)
e′′x (ζ, τx)
]
=
1
2
([
ax (τx)
bx (τx)
]
elxζ +
[
a∗x (τx)
b∗x (τx)
]
el
∗
xζ
)
(C.28)
161
Substituting these into equations C.19 and C.20 yields
Λˆx
[
αx
βx
]
+ Λˆx
[
α∗x
β∗x
]
= λx
[
αx
βx
]
+ λ∗x
[
α∗x
β∗x
]
(C.29)
Lˆx
[
ax
bx
]
+ Lˆx
[
a∗x
b∗x
]
= lx
[
ax
bx
]
+ l∗x
[
a∗x
b∗x
]
(C.30)
which can be reduced to eigenvalue problems of the form
Λˆx
[
αx
βx
]
= λx
[
αx
βx
]
(C.31)
Lˆx
[
ax
bx
]
= lx
[
ax
bx
]
(C.32)
as any solutions to equations C.31 and C.32 will automatically satisfy equations C.29 and C.30.
C.2 Continuum spectrum of delocalised modes and its
band-gap
If an eigenfunction is delocalised, it will (by definition) not tend towards zero at the extremities
of time. By working at these extremities (at which the magnitude of the soliton tends to-
wards zero) we can solve the equations of motion exactly, revealing an infinite set of sinusoidal
eigenfunctions corresponding to a continuum of eigenvalues. In the locality of the soliton, the
eigenfunctions will be pertubed, but the eigenvalues (which are time independent) will remain
the same.
This continuum spectrum of delocalised-mode eigenvalues lies along the imaginary axis. This
can be broken by a band-gap in which no delocalised-mode eigenvalues exist. The extent of
this band-gap, and the conditions for its existence are derived below.
Antisymmetric mode
In the tails of the soliton, where y (τy)→ 0, we choose trial functions of the form[
αy
βy
]
=
[
α˜ye
iγyτy
β˜ye
iγyτy
]
(C.33)[
ay
by
]
=
[
a˜ye
igyτy
b˜ye
igyτy
]
(C.34)
where the constants a˜y, b˜y, α˜y, β˜y define the complex arguments of y and ey. The wavenumbers
γy and gy must be real for a continuous wave solution. Substituting equations C.33 and C.34
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into equations C.17 and C.18 shows the solutions to be valid, given the respective conditions
iλy = 2c1γy ±
(
(p2 + c2) γ2y + c0 − q
)
(C.35)
ily = ±
(
(p2 − c2) g2y − c0 − q
)
(C.36)
If the condition that γy or gy must be real is violated, a band-gap will occur. We can search
for band-gaps by solving equations C.35 and C.36 for γy and gy respectively to give
γy =
∓2c1 ±′
√
c21 + (p2 + c2) (q − c0 ± iλy)
p2 + c2
(C.37)
gy = ±′
√
q + c0 ± ily
p2 − c2 (C.38)
where the operators ± and ±′ denote that the signs may be chosen independently. Non-real
solutions (and hence a band-gap) will exist when the arguments in the square-root functions of
equations C.37 and C.38 become negative. Therefore, about the point λy = 0, a band-gap will
exist when c21 + (p2 + c2) (q − c0) < 0. Similarly, about the point ly = 0, a band-gap will exist
when (q + c0) / (p2 − c2) < 0.
The edges of the bandgap occur when the arguments of the square-root functions become zero.
Solving the resulting equations gives the extent of the band gaps as
−
∣∣∣∣q − c0 + c21p2 + c2
∣∣∣∣ < = [λy] < ∣∣∣∣q − c0 + c21p2 + c2
∣∣∣∣ (C.39)
− |q + c0| < = [ly] < |q + c0| (C.40)
Symmetric mode
In the tails of the soliton, where x (τx)→ 0, we choose trial functions of the form[
αx
βx
]
=
[
α˜xe
iγxτx
β˜xe
iγxτx
]
(C.41)[
ax
bx
]
=
[
a˜xe
igxτx
b˜xe
igxτx
]
(C.42)
where the constants α˜x, β˜x, a˜x and b˜x define the complex arguments of x and ex. The
wavenumbers gy and γy must be real for a continuous wave solution. Substituting equations
C.41 and C.42 into equations C.31 and C.32 shows the solutions to be valid, given the respective
conditions
iλx = −2c1γx ±
(
(p2 − c2) γ2x − c0 − q
)
(C.43)
ilx = ±
(
(p2 + c2) g2x + c0 − q
)
(C.44)
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If the condition that γx or gx must be real is violated, a band-gap will occur. We can search
for band-gaps by solving equations C.43 and C.44 for γx and gx respectively to give
γx =
±2c1 ±′
√
c21 + (p2 − c2) (q + c0 ± iλx)
p2 − c2 (C.45)
gx = ±′
√
q − c0 ± ily
p2 + c2
(C.46)
where the operators ± and ±′ denote that the signs may be chosen independently. Non-real
solutions (and hence a band-gap) will exist when the arguments in the square-root functions of
equations C.45 and C.46 become negative. Therefore, about the point λx = 0, a band-gap will
exist when c21 + (p2 − c2) (q + c0) < 0. Similarly, about the point lx = 0, a band-gap will exist
when (q − c0) / (p2 + c2) < 0.
The edges of the bandgap occur when the arguments of the square-root functions become zero.
Solving the resulting equations gives the extent of the band gaps as
−
∣∣∣∣q + c0 + c21p2 − c2
∣∣∣∣ < = [λx] < ∣∣∣∣q + c0 + c21p2 − c2
∣∣∣∣ (C.47)
− |q − c0| < = [lx] < |q − c0| (C.48)
C.3 General numerical solutions
We can find approximate general solutions to equations C.17, C.18, C.31 and C.32 by dis-
cretising y (τy), ey (τy), x (τx) and ex (τx) into N -membered column vectors ˆy, eˆy, ˆx and
eˆx.
In such a basis, differential operators become N ×N matrices of the form
∂
∂τ
−→ Iˆ ′ ≡ 1
2∆τ

0 1
−1 0 1
−1 0 . . .
. . .
. . . 1
−1 0

(C.49)
∂2
∂τ2
−→ Iˆ ′′ ≡ 1
(∆τ)2

−2 1
1 −2 1
1 −2 . . .
. . .
. . . 1
1 −2

(C.50)
where ∆τ is the time step. Making the transformation gives ordinary (i.e. not containing
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differential operators) matrices of the form
Λˆy −→
[
−2c1Iˆ ′ (p2 + c2) Iˆ ′′ + qIˆ − c0Iˆ − y2Iˆ
− (p2 + c2) Iˆ ′′ − qIˆ + c0Iˆ + 3y2Iˆ −2c1Iˆ ′
]
(C.51)
Lˆy −→
[
0 (p2 − c2) Iˆ ′′ + qIˆ + c0Iˆ − y2Iˆ
− (p2 − c2) Iˆ ′′ − qIˆ − c0Iˆ + 3y2Iˆ 0
]
(C.52)
Λˆx −→
[
2c1Iˆ ′ (p2 − c2) Iˆ ′′ + qIˆ + c0Iˆ − x2Iˆ
− (p2 − c2) Iˆ ′′ − qIˆ − c0Iˆ + 3x2Iˆ 2c1Iˆ ′
]
(C.53)
Lˆx −→
[
0 (p2 + c2) Iˆ ′′ + qIˆ − c0Iˆ − x2Iˆ
− (p2 + c2) Iˆ ′′ − qIˆ + c0Iˆ + 3x2Iˆ 0
]
(C.54)
where Iˆ is the N ×N identity matrix. Finding the eigenvalues (λy, ly, λx and lx respectively)
is a straightforward numerical task, for which the “eigs” function of MATLAB was used. Any
eigenvalues lying outside the analytically predicted band structures were recorded, thus pro-
viding the results given in sections 4.3.1 and 4.3.2.
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Appendix D
Bullets with two principal
channels
In the analysis of central bullets in section 5.1, we have in fact been considering a special case,
in which there is a single principal channel which is brighter than all the others. A plane of
symmetry exists along this channel, with the channels on one side having the same field profile
as the corresponding channel on the other side. However, it is also possible to have this plane of
symmetry in the gap between channels. Therefore, there will be two principal channels, having
equal brightness.
The type with a single principal channel is known as an odd bullet, and the type with two
principal channels is known as an even bullet. By analogy with a similar phenomenon in
condensed matter physics, the two types can also be refered to as site centred and bond centred
[17, 28].
Even bullet solutions are readily found by using the same Newton-Raphson method described
in appendix A.3, but by initialising the calculation with pulses in two neighboring channels. A
typical example is given in figure D.1. The energy profiles of even and odd bullets are given in
figure D.2. In both cases, 14 channels are used, providing a quasi-infinite regime.
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Figure D.1: A bullet solution in a 14 channel array, calculated with q = 5 and c0 = 1.546. The
bullet is of the “even” (or “bond centred”) type, with two central channels in the middle.
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Figure D.2: Total energy content of odd and even bullets (for a quasi-infinite number of chan-
nels), as a function of spatial wavenumber q divided by coupling coefficient c0. Plots are given
for both odd and even bullet configurations. The unstable regions are denoted by dotted lines,
whilst the total cutoff is denoted by the vertical dashed line.
The higher energy of even bullets makes them unstable (as a lower energy state exists). This
makes them a much poorer candidate for the experimental observation of optical bullets. There-
fore, having noted their existance, we will not consider this type of bullet any further.
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