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Abstract
We investigate a generalization of cubic splines to Riemannian manifolds. Spline curves are defined as minimizers
of the spline energy—a combination of the Riemannian path energy and the time integral of the squared covariant
derivative of the path velocity—under suitable interpolation conditions. A variational time discretization for the spline
energy leads to a constrained optimization problem over discrete paths on the manifold. Existence of continuous and
discrete spline curves is established using the direct method in the calculus of variations. Furthermore, the convergence
of discrete spline paths to a continuous spline curve follows from the Γ-convergence of the discrete to the continuous
spline energy. Finally, selected example settings are discussed, including splines on embedded finite-dimensional
manifolds, on a high-dimensional manifold of discrete shells with applications in surface processing, and on the
infinite-dimensional shape manifold of viscous rods.
1 Introduction
In this paper we investigate a variational time discretization of spline curves on Riemannian manifolds. To this end
we extend the time-discrete geodesic calculus developed in [RW15]. The approach has already been presented without
analysis in the context of the space of discrete shells in [HRS+16], and related classical interpolation and approximation
tools in this shell space were discussed in [HPR17]. Here, we investigate existence, regularity, and convergence
properties of the approach under general assumptions, which are slightly stronger than those required in [RW15].
We further show examples of discrete spline curves on embedded two-dimensional manifolds in R3, on the space of
discrete shells, and on an infinite-dimensional space of viscous rods.
Recently, Riemannian calculus on shape spaces has attracted a lot of attention. It in particular allows to transfer
many important concepts from classical geometry to these usually high or even infinite-dimensional spaces. Prominent
examples with a full-fledged geometric theory are spaces of planar curves with a curvature-based metric [MM06], an
elastic metric [SJJK06] or Sobolev-type metrics [CKPF05, MM07, SYM07]. Geodesic paths in shape space can be
considered as geometrically or physically natural morphs from one shape into another. Geodesic paths can be computed
in closed form only for few nontrivial application-oriented Riemannian spaces (e.g. [YMSM08, SMSY11]).
In image processing the large deformation diffeomorphic metric mapping (LDDMM) framework proved to be
a powerful tool underpinned with the rigorous mathematical theory of diffeomorphic flows. In fact, Dupuis et al.
[DGM98] showed that the resulting flow is actually a flow of diffeomorphisms. In [HZN09], Hart et al. exploited
the optimal control perspective to the LDDMM model with the motion field as the underlying control. Vialard et al.
[VRRC12, VRRH12] studied methods from optimal control theory to accurately estimate this initial momentum and
to relate it to the Hamiltonian formulation of the geodesic
In the context of geometry processing Kilian et al. [KMP07] studied geodesics in the space of triangular surfaces
to interpolate between two given poses. The underlying metric is derived from the in-plane membrane distortion.
Since this pioneering paper a variety of other Riemannian metrics on the space of surfaces have been investigated
[LSDM10, KKDS10, BB11]. In [HRWW12, HRS+14] a metric was proposed that takes the full elastic responses
including bending distortion into account. Brandt et al. [BvTH16] proposed an accelerated scheme for the computation
of geodesic paths in this shell space.
In Euclidean space cubic splines are known as minimizers of the total squared acceleration, due to a classical result
by de Boor [dB63] Analogously, Riemannian cubic splines were introduced by Noakes et al. [NHP89] as stationary
paths of the integrated squared covariant derivative of the velocity. Subsequently, Camarinha et al. [CSLC01] proved
a local optimality condition and Giambo and Giannoni [GG02] established a global existence results. More recently,
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Trouve´ and Vialard [TV12] studied spline interpolation on Riemannian manifolds with applications to time-indexed
sequences of landmarks of 2D or 3D shapes. Hinkle et al. [HMFJ12] investigated higher order Riemannian polynomials
to perform polynomial regression on Riemannian manifolds.
Minimizing curve energies in an ambient space subject to the restriction of the curve to the manifold led to extrinsic
variational formulations of splines. Wallner [Wal04] showed existence of minimizers in this setup for finite dimensional
manifolds, and Pottmann and Hofer [PH05] proved that these minimizers are C2. As an alternative to variational
formulations interpolatory subdivision schemes have been investigated on manifolds exploiting the fact that subdivision
schemes in Euclidean space are mostly based on repeated local averages [Dyn02]. Wallner and Dyn [WD05] showed
that the resulting Riemannian cubic subdivision scheme yields C1 curves. Recently, Wallner [Wal14] improved the
regularity results for linear four-point scheme and other univariate interpolatory schemes.
Here, we consider the variational definition and variational time discretization of Riemannian splines. Let us
briefly describe the main ideas and contributions of this work. To define spline curves on a Riemannian manifold
M in a variational way we follow the approach by Noakes et al. [NHP89]. Splines are introduced as smooth curves
y : [0, 1]→M that minimize the spline energy
F [y] =
∫ 1
0
gy(t)
(
D
dt y˙,
D
dt y˙
)
dt
subject to some interpolation conditions and suitable boundary conditions (see Definitions 2.8 & 2.9). Here g denotes
the Riemannian metric and Ddtv the covariant derivative of a vector field v along the curve y. We will show (Theo-
rem 2.15) that minimizers might not exist for this spline energy. To overcome this problem we regularize the spline
energy by combining it with the path energy and define a regularized spline curve as the minimizer of this new energy.
Those regularized spline curves can now be shown to exist via the direct method (Theorem 2.19), where the involved
lower semi-continuity and the coercivity of the functional are rather intricate to show. In fact, the lower semi-continuity
imposes a quite strong requirement on the underlying Riemannian metric g, namely that any of its spatially noncon-
stant and nonquadratic components be continuous under weak convergence (see Definition 2.2). In the same theorem
we also show interior C2,
1
2 -regularity of spline interpolations, adapting classical elliptic regularity theory.
The discretization of (regularized) Riemannian spline curves will again be based on a (now discrete) variational
model. As a motivation consider the situation in Euclidean space, in which the covariant derivative of the velocity field
v = y˙ of a curve y : [0, 1]→ Rd coincides with y¨. Given a uniform sampling yk = y(tk) for tk = kτ , k = 0, . . . ,K,
and time step τ = 1/K, the acceleration y¨(tk) can be approximated by central second order difference quotients,
y¨(tk) ≈ 2y(tk)−y(tk−1)−y(tk+1)τ2 . Introducing the functionW[y, y˜] = ‖y − y˜‖2 we thus obtain∥∥y¨(tk)∥∥2 ≈ 4K4 ∥∥∥∥yk − yk−1 + yk+12
∥∥∥∥2 = 4K4W[yk, y˜k] ,
where y˜k = 12 (yk+1+yk−1) is the midpoint between yk−1 and yk+1 and one easily verifies that y˜k = argminyW[yk−1, y]+
W[y, yk+1]. The simple numerical quadrature
∫ 1
0
f(t) dt ≈ τ ∑K−1k=1 f(tk) now yields a straightforward approxima-
tion of the elastic functional in Euclidean space,
F [y] =
∫ 1
0
‖y¨(t)‖2 dt ≈ 4K3
K−1∑
k=1
W[yk, y˜k] .
Therefore, we define a discrete splines as a (K + 1)-tuples (y0, . . . , yK) ∈ MK+1 that minimize the discrete spline
energy
FK [y0, . . . , yK ] = 4K
3
K−1∑
k=1
W[yk, y˜k] with y˜k = arg min
y
(
W[yk−1, y] +W[y, yk+1]
)
subject to appropriate interpolation and boundary conditions (see Definitions 3.2 & 3.5). On Riemanian manifolds we
considerW[y, y˜] to be (an approximation of) the squared Riemannian distance between y and y˜. Then FK [y0, . . . , yK ]
turns into a functional which variationally describes discrete Riemannian splines, where y˜k = argminyW[yk−1, y] +
W[y, yk+1] is the (approximate) geodesic midpoint of yk−1 and yk+1. As in the continuous case, the discrete spline
energy is regularized by adding a small amount of a discrete path energy. Mimicking the approach and the conditions
of the continuous setting, we prove existence of minimizers of this regularized discrete spline energy (Theorem 3.10).
2
Finally we prove that the (regularized) discrete spline energy is indeed an approximation of the (regularized) contin-
uous spline energy in the sense of Γ-convergence (Theorem 4.7). Here the major effort lies in deriving the consistency
of the discrete spline energy with minimal regularity requirement. Ultimately, as a consequence we also prove that
discrete spline interpolations converge against continuous spline interpolations (Theorem 4.9).
The paper is organized as follows. At first we recall in Section 2 the Riemanian path energy and define a Riemannian
spline energy under suitable assumptions on the Riemannian manifolds, which also admit a class of infinite-dimensional
Hilbert manifolds. Existence of energy minimizers is also investigated. In Section 3 we develop the variational time
discretization for Riemannian splines and prove existence of discrete spline curves. The approach we follow here
and expand towards Riemannian splines is based on the concept and analysis of the discrete Riemannian calculus in
[RW15]. In Section 4 the convergence of discrete splines to continuous splines is justified via Γ-convergence. Finally,
in Section 5 we discuss some applications and show numerical results in the case of embedded finite-dimensional
manifolds, a high-dimensional manifold of discrete shells, and the infinite-dimensional manifold of viscous rods.
2 Geodesics and splines on a Riemannian manifold
In this section we briefly recapitulate the notion of geodesics on (possibly infinite-dimensional) Riemannian manifolds
and introduce a definition of cubic splines on those manifolds as curves minimizing a particular spline energy. We then
analyse the well-posedness of this definition using variational techniques.
To be mathematically precise, we first fix an abstract setting in which we shall work, and review a few differential
geometric concepts needed to state the spline energy. The following definition of an admissible metric coincides with
that in [RW15] except that we additionally require a particular splitting of g into a compact and a quadratic component.
Definition 2.1 (Admissible manifold). LetV be a separable Hilbert space that is compactly embedded in a real Banach
space Y, i.e. the identity mapping id : V → Y is a compact linear operator. Then we callM ≡ V an admissible
(Hilbert) manifold, thus
M = V ↪→ Y .
Definition 2.2 (Admissible metric). A Riemannian metric g :
⋃
y∈M ({y} × TyM× TyM) → R on the admissible
manifoldM shall be called admissible if it can be extended to a function g : Y ×V ×V→ R of the form
gy(v, w) = g
c
y(v, w) +Q(v, w)
for some compact part gc, which depends on the position y, and a quadratic part Q, where the following hypotheses
shall be satisfied for all v ∈ V.
(i) gc is symmetric in the last two arguments and gcy(v, v) ≤ C∗‖v‖2Y for some constant C∗.
(ii) gc is twice differentiable with bounded derivatives as a function gc : Y → Y′ ⊗Y′.
(iii) Q is symmetric positive semi-definite and bilinear onV×V withQ(v, v) ≤ C∗∗‖v‖2V for some constant C∗∗ .
(iv) g is uniformly coercive with respect to theV norm, i.e. c∗‖v‖2V ≤ gy(v, v) for some c∗ > 0.
Here,V′ andY′ denote the dual spaces toV andY, andV′⊗V′ andY′⊗Y′ are equipped with the topology induced
by the injective cross norm.
Remark 2.3 (Weaker differentiability condition). Condition (ii) can be relaxed to only require bounded first derivatives
of gc as a function gc : Y → Y′ ⊗Y′ and bounded second derivatives of gc as a function gc : Y → V′ ⊗V′. All
arguments remain valid in this case without modifications.
Remark 2.4 (Modulus of continuity). As a direct consequence of (ii) there exists a strictly increasing continuous
function β with β(0) = 0 such that
|gcy(v, v)− gcy˜(v, v)| ≤ β(‖y − y˜‖Y)‖v‖2Y for all y, y˜ ∈ Y and all v ∈ V.
Remark 2.5 (Finite-dimensional admissible Riemannian manifolds). As the simplest example, d-dimensional mani-
foldsM parameterized over Rd with a smooth metric g : Rd×Rd×Rd are admissible withY = V = Rd and gc = g
as well as Q = 0.
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Remark 2.6 (Generalized admissible manifolds). Our admissible manifolds have no boundary and necessarily have
the same topology as the underlying Hilbert space H . However, some results can be carried over to manifolds with
different topology or with boundary, essentially by reduction to the case of admissible manifolds via local charts. We
will make corresponding comments when discussing our shape space examples in Section 5.
Given an admissible Riemannian manifold (M, g), let us next introduce the Christoffel operator Γy : TyM×
TyM→ TyM by
2gy(Γy(v, w), z) = (Dygy) (w)(v, z)− (Dygy) (z)(v, w) + (Dygy) (v)(w, z) , (1)
where Dy denotes the derivative with respect to y and thus Dygy = Dygcy under the above assumptions. Symmetry of
the metric g implies symmetry of the Christoffel operator.
Remark 2.7 (Implications of metric decomposition). The decomposition of g into gc and Q will be necessary to
establish weak continuity of the associated Christoffel operator (see Lemma 2.17), which is required for an existence
result of Riemannian splines. For a general gy , which is uniformly bounded and positive definite on V × V for all
y ∈ Y but nonlinear in y, the right-hand side of (1) will in general not be weakly continuous jointly in v and w on
infinite-dimensional spacesV.
The covariant derivative Ddtw of a tangential vector field w : [0, 1] → V along a path y : [0, 1] → M with
w(t) ∈ Ty(t)M now can be defined via
gy(t)
(
D
dtw(t), z
)
= gy(t) (w˙(t), z) + gy(t)(Γy(t)(w(t), y˙(t)), z) for all z ∈ Ty(t)M , (2)
where a dot denotes differentiation with respect to time t. Note that the covariant derivative along curves allows
to define a connection ∇ on the manifold. Indeed, for v ∈ TyM and a tangent vector field w˜ : M → V with
w˜(y˜) ∈ Ty˜M for all y˜ ∈M we define
∇vw˜ = Ddt (w˜ ◦ y)(0) , (3)
where t 7→ y(t) is any path with y(0) = y and y˙(0) = v ∈ TyM.
Now we are in a position to define the central energies and to state the spline interpolation problems.
Definition 2.8 (Path and spline energy). The path energy E and the spline energy F are given as
E [y] =
∫ 1
0
gy(t) (y˙(t), y˙(t)) dt , (4)
F [y] =
∫ 1
0
gy(t)
(
D
dt y˙(t),
D
dt y˙(t)
)
dt , (5)
both defined for curves y : [0, 1]→M. The (regularized) spline energy is defined as Fσ = F + σE for some σ ≥ 0.
Minimizers of the path energy with fixed end points y(0) and y(1) are called geodesics, and they can be shown
to exist for any given y(0), y(1) ∈ M [RW15]. Our interest here is not the interpolation between only two points
y(0), y(1) ∈ M, though. Rather we aim to find curves y : [0, 1] →M minimizing the path or spline energy under a
set of I > 2 interpolation constraints
y(ti) = y¯i , i = 1, . . . , I, (6)
for fixed and pairwise different ti ∈ [0, 1] and y¯i ∈ M, i = 1, . . . , I , with t1 < . . . < tI . In addition we may impose
one of the following boundary conditions,
natural b. c.: Ddt y˙(0) =
D
dt y˙(1) = 0, (7)
Hermite b. c.: y˙(0) = v0, y˙(1) = v1 for given v0 ∈ Ty(0)M, v1 ∈ Ty(1)M , (8)
periodic b. c.: y(0) = y(1), y˙(0) = y˙(1) . (9)
In case of the Hermite boundary condition we in addition assume that t0 = 0 and tI = 1 so that y(0) and y(1) are
also prescribed. In case of the periodic boundary condition, on the other hand, we impose in addition t1 6= 0 or tI 6= 1
since otherwise the interpolation task would be overdetermined.
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Definition 2.9 (Geodesic and spline interpolation). For given data points ti ∈ [0, 1] and y¯i ∈ M, i = 1, . . . , I , a
piecewise geodesic interpolation y is defined as a minimizer of the path energy under the interpolation constraints (6),
y ∈ argmin{E [y˜] | y˜ : [0, 1]→M with y˜ ∈W 1,2((0, 1);V) and (6)} ,
while we define a spline interpolation y as a minimizer of the (regularized) spline energy under (6) and an additional
boundary condition,
y ∈ argmin{Fσ[y˜] | y˜ : [0, 1]→M with y˜ ∈W 2,2((0, 1);V) as well as (6) and one of (7)-(9)} .
Before we analyse the well-posedness of the above definitions, a few remarks are in order.
Remark 2.10 (Euclidean space). In the Euclidean caseM = V = Y = Rm, the metric represents the Euclidean inner
product gy(v, w) = v · w, and the covariant derivative simplifies to Ddt y˙(t) = y¨(t). In that case it is easy to see that
piecewise geodesic equals piecewise linear interpolation and that spline interpolation with σ = 0 is unique (due to the
result by de Boor [dB63]) and coincides with standard cubic spline interpolation.
Remark 2.11 (Well-posedness). The existence of geodesics between two points by [RW15] immediately implies ex-
istence of a piecewise geodesic interpolation. Likewise, spline interpolation with σ = 0 is known to have a unique
solution in linear spacesM [dB63]. However, below we shall see that on nonlinear Riemannian manifoldsM, exis-
tence of a spline interpolation can in general only be guaranteed for σ > 0.
Remark 2.12 (Relation between geodesic and spline). The Euler–Lagrange equation of a geodesic interpolation y reads
0 = ∂yE [y](ϑ) =
∫ 1
0
(Dygy)(ϑ)(y˙, y˙)+2gy(y˙, ϑ˙) dt =
∫ 1
0
(Dygy)(ϑ)(y˙, y˙)−2(Dygy)(y˙)(y˙, ϑ)−2gy(y¨, ϑ) dt (10)
for all smooth tangent vector fields t 7→ ϑ(t) ∈ Ty(t)M with ϑ(ti) = 0, i = 1, . . . , I , where in the last step we
integrated by parts. By the fundamental lemma of the calculus of variations we thus arrive at
gy(y¨, ϑ) = −(Dygy)(y˙)(y˙, ϑ) + 12 (Dygy)(ϑ)(y˙, y˙) = gy(−Γy(y˙, y˙), ϑ)
for all ϑ. Thus, the necessary condition for y to be piecewise geodesic is that the velocity field y˙ is parallel along y,
that is,
D
dt y˙ = 0 .
In physical terms Ddt y˙ is the acceleration along the path. The spline energy therefore penalizes any deviation from
zero acceleration. As a consequence, geodesic and spline interpolation coincide for just two interpolation points
y(0), y(1) ∈M.
Remark 2.13 (Natural boundary conditions). Since a spline interpolation y may initially only be expected to have
Sobolev-regularity W 2,2 in time, the natural boundary condition (7) does not make sense a priori. However, as the
name implies, it is the natural condition on y that arises if we impose no boundary condition at all (which is how we
shall interpret (7) in our analysis). Indeed, let y : [0, 1]→M be a spline interpolation without any boundary condition
and t 7→ ϑ(t) ∈ Ty(t)M be a smooth perturbation of y which is only nonzero near t = 0 and t = 1. The spline energy
can be rewritten as
F [y] =
∫ 1
0
gy(y¨, y¨) + 2gy(y¨,Γy(y˙, y˙)) + gy(Γy(y˙, y˙),Γy(y˙, y˙)) dt . (11)
Hence, the Euler–Lagrange equation for a regularized spline curve takes the form
0 = ∂yFσ[y](ϑ) = σ∂yE [y](ϑ) +
∫ 1
0
2gy(ϑ¨, y¨ + Γy(y˙, y˙)) + 2gy(y¨, 2Γy(ϑ˙, y˙) + (DyΓy)(ϑ)(y˙, y˙))
+ (Dygy)(ϑ)(y¨, y¨ + 2Γy(y˙, y˙))
+ 2gy(Γy(y˙, y˙), 2Γy(ϑ˙, y˙) + (DyΓy)(ϑ)(y˙, y˙))
+ (Dygy)(ϑ)(Γy(y˙, y˙),Γy(y˙, y˙)) dt
= σ∂yE [y](ϑ) +
∫ 1
0
2gy(ϑ¨, y¨ + Γy(y˙, y˙)) + h(y, y˙, y¨, ϑ, ϑ˙) dt (12)
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for some function h : Y ×V ×V ×Y ×V → R and for all test functions ϑ. Above, (DyΓy) denotes the variation
with respect to the (implicit) argument y, and we used that Γy is bilinear in its arguments. Applying integration by
parts we obtain
0 = σ∂yE [y](ϑ) +
∫ 1
0
h(y, y˙, y¨, ϑ, ϑ˙)− 2gy(ϑ˙,
...
y + (DyΓy)(y˙)(y˙, y˙) + 2Γy(y¨, y˙))− 2(Dygy)(y˙)(ϑ˙, Ddt y˙) dt
+
[
2gy(t)(ϑ˙(t),
D
dt y˙(t))
]t=1
t=0
,
where we used the relation ddt
D
dt y˙ =
...
y + (DyΓy)(y˙)(y˙, y˙) + 2Γy(y¨, y˙) which is obtained from differentiating the
definition of Ddt y˙. Since ϑ is arbitrary and in particular ϑ˙(0), ϑ˙(1) may take any value in Ty(0)M and Ty(1)M,
respectively, we must have Ddt y˙ = 0 at t = 0 and t = 1.
Remark 2.14 (Periodic boundary conditions). Imposing periodic boundary conditions is equivalent to defining the
curve y and its (regularized) spline energy Fσ over S1 instead of the interval (0, 1), in which case time differentiation
y˙ just has to be reinterpreted as differentiation with respect to the angle variable, scaled by 2pi. Indeed, under the
identification of (0, 1) with S1 via the mapping t 7→ (cos(2pit), sin(2pit)), the set {y ∈ W 2,2((0, 1);V) | y(0) =
y(1), y˙(0) = y˙(1)} coincides with the function space W 2,2(S1;V) so that the domain of the regularized spline energy
on (0, 1) with periodic boundary conditions and the domain of the regularized spline energy on S1 coincide.
We next show that spline interpolations with σ = 0 do not exist in general, but that spline interpolation with positive
σ is indeed well-posed.
Lemma 2.15 (Nonexistence of Riemannian splines). Let M be any manifold with a closed geodesic curve C and
a point y¯1 ∈ C such that any locally geodesic curve connecting y¯1 with itself lies inside C. Then, minimizers of
F0[y] = F [y] under the interpolation contraints (6) do not exist in general.
Proof. It suffices to provide a counterexample. Initially, consider M to be a cylinder in R3 of infinite length and
perimeter 1. (Note that this manifold actually is not admissible in the sense of Definition 2.1, but the spline energy
is nevertheless defined on curves y : [0, 1] → M, and the example of a cylinder only serves to illustrate the general
argument. Furthermore, Remark 2.16 will give an example of a manifold admissible in the sense of Definition 2.1 and
satisfying the conditions of this lemma.) Let t1 = 0, t2 = r ∈ (0, 1) \ Q, t3 = 1, and choose an arbitrary point
y¯1 = y¯3 ∈M. Let y¯2 ∈M be the point opposite y¯1.
Now we have infy F [y] = 0. Indeed, let us arclength-parameterize the circle through y¯1, y¯2, y¯3 by a 1-periodic
function ξ : R → M with ξ(0) = y¯1 and consider the Euclidean cubic spline x : [0, 1] → R with x(t1) = x1 = 0,
x(t2) = x2 = m+
1
2 , and x(t3) = x3 = n for some m,n ∈ N. Obviously, y = ξ ◦ x is a curve onM satisfying (6),
and its spline energy equals
F [y] =
∫ 1
0
|x¨(t)|2 dt = 3((x2 − x1)(t3 − t1)− (x3 − x1)(t2 − t1))
2
(t3 − t2)2(t3 − t1)(t2 − t1)2 =
3(m+ 12 − rn)2
(1− r)2r2 ,
where we used that the energy of a Euclidean cubic spline can be explicitly computed. By Dirichlet’s approximation
theorem there exist m,n ∈ Z that make the above arbitrarily small.
However, there is no curve y with F [y] = 0. Indeed, such a curve would satisfy Ddt y˙ = 0, which on the cylinder
results in a regular helix with constant speed. Since y(0) = y(1), the helix is degenerate and winds round the circle
at constant speed so that necessarily y(t) = ξ(mt) for some m ∈ Z. However, the preimage of y¯2 under y does not
contain r so that (6) is violated, r /∈ y−1(y¯2) = { 12m , 32m , . . . , 2m−12m }.
This construction can easily be transferred onto a general manifold with a closed geodesic, where the circle is
replaced by the closed geodesic and the interpolation conditions are chosen correspondingly. Indeed, the infimum of
the spline energy on an analogous sequence of curves, now mapping onto the closed geodesic, vanishes. Hence, any
minimizer, if it exists, must be a (local) geodesic characterized by Ddt y˙ = 0 and fulfilling the interpolation conditions.
The above argument shows that this is impossible.
Remark 2.16 (Examples of admissible manifolds with the property from Lemma 2.15). The above-used class of man-
ifolds with closed geodesics also contains manifolds which are infinitely smooth and globally homeomorphic to Eu-
clidean space, and whose distance metric is equivalent to the Euclidean metric in the sense that one can be bounded by
the other up to a constant factor. Indeed, we can cut a cylinder segment out of an infinite cylinder and close one end
smoothly with something like a spherical cap, while the other one is smoothly blended into the plane R2.
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Before, we prove existence of minimizers in the case σ > 0, let us establish a weak continuity result for the
Christoffel operator, which will imply weak lower semi-continuity of the (regularized) spline energy.
Lemma 2.17 (Weak continuity of the Christoffel operator). On an admissible Riemannian manifold (M, g) the
Christoffel operator is weakly continuous in the sense
Γyk(vk, wk)→ Γy(v, w) inV as k →∞
for yk → y strongly inY and (vk, wk) ⇀ (v, w) weakly inV ×V. In more detail,
‖Γyk(vk, wk)− Γy(v, w)‖V
≤ C (‖wk‖Y‖vk − v‖Y + ‖wk − w‖Y‖v‖Y + ‖yk − y‖Y‖w‖V‖v‖V + ‖yk − y‖Y‖Γyk(vk, wk)‖Y) (13)
for some constant C > 0 only depending on c∗ and the derivative bounds on gc from Definition 2.2.
Proof. For z ∈ V let us define
lk(z) =
(
Dyg
c
yk
)
(wk)(vk, z)−
(
Dyg
c
yk
)
(z)(vk, wk) +
(
Dyg
c
yk
)
(vk)(wk, z)
l(z) =
(
Dyg
c
y
)
(w)(v, z)− (Dygcy) (z)(v, w) + (Dygcy) (v)(w, z)
and note that
‖lk − l‖V′ ≤ ‖Dygc‖ (‖wk‖Y‖vk − v‖Y + ‖wk − w‖Y‖v‖Y) + ‖D2ygc‖‖yk − y‖Y‖w‖V‖v‖V ,
where ‖Dygc‖ and ‖D2ygc‖ shall denote the bounds from Definition 2.2(ii) on the first and second derivative of gc.
Indeed, we have∣∣(Dygcyk) (wk)(vk, z)− (Dygcy) (w)(v, z)∣∣
≤ ∣∣(Dygcyk) (wk)(vk − v, z)∣∣+ ∣∣(Dygcyk) (wk − w)(v, z)∣∣+ ∣∣(Dygcyk −Dygcy) (w)(v, z)∣∣
≤ ‖Dygc‖‖wk‖Y‖vk − v‖Y‖z‖Y + ‖Dygc‖‖wk − w‖Y‖v‖Y‖z‖Y + ‖D2ygc‖‖yk − y‖Y‖w‖Y‖v‖V‖z‖V ,
and analogous estimates are readily derived for the other terms in lk, which results in the desired bound for ‖lk− l‖V′ .
By definition of the Christoffel operator and Definition 2.2 we have 2gyk(rk, z) = lk(z) and 2gy(r, z) = l(z) for
rk = Γyk(vk, wk) and r = Γy(v, w) so that with Definition 2.2(iv) we obtain
‖rk − r‖2V ≤
1
c∗
gy(rk − r, rk − r)
=
1
c∗
(gyk(rk, rk − r)− gy(r, rk − r) + (gy − gyk) (rk, rk − r))
≤ 1
c∗
(
1
2 (lk − l)(rk − r) + ‖Dygc‖‖yk − y‖Y‖rk‖Y‖rk − r‖Y
)
,
which implies ‖rk − r‖V ≤ 1c∗ ( 12‖lk − l‖V′ + ‖Dygc‖‖yk − y‖Y‖rk‖V). Inserting the previous bound on ‖lk − l‖V′
yields (13). If we can show uniform boundedness of ‖rk‖Y, then the desired convergence rk → r follows from
(13) and the strong convergence (vk, wk) → (v, w) in Y × Y due to the compactness of the embedding V ↪→ Y.
However, inequality (13) together with the inverse triangle inequality implies ‖rk‖V−‖r‖V ≤ (1+‖rk‖Y)o(1) ≤ (1+
‖rk‖V)o(1), where o(1) indicates a term converging to zero. Consequently we must have lim supk→∞ ‖rk‖V ≤ ‖r‖V
and thus lim supk→∞ ‖rk − r‖V = 0 , as required.
Lemma 2.18 (Continuity properties of spline energy). For (M, g) admissible, the regularized spline energy Fσ is
lower semi-continuous under weak and continuous under strong convergence in W 2,2((0, 1);V).
Proof. First recall that Sobolev space W 2,2 ≡ W 2,2((0, 1);V) embeds continuously into C1, 12 ([0, 1];V) and com-
pactly intoC1,α([0, 1];Y) for any α ∈ (0, 12 ) by the Arzela`–Ascoli Theorem. Furthermore, we notice that the Christof-
fel operator is bilinear and bounded, ‖Γy(v, w)‖V ≤ 32 ‖Dyg
c‖
c∗ ‖v‖Y‖w‖Y, where ‖Dygc‖ is the bound from Defini-
tion 2.2(ii) on the first derivative of gc (just insert z = Γy(v, w) in (1)) so that ‖Γy(y˙, y˙)‖V ≤ 32 ‖Dyg
c‖
c∗ ‖y˙‖2Y.
7
Next consider a weakly converging sequence yk ⇀ y in W 2,2. By the above remarks we may assume in addition
that yk → y strongly in C1,α([0, 1];Y). We now show lim infk→∞ F [yk] + σE [yk] ≥ F [y] + σE [y]. Indeed, the
lower semi-continuity of E is shown in [RW15, Thm. 4.1]. The lower semi-continuity of F can be seen as follows.
Abbreviating Γk = Γyk(y˙k, y˙k) as well as Γ = Γy(y˙, y˙), estimate (13) turns into
‖Γk − Γ‖V ≤ C
(‖y˙k‖Y‖y˙k − y˙‖Y + ‖y˙k − y˙‖Y‖y˙‖Y + ‖yk − y‖Y‖y˙‖2V + ‖yk − y‖Y‖Γk‖Y) .
The uniform convergence yk → y and y˙k → y˙ inY as well as the boundedness of y˙ inV due to y ∈ C1, 12 ([0, 1];V) and
the uniform boundedness of ‖Γk‖Y ≤ 32 ‖Dyg
c‖
c∗ ‖y˙k‖2Y now imply the strong convergence Γk → Γ in L∞((0, 1);V).
Now we consider the splitting
F [yk] =
∫ 1
0
gyk(y¨k + Γk, y¨k + Γk) dt =
∫ 1
0
gy(y¨k + Γk, y¨k + Γk) dt+
∫ 1
0
(gyk − gy)(y¨k + Γk, y¨k + Γk) dt .
The weak convergence of y¨k + Γk to y¨ + Γ in L2 ≡ L2((0, 1);V) and the fact that gy is a positive definite quadratic
form onV implies the lower semi-continuity of the first integral on the right-hand side via Mazur’s lemma. The second
integral vanishes in the limit due to the strong convergence yk → y in C0([0, 1];Y) and the boundedness of y¨k + Γk
in L2. From this the requested lower semi-continuity lim infk→∞ F [yk] ≥ F [y] follows.
If instead yk → y strongly in W 2,2, then the continuity of E along this sequence follows immediately from the
strong convergence inC1,
1
2 ([0, 1];V). Furthermore, following the same argument as above we obtain y¨k+Γk → y¨+Γ
strongly in L2. Thus
|F [yk]−F [y]| =
∣∣∣∣∫ 1
0
gyk((y¨k + Γk) + (y¨ + Γ), (y¨k + Γk)− (y¨ + Γ)) dt
∣∣∣∣
≤ (CC∗ + C∗∗)‖(y¨k + Γk) + (y¨ + Γ)‖L2‖(y¨k + Γk)− (y¨ + Γ)‖L2 → 0 as k →∞ ,
where we used the bound on the metric g from Definition 2.2 and C is the embedding constant ofV ↪→ Y.
Now we are in the position to prove existence and regularity of spline interpolations.
Theorem 2.19 (Existence of spline interpolations). For σ > 0 and (M, g) admissible there exists a spline interpolation
y of (6) under natural, Hermite, or periodic boundary conditions in the Sobolev space W 2,2((0, 1);V). Furthermore,
y is in C2,
1
2 ([δ, 1− δ];V) for every δ ∈ (0, 12 ).
Proof. Let us first collect properties of the involved function spaces. As a Hilbert space, V is reflexive. The same
therefore holds true for W 2,2 ≡ W 2,2((0, 1);V). Furthermore, W 2,2 embeds continuously into Lp ≡ Lp((0, 1);V)
and W 1,p ≡ W 1,p((0, 1);V) for any p ∈ [1,∞). Likewise, W 2,2 ↪→ C1, 12 ([0, 1];V) continuously, which proves
differentiability of the interpolation, if it exists. In addition, this embedding shows that pointwise evaluation of y ∈
W 2,2 and its derivative at any t ∈ [0, 1] is a bounded linear functional on W 2,2.
Next we show that the regularized spline energy Fσ with condition (6) is coercive in W 2,2. Indeed, let F [y] +
σE [y] < M for some M ∈ R, then ‖y˙‖2L2 ≤ E[y]c∗ ≤ Mσc∗ , and by (6) and Poincare´’s inequality it follows that‖y‖2W 1,2 ≤ C(M). Furthermore, using the reverse triangle inequality and Young’s inequality we have (abbreviating
Γ = Γy(y˙, y˙))
M
c∗ ≥ 1c∗F [y] ≥
∫ 1
0
‖ Ddt y˙‖2V dt ≥
∫ 1
0
‖y¨‖2V − 2‖y¨‖V‖Γ‖V + ‖Γ‖2V dt
≥
∫ 1
0
1
2‖y¨‖2V − ‖Γ‖2V dt ≥ 12‖y¨‖2L2 −
(
3
2
‖Dygc‖
c∗
)2
‖y˙‖4L4 ,
where in the last inequality we used the estimate ‖Γy(y˙, y˙)‖V ≤ 32 ‖Dyg
c‖
c∗ ‖y˙‖2Y from the previous proof. From this
we deduce that ‖y¨‖L2 is bounded by a constant depending solely on M . This can be shown via an argument by
contradiction. If ‖y¨‖L2 cannot be bounded in terms of M , there must be a positive constant K(M) and a sequence
(yk)k=1,... with ‖yk‖2W 1,2 ≤ C(M), but ‖y˙k‖4L4 ≥ K(M)‖y¨k‖2L2 → ∞. Let fk : (0, 1) → [0,∞) be the decreasing
rearrangement of ‖y˙k‖V, then by the properties of the decreasing rearrangement (in particular the Szego¨ inequality)
‖fk‖4L4 = ‖y˙k‖4L4 →∞, ‖f˙k‖2L2 ≤ ‖y¨k‖2L2 , ‖fk‖2L2 ≤ ‖yk‖2W 1,2 ≤ C(M) .
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Due to ‖fk‖4L4 ≤ ‖fk‖2L2‖fk‖2L∞ we see that Mk := fk(0) = ‖fk‖L∞ → ∞. Now |fk(t)|2t ≤ ‖fk‖2L2 ≤ C(M)
implies fk(t) ≤ min(Mk,
√
C(M)/
√
t). Next we estimate ‖f˙k‖2L2 from below. Let gk be the unique affine function
with gk(0) = Mk that touches the function
√
C(M)/
√
t in some t = tk > 0. It is straightforward to check tk =
9
4M
−2
k C(M) as well as g
′
k = − 4M
3
k
27C(M) and ‖g˙k‖2L2((0,tk)) = 4M
4
k
81C(M) . Then we obtain by Jensen’s inequality
‖g˙k‖2L2((0,tk)) ≤
|fk(tk)− fk(0)|2
tk
=
1
tk
(∫ tk
0
f˙k(s) ds
)2
≤
∫ tk
0
|f˙k(s)|2 ds .
Thus, 4M
4
k
81C(M) is a lower bound for ‖f˙k‖2L2 and we achieve the following chain of inequalities
4M4kK(M)
81C(M)
≤ K(M)‖f˙k‖2L2 ≤ K(M)‖y¨k‖2L2 ≤ ‖y˙k‖4L4 = ‖fk‖4L4 ≤ ‖fk‖2L2‖fk‖2L∞ ≤ C(M)M2k
which leads to a contradiction for large k. Hence, ‖y¨k‖L2 is bounded by a constant depending solely on M , which
implies the coercivity of the energy F + σE .
As a consequence of the coercivity, a minimizing sequence (yk)k=1,... is uniformly bounded in W 2,2, and by
the reflexivity of the space W 2,2 we obtain a weakly converging subsequence, again denoted by (yk)k=1,..., which
converges to some y in W 2,2. Finally, the weak lower semi-continuity of Fσ by Lemma 2.18 implies
Fσ[y] ≤ lim inf
k→∞
Fσ[yk] .
Furthermore, the weak limit y satisfies (6) and the boundary conditions since they are continuous with respect to weak
convergence in W 2,2((0, 1);V). Thus, y is the sought spline interpolation.
Next we consider the regularity of the minimizer y. To prove higher regularity we apply Friedrichs’ regularity
theory to the Euler–Lagrange equation (12). Note that ϑ = ∂+ (η
4∂− y) is an admissible test function for any smooth
scalar function η with compact support on (0, 1) for sufficiently small . Here, ∂± denotes the forward/backward
difference operator defined by ∂± φ(t) = ± 1 (φ(t ± ) − φ(t)). Using ϑ˙ = ∂+ (η4∂− y˙ + 4η˙η3∂− y) and ϑ¨ =
∂+ (η
4∂− y¨ + 8η˙η
3∂− y˙ + 4(η¨η + 3η˙
2)η2∂− y) and applying a discrete integration by parts formula∫ 1
0
(∂+ β)γ dt =
1

∫ 1
0
β(t+ )γ(t)− β(t)γ(t) dt = 1

∫ 1
0
β(t)γ(t− )− β(t)γ(t) dt = −
∫ 1
0
β(∂− γ) dt ,
which holds for compactly supported β and  sufficiently small, and the product rule for difference quotions ∂± (βγ) =
β(∂± γ) + (∂
±
 β)γ(· ± ), one obtains∫ 1
0
gy(ϑ¨, y¨+Γy(y˙, y˙)) dt=−
∫ 1
0
η4
[
gy(·−)(∂− y¨, ∂
−
 (y¨ + Γy(y˙, y˙))) + (∂
−
 gy)(∂
−
 y¨, (y¨ + Γy(y˙, y˙)))
]
(14)
+ (8η˙η)η2
[
gy(·−)(∂− y˙, ∂
−
 (y¨ + Γy(y˙, y˙))) + (∂
−
 gy)(∂
−
 y˙, (y¨ + Γy(y˙, y˙)))
]
+ (4η¨η+12η˙2)η2
[
gy(·−)(∂− y, ∂
−
 (y¨+Γy(y˙, y˙)))+(∂
−
 gy)(∂
−
 y, (y¨+Γy(y˙, y˙)))
]
dt .
Likewise, we obtain for the last term in (12) the decomposition∫ 1
0
h(y, y˙, y¨, ϑ, ϑ˙) dt =
∫ 1
0
2gy(y¨, 2Γy(∂
+
 (η
4∂− y˙+4η
3η˙∂− y), y˙) + (DyΓy)(∂
+
 (η
4∂− y))(y˙, y˙))
+(Dygy)(∂
+
 (η
4∂− y))(y¨, y¨+2Γy(y˙, y˙))+2gy(Γy(y˙, y˙), 2Γy(∂
+
 (η
4∂− y˙+4η
3η˙∂− y˙), y˙)
+ (DyΓy)(∂
+
 (η
4∂− y))(y˙, y˙))+(Dygy)(∂
+
 (η
4∂− y))(Γy(y˙, y˙),Γy(y˙, y˙)) dt .
Now, we estimate the different terms separately using the product rule for difference quotions, the regularity estimate
‖y˙‖
C1,
1
2 ([0,1];V)
≤ Cˆ, and the observation that Γy is a bilinear form on V ×V which is uniformly bounded and con-
tinuously differentiable with respect to y ∈ V. In addition for the fourth term we perform another discrete integration
9
by parts. Altogether, we obtain∫ 1
0
2gy(y¨, 2Γy(∂
+
 (η
4∂− y˙), y˙)) dt ≤ C (‖η(·+ )∂− y˙‖L2 + ‖η2∂+ ∂− y˙‖L2)‖y¨‖L2 ,∫ 1
0
8gy(y¨, 2Γy(∂
+
 (η
3η˙∂− y), y˙)) dt ≤ C (‖η(·+ )∂− y‖L2 + ‖η2∂+ ∂− y‖L2)‖y¨‖L2 ,∫ 1
0
2gy(y¨, (DyΓy)(∂
+
 (η
4∂− y))(y˙, y˙)) dt ≤ C(‖η(·+ )∂− y‖L2 + ‖η2∂+ ∂− y‖L2)‖y¨‖L2 ,∫ 1
0
(Dygy)(∂
+
 (η
4∂− y))(y¨, y¨) dt = −
∫ 1
0
∂− (Dygy)(η
4∂− y)(y¨, y¨) + (Dygy(·−))(η
2∂− y)(η
2∂− y¨, y¨)
+ (Dygy(·−))(η2∂− y)(η
2∂− y¨, y¨(· − )) dt
≤ C‖η∂− y‖L∞‖y¨‖2L2 + C‖η∂− y‖L∞‖η2∂− y¨‖L2‖y¨‖L2 ,∫ 1
0
2(Dygy)(∂
+
 (η
4∂− y))(y¨,Γy(y˙, y˙)) dt ≤ C(‖η(·+ )∂− y‖L2 + ‖η2∂+ ∂− y‖L2)‖y¨‖L2 ,∫ 1
0
4gy(Γy(y˙, y˙),Γy(∂
+
 (η
4∂− y˙), y˙)) dt ≤ C(‖η(·+ )∂− y˙‖L2 + ‖∂+ (η2∂− y˙)‖L2) ,∫ 1
0
16gy(Γy(y˙, y˙),Γy(∂
+
 (η
3η˙∂− y˙), y˙)) dt ≤ C(‖η(·+ )∂− y˙‖L2 + ‖∂+ (η2∂− y˙)‖L2) ,∫ 1
0
2gy(Γy(y˙, y˙), (DyΓy)(∂
+
 (η
4∂− y))(y˙, y˙)) dt ≤ C(‖η(·+ )∂− y‖L2 + ‖η2∂+ ∂− y‖L2) ,∫ 1
0
(Dygy)(∂
+
 (η
4∂− y))(Γy(y˙, y˙),Γy(y˙, y˙)) dt ≤ C(‖η(·+ )∂− y‖L2 + ‖η2∂+ ∂− y‖L2)
for a generic constant C depending on η, g, and Cˆ. Next, we apply Jensen’s inequality and Fubini’s theorem and obtain
‖β∂± γ‖2L2 =
∫ 1
0
β2(t)
∥∥∥∥1
∫ t+
t
γ˙ ds
∥∥∥∥2
V
dt ≤ ‖β‖2L∞
∫ 1−
0
1

∫ t+
t
‖γ˙‖2V dsdt ≤ ‖β‖2L∞‖γ˙‖2L2
for any compactly supported β, weakly differentiable γ, and small enough . We use this to estimate
‖η(·+ )∂− y‖L2 + ‖η∂− y‖L2 ≤ C‖y˙‖L2 , ‖η(·+ )∂− y˙‖L2 ≤ C‖y¨‖L2 , ‖η2∂+ ∂− y‖L2 ≤ C‖y¨‖L2 .
To estimate the term ‖∂+ (η2∂− y˙)‖L2 we apply the product rule and proceed as follows,
‖∂+ (η2∂− y˙)‖L2 ≤ ‖ ddt (η2∂− y˙)‖L2 ≤ ‖2ηη˙∂− y˙‖L2 + ‖η2∂− y¨‖L2 ≤ ‖η2∂− y¨‖L2 + C‖y¨‖L2 .
Thus, we are leads to ∫ 1
0
h(y, y˙, y¨, ϑ, ϑ˙) dt ≤ C (‖η2∂− y¨‖L2 + ‖y¨‖L2 + 1) · (‖y¨‖L2 + 1) .
Furthermore, the first term of (12), representing the variation (10) of the path energy, can be estimated as follows,
∂yE [y](ϑ) ≤ C
(‖y¨‖L2 + ‖y˙‖2L∞) ‖ϑ‖L2 ≤ C (‖y¨‖2L2 + 1) .
Now, using the same arguments we estimate (14) from below and obtain
−
∫ 1
0
gy(ϑ¨, y¨ + Γ(y˙, y˙)) dt ≥ c∗‖η2∂− y¨‖2L2 − C (‖y¨‖L2 + 1) ·
(‖η2∂− y¨‖L2 + ‖y¨‖L2 + 1) .
In summary, using the boundedness of ‖y¨‖L2 , (12) led to
c∗‖η2∂− y¨‖2L2 ≤ C(‖η2∂− y¨‖L2 + 1)
for a sufficiently large C > 0, from which we obtain the uniform boundedness of ‖η2∂− y¨‖L2 independent of  via
Young’s inequality. Hence, for  → 0 there exists a weakly converging subsequence of ∂− y¨ in L2((δ, 1 − δ);V)
for any fixed δ > 0, whose limit is the weak derivative
...
y ∈ L2((δ, 1 − δ);V). Using the continuous embedding
W 3,2((δ, 1− δ);V) in C2, 12 ([δ, 1− δ];V) finishes the proof.
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3 Time-discrete geodesics and splines
As sketched in the introduction the time discretization is based on a functional W which is expected to approximate
the squared Riemannian distance. In this section we will investigate the well-posedness of discrete splines. To this end,
let us at first state the assumptions on the functionalW .
Definition 3.1 (AdmissibleW). We say thatW : V ×V→ [0,∞] is admissible if
W[y, y˜] =Wc[y, y˜] +Q(y − y˜, y − y˜)
for the quadratic formQ from Definition 2.2 and someWc : V×V→ [0,∞] such that the following conditions hold.
(i) There exist ε, C > 0 such that |W[y, y˜]− dist2(y, y˜)| ≤ Cdist3(y, y˜) for all y, y˜ ∈M with dist(y, y˜) ≤ ε.
(ii) Wc is four times continuously differentiable onV ×V.
(iii) Wc is continuous under weak convergence inV ×V.
(iv) W is coercive in the senseW[y, y˜] ≥ γ(‖y− y˜‖V) for a strictly increasing, continuous function γ with γ(0) = 0
and limd→∞ γ(d) =∞.
Using the approximation W to the squared Riemannian distance, we can define discrete analogs of E and F (cf.
the motivation in the introduction).
Definition 3.2 (Discrete path and spline energy). The discrete path energy EK (cf. [RW15, Def. 2.1]) and the discrete
spline energy FK are given as
EK [y0, . . . , yK ] = K
K∑
k=1
W[yk−1, yk] , (15)
FK [y0, . . . , yK ] = 4K
3
K̂∑
k=1
W[yk, y˜k] , (16)
with y˜k ∈ argmin
y∈M
(
W[yk−1, y] +W[y, yk+1]
)
= argmin
y∈M
E2[yk−1, y, yk+1] , (17)
both defined for discrete paths (y0, . . . , yK) ∈ MK+1. Above, K̂ denotes the number of constraints (17). For
natural and Hermite boundary conditions we will use K̂ = K − 1, while for periodic boundary conditions we identify
yK+1 ≡ y1 and have K̂ = K. The discrete regularized spline energy is defined as
Fσ,K [y0, . . . , yK ] = F
K [y0, . . . , yK ] + σE
K [y0, . . . , yK ] (18)
for some σ ≥ 0.
Remark 3.3 (Geodesic midpoint). The points y˜k are intended to approximate the geodesic midpoint between yk−1 and
yk+1 so that FK essentially penalizes the deviation of (y0, . . . , yK) from a (discretized) geodesic. On some simple
manifolds the geodesic midpoint might be calculated explicitly; in that case one may take y˜k as the true geodesic
midpoint.
Remark 3.4 (Motivation based on the discrete covariant derivative). Here we show how to interpret the discrete spline
energy as a discretization of the time-continuous one. Let us assume that (y(t))t∈[0,1] is a three times continuously
differentiable curve inM. In [RW15, Thm. 5.13] is was shown that the covariant derivative Ddt y˙ (along the curve y)
can be approximated based on a concept of discrete parallel transport. In fact, for p ∈ M and ξ ∈ TpM a discrete
covariant derivative∇ξ(η0, η1) was defined in [RW15, Def. 2.6] for η0 ∈ TpM and η1 ∈ Tp+ξM as an approximation
of the continuous covariant derivative ∇ξη at p ∈ M for a vector field η interpolating η0 and η1. Here we use the
implicit notation (∇ξη)(p) = Ddtη(0), where the covariant derivative is along an arbitrary curve γ : [−, ]→M with
γ(0) = p and γ˙(0) = ξ(p). In particular, [RW15, Thm. 5.13] establishes the consistency
D
dt y˙(tk−1) =
1
τ2
∇τvk(τ v˜k, τ v˜k+1) +O(τ) , (19)
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where v˜k = y˙(kτ) is the curve velocity and vk =
yk−yk−1
τ its discrete approximation. If we replace v˜k by vk, this
approximation result still holds following the arguments in the proof of [RW15, Thm. 5.11 & 5.13] and the interpolation
error estimate y˙(kτ) = yk−yk−1τ + O(τ
2). Furthermore, using the definition [RW15, Def. 2.9] of the discrete parallel
transport it turns out that the discrete connection can be expressed as
∇τvk(τvk, τvk+1) = ŷk − yk ,
where (yk, y˜k, ŷk) is a three point discrete geodesic with y˜k (as introduced in (17)) the midpoint of the three point
discrete geodesic (yk−1, y˜k, yk+1). Moreover, for uniformly bounded ‖ Ddt y˙‖V we deduce from (19) that ŷk − yk =
O(τ2) and thus y˜k − yk = O(τ2). Then the discrete equidistribution result for points along discrete geodesics and in
particular [RW15, Lemma 5.8] implies ŷk = yk + 2(y˜k−yk) +O(‖y˜k−yk‖3/2V ) = yk + 2(y˜k−yk) +O(τ3) and thus
∇τvk(τvk, τvk+1) = 2(y˜k − yk) +O(τ3) and Ddt y˙(tk−1) =
2
τ2
(y˜k − yk) +O(τ) .
Next, the metric gy can be approximated using the energy functional W as gy(v, v) = W[y, y + v] + O(‖v‖3V) for
small enough v. Using a standard rectangle quadrature rule we thus obtain
F [y] =
∫ 1
0
gy(t)(
D
dt y˙(t),
D
dt y˙(t)) dt = τ
K−1∑
k=1
gy(tk−1)
(
D
dt y˙(tk−1),
D
dt y˙(tk−1)
)
+O(τ)
=
4
τ3
K−1∑
k=1
gy(tk−1) (y˜k − yk, y˜k − yk) +O(τ) =
4
τ3
K−1∑
k=1
W[yk, y˜k] +O(τ) = FK [y0, . . . , yK ] +O(τ) .
This establishes the consistency between the discrete and continuous spline energy for a regularly sampled smooth
curve on the manifoldM.
For simplicity we shall assume that the fixed interpolation times ti are multiples of τ = 1K so that the interpolation
constraint turns into
yKti = y¯i , i = 1, . . . , I . (20)
In other words, we shall only allow such K that Kti is an integer for i = 1, . . . , I (alternatively, one could consider
discrete curves with non-equidistant spacing in time; all definitions and results could easily be modified to allow for
that case). The counterparts of the boundary conditions, of which one has to be imposed in addition, are as follows,
natural b. c., no additional condition (21)
Hermite b. c., K(y1 − y0) = v0, K(yK − yK−1) = v1 for given v0, v1 ∈ V , (22)
periodic b. c., y0 = yK . (23)
The terms K(y1 − y0) and K(yK − yK−1) in the Hermite boundary condition play the role of y˙(0) and y˙(1), respec-
tively, in the continuous case.
Now, we are in the position to define a discrete spline interpolation.
Definition 3.5 (Discrete geodesic and spline interpolation). For given data points ti ∈ [0, 1] and y¯i ∈M, i = 1, . . . , I ,
with Kti ∈ N0 for some K ∈ N a discrete piecewise geodesic interpolation yK = (y0, . . . , yK) is defined as a
minimizer of the discrete path energy under the interpolation constraints (20) and t1 = 0, tI = 1,
yK ∈ argmin{EK [y˜K ] | y˜K ∈MK+1 with (20)} ,
while we define a discrete spline interpolation yK as a minimizer of the discrete (regularized) spline energy under (20)
and one of the above boundary conditions,
yK ∈ argmin{Fσ,K | y˜K ∈MK+1 with (20) and one of (21)-(23)} .
Remark 3.6 (Well-posedness of FK). Note that for infinite-dimensional M we face a similar problem in the time
discrete case as in the time continuous case. Indeed, without the structural assumption on the functional W one
cannot expect the discrete regularized spline energy to possess minimizers in general. In fact, if one considers a
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minimizing sequence
(
(yj0, . . . , y
j
K)
)
j=1,...
inMK+1, the coercivity ofW only leads to weak convergence in VK+1
for a subsequence. However, weak convergence of yjk−1 and y
j
k+1 as j → ∞ does not necessarily imply weak
convergence of their geodesic midpoint for general functionals W obeying only the hypothesis of [RW15, H2, H4].
Thus, W[yjk, y˜jk] may not be lower semi-continous as j → ∞, preventing the existence of a minimizer. Indeed,
4K4W[yjk, y˜jk] is the discrete counterpart of gy( Ddt y˙, Ddt y˙), and thus the lack of weak continuity of the former in the
time discrete context is linked to the lack of weak continuity of the latter in the time continuous context.
Remark 3.7 (Uniqueness of geodesic midpoint). Uniqueness of y˜k (at least for dK = maxk∈{1,...,K} ‖yk − yk−1‖V
small enough) would require additional properties ofW such as local convexity or smoothness as in [RW15, Thm. 4.6].
Before we state an existence result in analogy to Theorem 2.19 we prove the following technical lemma, which
will enable us to show that along a minimizing sequence for the discrete regularized spline energy the constraint (17)
stays fulfilled in the limit. Note that this lemma in essence plays the same role as Lemma 2.17 in the continuous case.
Just like there, it is crucial that the highest order part ofW is a spatially constant quadratic form Q.
Lemma 3.8 (Interpolation energy convergence). LetW be admissible and assume that two sequences (yj+)j=1,... and
(yj−)j=1,... converge weakly in V to some y+ and y−, respectively. Then the energies E
j
±[y] = E
2[yj−, y, y
j
+] − ∆j
Γ-converge with respect to the weak topology inV to E±[y] = E2[y−, y, y+]−∆ with
∆j = Q(yj± − yj−, yj± − yj−) +Q(yj± − yj+, yj± − yj+) for yj± =
yj++y
j
−
2 ,
∆ = Q(y± − y−, y± − y−) +Q(y± − y+, y± − y+) for y± = y++y−2 .
Proof. First we investigate the lim inf property. To this end let (yj)j=1,... be a weakly converging sequence inV with
weak limit y. We reformulate the quadratic terms in the energies. We observe that
Q(y − y−, y − y−) +Q(y − y+, y − y+) = 2Q(y − y±, y − y±) + ∆ ,
where y± is the minimizer of the left-hand side. Note that the right-hand side is just the Taylor expansion of the left-
hand side at the minimizer. An analogous decomposition is obtained replacing all y−, y+, y±, and ∆ by y
j
−, y
j
+, y
j
±,
and ∆j , respectively, so that summarizing we can rewrite
Ej±[y˜] =Wc[yj−, y˜] +Wc[yj+, y˜] + 2Q(y˜ − yj±, y˜ − yj±) ,
E±[y˜] =Wc[y−, y˜] +Wc[y+, y˜] + 2Q(y˜ − y±, y˜ − y±) .
Obviously, yj± weakly converges to y± inV. From the weak lower semi-continuity of the functional (y, y˜) 7→ 2Q(y−
y˜, y − y˜) and the weak continuity ofWc we deduce the desired lim inf property
lim inf
j→∞
Ej±[y
j ] = lim inf
j→∞
(Wc[yj−, yj ] +Wc[yj+, yj ] + 2Q(yj − yj±, yj − yj±))
≥ Wc[y−, y] +Wc[y+, y] + 2Q(y − y±, y − y±)
= E±[y] .
To prove the lim sup inequality we consider any y ∈ V and define the recovery sequence
yj = y + yj± − y±
for j = 1, . . .. Obviously, yj weakly converges to y inV so that we obtain
lim sup
j→∞
Ej±[y
j ] = lim sup
j→∞
(Wc[yj−, yj ] +Wc[yj+, yj ] + 2Q(yj − yj±, yj − yj±))
=Wc[y−, y] +Wc[y+, y] + 2Q(y − y±, y − y±)
= E±[y] .
Lemma 3.9 (Constraint convergence). LetW be admissible and assume that two sequences (yj+)j=1,... and (yj−)j=1,...
converge weakly inV to some y+ and y−, respectively. Let y˜j ∈ argminy E2[yj−, y, yj+]. If y˜j ⇀ y˜ weakly inV, then
y˜ minimizes E2[y−, ·, y+].
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Proof. Note that the sets of minimizers forE2[yj−, ·, yj+] andE2[y−, ·, y+] coincide with the sets of minimizers forEj±
and E± (from the previous lemma), respectively. The result on convergence of minimizers is now a standard property
(see [Bra02, Thm. 1.21]) of the Γ-convergence from the previous lemma.
Theorem 3.10 (Existence of discrete spline interpolations). For σ > 0 andW admissible there exists a discrete spline
interpolation yK = (y0, . . . , yK) ∈MK+1 of (20) under discrete natural, Hermite, or periodic boundary conditions.
Proof. Let
(
(yj0, . . . , y
j
K)
)
j=1,...
be a minimizing sequence inMK+1 satisfying (20), and let the corresponding auxil-
iary variables be given by (y˜j1, . . . , y˜
j
K̂
)j=1,.... Now we consider an arbitrary comparison path (ŷ0, . . . , ŷK) ∈ MK+1
with yˆKti = y¯i, i = 1, . . . , I , and satisfying the boundary conditions. Thus, the energy on the minimizing sequence is
bounded by
FK [ŷ0, . . . , ŷK ] + σE
K [ŷ0, . . . , ŷK ] ,
which is finite since corresponding solutions of the constraint problems (17) are known to exist [RW15, Thm. 4.3].
Consequently, W[yjk−1, yjk] and W[yjk, y˜jk] are uniformly bounded for all k and j. Hence, ‖yjk‖V and ‖y˜jk‖V must
be uniformly bounded due to the coercivity of W . Due to the reflexivity of V there are subsequences, still de-
noted (yj0, . . . , y
j
K) and (y˜
j
1, . . . , y˜
j
K̂
), which weakly converge in V to some (y0, . . . , yK) and (y˜0, . . . , y˜K̂). It is
straightforward to see that the limit path (y0, . . . , yK) fulfills the discrete boundary conditions and satisfies the in-
terpolation constraint (20). Furthermore, by Lemma 3.9, (y˜0, . . . , y˜K̂) satisfy (17). Finally, by the weak lower semi-
continuity ofW in both arguments, the functionalsFK andEK are weakly lower semi-continuous along the sequences
(yj1, . . . , y
j
K) ⇀ (y1, . . . , yK) and (y˜
j
1, . . . , y˜
j
K̂
) ⇀ (y˜1, . . . , y˜K̂) so that we obtain
FK [y0, . . . , yK ] + σE
K [y0, . . . , yK ] ≤ lim inf
j→∞
FK [yj0, . . . , y
j
K ] + σE
K [yj0, . . . , y
j
K ] .
This proves that (y0, . . . , yK) minimizes Fσ,K under (20) and the chosen boundary condition.
4 Γ-convergence of the spline energy
In this section we prove the Γ-convergence of the discrete regularized spline energy Fσ,K to the continuous one Fσ
as K → ∞, which justifies discrete spline interpolation as approximation of continuous spline interpolation. In order
to prove such a result we need to be able to compare Fσ,K and Fσ as functionals. For this reason we use a suitable
interpolation to identify discrete with continuous curves so that we can rewrite the discrete energy Fσ,K as a functional
on continuous curves. To this end, unless we consider periodic boundary conditions we define η(y0,...,yK) : [0, 1]→ V
as the cubic Hermite interpolation on intervals [tk−
1
2 , tk+
1
2 ] and an affine interpolation on [0, t
1
2 ] and [tK−
1
2 , 1] with
tk±
1
2 = (k ± 12 )τ and τ = 1K ,
η(y0,...,yK)(t) =

y0 + (y1 − y0) tτ if t ∈ [0, t1/2] ,
yk−1+yk
2 + (yk − yk−1) t−t
k−1/2
τ + (yk+1 − 2yk + yk−1) (t−t
k−1/2)2
2τ2 if t ∈ [tk−1/2, tk+1/2] ,
yK−1 + (yK − yK−1) t−tK−1τ if t ∈ [tK−1/2, 1] .
In case of periodic boundary conditions, we shall instead use the simpler definition
η(y0,...,yK)(t) =
yk−1+yk
2 + (yk − yk−1) t−t
k−1/2
τ + (yk+1 − 2yk + yk−1) (t−t
k−1/2)2
2τ2 for t ∈ [tk−1/2, tk+1/2]
with k = 1, . . . ,K and the convention K + 1 ≡ 1 and [tK−1/2, tK+1/2] ≡ [0, t1/2] ∪ [tK−1/2, 1] for notational
convenience. Note that the curve η(y0,...,yK) lies in C
1([0, 1];V). With this interpolation at hand, the continuous
representation of the discrete spline energy for y ∈W 2,2((0, 1);V) is given by
Fσ,K [y] =
{
Fσ,K [y0, . . . , yK ] if y = η(y0,...,yK) for some (y0, . . . , yK) ∈ VK+1 ,
∞ else.
We will also sometimes need to pass from a continuous to a discrete curve. In detail, given y ∈ W 2,2((0, 1);V) we
shall consider the discrete curve (y(t0), y(t1), . . . , y(tK)). With this discrete curve we also define
ηKy = η(y(t0),...,y(tK)) .
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In words, ηKy is obtained from y by first evaluating y at regularly spaced points and then smoothly interpolating the
midpoints in between. In what follows we will show that
• ηKy → y strongly in W 2,2((0, 1);V) for y ∈ C3([0, 1];V) (Lemmas 4.2 and 4.3),
• for y ∈ W 2,2((0, 1);V) there is a constant δ > 0 such that dK = maxk∈{1,...,K} ‖yk − yk−1‖V < δ with
yk = y(t
k) implies
|Fσ[ηKy ]− Fσ,K [y0, . . . , yK ]| ≤ f(‖ηKy ‖W 2,2)/
√
K
for some increasing function f (Lemmas 4.4 and 4.5),
• C3-smooth curves onM are dense in W 2,2((0, 1);M) (Lemma 4.6).
The Γ-convergence of the discrete against the continuous regularized spline energy will then follow quite automatically
in Theorem 4.7.
Remark 4.1 (Alternative choices for ηKy ). Alternatively, one might also define η
K
y as the spline interpolation of
(y(t0), . . . , y(tK)), that is, a possibly non-unique curve which minimizesFσ for fixed y(ti), i = 0, . . . ,K. In that case
one automatically hasFσ[y] ≥ Fσ[ηKy ], which in the proof of the lim sup-inequality would later render Lemma 4.3 un-
necessary. With that choice, the Γ-convergence proof would have to be performed along the lines of the Γ-convergence
proof for the discrete path energy in [RW15, Thm. 4.7]. Note that there the chosen topology was L2((0, 1); y), but one
could just as well choose the energy topology (in case of [RW15, Thm. 4.7] the weak W 1,2((0, 1);V) topology and in
our case here the weak W 2,2((0, 1);V) topology).
To simplify the exposition, in the following Lemmas 4.2-4.6 and Theorems 4.7-4.9 we will not explicitly treat the
case of periodic boundary conditions. The reader can readily assure herself that for periodic boundary conditions all
statements and arguments remain true under the obvious modifications. In particular, the interval (0, 1) will everywhere
have to be replaced by the circle S1.
Lemma 4.2 (Weak convergence of interpolations). Let y ∈W 2,2((0, 1);V), then ηKy ⇀ y weakly in W 2,2((0, 1);V).
Proof. Let us denote by | · |Wn,2 the Wn,2((0, 1);V)-seminorm, then
|ηKy |2W 2,2 = K3
K−1∑
k=1
‖yk−1 − 2yk + yk+1‖2V .
Furthermore, due to the classical result by de Boor [dB63] the cubic spline s : [0, 2τ ] → R2 which interpolates
yk−1, yk, yk+1 at times 0, τ, 2τ with natural boundary conditions minimizes the W 2,2((0, 2τ);V)-seminorm among
all interpolating curves in W 2,2((0, 2τ);V). It is easy to check that this cubic spline is given by
z(t) =

t3(yk+1−2yk+yk−1)
4τ3 − t(yk+1−6yk+5yk−1)4τ + yk−1, t ∈ [0, τ ],
− (t3−6t2τ)(yk+1−2yk+yk−1)4τ3 − t(7yk+1−18yk+11yk−1)4τ + yk+1−2yk+3yk−12 , t ∈ [τ, 2τ ],
and satisfies
|z|2W 2,2 = 32τ3 ‖yk−1 − 2yk + yk+1‖2V .
Thus, the squared W 2,2((tk−1, tk+1);V)-seminorm of y on any interval [tk−1, tk+1] is no smaller than 32τ3 ‖yk−1 −
2yk + yk+1‖2V so that
|y|2W 2,2 ≥ 34τ3
K−1∑
k=1
‖yk−1 − 2yk + yk+1‖2V = 34 |ηKy |2W 2,2 .
Hence, |ηKy |W 2,2 is uniformly bounded. Moreover, it is easily verified that
|ηKy |2W 1,2 =
‖y1−y0‖2V
2τ
+
‖yK−yK−1‖2V
2τ
+
K−1∑
k=1
1
6τ
(
3‖yk+1−yk‖2V + 3‖yk−yk−1‖2V − ‖yk+1−2yk+yk−1‖2V
)
≤ C
τ
K∑
k=1
‖yk − yk−1‖2V ≤ C|y|2W 1,2 ,
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so that |ηKy |W 1,2 is uniformly bounded. The identity ηKy (0) = y(0) thus implies via Poincare´’s inequality that
‖ηKy ‖W 1,2 and therefore also ‖ηKy ‖W 2,2 is uniformly bounded. Consequently, every subsequence contains a weakly
converging subsequence. Now one readily verifies that every point ηKy (t), t ∈ [tk−1/2, tk+1/2], is a convex combi-
nation of yk−1, yk, yk+1. As a result, ηKy converges pointwise against y. Hence the limit of any weakly converging
subsequence must coincide with y, and since the limit is the same for all subsequences, the whole sequence converges
weakly against y.
In what follows we shall use the short form | · | for ‖ · ‖V.
Lemma 4.3 (Strong convergence of interpolations). Let y ∈ C3([0, 1];V), then ηKy → y strongly in W 2,2((0, 1);V).
Proof. From the previous lemma we already have weak convergence, so it remains to show that |ηKy |W 2,2 → |y|W 2,2
as K →∞. However, using Taylor expansion we obtain∣∣|y|2W 2,2−|ηKy |2W 2,2∣∣ =
∣∣∣∣∣
K∑
k=1
∫ tk
tk−1
|y¨|2 dt−
K−1∑
k=1
∫ tk
tk−1
K4|y(tk+1)− 2y(tk) + y(tk−1)|2 dt
∣∣∣∣∣
≤ τ‖y‖2C2 +
K−1∑
k=1
∫ tk
tk−1
∣∣∣∣y¨ − y(tk+1)−2y(tk)+y(tk−1)τ2
∣∣∣∣ ∣∣∣∣y¨ + y(tk+1)−2y(tk)+y(tk−1)τ2
∣∣∣∣ dt
≤ τ‖y‖2C2 + (2‖y‖C2 + Cτ‖y‖C3)
K−1∑
k=1
∫ tk
tk−1
∣∣∣∣y¨ − y(tk+1)−2y(tk)+y(tk−1)τ2
∣∣∣∣ dt
≤ τ‖y‖2C2 + (2‖y‖C2 + Cτ‖y‖C3)Cτ‖y‖C3 −→
K→∞
0
for some constant C <∞, which implies the strong convergence.
Lemma 4.4 (Path energy estimate). Setting yk = y(tk), k = 0, . . . ,K, if dK = maxk∈{1,...,K} |yk − yk−1| < ε for
ε from Definition 3.1, then we have
|E [ηKy ]−EK [y0, . . . , yK ]| ≤ C
‖ηKy ‖3W 2,2 + ‖ηKy ‖2W 2,2√
K
,
where the constant C > 0 only depends on the metric g and the functionW .
Proof. Note that the extension of the metric g and the energy W onto V actually allows to interpret all of V as a
Riemannian manifold so that E [ηKy ] and EK [y0, . . . , yK ] are well-defined even if ηKy ([0, 1]), {y0, . . . , yK} 6⊂ M and
we obtain
E [ηKy ]−EK [y0, . . . , yK ] =
K∑
k=1
(∫ tk
tk−1
gηKy (η˙
K
y , η˙
K
y ) dt−KW(yk−1, yk)
)
=
K∑
k=1
(∫ tk
tk−1
gηKy (η˙
K
y , η˙
K
y ) dt−Kdist2(yk−1, yk) +KO(|yk − yk−1|3)
)
=
K∑
k=1
(∫ tk
tk−1
gηKy (η˙
K
y , η˙
K
y ) dt−Kgyk−1(yk − yk−1, yk − yk−1) +KO(|yk − yk−1|3)
)
=
K∑
k=1
(∫ tk
tk−1
(gηKy −gyk−1)
(
yk−yk−1
τ
,
yk−yk−1
τ
)
dt+O
(
τ
3
2 ‖ηKy ‖2W 2,2
)
+KO(|yk−yk−1|3)
)
,
where in the last line we used |yk−yk−1τ − η˙Ky (t)| ≤ |yk−yk−1τ − η˙Ky (tk−1/2)| + ‖ηKy ‖C1, 12 τ
1/2 = ‖ηKy ‖C1, 12 τ
1/2 ≤
O(‖ηKy ‖W 2,2τ1/2). This also implies |yk − yk−1| ≤ |η˙Ky (tk−1/2)|τ + O(‖ηKy ‖W 2,2τ3/2) = O(‖ηKy ‖W 2,2τ) so that
we obtain
E [ηKy ]−EK [y0, . . . , yK ] =
K∑
k=1
(∫ tk
tk−1
∫ 1
0
(Dyg)syk−1+(1−s)ηKy (t) ds (η
K
y (t)− yk−1)
(
yk − yk−1
τ
,
yk − yk−1
τ
)
dt
)
+O(‖ηKy ‖3W 2,2τ + ‖ηKy ‖2W 2,2
√
τ)
= O(‖ηKy ‖3W 2,2τ + ‖ηKy ‖2W 2,2
√
τ) ,
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where we used the boundedness of the metric derivative.
Lemma 4.5 (Spline energy estimate). For y : [0, 1]→ V set yk = y(tk), k = 0, . . . ,K. If dK = maxk∈{1,...,K} |yk−
yk−1| is small enough and ‖ηKy ‖L∞ is bounded uniformly in K, then
|Fσ[ηKy ]− Fσ,K [y0, . . . , yK ]| ≤ f(‖ηKy ‖W 2,2)/
√
K
for some increasing function f which only depends on the metric g, the functionW , and the bound on ‖ηKy ‖L∞ .
Proof. The estimate for the path energy follows from the previous lemma, only the estimate for the spline energy
remains to be shown.
In the following estimates, the O-notation stands for a term whose constant only involves bounds of the (higher)
derivatives of g. Using that gy˜k =
1
2W,11[y˜k, y˜k] = 12W,22[y˜k, y˜k] = − 12W,21[y˜k, y˜k] (see [RW15, Lemma 4.6];
an index i after a comma shall denote differentiation with respect to the ith argument) and thus also Dygy˜k =
1
2 (W,221[y˜k, y˜k] +W,222[y˜k, y˜k]) we get
gηKy (
D
dt η˙
K
y , ψ) = gηKy (η¨
K
y , ψ) + gηKy (ΓηKy (η˙
K
y , η˙
K
y ), ψ)
= gηKy (η¨
K
y , ψ) +DygηKy (η˙
K
y )(η˙
K
y , ψ)− 12DygηKy (ψ)(η˙Ky , η˙Ky )
= gy˜k(η¨
K
y , ψ) +O(|y˜k − ηKy ||η¨Ky ||ψ|) +Dygy˜k(η˙Ky )(η˙Ky , ψ)
− 12Dygy˜k(ψ)(η˙Ky , η˙Ky ) +O(|y˜k − ηKy ||η˙Ky |2|ψ|)
= 12W,22[y˜k, y˜k](η¨Ky , ψ) + 12{W,221 +W,222}[y˜k, y˜k](η˙Ky , ψ, η˙Ky )
− 14{W,221 +W,222}[y˜k, y˜k](η˙Ky , η˙Ky , ψ) +O(|ηKy − y˜k|(|η¨Ky |+ |η˙Ky |2)|ψ|)
= 12W,22[y˜k, y˜k](η¨Ky , ψ)− 14{W,112+W,221}[y˜k, y˜k](η˙Ky , η˙Ky , ψ) +O(|ηKy −y˜k|(|η¨Ky |+|η˙Ky |2))|ψ| . (24)
In the last line we first usedW,221[y˜k, y˜k](η˙Ky , ψ, η˙Ky ) =W,212[y˜k, y˜k](η˙Ky , η˙Ky , ψ) due to Schwarz’ theorem and then
the identity
2W,212 +W,222 −W,221 = −2W,112 +W,112 −W,221 = −(W,112 +W,221)
at (y˜k, y˜k) (cf. the transformations following [RW15, (6.16)]). Next we use the necessary optimality conditions for y˜k,
0 =W,2[yk−1, y˜k](ψ) +W,1[y˜k, yk+1](ψ) .
Applying second order Taylor expansion and exploitingW,1[y˜k, y˜k] = W,2[y˜k, y˜k] = 0 (see [RW15, Lemma 4.6]) as
well as Schwarz’ theorem and the above-mentioned identities between the second derivatives ofW we obtain
0 =W,21[y˜k, y˜k](ψ, yk−1 − y˜k) +W,12[y˜k, y˜k](ψ, yk+1 − y˜k)
+ 12 (W,211[y˜k, y˜k](ψ, y˜k−yk−1, y˜k−yk−1)+W,122[y˜k, y˜k](ψ, yk+1−y˜k, yk+1−y˜k))+R(yk−1, yk+1, y˜k, ψ)
= −W,11[y˜k, y˜k](ψ, yk−1 − y˜k)−W,22[y˜k, y˜k](ψ, yk+1 − y˜k)
+ 12 (W,112[y˜k, y˜k](y˜k−yk−1, y˜k−yk−1, ψ)+W,221[y˜k, y˜k](yk+1−y˜k, yk+1−y˜k, ψ))
+R(yk−1, yk+1, y˜k, ψ) , (25)
where the remainder of the Taylor expansion satisfiesR(yk−1, yk+1, y˜k, ψ) ≤ C(|yk−1− y˜k|3 + |yk−1− y˜k|3)|ψ| (cf.
[RW15, (6.19)] with the replacement of yck by y˜k and yk + ξk by yk+1).
In passing, let us remark here that the alternative choice y˜k =
yk−1+yk+1
2 instead of (17) would violate the above
equation and in general produces error terms no smaller than O(|yk+1 − yk−1|2|ψ|), which is too large to obtain a
consistent approximation of the spline energy.
The constant C depends on fourth derivatives of W along the line segments [yk−1, y˜k] and [yk+1, y˜k]. Since y˜k
approximates yk−1+yk+12 for dK small enough [RW15, Lemma 5.5], we have C ≤ ‖W‖C4(B×B) for B ⊂ V a ball
around the origin with radius 2‖ηKy ‖L∞ ≤ 2‖ηKy ‖W 2,2 , so C is an increasing function of ‖ηKy ‖W 2,2 . Subtracting K2
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times (25) from twice (24) yields (after replacingW,11[y˜k, y˜k] =W,22[y˜k, y˜k] = 2gy˜k )
2gηKy (
D
dt η˙
K
y , ψ) =2gy˜k(η¨
K
y − yk+1−2y˜k+yk−1τ2 , ψ)
− 12
(W,112[y˜k, y˜k](η˙Ky , η˙Ky , ψ)−W,112[y˜k, y˜k]( y˜k−yk−1τ , y˜k−yk−1τ , ψ)
+W,221[y˜k, y˜k](η˙Ky , η˙Ky , ψ)−W,221[y˜k, y˜k](yk+1−y˜kτ , yk+1−y˜kτ , ψ)
)
+O
(
|ηKy − y˜k|(|η¨Ky |+ |η˙Ky |2) + |yk−1−y˜k|
3
τ2 +
|yk+1−y˜k|3
τ2
)
|ψ|
=2gy˜k(2
y˜k−yk
τ2 , ψ)− 12W,112[y˜k, y˜k](η˙Ky + y˜k−yk−1τ , η˙Ky − y˜k−yk−1τ , ψ)
− 12W,221[y˜k, y˜k](η˙Ky + yk+1−y˜kτ , η˙Ky − yk+1−y˜kτ , ψ)
)
+O
(
|ηKy − y˜k|(|η¨Ky |+ |η˙Ky |2) + |yk−1−y˜k|
3
τ2 +
|yk+1−y˜k|3
τ2
)
|ψ|
=2gηKy (2
y˜k−yk
τ2 , ψ)
+O
(
|ηKy − y˜k|
(|η¨Ky |+ |η˙Ky |2 + |y˜k−yk|τ2 )+ |yk−1−y˜k|3τ2 + |yk+1−y˜k|3τ2
+
(
|η˙Ky |+ |yk+1−y˜k|τ + |yk−1−y˜k|τ
)(
|η˙Ky − y˜k−yk−1τ |+ |η˙Ky − yk+1−y˜kτ |
))
|ψ| , (26)
where we used the fact h(a, a, ψ)−h(b, b, ψ) = h(a+b, a−b, ψ) for any trilinear h which is symmetric in its first two
arguments. Let us estimate the different components of the remainder terms. Without writing down the dependence on
t explicitly, we consider t ∈ [tk−1/2, tk+1/2] throughout. Note that
dK = max
k∈{1,...,K}
|τ η˙Ky (tk−1/2)| ≤ τ‖η˙Ky ‖L∞ ≤ τ‖ηKy ‖W 2,2 .
Using that d3/2K ≤ dK for dK small enough, |η˙Ky | ≤ ‖ηKy ‖C1,1/2 ≤ ‖ηKy ‖W 2,2 , and that y˜k = yk+1+yk−12 + O(d3/2K )
by [RW15, Lemma 5.5] for dK small enough, we obtain the different estimates
|ηKy − yk| =
∣∣∣∣yk − yk−1τ (t− tk−1/2) + yk−1 − 2yk + yk+1τ2 (t− tk−1/2)22 +O(dK)
∣∣∣∣
≤
∣∣∣∣yk − yk−1τ
∣∣∣∣ τ + ∣∣∣∣yk−1 − ykτ + yk+1 − ykτ
∣∣∣∣ τ2 +O(dK) = O(dK) ≤ O(τ‖ηKy ‖W 2,2) ,
|ηKy − y˜k| ≤ |ηKy − yk|+ |yk − yk+1+yk−12 |+ |yk+1+yk−12 − y˜k| ≤ O(dK) +O(dK) +O(d3/2K )
= O(dK) ≤ O(τ‖ηKy ‖W 2,2) ,
|yk+1 − y˜k| = |yk−1−yk+12 +O(d3/2K )| ≤ O(dK) ≤ O(τ‖ηKy ‖W 2,2) ,
|yk−1 − y˜k| = |yk+1−yk−12 +O(d3/2K )| ≤ O(dK) ≤ O(τ‖ηKy ‖W 2,2) ,
|η˙Ky − y˜k−yk−1τ | =
∣∣∣yk−yk−1τ + yk+1−2yk+yk−1τ2 (t− tk−1/2)− (yk+1+yk−1)/2−yk−1τ ∣∣∣+O(d3/2K /τ)
=
∣∣∣yk+1−2yk+yk−1τ2 ∣∣∣ · |t− tk−1/2 − τ2 |+O(‖ηKy ‖3/2W 2,2√τ) = O(|η¨Ky |τ + ‖ηKy ‖3/2W 2,2√τ) .
In the last estimate we used that η¨Ky is constant on [t
k−1/2, tk+1/2]. Analogously, we get
|η˙Ky − yk+1−y˜kτ | = O(|η¨Ky |τ + ‖ηKy ‖3/2W 2,2
√
τ) .
Since (26) holds for all ψ ∈ V, the above estimates for τ ≤ 1 imply
D
dt η˙
K
y = 2
y˜k−yk
τ2 +O
(
f˜(‖ηKy ‖W 2,2)
√
τ + τ‖ηKy ‖W 2,2(|η¨Ky |+ |y˜k−yk|τ2 )
)
for some increasing function f˜ . This implies |y˜k−yk|τ2 = O(| Ddt η˙Ky | + f˜(‖ηKy ‖W 2,2)
√
τ + τ‖ηKy ‖W 2,2 |η¨Ky |) for any
t ∈ [tk−1/2, tk+1/2] if τ is small enough depending on ‖ηKy ‖W 2,2 . Furthermore, from the definition of Ddt η˙Ky it follows
that
| Ddt η˙Ky | = |η¨Ky |+O(|η˙Ky |2) = |η¨Ky |+O(‖ηKy ‖2W 2,2)
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so that altogether
D
dt η˙
K
y = 2
y˜k−yk
τ2 +O
(
f˜(‖ηKy ‖W 2,2)
√
τ + τ‖ηKy ‖W 2,2 |η¨Ky |
)
,
potentially after adapting f˜ . Therefore, using once again that η¨Ky is constant on [t
k−1/2, tk+1/2] we achieve
K−1∑
k=1
∫ tk+1/2
tk−1/2
gηKy (
D
dt η˙
K
y ,
D
dt η˙
K
y ) dt =
K−1∑
k=1
∫ tk+1/2
tk−1/2
gηKy
(
2 y˜k−ykτ2 , 2
y˜k−yk
τ2
)
+ 2gηKy
(
D
dt η˙
K
y − 2 y˜k−ykτ2 , Ddt η˙Ky
)
− gηKy
(
D
dt η˙
K
y − 2 y˜k−ykτ2 , Ddt η˙Ky − 2 y˜k−ykτ2
)
dt
=
K−1∑
k=1
4
τ4
∫ tk+1/2
tk−1/2
gηKy (y˜k − yk, y˜k − yk) dt
+
K−1∑
k=1
O
( [
f˜(‖ηKy ‖W 2,2)
√
τ + τ‖ηKy ‖W 2,2 |η¨Ky (tk)|
] ∫ tk+1/2
tk−1/2
| Ddt η˙Ky |dt
+
[
f˜(‖ηKy ‖W 2,2)
√
τ + τ‖ηKy ‖W 2,2 |η¨Ky (tk)|
]2
τ
)
.
Simple Taylor expansion now yields
W[yk, y˜k] =W[yk, yk] +W,2[yk, yk](y˜k − yk) + 12W,22[yk, yk](y˜k − yk, y˜k − yk) +O(|y˜k − yk|3)
= gyk(y˜k − yk, y˜k − yk) +O(|y˜k − yk|3)
= gηKy (yk − y˜k, yk − y˜k) +O(|y˜k − yk|3 + |ηKy − yk||y˜k − yk|2)
= gηKy (yk − y˜k, yk − y˜k) +O((|y˜k − ηKy |+ |ηKy − yk|)|y˜k − yk|2)
= gηKy (yk − y˜k, yk − y˜k) +O
(
|y˜k−yk|2
τ4 ‖ηKy ‖W 2,2τ5
)
= gηKy (yk − y˜k, yk − y˜k) +O((|η¨Ky |+ ‖ηKy ‖2W 2,2)2‖ηKy ‖W 2,2τ5) ,
where the constants only depend on the third derivative ofW and the first derivative of g. Here, we used that |y˜k−yk|τ2 =
| Ddt η˙Ky | + O
(
f˜(‖ηKy ‖W 2,2)
√
τ + τ‖ηKy ‖W 2,2 |η¨Ky |
)
= O(|η¨Ky | + ‖ηKy ‖2W 2,2) for sufficiently small τ depending on
‖ηKy ‖W 2,2 . Finally, we obtain∫ tK−1/2
t1/2
gηKy (
D
dt η˙
K
y ,
D
dt η˙
K
y ) dt
=
4
τ3
K−1∑
k=1
W[yk, y˜k] +
K−1∑
k=1
O
( [
f˜(‖ηKy ‖W 2,2)
√
τ + τ‖ηKy ‖W 2,2 |η¨Ky |
] ∫ tk+1/2
tk−1/2 | Ddt η˙Ky |dt
)
+
[
f˜(‖ηKy ‖W 2,2)
√
τ + τ‖ηKy ‖W 2,2 |η¨Ky |
]2
τ + τ2‖ηKy ‖W 2,2(|η¨Ky |+ ‖ηKy ‖2W 2,2)2
)
=
4
τ3
K−1∑
k=1
W[yk, y˜k] +
K−1∑
k=1
O
((
f˜(‖ηKy ‖W 2,2)
√
τ + τ‖ηKy ‖W 2,2 |η¨Ky |
)
τ(|η¨Ky |+ ‖ηKy ‖2W 2,2)
+ f˜2(‖ηKy ‖W 2,2)τ2 + τ2‖ηKy ‖W 2,2(|η¨Ky |+ ‖ηKy ‖2W 2,2)2
)
=
4
τ3
K−1∑
k=1
W[yk, y˜k] +
K−1∑
k=1
O
(
fˆ(‖ηKy ‖W 2,2)(τ3/2 + τ3/2|η¨Ky |+ τ2|η¨Ky |2)
)
for some increasing function fˆ . Noting
∑K−1
k=1 τ |η¨Ky |2 = |ηKy |2W 2,2 and
∑K−1
k=1 τ |η¨Ky | = |ηKy |W 2,1 ≤ |ηKy |W 2,2 we
arrive at ∫ tK−1/2
t1/2
gηKy (
D
dt η˙
K
y ,
D
dt η˙
K
y ) dt =
4
τ3
K−1∑
k=1
W[yk, y˜k] + f(‖ηKy ‖W 2,2)
√
τ
19
for some increasing function f . Finally, it is straightforward to show∫
[0,t1/2]∪[tK−1/2,1]
gηKy (
D
dt η˙
K
y ,
D
dt η˙
K
y ) dt ≤ C(‖ηKy ‖2W 2,2)τ .
Lemma 4.6 (Density of smooth curves). The set C3([0, 1];M) is dense inW 2,2((0, 1);V). Likewise, the set of curves
in C3([0, 1];M) satisfying (6) is dense among the curves in W 2,2((0, 1);M) satisfying (6). Finally, the set
CH = {y ∈ C3([0, 1];M) | (6) and ∃δ > 0 : y(t) = y¯1 + tv0 on (0, δ) and y(t) = y¯I − tv1 on (1− δ, 1)}
for given v0 ∈ Ty¯1M, v1 ∈ Ty¯IM is dense in {y ∈W 2,2((0, 1);M) | y(0) = y¯1, y(1) = y¯I , y˙(0) = v0, y˙(1) = v1}.
Proof. First we show that piecewise cubic polynomials are dense in W 2,2((0, 1);V). To this end let us consider a
curve y ∈ W 2,2((0, 1);V) and define zKy as the cubic spline interpolation of y(t0), . . . , y(tK) with tk = kK . In
more detail, if without loss of generality we assume y(t0) = 0 and we set VK = span(y(t1), . . . , y(tK)), then
zKy is defined as the standard cubic spline through y(t
0), . . . , y(tK) in the finite-dimensional linear space VK . By
the already mentioned result by de Boor [dB63], zKy minimizes F [z] =
∫ 1
0
|z¨(t)|2 dt among all interpolating curves
z : (0, 1)→ VK and therefore also among all interpolating curves z : (0, 1)→ V. Therefore, |zKy |W 2,2 ≤ |y|W 2,2 for
all K. Since zKy (0) = y(0) and z
K
y (1) = y(1) are fixed we may apply Poincare´’s inequality to derive that the norms
‖zKy ‖W 2,2 are bounded uniformly in K. Thus, from any subsequence for K →∞ we can extract a weakly converging
further subsequence, which must converge to y since it also converges pointwise to y. Therefore, zKy ⇀ y weakly in
W 2,2((0, 1);V). The strong convergence zKy → y now follows from |y|W 2,2 ≤ lim infK→∞ |zKy |W 2,2 ≤ |y|W 2,2 ,
where the first inequality represents the weak lower semi-continuity of the seminorm.
Next we imply that smooth curves are dense in W 2,2((0, 1);V). Indeed, by standard mollifying arguments
for curves in finite-dimensional spaces, any zKy can be smoothed to yield a function z˜
K
y ∈ C∞([0, 1];VK) ⊂
C∞([0, 1];V) with ‖z˜Ky − zKy ‖W 2,2 < 1K so that z˜Ky → y in W 2,2((0, 1);V).
The argument can readily be adapted to the case in which the interpolation condition (6) has to be satisfied in
addition. Indeed, the cubic splines are now simply required to also interpolate the points y¯i at times ti, i = 1, . . . , I ,
and the curve mollification in the finite-dimensional space VK is performed such that it does not violate (6). Similar
modifications can be performed to achieve the desired density of the set CH ; indeed, now the cubic interpolations are
adapted to just start and end with a sufficiently small linear segment y¯1 + tv0 and y¯I − tv1, and the mollification again
is performed so as to still keep a short linear segment near both curve ends.
We are finally in the position to prove the Γ-convergence of the discrete spline energy to the continuous one. At
this point we shall also take account of the constraint that the continuous and discrete curve be inM and satisfy the
interpolation condition (6) as well as one of the boundary conditions (7)-(9) ((20) and one of (21)-(23) for the discrete
curve). To this end we introduce the indicator functions of the corresponding constraints as
I[y] =
{
0 if y satisfies (6) and the chosen boundary condition,
∞ else,
IK [y0, . . . , yK ] =
{
0 if (y0, . . . , yK) satisfies (20) and the chosen boundary condition,
∞ else,
IK [y] =
{
IK [y0, . . . , yK ] if y = η(y0,...,yK) for some (y0, . . . , yK) ∈ VK+1 ,
∞ else.
With regard to our convention for (20) concerning the compatibility of the interpolation times ti and the number K of
discrete points along a discrete curve, we shall in the following and without explicit mention always interpret K →∞
as a sequence of integers approaching infinity such that Kti is integer for i = 1, . . . , I .
Theorem 4.7 (Γ-limit of discrete regularized spline energy). Let (M, g) as well asW be admissible and σ > 0. With
respect to weak convergence in W 2,2((0, 1);V) we have Γ- limK→∞ Fσ,K + IK = Fσ + I.
Proof. We have to prove the two defining properties of Γ-convergence, namely, the lim inf- and the lim sup-inequality.
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lim inf-inequality: Let yK ⇀ y in W 2,2((0, 1);V), we need to show lim infK→∞ Fσ,K [yK ] + IK [yK ] ≥ Fσ[y] +
I[y]. Upon taking a subsequence, we may replace the lim inf by a lim and may assume Fσ,K [yK ] + IK [yK ] < C for
some constant C <∞ and uniformly for all K (otherwise there is nothing to show). Thus we have yK = η(yK0 ,...,yKK )
for some sequence (yK0 , . . . , y
K
K ) of (K + 1)-tuples inM. Since the discrete path energy is part of Fσ,K , the bound
Fσ,K(yK) < C together with Definition 3.1(iv) implies that
dK = max
k∈{1,...,K}
|yKk − yKk−1| ≤ γ−1(EK [yK ]/K) ≤ γ−1( CσK ) ,
which converges to zero as K →∞.
We next show I[y] = 0. Note that by construction yK(t) = η(yK0 ,...,yKK )(t) lies for any t ∈ (0, 1) in the convex
hull of three consecutive points yKk−1, y
K
k , y
K
k+1. Thus, for each i = 1, . . . , I we have |yK(ti) − y¯i| = |yK(ti) −
yKKti | ≤ dK so that the limit y satisfies (6). Furthermore, the limit y satisfies the continuous counterpart of the chosen
discrete boundary condition. Indeed, for natural and periodic boundary conditions this is trivial (recall that for periodic
boundary conditions all arguments are performed for (0, 1) replaced by S1), and for Hermite boundary conditions we
have y˙K(0) = K(yK1 − yK0 ) = v0 and y˙K(1) = v1, which implies that y satisfies the continuous Hermite boundary
conditions.
To conclude, by the weak lower semi-continuity of Fσ from Lemma 2.18 and by Lemma 4.5 we have
Fσ[y] + I[y] = Fσ[y] ≤ lim inf
K→∞
Fσ[yK ] ≤ lim inf
K→∞
Fσ,K [yK ] + f(‖yK‖W 2,2)/
√
K ≤ lim inf
K→∞
Fσ,K [yK ] + IK [yK ] ,
where we have used the uniform boundedness of ‖yK‖W 2,2 due to the weak convergence of yK .
lim sup-inequality: Let y ∈ C3([0, 1];M) with finite energy (in the case of Hermite boundary conditions we require
additionally y ∈ CH ) and choose as the recovery sequence yK = ηKy . By definition we have IK [yK ] = 0. As
K → ∞, we have dK = maxk∈{1,...,K} |y(tk) − y(tk−1)| → 0 as well as ηKy → y strongly in W 2,2((0, 1);V) by
Lemma 4.3. Thus, by the strong W 2,2((0, 1);V)-continuity of Fσ from Lemma 2.18 and by Lemma 4.5 we have
Fσ[y] + I[y] = Fσ[y] = lim
K→∞
Fσ[ηKy ] ≥ lim sup
K→∞
Fσ,K [ηKy ]− f(‖ηKy ‖W 2,2)/
√
K = lim sup
K→∞
Fσ,K [ηKy ] + IK [yK ] ,
where we have used the uniform boundedness of ‖yK‖W 2,2 due to the strong convergence of ηKy . Thus, we obtain
Γ- lim supK→∞ Fσ,K + IK ≤ Fσ + I on C3([0, 1];M) (on CH in case of Hermite boundary conditions). By
Lemma 4.6 we have thatC3([0, 1];M)∩dom I (CH∩dom I = CH in case of Hermite boundary conditions) is dense
in W 2,2((0, 1);V) ∩ dom I. Hence, the strong W 2,2((0, 1);V)-continuity of Fσ implies Γ- lim supK→∞ Fσ,K +
IK ≤ Fσ + I on all of W 2,2((0, 1);V).
Remark 4.8 (Mosco convergence). Since the recovery sequence converges strongly in the above proof, the Γ-limit
actually even is a Mosco limit.
Finally we show that discrete spline interpolations converge against continuous ones. This is a well-known im-
mediate consequence of the equicoercivity of the discrete spline energies, whose proof parallels the coercivity proof
performed for Theorem 2.19.
Theorem 4.9 (Equicoercivity). Let (M, g) as well asW be admissible and σ > 0. Any sequence yK withFσ,K [yK ]+
IK [yK ] uniformly bounded contains a subsequence converging weakly in W 2,2((0, 1);V). As a consequence, any
sequence of minimizers for Fσ,K + IK contains a subsequence converging weakly to a minimizer of Fσ + I.
Proof. Let yK be a sequence withFσ,K [yK ]+IK [yK ] uniformly bounded. Just as in the previous proof we have yK =
η(yK0 ,...,yKK ) for some sequence (y
K
0 , . . . , y
K
K ) of (K+1)-tuples inM, and we may deduce dK = maxk∈{1,...,K} ‖yKk −
yKk−1‖V → 0. Furthermore, as in the proof of Lemma 4.2 one obtains the bound
|yK |2W 1,2 = |η(yK0 ,...,yKK )|
2
W 1,2 ≤ CK
K∑
k=1
‖yKk − yKk−1‖2V
for the W 1,2((0, 1);V)-seminorm and some fixed constant C > 0. Due to Definition 2.2(iv) and Definition 3.1(i) in
combination with dK → 0 we have
c∗‖yKk − yKk−1‖2V ≤ dist2(yKk−1, yKk ) ≤ 2W[yKk−1, yKk ]
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for K large enough so that with Jensen’s inequality we obtain
Fσ,K [yK ]
σ
≥ EK [yK0 , . . . , yKK ] = K
K∑
k=1
W[yKk−1, yKk ] ≥
c∗
2
K
K∑
k=1
‖yKk − yKk−1‖2V ≥
c∗
2C
|yK |W 1,2 .
Therefore, |yK |W 1,2 is uniformly bounded. With Poincare´’s inequality and the fact that yK(tk) lies in the convex hull
of yKk−1, y
K
k , y
K
k+1 so that ‖yK(ti) − y¯i‖V ≤ dK → 0 we obtain uniform boundedness of ‖yK‖W 1,2 . It remains to
show the boundedness of the seminorm
|yK |2W 2,2 = |η(yK0 ,...,yKK )|
2
W 2,2 = K
3
K−1∑
k=1
‖yKk−1 − 2yKk + yKk+1‖2V .
Let us denote the auxiliary points defined in (17) and belonging to (yK0 , . . . , y
K
K ) by (y˜
K
1 , . . . , y˜
K
K−1). Note that by
[RW15, Lemma 5.5] we have ‖y˜Kk − 12 (yKk−1+yKk+1)‖V = O(‖yKk+1−yKk−1‖3/2V ) = O(d3/2K ) forK large enough so that
by the triangle inequality ‖y˜Kk −yKk ‖V ≤ ‖y˜Kk − 12 (yKk−1+yKk+1)‖V+ 12
(‖yKk−1 − yKk ‖V + ‖yKk+1 − yKk ‖V) = O(dK).
Thus we can estimateW[yKk , y˜Kk ] below by c
∗
2 ‖y˜Kk − yKk ‖2V for K large enough and obtain
Fσ[yK ] ≥ 4K3
K−1∑
k=1
W[yKk , y˜Kk ] ≥
c∗
2
K3
K−1∑
k=1
‖2y˜Kk − 2yKk ‖2V
=
c∗
2
K−1∑
k=1
τ
∥∥∥∥∥yKk+1 + yKk−1 − 2yKkτ2 − yKk+1 + yKk−1 − 2y˜Kkτ2
∥∥∥∥∥
2
V
≥ c
∗
2
K−1∑
k=1
τ
2
∥∥∥∥∥yKk+1 + yKk−1 − 2yKkτ2
∥∥∥∥∥
2
V
− τ
∥∥∥∥∥yKk+1 + yKk−1 − 2y˜Kkτ2
∥∥∥∥∥
2
V
=
c∗
2
1
2
|yK |2W 2,2 −
K−1∑
k=1
τ
∥∥∥∥∥yKk+1 + yKk−1 − 2y˜Kkτ2
∥∥∥∥∥
2
V
 .
Apparently, (yKk+1 + y
K
k−1 − 2y˜Kk )/τ2 is the discrete equivalent to Γy(y˙, y˙) from the proof of Theorem 2.19. We will
next show that ‖yKk+1 + yKk−1 − 2y˜Kk ‖V ≤ C(‖yKk − yKk−1‖V + ‖yKk+1 − yk‖V)2 for some constant C > 0 in analogy
to the estimate ‖Γy(y˙, y˙)‖V ≤ C‖y˙‖2V. To this end, consider the second order Taylor expansion as in the proof of
[RW15, Thm. 4.10],
W[yKk−1, y˜Kk ] =W[y˜Kk , y˜Kk ]+W,1[y˜Kk , y˜Kk ](yKk−1−y˜Kk )
+
∫ 1
0
(1−s)W,11[y˜Kk +s(yKk−1−y˜Kk ), y˜Kk ](yKk−1−y˜Kk , yKk−1−y˜Kk ) ds ,
W[y˜Kk , yKk+1] =W[y˜Kk , y˜Kk ]+W,2[y˜Kk , y˜Kk ](yKk+1−y˜Kk )
+
∫ 1
0
(1−s)W,22[y˜Kk , y˜Kk +s(yKk+1−y˜Kk )](yKk+1−y˜Kk , yKk+1−y˜Kk ) ds ,
and use this together withW[y˜Kk , y˜Kk ] = 0 andW,1[y˜Kk , y˜Kk ] = W,2[y˜Kk , y˜Kk ] = 0 to expand the first order condition
0 =W,2[yKk−1, y˜Kk ] +W,1[y˜Kk , yKk+1] for y˜Kk into
0 =
∫ 1
0
(1− s)2W,111[y˜Kk + s(yKk−1−y˜Kk ), y˜Kk ](yKk−1−y˜Kk , yKk−1−y˜Kk )
+ (1−s)W,112[y˜Kk +s(yKk−1−y˜Kk ), y˜Kk ](yKk−1 − y˜Kk , yKk−1 − y˜Kk )
+ 2(1−s)W,11[y˜Kk +s(yKk−1−y˜Kk ), y˜Kk ](y˜Kk − yKk−1)
+ (1−s)2W,222[y˜Kk , y˜Kk +s(yKk+1−y˜Kk )](yKk+1 − y˜Kk , yKk+1 − y˜Kk )
+ (1−s)W,221[y˜Kk , y˜Kk +s(yKk+1−y˜Kk )](yKk+1 − y˜Kk , yKk+1 − y˜Kk )
+ 2(1−s)W,22[y˜Kk , y˜Kk +s(yKk+1−y˜Kk )](y˜Kk − yKk+1) ds .
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Using gy˜Kk =
1
2W,11[y˜Kk , y˜Kk ] = 12W,22[y˜Kk , y˜Kk ] we obtain for the third and the sixth term
2
∫ 1
0
(1− s) (W,11[y˜Kk + s(yKk−1 − y˜Kk ), y˜Kk ](y˜Kk − yKk−1) +W,22[y˜Kk , y˜Kk + s(yKk+1 − y˜Kk )](y˜Kk − yKk+1)) ds
= −2gy˜Kk (y
K
k−1 − 2y˜Kk + yKk+1, ·) +O(‖yKk−1 − y˜Kk ‖2V + ‖yKk+1 − y˜Kk ‖2V) ,
where the involved constants only depend on the third derivative ofW on a ball around the origin of radius ‖yK‖L∞ .
All other terms can as well be estimated by O(‖yKk−1− y˜Kk ‖2V+ ‖yKk+1− y˜Kk ‖2V). Furthermore, with ‖y˜Kk − 12 (yKk−1 +
yKk+1)‖V = O(‖yKk+1 − yKk−1‖3/2V ) (cf. again [RW15, Lemma 5.5]) we have the straightforward estimate
‖yKk−1 − y˜Kk ‖2V + ‖yKk+1 − y˜Kk ‖2V ≤ C‖yKk−1 − yKk+1‖2V ≤ C
(‖yKk−1 − yKk ‖V + ‖yKk+1 − yKk ‖V)2
for some C > 0. Thus, we finally verified the claim and obtain
Fσ[yK ] ≥ c
∗
4
|yK |2W 2,2 − C K∑
k=1
τ
∥∥∥∥∥yKk − yKk−1τ
∥∥∥∥∥
4
V
 .
Next one can readily compute
|yK |4W 1,4 = |η(yK0 ,...,yKK )|
4
W 1,4 =
‖yK1 − yK0 ‖4V
2τ3
+
‖yKK − yKK−1‖4V
2τ3
+
K3
5
K−1∑
k=1
(
‖yKk − yKk−1‖4V
+‖yKk −yKk−1‖3V‖yKk+1−yKk ‖V+‖yKk −yKk−1‖2V‖yKk+1−yKk ‖2V+‖yKk −yKk−1‖V‖yKk+1−yKk ‖3V+‖yKk+1−yKk ‖4V
)
≥ 1
5
K∑
k=1
τ
∥∥∥∥∥yKk − yKk−1τ
∥∥∥∥∥
4
V
so that the above estimate turns into
Fσ[yK ] ≥ c
∗
4
(|yK |2W 2,2 − 5C|yK |4W 1,4) .
The left-hand side is uniformly bounded, and in the proof of Theorem 2.19 we have already shown that this together
with the uniform bound on ‖yK‖W 1,2 implies uniform boundedness of |yK |W 2,2 independent of K. Thus there exists
a subsequence, which is weakly converging in W 2,2.
The statement about sequences of minimizers now is a standard consequence of the Γ-convergence from the previ-
ous theorem and the fact that with an arbitrary smooth y satisfying the interpolation and boundary conditions we have
inf ŷ Fσ,K [ŷ] + IK [ŷ] ≤ Fσ,K [ηKy ], which is uniformly bounded.
5 Example settings and applications
In this section we consider the application to manifolds of increasing complexity, first to d-dimensional surfaces em-
bedded in Rm, then to the high-dimensional shape manifold of discrete shells, and finally to the infinite-dimensional
shape manifold of viscous rods.
5.1 Embedded finite-dimensional manifolds
Here we consider a closed, smooth d-dimensional manifold embedded in Rm, m > d (ifM has a boundary, it shall
be smooth). We shall work with a (potentially local) parameterization ϕ : Rd ⊃ U → Rm of the manifold so that
we can choose V = Y = Rd and identifyM (at least locally) with U . The metric then is the metric induced by the
embedding space,
gy(v, w) = g
c
y(v, w) = (Dϕ(y)v)
T (Dϕ(y)w) , Q ≡ 0 .
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Similarly, the approximationW to the squared Riemannian distance can be taken as the squared Euclidean distance in
the embedding space,
W :M×M→ R , W[y1, y2] = |ϕ(y1)− ϕ(y2)|2
with |y| =
√
yT y.
Remark 5.1 (Applicability of model analysis). Unless U = Rd, the manifold is not admissible in the sense of Defini-
tion 2.1. Nevertheless, the model analysis of the previous sections can be carried over to this setting. Indeed, Fσ and
Fσ are invariant with respect to changing the manifold parameterization and thus are well-defined without specifying
a particular chart. Next, the existence of continuous spline interpolations from Theorem 2.19 holds (the regularity
estimate only holds for curves not touching the manifold boundary), since along a minimizing sequence of curves on
the embedded manifold we have uniformly bounded path energy and thus path length. Hence, by Goła¸b’s theorem a
subsequence of those curves converges in the Hausdorff sense to a limit curve. In the existence and regularity analysis
we may therefore restrict ourselves to a chart U of a small neighbourhood around that curve, on which the admissibility
conditions on g hold and thus the proof works without further modification. Likewise, the existence of discrete spline
interpolations from Theorem 3.10 holds. Indeed, here the same proof can directly be performed in Rm rather than the
parameterization domain. Finally, the Γ-convergence from Theorem 4.7 holds true as long as the limit curve does not
touch the manifold boundary; indeed, then again we can work inside a chart of a local neighbourhood around the limit
curve. The corresponding convergence of discrete to continuous interpolations from Theorem 4.9 can be transferred
via the same trick as for existence (as in the Γ-convergence we require, though, that the continuous interpolation has
positive distance from the manifold boundary ∂M): We consider a sequence of discrete curves with increasing re-
finement and with distance ε from ∂M for some ε > 0. We then observe that the discrete path energy and thus the
path length of the continuous representations is bounded, so we can extract a subsequence converging in the Hausdorff
sense, and from that point on we may restrict inside the proof of Theorem 4.9 to a chart around a neighbourhood of the
limit curve (which must be at least distance ε from ∂M). This way we obtain convergence of discrete to continuous
spline interpolations under the constraint of staying ε away from ∂M, and ε→ 0 then yields the desired result.
In what follows, let us explicitly derive the all terms arising in the nonlinear system of equations
∂ykF
K [y0, . . . , yK ] + σ∂ykE
K [y0, . . . , yK ] = 0 (27)
for all k ∈ {1, . . . ,K} \ {Kti | i = 1, . . . , I} which has to be solved when computing a discrete Riemannian spline.
To this end, we use the adjoint calculus. The constraint for y˜k can be expressed via the first order optimality conditions
0 = ∂2W[yk−1, y˜k] + ∂1W[y˜k, yk+1]
so that, taking the derivative with respect to yk−1 and yk+1, we have
0 =
(
∂22W[yk−1, y˜k] + ∂21W[y˜k, yk+1]
)
∂yk−1 y˜k + ∂1∂2W[yk−1, y˜k] ,
0 =
(
∂22W[yk−1, y˜k] + ∂21W[y˜k, yk+1]
)
∂yk+1 y˜k + ∂2∂1W[y˜k, yk+1]
(above, ∂i∂jW[ya, yb] should be interpreted as matrix with vT∂i∂jW[ya, yb]w = ∂i(∂jW[ya, yb]v)w). Now let pk
denote the solution to
0 =
(
∂22W[yk−1, y˜k] + ∂21W[y˜k, yk+1]
)T
pk + ∂2W[yk, y˜k]T .
We then obtain
∂yk−1W[yk, y˜k] = ∂2W[yk, y˜k]∂yk−1 y˜k = (∂1∂2W[yk−1, y˜k]T pk)T = (∂2∂1W[yk−1, y˜k]pk)T
and analogously ∂yk+1W[yk, y˜k] = (∂1∂2W[y˜k, yk+1]pk)T . Therefore,
∂ykE
K [y0, . . . , yK ] = K (∂2W[yk−1, yk] + ∂1W[yk, yk+1]) ,
∂ykF
K [y0, . . . , yK ] =
4
τ3
(
∂1W[yk, y˜k] + (∂1∂2W[y˜k−1, yk]pk−1)T + (∂2∂1W[yk, y˜k+1]pk+1)T
)
for all k/K /∈ {t1, . . . , tI} (where in case of periodic boundary conditions, k − 1 and k + 1 have to be interpreted
modulo K). In our implementation we solve (27) using a Quasi-Newton method. For the sake of completeness we also
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Figure 1: Interpolation of given points on a sphere and a torus using a piecewise geodesic (top) and a Riemannian
spline (bottom) with σ = 0. The discretization uses K = 32 steps along the discrete path.
list here the derivatives ofW ,
W[y1, y2] = |ϕ(y1)− ϕ(y2)|2 ,
∂1W[y1, y2] = ∂2W[y2, y1] = 2(ϕ(y1)− ϕ(y2))TDϕ(y1) ,
∂21W[y1, y2] = ∂22W[y2, y1] = 2Dϕ(y1)TDϕ(y1) + 2(ϕ(y1)− ϕ(y2))TD2ϕ(y1) ,
∂1∂2W[y1, y2] = ∂2∂1W[y2, y1] = −2Dϕ(y2)TDϕ(y1) .
Example curves are shown in Figure 1.
5.2 Discrete Shells
Here we consider the space of discrete shells [GHDS03], which is a shape space particularly useful for computer
graphics applications. This shape space is physically motivated (cf. [HRS+14]). A shell is a thin material layer around
a mid surface embedded in R3. A metric on the space of shells reflects the energy that is dissipated under a plastic
deformation of the material layer of the shell. For thin material layers this physical energy dissipation is composed of
an amount due to in-plane stretching of the membrane layer as well as an amount due to bending. Now discrete shells
are the discrete counterparts of the shell mid surfaces and consist of triangulated surfaces of fixed connectivity. The
space of discrete shells forms a finite-dimensional manifold which readily fits into the framework introduced before,
while the situation is more complicated for continuous shells. The next section will consider the one-dimensional
cousin of continuous shells, the space of rods, for which it is a little easier to fit it into our framework.
In words, the space of discrete shells is given by all shape regular triangle meshes of same connectivity modulo
rigid body motions. Indeed, given a reference triangulation T , a set of nodes V and a set of edges E we define
M = {y : V → R3 | any triangle y(T ), T ∈ T , contains a disc of radius ρ and has diameter ≤ h,
y(v1) = v1, y(e1)||e1, y(e1) ∧ y(e2)||e1 ∧ e2} .
for fixed 0 < ρ < h and v1 one vertex of the mesh, e||d if e = αd for some α > 0, and e1, e2 ∈ E two edges incident
to v1. Above we used that a discrete shell y : V → R3 induces a mapping on edges e ∈ E and triangles T ∈ T . The
last three conditions in the definition ofM just fix a particular location and orientation of the shape. The dissipation
between two discrete shells in M splits into a membrane distortion and a bending contribution and is defined as in
[HRS+14]
W[y, y˜] =Wc[y, y˜] = ζWmem[y, y˜] + ηWΘ[y, y˜]
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with weights ζ, η > 0. Here the membrane energyWmem is given by
Wmem[y, y˜] =
∑
T∈T
area(y(T ))Wmem(D(y˜ ◦ y−1))
with the matrix-valued Jacobian D(y˜ ◦ y−1) and the energy density
Wmem(A) =
µ
2
tr
√
A∗A+
λ
4
det
√
A∗A− 2µ+ λ
4
log det
√
A∗A− µ− λ
4
, (28)
where λ and µ are the Lame´ constants of a Newtonian constitutive law for the energy dissipation, A∗ denotes the
adjoint operator of A, and trB and detB denote the trace and determinant of B as an endomorphism on the tangent
bundle of the triangular shell surface y. Notice that det
√
A∗A describes area distortion, while tr
√
A∗A measures
length distortion. Obviously the polyconvex function Wmem(A) induces a rigid body motion invariant functionalW ,
and the identity is its unique minimizer. The log det
√
A∗A term penalizes material compression, which in the discrete
setting prevents degeneration of triangles. The bending energy is defined by
WΘ[y, y˜] =
∑
e∈E
le[y]
2 (θe[y]− θe[y˜])2
de[y]
,
where le[y] is the length of the edge y(e), θe[y] the dihedral angle between the triangles adjacent to y(e), and 3de[y]
the area of those triangles.
The metric on the space of discrete shells is defined for v, w : V → R3 as the second derivative of the dissipation
in directions v and w,
gy(v, w) =
1
2∂
2
2W[y, y](v, w) .
Any discrete shell y ∈ M as well as tangent vectors v ∈ TyM can obviously be identified with the corresponding
vector in R3N of nodal values, where N denotes the number of vertices in V . Thus we may choose V = Y = R3N .
Note thatM⊂ R3N only has a piecewise smooth boundary, however, the framework of admissible manifolds and our
previous analysis may readily be extended to include also this case. That gy is positive definite and thus represents a
metric has been shown in [HRS+14]; that it is admissible in the sense of Definition 2.2 follows from the smoothness of
g (it is infinitely differentiable) and the compactness ofM. Admissibility forW follows from the continuity ofW and
[RW15, Lemma 4.6]. Thus we have existence of continuous and discrete spline interpolations, and the discrete ones
converge against the continuous ones. Figure 2 shows a spline curve for six given input poses of the discrete shell model
of a cactus and compares the discrete spline interpolation and a piecewise discrete geodesic interpolation. The plotted
quantity W[yk, y˜k] is considered as an approximation of the squared covariant derivative ‖ Ddt y˙‖2 (cf. Remark 3.4).
It reflects the postulated regularity of spline curves. Indeed, we experimentally observe that ‖ Ddt y˙‖2 appears to be
bounded but not differentiable. The profile is approximately parabolic as would be the profile for Euclidean spline
interpolation, which exhibits a piecewise affine acceleration (see also Section 5.1).
5.3 Viscous rods
Unlike shells, which represent thin, macroscopically two-dimensional material layers, the space of (linearized) viscous
rods contains thin, macroscopically one-dimensional rods of material. This shape space can be used to model curves,
for instance contours of objects in 2D. Again, the metric of the shape space is based on the energy dissipation due to
rod stretching and bending. Below we shall consider closed viscous rods, that is, shapes that have the same topology
as S1. Let us pick the definition introduced in [RW15] and modify it slightly to ensure existence of spline curves.
Definition 5.2 (Viscous rods). Given a template shape yA : S1 → R2 with Sobolev regularity W 2,2(S1;R2) and a
(sufficiently small) η > 0, the manifold of viscous rods is given as
M = {y : S1 → R2 | ‖y − yA‖2W 2,2(S1;R2) ≤ η, ∫S1 y(s) ds = 0} ,
thus it contains all closed curves in R2 which do not deviate too much from the template in the W 2,2 sense and whose
centre of mass is fixed to eliminate mere shape translations. The dissipation and metric onM are given as
W[y, y˜] =
∫
S1
δ
2
(
1− |y˜,s|
2
|y,s|2
)2
|y,s|+ δ3(y˜,ss − y,ss)2 ds ,
gy(v, v) =
1
2∂
2
2W[y, y](v, v) =
∫
S1
2δ
|vtgl,s |2
|y,s|2 |y,s|+ δ
3|v,ss|2 ds ,
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Figure 2: Top: interpolation of six input shapes (grey) by a discrete spline (orange) and a piecewise discrete geodesic
(green), respectively. Each discrete path consists of 51 discrete shells in total where we have depicted every second
shape here. The chosen parameters are λ = 1, µ = 1, ζ = 1, η = 10−4. Middle: Three different views of
the subsequences from shape 16 to shape 24 (superposed) for the discrete spline (orange) and the piecewise discrete
geodesic (green), respectively. Bottom: distribution of the energy k 7→ W[yk, y˜k] both for the discrete spline (orange)
and the piecewise discrete geodesic (green).
where δ > 0 has the interpretation of the material thickness, subscript , s denotes the derivative along S1, and vtgl,s =
v,s · y,s|y,s| reflects the tangential component of v,s. Note that |y,s|ds means arclength integration along the curve y(S1).
Different from the model proposed in [RW15] we here drop the length element |y,s| in the last term of the energy
W and the metric g. This ensures that the highest order terms in the dissipation and the metric are a quadratic form
Q(v, v) = δ3 ∫
S1
|v,ss|2 ds.
The first integrand inW and gy represents energy dissipation due to stretching or compression of the rod (indeed,
it prefers y˜,s = y,s or zero tangential stretch vtgl,s = 0), while the second measures (linearized) dissipation due to
bending. With the choice
Y = C1,α(S1;R2) , α ∈ [0, 12 ),
V =
{
v ∈W 2,2(S1;R2) | ∫
S1
v(s) ds = 0
}
it is shown in [RW15, Sec. 7.2] that g as well asW satisfy the admissibility conditions from Definitions 2.2 and 3.1 on
M for η small enough (such that there are constants c, C > 0 with C > |y,s| > c for all y ∈ M). Indeed, if yj ⇀ y
and y˜j ⇀ y˜ in V as n → ∞, then yj → y and y˜j → y˜ strongly in C1,α(S1;R2) so thatWc[yj , y˜j ] → Wc[y, y˜] with
Wc[y, y˜] =W[y, y˜]−Q(y − y˜, y − y˜).
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Remark 5.3 (Applicability of model analysis). Again, M is not admissible in the sense of Definition 2.1 since it
has a boundary. However, our analysis stays applicable. In particular, the proof of existence of continuous spline
interpolations from Theorem 2.19 still holds (and also the proof of the regularity estimate as long as the minimizer
does not touch the manifold boundary ∂M), sinceM is weakly closed inV. The proof of existence of discrete spline
interpolations from Theorem 3.10 holds for the same reason. Also the proof of Γ-convergence from Theorem 4.7
remains unchanged as long as one considers the Γ-limit in a curve with positive distance from ∂M, and for the
convergence of discrete to continuous interpolations (as long as the continuous interpolation has positive distance to
∂M) we can proceed as in Remark 5.1, first using the additional constraint of staying at least a distance ε > 0 away
from ∂M (which is weakly closed) and then letting ε→ 0.
Figure 3: Computed discrete geodesic (green) and spline (orange) interpolation between the grey viscous rods. The
influence of the ellipses’ curvature on the spline segment between the rectangles is still visible, while for the piecewise
geodesic interpolation any memory of the ellipses is lost between the rectangles. Likewise, memory of the rectangles
persists in the spline segment between the ellipses in form of a slight concavity in those places where the rectangle
corners were flattened out.
For numerical computations, viscous rods were discretized using a spectral representation, and the energy W
was approximated via trapezoidal quadrature. Figure 3 shows an overlay of a discrete piecewise geodesic and a
discrete spline interpolation with natural boundary conditions. Here, the influence of the ellipses on the spline seg-
ment between the first two rectangles is still slightly visible as the sides of the intermediate rectangles are slightly
bent inward (opposite to the curvature of the ellipses). The piecewise geodesic interpolation does not show this
feature. Also the size change of the different contours is smoother in the spline than the piecewise geodesic. Fig-
ure 4 shows the same comparison for interpolations between two silhouettes of a running dog. While in the piece-
wise geodesic curve there is an abrupt change at each interpolation point between spreading and contracting the
legs, the legs stay spread out or pulled in for a longer time in the spline curve. Finally, Figure 5 computes a dis-
crete periodic spline interpolation between a set of shapes from the MPEG-7 Core Experiment CE-Shape-1 (http:
//www.cis.temple.edu/˜latecki/TestData/mpeg7shapeB.tar.gz). It also shows W[yk, y˜k] as a
function of k, which may be viewed as an approximation to the squared acceleration gy( Ddt y˙,
D
dt y˙). The plot is con-
sistent with the regularity result in Theorem 2.19, which shows that the second derivatives of the spline interpolation
are still Ho¨lder continuous. The graph is reminiscent of a continuous, piecewise quadratic function, which would be
exactly the form of ‖y¨‖2 for a cubic spline interpolation y in the Euclidean case.
Figure 4: Computed discrete periodic piecewise geodesic (green) and spline (orange) interpolation between the grey
viscous rods.
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Figure 5: Computed discrete periodic piecewise geodesic (green) and spline (orange) interpolation between the grey
viscous rods (left, only half of all intermediate shapes are shown, the grey shapes were taken from the MPEG-7 Core
Experiment CE-Shape-1) andW[yk, y˜k] as a function of k (right).
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