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1. Introduction
Riccati differential equations are a class of nonlinear differential equations of much importance, and play a significant
role in many fields of applied science [1]. For example, as is well known, a one-dimensional static Schrödinger equation
[2,3] is closely related to the Riccati differential equation. Solitary wave solution of a nonlinear partial differential equation
can be expressed as a polynomial in two elementary functions satisfying the projective Riccati equation [4]. Such type
of problems also arise in optimal control. Therefore, the problem has attracted much attention and has been studied by
many authors. Some Riccati differential equations with constant coefficients have been solved analytically by using various
methods in [5]. In recent years, Riccati differential equations have been solved by using the variational iteration method
[6–9], He’s variational iterationmethod [10–12], the cubic B-spline scaling functions and Chebyshev cardinal functions [13],
the homotopy perturbationmethod [14], the modified variational iterationmethod [15], the Taylor matrix method [16], the
iterated He’s homotopy perturbation method [17], the Adomian decomposition method [18–21], a new form of homotopy
perturbation method [22], the variational iteration method and the Adomian decomposition method [23].
The Taylor, Chebyshev and Legendre (matrix and collocation) methods have been used by Sezer et al. [16,24–30] to
solve Riccati differential equations, linear differential, integral, integro-differential–difference equations, systems of linear
differential equations and systems of integro-differential equations.
In addition, Yüzbaşı et al. [29–32] haveworked the Bessel collocationmethod for the approximate solutions of the neutral
delay differential equations, the pantograph equations, Fredholm integro-differential equations and Fredholm integro-
differential equation systems.
In this paper, bymeans of thematrix relations between the Bessel functions of first kind and their derivatives, the above-
mentioned methods are modified and developed for solving the Riccati type differential–difference equation
P(t)f ′(pt + µ)+ Q (t)f (qt + η)+ R(t)f 2(rt + γ ) = S(t), 0 ≤ a ≤ t ≤ b <∞ (1)
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with the mixed condition
αy(a)+ βy(b) = λ (2)
where f (t) is an unknown function, P(t), Q (t), R(t) and S(t) are the known functions defined on the interval a ≤ t ≤ b and
p, µ, q, η, r , γ , α, β and λ are real or complex constants.
Our purpose is to obtain an approximate solution of (1) in the truncated Bessel series form
f (t) =
N
n=0
anJn(t) (3)
so that an, n = 0, 1, 2, . . . ,N are the unknown Bessel coefficients. Here, N is chosen any positive integer such that N ≥ 1,
and Jn(t), n = 0, 1, 2, . . . ,N are the Bessel polynomials of first kind defined by
Jn(t) =
[[ N−n2 ]]
k=0
(−1)k
k!(k+ n)!

t
2
2k+n
, n ∈ N, 0 ≤ t <∞.
This paper is organized as follows: some preliminaries and notations in Section 2 and in Section 3, we give the fundamental
matrix relations to obtain the matrix forms of each term of Eq. (1). The method of finding approximate solution is presented
in Section 4. The error and stability analysis for this method are given in Section 5. We illustrate the method by some
numerical examples in Section 6. Section 7 concludes this article with a brief summary.
2. Preliminaries and notations
Let us consider n+ 1 pairs (ti, yi). The problem is to obtain a polynomial pm, called interpolating polynomial, such that
pm(ti) = c0 + c1ti + · · · + cmtmi = yi, i = 0, 1, . . . , n.
The points ti are called interpolation nodes. If n ≠ m the problem is over or under-determined. We note that the
preliminaries and notations given in this section has been used in [33,34].
Theorem 2.1 ([35]). Given n + 1 distinct nodes t0, t1, . . . , tn and n + 1 corresponding values y0, y1, . . . , yn then there exist a
unique polynomial pn ∈ Pn such that pn(ti) = yi for i = 0, 1, . . . , n.
If we define
li ∈ Pn : li(t) =
n
i=0
j≠i
(t − ti)
(ti − tj) , i = 0, 1, . . . , n,
then li(tj) = δij. Here, the polynomials li(t) are called Lagrange characteristic polynomials.
If yi = f (ti) for i = 0, 1, . . . , n, f being a given function, the interpolating polynomial pn(t)will be denoted by pnf (t).
Let us introduce a lower triangular matrix T of infinite size, called the interpolation matrix on [a, b], whose entries tij,
for i, j = 0, 1, . . ., represent points of [a, b], with the assumption that on each row the entries are all distinct. Thus, for any
n ≥ 0, the (n+ 1)-th row of T contains n + 1 distinct values that we can identify as nodes, so that, for a given function f ,
we can uniquely define an interpolating polynomial pnf of degree n at those nodes.
Let Pn be the set consists of all polynomials of degree at most n. Since Pn is a finite-dimensional subspace of C[a, b], it is
closed and convex. Thus, for f ∈ C[a, b], there exists uniquep ∈ Pn such that
∥f − p∥∞ ≤ ∥f − q∥, ∀q ∈ Pn.
Here, p is called the best approximation to f out of Pn. The error of the best approximation to f from Pn will be denoted by
En[f ; [a, b]] = En(f ) = ∥f − p∥∞.
Definition 2.2. Let f (t) be defined on [a, b], the modulus of continuity of f (t) on [a, b],w(δ), is defined for δ > 0 by
w(δ) = sup
|t−y|<δ
|f (t)− f (y)|.
Theorem 2.3 ([36]). If f ∈ C[a, b], then
En[f ; [a, b]] ≤ 6w

b− a
2n

. (4)
Having fixed f and an interpolation matrix T , let us define the interpolation error
Gn(T ) = ∥f − pnf ∥∞, n = 0, 1, . . . .
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The relation between Gn(T ) and En[f ; [a, b]] is given in the following theorem.
Theorem 2.4 ([35]). Let f ∈ C [a, b] and T be an interpolation matrix on [a, b]. Then
Gn(T ) ≤ (1+Λn(T ))En(f ; [a, b]) (5)
whereΛn(T ) denotes the Lebesgue constant of T , defined by
Λn(T ) =
 n
i=0
|l(n)i (t) |
∞
and where l(n)i ∈ Pn is the j-th characteristic polynomial associated with the (n+ 1)-th row of T .
Corollary 2.5 ([36]). By using above notation, if f ∈ C[a, b], we get from (4) and (5)
∥f − pnf ∥∞ ≤ 6(1+Λn(T ))w

b− a
2n

.
Theorem 2.6 ([37]). Let x and the abscissas t0, t1, . . . , tn be contained in an interval [a, b] on which f and its first n deriva-
tives are continuous, and let f (n+1) exist in the open interval (a, b). Then there exists εt ∈ (a, b), which depends on x, such
that
f (t)− pn(t) = f
(n+1)(εt)
(n+ 1)!
n
i=0
(t − ti). (6)
In this paper, our aim is to interpolate f by
pN(t) =
N
n=0
anJn(t), N ≥ 1 (7)
such that Jn(t) is the Bessel functions of first kind, f (t) is any a solution of (1), pN(t) and f (t) are equal on the nodes
0 ≤ t0 < t1 < · · · < tN ≤ b. Since all f (ti) values are unknown, we can use (1) to compute the interpolation polynomial
at the nodes t0, t1, . . . , tN without knowing f (ti) values. To do this, we place the interpolation polynomial pN(t) = c0 +
c1t + · · · + cN tN into (1). If pN equals f on the nodes, then pN satisfies (1) on the nodes. A system of linear equations with
unknown c0, c1, . . . , cN is obtained. Thus, we can find the solution of (1) with some errors which are the interpolation and
computational errors.
3. Fundamental matrix relations
Firstly, the Bessel functions of first kind Jn(t) can be written in the matrix form
JT (t) = DXT (t)⇔ J(t) = T(t)DT (8)
where
J(t) = [J0(t) J1(t) · · · JN(t)], T(t) = [1 t t2 · · · tN ] and
if N is odd,
D =

1
0!0!20 0
−1
1!1!22 · · ·
(−1) N−12N−1
2
! N−12 !2N−1 0
0
1
0!1!21 0 · · · 0
(−1) N−12N−1
2
! N+12 !2N
0 0
1
0!2!22 · · ·
(−1) N−32N−3
2
! N+12 !2N−1 0
...
...
...
. . .
...
...
0 0 0 · · · 1
0!(N − 1)!2N−1 0
0 0 0 · · · 0 1
0!N!2N

(N+1)×(N+1)
,
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if N is even,
D =

1
0!0!20 0
−1
1!1!22 · · · 0
(−1) N2N
2
! N2 !2N
0
1
0!1!21 0 · · ·
(−1) N−22N−2
2
! N2 !2N−1 0
0 0
1
0!2!22 · · · 0
(−1) N−22N−2
2
! N+22 !2N
...
...
...
. . .
...
...
0 0 0 · · · 1
0!(N − 1)!2N−1 0
0 0 0 · · · 0 1
0!N!2N

(N+1)×(N+1)
· · · .
We consider the approximate solution f (t) = pN(t) of Eq. (1) defined by the truncated Bessel series (7). The approximate
solution (7) can be written in the matrix form
[f (t)] = J(t)A
and substituting the expression (8) into above equation, we have the matrix form
[f (t)] = T(t)DTA. (9)
Also, the relation between the matrix T(t) and its first derivative T(1)(t) is
T(1)(t) = T(t)BT (10)
where
BT =

0 1 0 · · · 0
0 0 2 · · · 0
...
...
...
. . .
...
0 0 0 · · · N
0 0 0 · · · 0
 .
By using the relations (9) and (10), we get the matrix relation
f (1)(t) = T(t)BTDTA. (11)
By putting t → qt + η in the matrix relation T(t), we obtain the matrix form
T(qt + η) = T(t)B(q, η) (12)
where for q ≠ 0 and η ≠ 0,
B(q, η) =


0
0

(q)0(η)0

1
0

(q)0(η)1 · · ·

N
0

(q)0(η)N
0

1
1

(q)1(η)0 · · ·

N
1

(q)1(η)N−1
...
...
. . .
...
0 0 · · ·

N
N

(q)N(η)0

and for q ≠ 0 and η = 0,
B(q, 0) =

q0 0 · · · 0
0 q · · · 0
...
...
. . .
...
0 0 · · · qN
 .
By using expressions (9) and (12), we have the matrix relation
f (qt + η) = T(t)B(q, η)DTA. (13)
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From relations (11) and (12), we gain the matrix form
f (1)(pt + µ) = T(t)B(p, µ)BTDTA. (14)
Now, let us consider the collocation points defined by
ti = a+ b− aN i, i = 0, 1, . . . ,N. (15)
By placing the collocation points (15) in the relations (13) and (14), we have the system of matrix equations as follows
f (qti + η) = T(ti)B(q, η)DTA and f (1)(pti + µ) = T(ti)B(p, µ)BTDTA
or compact forms
F(q, η) = TB(q, η)DTA and F(1) = TB(p, µ)BTDTA (16)
where
T =

T(t0)
T(t1)
...
T(tN)
 , F(q, η) =

f (qt0 + η)
f (qt1 + η)
...
f (qtN + η)
 and F(1) =

f (1)(pt0 + µ)
f (1)(pt1 + µ)
...
f (1)(ptN + µ)
 .
Similarly, by using the relations (9) and (13) and substituting the collocation points (15) into the f 2(rt + γ ), we get the
matrix representation
F2 =

f 2(rt0 + γ )
f 2(rt1 + γ )
...
f 2(rtN + γ )
 =

f (rt0 + γ ) 0 · · · 0
0 f (rt1 + γ ) · · · 0
...
...
. . .
...
0 0 · · · f (rtN + γ )


f (rt0 + γ )
f (rt1 + γ )
...
f (rtN + γ )
 = F¯F(r, γ ) (17)
so that
F¯ = T¯B¯D¯A¯ (18)
where
T¯ =

T(t0) 0 · · · 0
0 T(t1) · · · 0
...
...
. . .
...
0 0 · · · T(tN)
 , B¯ =

B(r, γ ) 0 · · · 0
0 B(r, γ ) · · · 0
...
...
. . .
...
0 0 · · · B(r, γ )

(N+1)×(N+1)
,
D¯ =

DT 0 · · · 0
0 DT · · · 0
...
...
. . .
...
0 0 · · · DT

(N+1)×(N+1)
and A¯ =

A 0 · · · 0
0 A · · · 0
...
...
. . .
...
0 0 · · · A

(N+1)×(N+1)
.
When the matrices T¯, B¯, D¯ and A¯ in Eq. (18) are written in full, it can be seen that their dimensions are (N + 1)× (N + 1)2,
(N + 1)2 × (N + 1)2, (N + 1)2 × (N + 1)2 and (N + 1)2 × (N + 1), respectively.
4. Method of solution
To obtain a Bessel polynomial solution of Eq. (1) under themixed condition (2), the followingmethod is used. Thismethod
is based on computing the Bessel coefficients by means of collocation points defined Eq. (15). Firstly, the collocation points
are substituted into Eq. (1) as follows
P(ti)f ′(pti + µ)+ Q (ti)f (qti + η)+ R(ti)f 2(rti + γ ) = S(ti), i = 0, 1, . . . ,N
and then this system can be expressed in the matrix form
PF(1) + QF(q, η)+ RF2 = S (19)
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where
P =

P(t0) 0 · · · 0
0 P(t1) · · · 0
...
...
. . .
...
0 0 · · · P(tN)
 , Q =

Q (t0) 0 · · · 0
0 Q (t1) · · · 0
...
...
. . .
...
0 0 · · · Q (tN)
 ,
R =

R(t0) 0 · · · 0
0 R(t1) · · · 0
...
...
. . .
...
0 0 · · · R(tN)
 and S =

S(t0)
S(t1)
...
S(tN)
 .
After the substitution of the relations (16)–(18) into Eq. (19), we have the fundamental matrix equation
PTB(p, µ)BTDT + QTB(q, η)DT + RT¯B¯D¯A¯TB(r, γ )DTA = S. (20)
Briefly, Eq. (20) can also be written in the form
WA = S or [W; S]
which corresponds to a system of the (N + 1) nonlinear algebraic equations with the unknown Bessel coefficients an,
n = 0, 1, 2, . . . ,N and
W = PTB(p, µ)BTDT + QTB(q, η)DT + RT¯B¯D¯A¯TB(r, γ )DT .
Now, we construct a matrix representation of the mixed condition (2). Using the relation (9) at points a, b, the matrix
representation of mixed condition (2) which depends on the Bessel coefficients matrix A is formed,
{αX(a)DT + βX(b)DT}A = λ.
Thus, the matrix form of mixed condition (2) is gained as
UA = λ or [U; λ] (21)
where
U = αX(a)DT + βX(b)DT = [u0 u1 u2 . . . uN ].
Finally, replacing the one row of the augmented matrix [W; S] by the row matrix [U; λ], we have
[W˜; S˜] or W˜A = S˜ (22)
which is a nonlinear algebraic system. The unknown Bessel coefficients matrix A (A = [a0 a1 . . . aN ]T ) is computed by
solving this system and we substitute the Bessel coefficients a0, a1, . . . , aN in Eq. (3). Thus we get the Bessel polynomial
solution
f (t) = pN(t) =
N
n=0
anJn(t).
5. Error bound for the solution
By placing the Bessel polynomial solution in Eq. (1), we obtain the function
EN(t) = P(t)p(1)N (pt + µ)+ Q (t)pN(qt + µ)+ R(t)p2N(rt + γ )− S(t). (23)
If EN(t) is equivalent to the zero function on the nodes t0, t1, . . . , tN , the computational errors are minimal. Hence, it can be
used for finding computational errors on the nodes [33,34].
The following theorem has been proved in [33] for the Bernstein series solution pN(t) of singular integral equations. Also,
it has been used for the Bessel polynomial solution pN(t) of nonlinear Lane–Emden differential equations [34]. We will use
the following theorem for the upper bound of absolute errors.
Theorem 5.1. pN(t) denotes the solution computed by the present method of (1) and y = f (t) is the exact solution of (1). Then,
∥f − pN∥∞ ≤ 6(1+ΛN(T ))w

b− a
2N

+ ∥EN∥∞.
Particularly if f ∈ C∞[a, b], then
|f (t)− pN(t)| ≤ 1
(N + 1)!
 N
i=0
(t − ti)f (N+1)(εt)
+ ∥EN∥∞. (24)
Proof. (It can be seen from [33]). 
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6. Numerical examples
In this section, the properties of the method will be illustrated by several numerical examples. In this regard, we have
reported in Tables and Figures, the values of the exact solution f (t), the approximate solution pN(t) and the absolute error
function eN(t) = |f (t)−pN(t)| at the selected points of the given interval. In examples, we have computed the upper bounds
of the absolute errors for different N values using Theorem 5.1 and ∥f − pN∥∞ = max{|f (t)− pN(t)|, a ≤ t ≤ b}. All of the
numerical computations have been done on a computer using a program written in Maple 9.
Example 1. Let us first consider the Riccati differential–difference equation given by
f ′(t + 2)− t2f (2t − 3)− f 2(t − 1) = 3+ 2t − 19t2 + 20t3 − 5t4, 0 ≤ t ≤ 1
with initial condition f (0) = −2 and the exact solution f (t) = t2 − t − 2. Now, let us calculate the approximate solution
p3(t) of the example (1) given by
f (t) =
3
n=0
anJn(t)
where N = 3, p = 1, µ = 2, q = 2, η = −3, r = 1, γ = −1, P(t) = 1, Q (t) = −t2, R(t) = −1 and
S(t) = 3+ 2t − 19t2 + 20t3 − 5t4.
The set of collocation points (15) for N = 3 is computed as
x0 = 0, x1 = 13 , x2 =
2
3
, x3 = 1

and the fundamental matrix equation of the problem from Eq. (20) is
{PTB(1, 2)BTDT + QTB(2,−3)DT + RT¯B¯D¯A¯TB(1,−1)DT }A = S
where
P =
1 0 0 00 1 0 00 0 1 0
0 0 0 1
 , Q =
0 0 0 00 −1/9 0 00 0 −4/9 0
0 0 0 −1
 , R =
−1 0 0 00 −1 0 00 0 −1 0
0 0 0 −1
 ,
S =

3
181/81
67/81
1
 ,
BT =
0 1 0 00 0 2 00 0 0 3
0 0 0 0
 , B(1, 2) =
1 2 4 80 1 4 120 0 1 6
0 0 0 1
 , B(2,−3) =
1 −3 9 −270 2 −12 540 0 4 −36
0 0 0 8
 ,
B(1,−1) =
1 −1 1 −10 1 −2 30 0 1 −3
0 0 0 1
 , B¯ =
B(1,−1) 0 0 00 B(1,−1) 0 00 0 B(1,−1) 0
0 0 0 B(1,−1)
 ,
T =
 T(0)T(1/3)T(2/3)
T(1)
 =
1 0 0 01 1/3 1/9 1/271 2/3 4/9 8/27
1 1 1 1
 , T¯ =
T(0) 0 0 00 T(1/3) 0 00 0 T(2/3) 0
0 0 0 T(1)
 , A =
a0a1a2
a3
 ,
DT =
 1 0 0 00 1/2 0 0−1/4 0 1/8 0
0 −1/16 0 1/48
 , D¯ =

DT 0 0 0
0 DT 0 0
0 0 DT 0
0 0 0 DT
 , A¯ =
A 0 0 00 A 0 00 0 A 0
0 0 0 A
 .
From Eq. (21), the matrix form for initial condition is
[U; λ] = [1 0 0 0 ; − 2].
Hence, the new augmented matrix [W˜; G˜] for the problem is gained. Solving this system, the Bessel coefficients matrix is
computed as
A = [−2 −2.0000000000000000002 4 −6.0000000000000000002]T
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Fig. 1a. Comparison of the exact and the approximate solutions for N = 5, 8, 11 of Eq. (25) in [0, 1].
Fig. 1b. Comparison of the absolute error functions eN (t) for N = 5, 8, 11 of Eq. (25) in [0, 1].
and thus, the approximate solution of the problem for N = 3 and digits = 20 becomes
p3(x) = −2− 1.0000000000000000001x+ x2 + (0.1× 10−19)x3.
To find the upper bound of the absolute error using Theorem 5.1, For N = 3 and digits= 20, E3 is gained.
E3(x) = −0.1× 10−18 + 0.3× 10−19(x+ 2)2 − x2(1.00000+ (2x− 3)2 − 2.00000x+ 0.1× 10−19(2x− 3)3)
− (−0.99999+ (x− 1)2 − x+ 0.1× 10−19(x− 1)3)2 + 5x4 − 20x3 + 19x2
and the norm of EN is calculated as ∥E3∥∞ = 1.7950× 10−19.
Since the exact solution is a polynomial of degree 3, the interpolation error is equal to zero by Theorem 2.6. Thus, the
upper bound of the absolute errors from (24) is obtained as
∥f − p3∥∞ ≤ 0+ 1.7950× 10−19.
On the other hand, using
∥f − p3∥∞ = max{|f (t)− p3(t)|, 0 ≤ t ≤ 1},
the maximum absolute error for N = 3 and digits= 20 is found as
∥f − p3∥∞ = 1.2171× 10−19.
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Fig. 1c. The zoom-in view of Fig. 1b in the interval 0.2 ≤ t ≤ 1.
Fig. 1d. Comparison of the exact and the approximate solutions Eq. (25) in the different intervals.
Example 2 ([16]). Consider the Riccati differential–difference equation
f ′(t)+ f 2(t) = 1, 0 ≤ t ≤ 1 (25)
with initial condition f (0) = 0 and the exact solution f (t) = e2t−1
e2t+1 so that p = 1, µ = 0, q = 1, η = 0, r = 1, γ =
0, P(t) = 1,Q (t) = 0, R(t) = 1 and S(t) = 1.
From Eq. (20), the fundamental matrix equation of the problem is
{PTB(1, 0)BTDT + RT¯B¯D¯A¯TB(1, 0)DT }A = S.
By applying the method given in Section 4, we obtain the approximate solutions by the Bessel polynomials of the problem
for N = 5, 8 and 11, respectively,
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Table 1
Comparison of the exact and the approximate solutions of Eq. (25) in [0,1].
Exact solution Taylor method [16] Present method
ti f (ti) = e2ti−1e2ti+1 N = 5, p5(ti) N = 5, p5(ti) N = 8, p8(ti) N = 11, p11(ti)
0 0 0 0 0 0
0.2 0.197375320224 0.197376000000 0.197427054407 0.197375125509 0.197375320493
0.4 0.379948962255 0.380032000000 0.379974931537 0.379948779477 0.379948962506
0.6 0.537049566998 0.538368000000 0.537090224006 0.537049407520 0.537049567214
0.8 0.664036770268 0.673024000000 0.664024380076 0.664036638418 0.664036770563
1 0.761594155956 0.800000000000 0.762345570306 0.761603155292 0.761594224419
Table 2
Comparison of the absolute errors eN (ti) for the ti value of Eq. (25).
Taylor method [16] Present method
ti e5(ti) e5(ti) e8(ti) e11(ti)
0 0 0 0 0
0.2 0.679776e−6 0.51734183e−4 0.194715e−6 0.269e−9
0.4 0.83037745e−4 0.25969282e−4 0.182778e−6 0.251e−9
0.6 0.1318433002e−2 0.40657008e−4 0.159478e−6 0.216e−9
0.8 0.8987229732e−2 0.12390192e−4 0.131850e−6 0.295e−9
1 0.38405844044e−1 0.751414350e−3 0.8999336e−6 0.68463e−7
p5(t) = t + 0.007109903118t2 − 0.382602588131t3 + 0.124508394777t4 + 0.013329860541t5,
p8(t) = t − 0.000101178474t2 − 0.331979005163t3 − 0.007672876715t4 + 0.155890802762t5
− 0.034190634564t6 − 0.035496380168t7 + 0.015152427614t8
and
p11(t) = t + 0.000000266963t2 − 0.333337956625t3 + 0.000029717520t4 + 0.133290879165t5
− 0.000511089791t6 − 0.050383158415t7 − 0.011500159422t8 + 0.043483753479t9
− 0.024071658130t10 + 0.004593629655t11.
Therefore, the upper bound of the absolute errors for N = 5 from Theorem 5.1 is obtained as
∥f − p5∥∞ ≤ 16!
 5
i=0
(t − ti)f (6)(εt)
+ ∥E5∥∞
≤ 2.0467× 10−5 + 1.2265× 10−2
= 1.23× 10−2.
In the similar way, the upper bound of the absolute errors forN = 8,N = 11 and digits= 20 are calculated as 4.1003×10−6
and 2.8957× 10−6, respectively.
On the other hand, using
∥f − pN∥∞ = max{|f (t)− pN(t)|, 0 ≤ t ≤ 1},
the maximum absolute errors for N = 5, N = 8, N = 11 and digits= 20 are gained as
∥f − p5∥∞ = 7.5141× 10−4, ∥f − p8∥∞ = 8.9993× 10−6 and ∥f − p11∥∞ = 6.8443× 10−8.
In Table 1, we give the numerical results of the exact solution and the approximate solutions obtained by the present
method and the Taylor method [16] in the interval 0 ≤ t ≤ 1 and compare these solutions in Fig. 1a. The absolute errors for
these solutions are compared in Table 2 and the absolute error functions are shown in Fig. 1b. Fig. 1c is the zoom-in view of
Fig. 1b in the interval 0.2 ≤ t ≤ 1. The approximate solutions gained by the present method in the intervals [0, 1], [0, 3] and
[0, 5] are compared with the exact solution and the solution obtained by the Taylor method in Fig. 1d. Fig. 1e, respectively
and Fig. 1f display the absolute error functions in [0, 3] and [0, 5]. It is seen from Tables 1 and 2 and Figs. 1a–1e that the
results obtained by the present method is better than that obtained by the Taylor method. From Figs. 1d–1f, we see that
value N should be increased when the interval is expanded.
Example 3. Now, consider the Riccati differential–difference equation given by
f ′(t)+ cos(t)f (0.5t)− sin(t)f 2(t + 1) = cos(t) (1+ sin(0.5t))− sin(t) sin2(t + 1), 0 ≤ t ≤ 1
Ş. Yüzbaşı / Computers and Mathematics with Applications 64 (2012) 1691–1705 1701
Fig. 1e. Comparison of the absolute error functions Eq. (25) in [0, 3].
with initial condition f (0) = 0 and the exact solution f (t) = sin(t). Here, p = 1, µ = 0, q = 0.5, η = 0, r = 1, γ =
1, S(t) = cos(t)(1+ sin(0.5t))− sin(t) sin2(t+ 1), P(t) = 1,Q (t) = cos(t) and R(t) = − sin(t). The fundamental matrix
equation of the problem from Eq. (20) is written as
{PTB(1, 0)BTDT + QTB(0.5, 0)DT + RT¯B¯D¯A¯TB(1, 1)DT }A = S.
By following the procedure in Section 4, the approximate solution of the problem for N = 8 and digits= 20 is gained as
p8(t) = t − 0.000059261587t2 − 0.166736902201t3 + 0.000019426558t4 + 0.008413552969t5
− 0.000034249203t6 − 0.0002164357684t7 + 0.000014509353t8.
From Theorem 5.1, the upper bound of the absolute errors for N = 8 is calculated as 2.1351× 10−5. By using
∥f − p8∥∞ = max{|f (t)− p8(t)|, 0 ≤ t ≤ 1},
the maximum absolute error for N = 8 and digits= 20 is obtained as
∥f − p8∥∞ = 7.0345× 10−5.
Example 4 ([14]). Let us consider the Riccati equation
f ′(t)− 2f (t)+ f 2(t) = 1, 0 ≤ t ≤ 1 (26)
with initial condition f (0) = 0 and the exact solution f (t) = 1 + √2 tanh[√2t + log(
√
2−1√
2+1 )] where p = 1, µ = 0, q =
1, η = 0, r = 1, γ = 0, P(t) = 1, Q (t) = −2, R(t) = 1 and S(t) = 1. The fundamental matrix equation of the
problem is
{PTB(1, 0)BTDT + QTB(1, 0)DT + RT¯B¯D¯A¯TB(1, 0)DT }A = S.
Hence, the approximate solutions of the problem for N = 5 and 8, respectively, become
p5(t) = t + 0.924115434628t2 + 0.806003058025t3 + 1.40146850400t4 + 0.353711696628t5
and
p8(t) = t + 0.998333887865t2 + 0.357213815946t3 − 0.488624978309t4 + 0.0958889747694t5
− 1.34728883879t6 + 1.58027829220t7 − 0.506481123628t8.
In Table 3, we compare the numerical results of the exact solution and the approximate solutions obtained by the present
method, the Adomian method [38] and the homotopy method [14]. Fig. 2a denotes the comparison of the exact and the
approximate solutions. The absolute errors are presented in Table 2. We compare the absolute error functions in Fig. 2b.
Fig. 2c displays the zoom-in view of Fig. 2b in the interval 0.2 ≤ t ≤ 1. It is seen from Tables 3–4 and Figs. 2a–2c that the
results obtained by the present method is better than that obtained by the other methods.
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Fig. 1f. Comparison of the absolute error functions Eq. (25) in [0, 5].
Table 3
Comparison of the exact and the approximate solutions of Eq. (26).
Exact solution Adomian method [38] Homotopy method [14] Present method
ti f (ti) N = 5, p5(ti) N = 8, p8(ti) N = 5, p5(ti) N = 8, p8(ti)
0 0 0 0 0 0
0.2 0.241976799621 0.241642666667 0.241972339810 0.241283479986 0.241972655034
0.4 0.567812166293 0.565632000000 0.567223458540 0.567187079325 0.567806915337
0.6 0.953566216472 0.955968000000 0.943490358857 0.952652520411 0.953560545713
0.8 1.34636365537 1.38129066667 1.27457933410 1.34597019338 1.34635853077
1 1.68949839159 1.80000000000 1.38492063492 1.68236168528 1.68932003005
Example 5. Finally, suppose that the following Riccati differential–difference equation
f ′(t)− tf (0.5t)+ f 2(t) = cos(t)− t sin(0.5t) sin2(t), 0 ≤ t ≤ 1
f (0) = 0 (27)
has a solution. Then, the Bessel polynomial solution for N = 5 and digits= 20 is gained
p5(t) = t + 0.000049900265t2 − 0.167000801694t3 + 0.000798113872t4 + 0.007633923366t5
and the approximate solution for N = 1 and digits= 20 is
p1(x) = x.
Since the exact solution of Eq. (27) f ∈ C[0, 1] and f (1)(t) exist, we can compute the error of the Bessel polynomial
solution using Theorem 5.1. Summing this error with |p5(t)−p1(t)|, we obtain as O(10−1) the upper bound of the errors for
f (t) = p4(t). Hence, in the case of only existence of the exact solution, the Bessel polynomial solution can be implemented.
7. Conclusions
In this paper, we have presented a numerical method to solve the Riccati differential–difference equations which are a
class of nonlinear differential–difference equations. We have used the error analysis presented in [33,34]. If N is increased
toomuch, the solution cannot be accurate since it depends on polynomial interpolation. On the other hand, since we use the
computer algebraic system, the computational error can be big for large values of N . From the examples, it is seen that the
presented method is a good approximation. If the exact solution is of C∞[a, b], then the approximate solution is converge
provided that increasing the accuracy enough. In Example 2, we see that value N should be increased when the interval
of the solution is expanded. As in Example 5, if the exact solution of (1) is unknown, the acceptable upper bound of the
absolute errors can be computed using Theorem 5.1. In Examples 2 and 4, the comparisons of the results obtained by the
present method, the exact solutions and the other methods reveal that the present method is very effective.
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Table 4
Comparison of the absolute errors of Eq. (26).
Adomian method [38] Homotopy method [14] Present method
ti e5(ti) e8(ti) e5(ti) e8(ti)
0 0 0 0 0
0.2 3.2999e−004 3.1522e−007 6.9332e−004 4.1446e−006
0.4 2.1749e−003 5.8346e−004 6.2509e−004 5.2510e−006
0.6 2.4075e−003 1.0070e−002 9.1370e−004 5.6708e−006
0.8 3.4932e−002 7.1779e−002 3.9346e−004 5.1246e−006
1 1.1068e−001 3.0440e−001 7.1367e−003 1.7836e−004
Fig. 2a. Comparison of the exact solution and the approximate solutions for N = 5, 8 of Eq. (26).
Fig. 2b. Comparison of the absolute error functions eN (t) for N = 5, 8 of Eq. (26).
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Fig. 2c. The zoom-in view of Fig. 2b in the interval 0.2 ≤ t ≤ 1.
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