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1. INTRODUCTION 
In [2] a method of iteratively generated chain approximations is intro- 
duced and used to derive fixed point results in partially ordered sets and 
in abstract distance spaces. The method is developed further in [3] and 
applied to operator equations in the space C(A, R”) of continuous 
functions from a separable Hausdorff space A to R”. 
In this paper we shall generalize the latter results to operator equations 
in C(A, E), where A is a topological space and E is a partially ordered 
topological space or group. Various combinations of further conditions are 
imposed on the spaces A and E and on the operators in question, which 
are sufficient for the applicability of the results derived in [2, 33 by the 
chain approximation method. In particular, E can be any LP-space with 
1 d p < co, which enables one to apply the derived results to various types 
of integral equations. 
The essential feature in used hypotheses is that no kind of continuity of 
the operators in the considered equations is explicitly assumed. Examples 
are given to illustrate the results and some differences between continuous 
and discontinuous cases. 
2. ON MAXIMAL AND MINIMAL FIXED POINTS 
Let A and E be topological spaces, and let C(A, E) denote the space of 
all continuous mappings from A into E. Assume also that E is partially 
ordered, and define an order “ < ” on C(A, E) by 
UdV if and only if u(t) 6 v(t) for eachte A. 
Given a, beC(A, E), a<<, denote [a,b]= {uEC(A, E)ja<~dh}. 
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The results of this section are based on the following lemma, which is a 
direct consequence of Theorem 2.1 and Lemma 2.1 in [4]. 
LEMMA 2.1. Let Q: [a, b] -+ [a, b] be increasing and satisfy 
(C) Zf C is a chain in [a, b] then sup Q(C) and inf Q(C) exist. 
Then Q has both the maximal fixed point u* and the minimal fixed point u,. 
Moreover, 
and 
IwdQw}, (2.1) u*=max(wE [a, b] 
U* =min{wE [a, b] lQw<w}. (2.2) 
In the following we shall derive sufficient conditions for the validity of 
property (C), by imposing additional conditions on the spaces A and E, 
and on the operator Q. 
We say that E is chain complete, if sup D and inf D exist for each order 
bounded chain D of E. If each such chain contains an increasing sequence 
(u,) and a decreasing sequence (v,) such that sup, U, = sup D, and 
inf, v, = inf D, we say that E is countably chain complete. 
An increasing operator Q from a subset S of C(A, E) into C(A, E) is said 
to be order compact, if t -+ sup, Qu,(t) (resp. t + inf, Qu,(t)) belongs 
to C(A, E) whenever (u,) is an order bounded and increasing (resp. 
decreasing) sequence in S. 
THEOREM 2.1. Assume that A is separable, that E is countable chain 
complete and Hausdorff, and that Q: [a, b] -+ [a, b] is increasing and order 
compact. Then Q has both maximal and minlmal fixed points which satisfy 
(2.1) and (2.2). 
Proof By Lemma 2.1 it suffices to show that Q has property (C). Let 
C be a chain in [a, b]. Then, for each t E A, the set { Qw(t) I w E C} is a 
chain in [a(t), b(t)]. From the chain completeness of E it follows that 
(4 u(t)=sup{Qw(t)IwECJ 
exists for each t E A. Since A is separable, it has a countable dense subset 
B = { tj}. Because E is countably chain complete, then to each tj E B there 
corresponds an increasing sequence (QUA) in Q(C) such that 
(b) u( ti) = sup Qu’,( tj). n 
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Noting that C is a chain in [u, h] we see that, for each k E N, 
uk =max{ul,IO<,j,ndk} 
exists and belongs to [a, h]. The so obtained sequence (~4~) is increasing, 
and since Q is order compact then u = t + supk Qu,(t) belongs to C(A, E). 
Moreover, 
Qu, 3 Qu: whenever 0 6 j, n d k, k E N. 
This, together with (a) and (b), implies that 
(cl U<V and u(t) = v(t) for each t E B. 
To prove that u = v, make a counter-hypothesis: 
u(t) < v(t) for some 2 E A. 
Since (QUA) is a subchain of Q(C), there exists w E C such that 
Because E is a Hausdorff space, there exist disjoint open neighbourhoods 
W, of u(t) and W, of Qw(t). Continuity of u and Qw implies that U= 
u-‘(W,)n (Qw,-’ (WA . 1s an open neighbourhood of t. Since B is dense 
in A, there exists tj E B such that tj E U. Then u(t,) E W, and Qw(t,) E W,, 
whence u(tj) # Qw(t,). Noting also that u(t,) < Qw(t,) we then have 
v( tj) = u( tj) < Qw( tj). 
But this contradicts the definition of v, whence v = U. 
The above proof shows an existence of v = sup Q(C) in C(A, E), and 
that there exists an increasing sequence (QUA) in Q(C) for which v = 
sup, Qu,. Similar results concerning inf Q(C) are obtained by using dual 
arguments. Thus Q has property (C). 
To derive sufficient conditions for the order compactness of Q, let 
E = (E, d , p) be a partially ordered metric space. The metric p is said to 
be order continuous, if p(xn, X) + 0 whenever the sequence (x,) of E is 
decreasing and inf,, x, = x, or increasing and sup, x, = x. 
COROLLARY 2.1. Let A be a separable metric space, E a partially ordered 
countably chain complete metric space, whose metric p is order continuous, 
and let [a, b] be an order interval in C(A, E). If Q: [a, b] + [a, b] is 
increasing and satisfies either 
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(Qa) if (t,) converges in A, there exists Y E A and o! > 0 such that 
p(Qu(s), QU(s)) < ccp(Qu(r), et?(r)), for s E cl{ t,,} and a < U < u 6 b, or 
(Qb) the order intervals of E are compact and {Qu] a 6 u < b} is 
equicontinuous on cl { t, > whenever (t,) converges in A, 
then Q has maximal and minimal fixed points and (2.1) (2.2) hold. 
Proof. By Theorem 2.1 it suffices to show that Q is order compact. Let 
(u,) be an increasing sequence in [a, b]. For each t E A the sequence 
(QuJt)) is a chain in [a(t), b(t)], whence 
u(t) = sup Qu,(t) 
n 
exists and a(t) < u(t) d b(t) for each t E A. To prove that u belongs to 
C(A, E), we have to show that u is continuous. Since A is a metric space, 
it suffkes to show that 
u(t,) + u(t) in E whenever t, + t in A. 
Let t, -+ t in A, and denote V= (t,} u {t >. Assuming first that (Qa) 
holds, there exist r E A and c1> 0 such that 
(4 ~(Qu,(s), Qu,(s)) 
d w(QuJr), Qu,(r)), for se Vandm>n. 
Since p is order continuous, then 
~(Qurnb), u(s)) + 0 as m-+co,foreachsEA. 
From (a) it then follows that 
P(QuJs), u(s)) d w(Qu,(r), u(r)) for SE VandnEN. 
Thus 
~(Qun(s), u(s)) + 0 as n + 00, uniformly on V. 
On the other hand, if condition (Qb) holds, then (Qu,) is equicontinuous 
on V and Qu,(s) E [a(s), b(s)] for s E V and n E N. Since the order intervals 
of (E, < ) are compact in (E, p), it follows from the Ascoli theorem that 
(Qu,) has a subsequence which converges uniformly on V. This 
subsequence is increasing which, together with the order continuity of p, 
implies that the limit function is u. 
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The above results imply that, given E > 0, there exists in both cases L’ in 
{ Qu,?} such that 
(b) P(4S), 4s)) 6 E/3 for each s E V. 
Since v is continuous and t, + t, there exists n, EN such that 
(cl du(t,), u(t)) 6 E/3 for n>n,. 
From (b) and (c) it then follows that, for each n 3 n,, 
/44t,), u(t)) G P(u(t,), u(t,)) + P(U(f,,), u(t)) 
+ p(u(t), u(t)) <&E/3 + E/3 + E/3 = E. 
This proves that u(r,) + u(t), and hence the continuity of U, so that 
24 EC(A, E). 
The dual arguments imply that, if (u,) is a decreasing sequence in [a, b], 
then t -+ inf, Qu,Jt) belongs to C(A, E). Thus Q is order compact. 
Remarks 2.1. The assumption that A is a metric space was used in the 
above proof only to ensure that the sequential continuity of U: A -+ E 
implies that u E C(A, E). Thus A can be any sequential topological space. 
In some cases the assumption that E is countably chain complete is too 
strong. However, the result of Lemma 2.1 may be available, as we see from 
EXAMPLE 2.1. Let A be a nonempty set, endowed with the trivial 
topology, and let E be the space Q of rational numbers with the usual 
order and with any Hausdorff topology. In this case C(A, E) is the space 
of all the constant functions U: A + E. Obviously, E is not chain complete. 
Given a nonnegative rational number M, and an integer m > 1, denote 
m ~~ 1 
4n1 9 “., 4=M+2-“+ C 2--k-m 
k=l 
+2-n,-2m+l, 
Odn, Q ... <n,. 
It is easy to see that a(n,, . . . . n,) is decreasing in each ni, that 
m+l 
a(co, .“,, co)=u(O, ... ,o)=M+2-m, for each m = 1, 2, . . . . 
and that for each j = 2 to m - 1 
a(n,, . . . . nj_ ,, nj, 00, . . . . co) = u(n,, . . . . nj_ ,, nj + 1, . . . . nj + 1). 
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Choose b(t) = M + 1, t E A, a = -b, and define for each t E A and u E [a, b] 
0, if u(t)=O, 
M if O<u(t)<M, 
Qu(t)= a(n,, . . . . n, + l), if (2.3) 
a@,, . ..) n, + l)<u(t)<u(n,, . ..) n,), 
-Q(-u(t)) if a(t)<u(t)<O. 
It can be shown that Q is an increasing operator from [a, b] into [a, b], 
and that Q has property (C). Hence, by Lemma 2.1, Q has both minimal 
and maximal fixed points u* and u *. A closer analysis of Q shows that (cf. 
[4, Ex. 5.11) 
u*(t) = sup (sup ( ... (sup Qfl’) ... )“m)(u)(t) 
m wn nl 
= -M, tEA, 
and 
u*(t) =inf (inf ( . ..(inf Q”‘) ...)nm)(b)(t) 
m nm n, 
=M, tEA. 
3. ON MINIMAL AND MAXIMAL SOLUTIONS OF OPERATOR EQUATIONS 
In the following we shall assume that a given algebraic structure of E is 
used to induce an analogous structure on C(A, E) by usual pointwise 
manner. 
THEOREM 3.1. Let A be a separable space and E a countably chain com- 
plete partially ordered Huusdorff-topological group. If G: C( A, E) + C( A, E) 
is increasing and satisfies 
(Gl ) there exist a,, b,, a, and b in C(A, E) such that 
a0 <b,, a < b, u6uo +Gu and 6, + Gb < 6; 
(G2) G is order compact in [a, b], 
then, for each u. E [a,, b,], the equation 
u=u,+Gu (3.1) 
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has both minimal solution u* and maximal solution u* in [a, h], and 
u,=min{~~~[a,h]Iu,+G~,~w}; (3.2) 
u*=max{wE[a,h]/w<UO+Gw}. (3.3) 
Proof Let u0 E [a,, b,] be given. From the hypotheses given for G it 
follows that the equation 
Qu=u, +Gu (3.4) 
defines an increasing and order compact mapping Q: [a, b] + [a, b]. 
Hence, by Theorem 2.1, Q has both minimal fixed point U* and maximal 
fixed point u*, which satisfy (2.1) and (2.2). Via the definition (3.4) of Q, 
these fixed points are the corresponding solutions of Eq. (3.1) in [a, b], 
and they satisfy (3.2) and (3.3). 
To derive an analogous consequence of Corollary 2.1, assume now that 
E = (E, ,<, +, p) is a partially ordered metric group, i.e., (E, < , + ) is a 
partially ordered group and p a metric in E, which satisfies 
p(x+z, Y+z)=P(x, Y) for all x, y, z E E; 
if(x,)cE+ = (x~Elx30) and 
p(x,,x)+O,thenx~E+. 
If r denotes the topology of E generated by the metric p, then 
(E, <, +, r) is a partially ordered Hausdorff-topological group. 
COROLLARY 3.1. The results of Theorem 3.1 hold if A is a separable 
metric space, E a partially ordered and countably chain complete metric 
group whose metric p is order continuous, and $ G: C(A, E) + C(A, E) is 
increasing and satisfies (G 1) and either 
(Ga) if (t,) converges in A, there exist r E A and c1>0 such that 
p(Gu(s), Gzi(s)) 6 ap(Gu(r), Cc(r)), for s E cl{ tn} and a ,< U d u < b, or 
(Gb) the order intervals of E are compact and (Gu ( a < u < b) is 
equicontinuous on cl{ t,} whenever (t,) converges in A. 
Prooj If u0 E [a,, b,], then the operator Q: [a, b] + [a, b], defined by 
(3.4), is increasing because G is. Moreover, condition (Ga) (resp. (Gb)) 
implies that Q satisfies condition (Qu) (resp. (Qb)) of Corollary 2.1. Thus 
Q is also order compact, and the proof of Theorem 3.1 applies. 
We say that E is an L-space, if E is a Banach lattice, whose norm is 
homogeneous on E +. Denoting by p the metric of E, generated by this 
norm, we obtain 
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COROLLARY 3.2. The results of Theorem 3.1 hold, if A is a separable 
metric space, E an L-space, and if G: C(A, E) + C(A, E) is increasing, 
satisfies (G 1) and one of the conditions (G2), (Ga), and (Gb). 
Proof. It is enough to show that E is countably chain complete and 
that the metric p is order continuous. These properties follow from the 
results of Theorems 24B and 26B in [ 11. 
Remarks 3.1. As for the applications of the above results to differential 
and integral equations, note that R” is an L-space with respect to com- 
ponentwise algebraic and order operations and l-norm. Another important 
class of L-spaces is formed by LP-spaces. In fact, if (52, Z, p) is any measure 
space, and 1 f p < GO, it can be shown that Lp is countably chain complete 
Banach lattice (see [l, 6XF]) and that the metric generated by (1 lip is 
order continuous (see [6, XI, 43). Thus we can choose E = Lp in 
Corollary 3.2. In particular, when s2 = N and 1 is a counting measure, we 
see that lP-spaces apply as well. 
Applying (3.2) and (3.3) we obtain the following result for the 
dependence of the minimal and maximal solutions of Eq. (3.1) on the initial 
function u0 and on the operator G. 
PROPOSITION 3.1. Let A and E be as in Theorem 3.1. Then the minimal 
solution u* = u,(uO, G) and the maximal solution u* = ~*(a,,, G) of Eq. (3.1) 
are increasing with respect to u,, in [ao, b,] and G in the set @ of those 
G: C(A, E) + C(A, E) which are increasing and satisfy conditions (G 1) and 
(G2) with the same aO, b,, a, and 6. 
Proof. Assume that a,, Q u0 6 iz, <b,, and that G, GE @ satisfy 
Gu 6 cu for each u E [a, b]. 
Denoting u* = u*(u,,, G) and w = u,(z&, G), we have 
Hence U* 6 w by (3.2). 
If we denote w = u*(u,, G) and u* = u*(ii,, G), then 
w=u,+Gw~z&+~w, 
whence w < U* by (3.3). 
Remarks 3.2. The results of Theorem 3.1 and Proposition 3.1 hold for 
minimal (resp. maximal) solutions of Eq. (3.1), if order compactness 
of G is replaced by its left (resp. right) compactness in [a, b] (cf. [3]). 
Corresponding modifications can be made also to the hypotheses of the 
operator Q in Section 2. 
It is also sufficient to assume that G is defined only on [a, b]. 
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Formally, it is sufficient to assume in Theorem 3.1 that E is T, -space, 
since the group-structure of E allows one in the proof of Theorem 2.1 to 
consider one function @V-U instead of two functions u and Qw. However, 
this is not a real generalization, since each T,-topological group is 
Hausdorff space (see, e.g., [ 51). 
By Lemma 2.1, condition (G2) can be replaced in Theorem 3.1 by the 
assumption that the operator Q given by (3.4) has property (C), which 
holds if G has the corresponding property. In this case A can be any 
topological space and E any partially ordered topological group. In 
particular, sequential completeness of E is not needed. 
EXAMPLE 3.1. Let A and E be as in Example 2.1. Denote 
mu- I 
a(n,, . . ..n.)=2 -“+ 1 2 -“kFk m 
k=l 
+2-“m-2m+‘, Odn, d ... dn,. (3.5) 
Choose b(t) = 1, t E A, a = -h, and define for each t E A and u E C(A, E) 
b(t), if u(t) > b(t), 
0, if u(t)=O, 
GM(~) = a(n,,...,n,+l), if (3.6) 
4nl , . . . . n, + 1) < u(t) 6 a(n,, . . . . n,), 
-G(-u(t)), if u(t) CO. 
Equation (3.6) defines an increasing operator G: C(A, E) + C(A, E). 
Choosing 
b,(t) = :, teA, and a, = -b,, 
it is easy to see that Eq. (3.4) defines for each u0 E [a,, b,] an increasing 
operator Q: [a, b] + [a, b], which has property (C). Thus, Q has by 
Lemma 2.1 both minimal and maximal fixed points, i.e., Eq. (3.1) has 
maximal and minimal solutions u* and u* in [a, b]. 
To study these and other solutions of Eq. (3.1) more closely, denote by 
8 the zero function of C(A, E). For simplicity we sometimes denote a 
constant function also by its value. 
From Example 2.1 it follows that U* = u.+ = f3 if u,, = 0. If 19< u0 d b,, 
then the definition (3.6) of G implies that the solutions of Eq. (3.1) are of 
the form 
(a) u=uo+a(n,,...,nm+l). 
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More precisely, such u is the solution of (3.1) if and only if 
(b) z&J <a(n,, ..,) n,)-u(n,, . ..) n, + 1). 
In particular, the maximal solution of (3.1) is 
u*=u,+a(l)=u,+~. (3.7) 
The minimal solution of Eq. (3.1) is that of the functions given by (a), 
where a(ni, . . . . n, + 1) is smallest of the numbers defined by (3.5), which 
satisfy (b). Noting that 
4n, 7 ...I n,)-u(n,, . ..) n, + 1)=2-“m-Zm, 
choose first 
and then 
m, =max{mEN(uO 62-*“}, 
no =max{nENIuo <2-2mo-n}. 
Since the numbers u(n,, . . . . n,) are decreasing in each of their arguments, 
then 
(c) u* = uo + a(no, .“1? ,no,no+l). 
From 
2-mo<u(n,, . ..) n,,) 
<2-“0f’ and 2-m-1 <u~/2<2-“‘o 
it follows by (c) the estimate 
uo + My’ < u* d ug + 4#. 
The above results yield 
(3.8) 
LEMMA 3.1. Let G be given by (3.6), and let u*uO) and u*(uo) denote the 
maximal and minimal solutions of Eq. (3.1) in [a, b] for given uo. Then 
(a) inf{u*(uo)10<u,<bo}=3/4, 
(b) inf{u,(u,)18<u, <b,}=& 
(c) u,(u,)~inf{u*(v)~8<v~b,}, if0<u,<O.O35, 
(d) the number of the solutions of Eq. (3.1) tends to infinity us uO 
decreases to 8, 
(e) 9 is the only solution of Eq. (3.1) when uO =O. 
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Remarks 3.3. From Lemma 3.1(c) it follows that the assertion u*(U,) < 
U*(Q) if 06 UO < uO <h, is not true. Moreover, by (a) and (e), u*(O) < 
inf{u*(u,)(d < uO <ho}. Note that equality would hold, if Q were right 
continuous (cf. Lemma 2.3 of 1173). 
In the case when a, dug d 8, we obtain dual results to those derived 
above by noting that 
u*( -u) = -u*(u) and u*( -u) = -u*(u) if 6<v<b,. 
In Example 3.1 the maximal and minimal solutions of Eq. (3.1) in the 
whole C(A, E) are: U = uO + 1, if uO > 0, _u = uO - 1, if u,, < 8. 
4. EXISTENCE, UNIQUENESS, AND ESTIMATION RESULTS 
Let A be a separable space and E a Hausdorff-topological lattice-ordered 
and sequentially chain complete abelian group. Denoting 1~1 =sup(u, -U >, 
USE, X=C(A, E), and P=C(A, E+), then 
I-4 (t) = I.dt)l, tEA (4.1) 
defines a mapping ( I: X + P, called P-norm of X, which satisfies 
(nl ) 1x1 = 8 (zero-function of P and X) iff x = 0; 
(n2) 1 -xl = 1x1 for each XE E; 
(r13) Ix+ yl d 1x1 + 1.~1 for all x, y, zEX. 
A sequence (x,) is said to conuerge to x in C(A, E), if there is a 
decreasing sequence (v,) in P such that inf,, v, = 8, and 
Ix, -XI <u, for n large enough. 
A mapping R C(A, E) + C(A, E) is called compact, if the sequence (Fx,) 
has a convergent subsequence whenever there is a ball 
Nz, u)= {YEC(A, E)I Iv-z1 Gu> 
which contains the sequence (x,). F is closed, if z = Fy whenever (y,) 
converges to y and (Fy,) converges to z in C(A, E). 
Given u E C(A, E + ), and y, z E C(A, E), we say that a subset { y,,, . . . . yk} 
ofC(A,E)isau-chainfromytoz,ify=y,,~=y,,andIy~~,-?I,Idufor 
each j = 1, . . . . k. Denote 
C,(y) = {z E C( A, E) I there exists a u-chain from y to z}. 
Applying the results derived in the previous sections and in [3], we 
obtain 
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THEOREM 4.1. Let F: C( A, E) + C( A, E) be compact and closed. Assume 
there exist b E C(A, E + ) and an increasing and right compact operator 
42: [I& bl + CR bl h aving 8 as its only fixed point, so that 
K-FYI GQ Ix-y1 whenever Ix - yl d 6. (4.2) 
If YOT z E C(A, E) are so chosen that Iz - y, - Fzl < b - Qb, then for each 
y E Ch _ & y,) the equation 
x=y+Fx (4.3) 
has a solution x in C(A, E), and it is unique in C,(x). 
Proof: Denote X = C(A, E), P = C(A, E + ), and T = y, + F, and define 
a P-metric d: Xx X + P by d(x, y ) = Ix - y 1, x, y E X. The given hypotheses 
and the proof of Theorem 2.1 imply that T and Q satisfy the hypotheses of 
Theorem 2.2 of [3], and that z is a (b - Qb)-approximate fixed point of T. 
Hence T has by that theorem a fixed point, i.e., Eq. (4.3) has a solution 
when y= y,. 
Let y E C,- & y,) be given, and let y,, . . . . y, be a (b - Qb)-chain from y, 
to y. If 
(4 x=y,+Fx 
has a solution z for some j < k, then z is (b - Qb)-approximate fixed point 
for T= yj+, + F. Then the above reasoning shows that 
x= yj+, +Fx 
has a solution on C(A, E). Since (a) has a solution when j = 0, then it has 
a solution also when j= k. This proves that (4.3) has a solution x for each 
Y E Cb- Qb(Yd. 
The uniqueness of this solution can be proved by applying the reasoning 
used in the proof of Theorem 2.3 in [3] to T= y + F. 
Given v E C(A, E+ ), we say that an operator F: C(A, E) + C(A, E) is 
v-chainable, if for each pair x, y E C(A, E) there exists a v-chain from Fx 
to Fy. 
THEOREM 4.2. Zf the hypotheses of Theorem 4.1 hold, and if F is also 
(b - Qb)-chainable, then Eq. (4.3) has for each y E C(A, E) a unique solution 
in C(A, E). 
Prooj Let y E C(A, E) be given. Denoting z = y + Fy and y, = z - Fz, 
we have z = y, + Fz and y = y, + Fz - Fy. Since F is (b - Qb)-chainable, 
there exists a (b - Qb)-chain zO, . . . . zk from Fz to Fy. Denoting 
Y,=Y+FY-z,, j = 0, . . . . k, 
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we obtain a (b - Qb)-chain from y,, to y. Thus )’ E C,, oh( yO), whence (4.3) 
has by Theorem 4.1 a solution x E C(A, E). 
If z is another solution of (4.3), then z = x + Fz- Fx, whence the 
reasoning used above shows that z E C, &x). In particular, z E C,(x), so 
that z = x by Theorem 4.1. 
Condition (4.2) of Theorem 4.1 is assumed to hold for all x, y in C(A, E) 
for which Ix - yI 6 h. In some cases the following result is more applicable. 
THEOREM 4.3. Let F: C(A, E) -+ C(A, E) be compact and closed and 
satisfy F9 = 8. Assume there exist b E C(A, E + ) and an increasing and right 
compact operator Q: [t?, b] -+ [0, b] having 8 as its only fixed point, so that 
[Fx-FyI<QIx-y( wheneverx, y~B(O,b),lx-yldb. (4.4) 
Zf y,, ZE C(A, E) are so chosen that Iz - y, - Fzl d b - Qb, then Eq. (4.3) 
has for each y E B(8, b - Qb) solution x in B(0, 6). If, for each v E C(A, E + ) 
there corresponds b and Q having the above properties and satisfying b < 
v + Qb, then Eq. (4.3) has for each y E C(A, E) a unique solution in C(A, E). 
The reasoning used in Chapter 4 of [3] yields the following estimates for 
the solution of Eq. (4.3). 
PROPOSITION 4.1. Let the hypotheses of Theorem 4.2 hold, and assume 
that Q is also left compact. Denoting by x(y) the solution of x = y + Fx, and 
by u,(v) the minimal solution of u = v + Qu, then for each j E B( y, b - Qb), 
lX(Y)-XLi9 ~~*(lY-ul)~ (4.5) 
If ZE C(A, E) is a (b - Qb)-approximate solution of (4.3), i.e., if 
Iz- y-Fzl ,<b-Qb, then 
IX(Y) - 4 d u,(lz - Y - Fzl ). (4.6) 
If F9 = 6, then for each y E B(6, b - Qb), 
IX(Y)I ~U*(lYI) and IX(Y) - yl d - IYI + U*(IYI). (4.7) 
Remarks 4.1. If E = (E, II /I ) is a normed linear space, then all the 
results derived in this section hold, when C(A, E + ) is replaced by 
C(A, Rf ) and (4.1) by 
l-4 (t) = Ildt)ll, teA. (4.8) 
The previous results can be generalized by imposing the following 
property on the operator Q: [O, b] -+ [O, b] (cf. [3, Condition (J)]): 
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(D) If C is a chain in [a, b] the sup Q(C) and inf Q(C) exist and 
there exists a decreasing sequence (a,,) in C such that inf, Qu,, = inf Q(C). 
An example of such a generalization is the following 
THEOREM 4.4. Let A be a topological space, E a lattice-ordered topologi- 
cal abelian group, and let F: C(A, E) be a compact and closed operator. If 
there exist b E C(A, E + ) and an increasing operator Q: [e, b] + (IO, b] 
which has property (D), and has 8 as its only fixed point, such that F is 
(b - Qb)-chainable and (4.2) holds, then Eq. (4.3) has for each y E C(A, E) a 
unique solution in C(A, E). Moreover, the results of Proposition 4.1 hold. 
EXAMPLE 4.1. Using the choices and notations of Example 3.1, denote 
by Q the restriction of G, given by (3.6) to [e, b], b(t) E 1, i.e., 
0, if u(t)=O, 
Q4t) = 
1 
a(n,, . . . . n, + I), if (4.9) 
a(n,, . . . . n, + l)<u(t)<a(n,, . . . . n,). 
The so obtained operator Q: [O, b] + [O, b] is increasing and has 
property (D). Moreover, 8 is by Lemma 3.1(e) the only fixed point of Q. 
If F: C(A, E) + C(A, E) is compact operator satisfying (4.2) with Q as 
above, then it is also closed in each ball B(z, b), since inf, Qu, = 8 
whenever (0,) is decreasing sequence in [O, b] and inf,, u, = 8 (see 
Remark 3.2 in [3]). F is also (b- Qb)-chainable, since (b- Qb)(t) z a. 
Hence, by Theorem 4.4, Eq. (4.3) has for each y E: C(A, E) a unique solu- 
tion in C(A, E), and the estimations of Proposition 4.1 hold. 
From (3.8) and (4.5) it follows that 
lx(Y)-x(Y)l~lY-Yl+4lY-~1”*, if +JL~Y)~ 
so that x depends continuously on y. 
Remark 4.2. The above result on the continuous dependence of the 
solution x of Eq. (4.3) on the initial mapping y does not follow from the 
maximal solution estimate corresponding to (4.5), since (3.7) implies that 
~*(IY-Yl)=lY-Yl+~. 
5. APPLICATIONS TO INTEGRAL EQUATIONS 
As an application to the results of Section 3 consider an integral 
equation of the form (cf. [7, Chap. 41) 
4t)=%w+~,;+ dt+ , s, u) & t E I, (5.1) 
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where I is a real interval, t, E I, and t + = maxi t,, t}. Denoting 
I,={tEIIt>toj and A=((t,s)~I~xZ~~.~t}, 
assume that u0 E C(I, L”), and that q maps A x C(I, L”) into Lp, where 
Lp = Lp(Q, C, p), 1 < p < co, is the space of (the equivalence classes of) 
those measurable mappings x: Sz + R, having a finite p-norm. 
Assume there exist a, h E C(I, Lp), a 6 h, such that q satisfies 
(ql) q( ., S, U) is continuous in I, for UE [a, b] and a.e. SE [to, t]; 
(92) q(t,., U) is strongly measurable on [to, t] for ?E I,,, UE [a, b]; 
(93) q(t, S, .) is increasing in [a, b] for t E I,, and a.e. s E [t,, t]; 
(q4) for each TE I, there exists a Lebesgue-integrable function 4: 
[to, r] + RC such that 
IId $3 u)ll, G d(s) whenever t,<s<t<r,andu=aorb; 
(45) for each t, EI~ there exist r> t, and c1 >O, such that 
4th s, u)- dt, s, 4 6 ddr, 8, u) - dr, s, 41 
whenever u, ii~c(I,L~), a<ii<u<b, and t,<s<ttt,; 
(q6) there exist a,, b, E C(I, Lp), a, d b,, such that 
a(t)<a,(r)+j” 4(t+ > $3 a) & 
to 
b,(t)+ j’- dt+ ,s,b)ds<b(t), t E I. 
10 
These hypotheses ensure (see [7]) that 
Gu(t)=jt;+ q(t+ , s, u) 4 t E I, (5.2) 
defines an increasing mapping G: [a, b] -+ C(I, Lp) which has property 
(G 1) of Theorem 3.1, and that for each t, E I, there exist r B t, and c1> 0 
such that 
IlGu(t) - (Wt)ll, G a IIWr) - Gull, 
whenever t, < t d t, and a < U < u 6 b. In particular, condition (Ga) of 
Corollary 3.1 holds when the metric p is induced by (I lip. In view of 
Corollary 3.1, Proposition 3.1, and Remarks 3.1 and 3.2 we then obtain 
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THEOREM 5.1. Let q: A x C(Z, LP) -+ Lp satisfy the conditions (ql)-(96). 
Then, for each u,, E C(Z, Lp), a, <u,, Q b,, the integral equation (5.1) has 
both maximal and minimal solutions in [a, b]. These solutions are increasing 
with respect o uO and q. 
Remarks 5.1. If (Q, C, .D) is a probability measure space, then Eq. (5.1) 
can be considered as a random integral equation. If p is a counting 
measure and Q is finite or countably infinite, then (5.1) represents a finite 
or countable system of integral equations. 
If q is of the form q(t, s, U) = g( t, s, u,), then Eq. (5.1) represents a 
functional Volterra integral equation. 
In the case when q is of the form q(t, s, u) = g(t, s, u(s)), we have an 
ordinary (possibly random) Volterra integral equation. 
Conditions (ql), (q4), and (45) are not needed if q does not depend on 
t. More generally, assume that q is of the form 
dt, s> u) = h(t, s) ds, u), (5.3) 
where h: A --t Lz is continuous and g: I,, x C(Z, LP) -+ Lp satisfies 
(i) g( ., U) is locally Bochner integrable on I, for each u E [a, b]; 
(ii) g(s, .) is increasing in [a, b] for a.e. sel,; 
(iii) (q6) holds for q given by (5.3). 
It can be shown (cf. [7, Lemma 4.41) that for each uO E [a,, b,], 
Eq. (5.2), with q given by (5.3) defines an increasing and order compact 
operator Q: [a, b] -+ [a, b]. Thus we have 
THEOREM 5.2. Let h: A -+ LL be continuous, and assume that g: 
IO x C(Z, Lp) -+ Lp, 1 < p < co, satisfies conditions (i)(iii). Then, for each 
uO E [a,,, b,] the integral equation 
u(t) = u,(t) + it+ h(t, s) g(s, u) ds 
Ill 
(5.4) 
has both maximal and minimal solutions in [a, b]. 
Corresponding results can be derived also for other types of integral 
equations, for instance those of Hammerstein type 
u(t) = u,,(t) + j-A h(t, s) g(s, u) W), (5.5) 
where A is a Hausdorff space satisfying the first axiom of countability, and 
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(T is a a-finite measure defined on a a-algebra of Bore1 sets of A. Assume 
that g: A x C(A, Lp) -+ Lp, 1 < p < 00, and h: A x A -+ L: satisfy 
(gl) g( ., u) is strongly measurable for each u E C(A, Lp); 
(g2) g(s,. ) is increasing for a.e. s E A; 
(hl ) h( ., s) is continuous for a.e. s E A; 
(h2) h(t, .) is strongly measurable for each t E A; 
(ghl) there exist a,, h,, a, and b in C(A, Lp) such that a, 6 b,, ad h, 
and 
(gh2) there exists an integrable function 4: A + R + such that 
Ilh(t, $1 As, u)llp d i(s) whenever t, s E A and u E [a, b]. 
These hypotheses ensure that, for each u. E [a,, b,], the equation 
Q4t) = u,(t) + JA h(t> s) ds, u) WL tEA, 
defines an increasing and order compact operator Q: [a, b] --f [a, b] (see 
[7, Sect. 4.41). Thus we have 
THEOREM 5.3. Zfthe hypotheses (gl), (g2), (hl), (h2), (ghl), and (gh2) 
hold, then Eq. (5.5) has for each u. E [a,, b,] both minimal and maximal 
solutions in [a, b], and they are increasing in uo, h, and g. 
Remarks 5.1. All the results of this section can be obtained by the 
method of successive approximations, if a proper one-sided continuity is 
assumed for q(t, s, .) and g(s, .) (see [7, Chap. 41). 
Examples, analogous to Examples 2.1, 3.1, and 4.1, can be constructed 
also for integral equations (cf. Corollary 5.2 in [2] and Example 5.1 in 
C41). 
Applications of the results of Section 4 to integral equations and a more 
detailed study of the special cases of the above considered equations are 
carried out elsewhere. 
OPERATOR AND INTEGRAL EQUATIONS 217 
REFERENCES 
1. D. H. FREMLIN, “Topological Riesz Space and Measure Theory,” Cambridge Univ. Press, 
London/New York, 1974. 
2. S. HEIKKILX, On tixed points through iteratively generated chains with applications to 
differential equations, J. Math. Anal. Appl., in press. 
3. S. HEIKKILA, On the method of iteratively generated chain approximations for equations in 
function spaces, Appl. Anal. 28 (1988), 181-197. 
4. S. HEIKKIL;~, V. LAKSHMIKANTHAM, AND S. LEELA, Applications of monotone techniques to 
differential equations with discontinuous right hand side, J. Differential and Integral 
Equations 1 (3) (1988) 287-297. 
5. P. J. HIGGINS, “An Introduction to Topological Groups,” Cambridge Univ. Press, London/ 
New York, 1974. 
6. S. LANG, “Real Analysis,” Addison-Wesley, Reading, MA, 1969. 
7. S. SEIKKALA, On the method of successive approximations for nonlinear equations in 
spaces of continuous functions, Acta Univ. Oulu Ser. A Sci. Rerum Natur. Math. 76 (1978), 
19. 
409/140/l-15 
