
























EVERY STEINER TRIPLE SYSTEM CONTAINS AN ALMOST
SPANNING d-ARY HYPERTREE
ANDRII ARMAN, VOJTĚCH RÖDL, AND MARCELO TADEU SALES
Abstract. In this paper we make a partial progress on the following conjecture: for every
µ ą 0 and large enough n, every Steiner triple system S on at least p1 `µqn vertices contains
every hypertree T on n vertices. We prove that the conjecture holds if T is a perfect d-ary
hypertree.
1. Introduction
In this paper we study the following conjecture, raised by second author and Bradley
Elliot [4].
Conjecture 1.1. Given µ ą 0 there is n0, such that for any n ě n0, any hypertree T on
n vertices and any Steiner triple system S on at least p1 ` µqn vertices, S contains T as
subhypergraph.
Note that any hypertree T can be embedded into any Steiner triple system S, provided
|V pT q| ď 1
2
p|V pSq| ` 3q. The problem becomes more interesting if the size of the tree is
larger. In [3] (see also [4] Section 5) Conjecture 1.1 was verified for some special classes of
hypertrees. In this paper we verify the conjecture for another class of hypertrees – perfect
d-ary hypertrees.
Definition 1.2. A perfect d-ary hypertree T of height h is a hypertree T with V pT q “ Ťhi“0 Vi,
such that |Vi| “ p2dqi for all i P r0, hs and for each i P r0, h´ 1s and v P Vi there are d disjoint
triplets tv, uj, wju with uj, wj P Vi`1, j P rds.
In other words, T is a perfect d-ary hypertree if every non-leaf vertex has 2d children (or
a forward degree d). The main result of this paper is the following theorem.
Theorem 1.3. For any real µ ą 0 there is n0 such that the following holds for all n ě n0
and any positive integer d. If S is a Steiner triple system with at least p1 ` µqn vertices and
T is a perfect d-ary hypertree on at most n vertices, then T Ď S.
The second author was supported by NSF grant DMS 1764385.
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Remark 1.4. One can consider the following extension of Theorem 1.3. In a perfect d-ary
hypertree label children of every vertex with numbers t1, . . . , 2du. Then every leaf can be
identified with a sequence ta1, . . . , ahu P r2dsh based on the way that leaf was reached from the
root. We say that T is an almost perfect d-ary hypertree if T is obtained from a perfect d-ary
hypertree by removing the smallest 2t leafs in lexicographic order (for some integer t)
With essentially same proof as of Theorem 1.3, for a fixed d any sufficiently large Steiner
triple system S contains any almost perfect d-ary hypertree T with |V pT q| ď |V pSq|{p1 ` µq.
For more extensions of Theorem 1.3, see Section 4.
2. Preliminaries
For positive integer k let rks “ t1, . . . , ku and for positive integers k ă ℓ let rk, ℓs “
tk, k ` 1, . . . , ℓu. We write x “ y ˘ z if x P ry ´ z, y ` zs. We write A “ B \C if A is a union
of disjoint sets B and C.
A hypertree is a connected, simple (linear) 3-uniform hypergraph in which every two ver-
tices are joined by a unique path. A hyperstar S of size a centered at v is a hypertree on
vertex set v, v1, v2, . . . , v2a with edge set EpSq “ ttv, v2i´1, v2iu : i P rasu. A Steiner triple
system (STS) is a 3-uniform hypergraph in which every pair of vertices is contained in exactly
one edge.
If H is a hypergraph and v P V pHq, then dHpvq (or dpvq when the context is clear) is the
degree of a vertex v in H .
For V pHq “ X \ Y we denote by HrX, Y s the spanning subhypergraph of H with
EpHrX, Y sq “ te P EpHq : |e X X| “ 1, |e X Y | “ 2u.
The proof of Theorem 1.3 relies on the application of an existence of almost perfect match-
ing in an almost regular 3-uniform simple hypergraph. We will use two versions of such
results. In the first version the degrees of a small proportion of vertices are allowed to devi-
ate from the average degree. We will use Theorem 4.7.1 from [2] (see [5] and [8] for earlier
versions).
Theorem 2.1. For any δ ą 0 and k ą 0 there exists ε and D0 such that the following holds.
Let H be a 3-uniform simple hypergraph on N vertices and D ě D0 be such that
(i) for all but at most εN vertices x of H the degree of x
dpxq “ p1 ˘ εqD.
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(ii) for all x P V pHq we have
dpxq ď kD.
Then H contains a matching on at least Np1 ´ δq vertices.
A second version is a result by Alon, Kim and Spencer [1], where under assumption that
all degrees are concentrated near the average, a stronger conclusion may be drawn. We use
a version of this result as stated in [7]∗.
Theorem 2.2. For any K ą 0 there exists D0 such that the following holds. Let H be a
3-uniform simple hypergraph on N vertices and D ě D0 be such that degpxq “ D˘K
?
D lnD
for all x P V pHq. Then H contains a matching on N ´ OpND´1{2 ln3{2Dq vertices.
Here the constant in Opq-notation is depending on K only an is independent of N and D.
In Lemma 3.3 we consider a random partition of the vertex set of Steiner triples system
S and heavily use the following version of Chernoff’s bound (this is Corollary 2.3 of Janson,
 Luczak, Rucinski [6]).
Theorem 2.3. Let X „ Bipn, pq be a binomial random variable with the expectation µ, then
for t ď 3
2
µ
Pp|X ´ µ| ą tq ď 2e´t2{p3µq.





and t “ K
?
µ lnµ
(1) Pp|X ´ µ| ą K
a
µ lnµq ď 2pµq´K2{3.
If ε ą 0 is fixed and µ ą µpεq, then
(2) PpX “ p1 ˘ εqµq “ 1 ´ e´Ωpµq.
3. Proof of Theorem 1.3
3.1. Proof Idea. Assume that S is an STS on at least p1 ` µqn vertices. We will choose
small constants ε ! µ.
Let T be a perfect d-ary tree on at most n vertices with levels Vi, i P r0, hs and let
i0 “ maxti, |Vi| ď εnu. Let T0 be a subhypertree of T induced on
Ťi0
i“0 Vi. To simplify our
notation we set t “ h´ i0 and for all i P r0, ts we set Li “ Vi0`i. Our goal is to find L Ă V pSq
with |L| “ |V pT q| such that SrLs, the subhypergraph induced by L, contains a spanning
∗We refer to Theorem 3 from that paper. There is a typo in the conclusion part of that theorem, where
instead of OpND1{2 ln3{2 Dq there should be OpND´1{2 ln3{2 Dq
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copy of T . In particular we would find such L, level by level, first embedding T0, and then
L1, . . . , Lt.
To start we consider a partition P “ tC0, . . . , Ct, Ru of V pSq with “random-like” properties
(see Lemma 3.3 for the description of P) in the following way:
‚ The first few levels of T , constituting T0 with the subset of leafs L0, will be embedded
greedily into SrC0s.
‚ Then Lemma 3.1 and Lemma 3.2 will be used to find star forests in SrL0, C1s and
SrCi´1, Cis for i P r2, ts. The union of these star forests will establish embedding of
almost all vertices of T (see Claim 3.6).
‚ Finally, the reservoir vertices will be used to complete the embedding (see Claim 3.7).
3.2. Auxiliary Lemmas. We start our proof with the following Lemma that allows us later
to verify that SrL0, C1s contains almost perfect packing of size at most d hyperstars centered
at vertices of L0
Lemma 3.1. For any positive real δ, k ą 1 there are ε ą 0 and D0 such that the following
holds for all D ě D0 and all positive integers d. Let G “ pV,Eq be a 3-uniform simple
hypergraph on N vertices such that V “ X \ Y and
(i) for all e P E, |e X X| “ 1 and |e X Y | “ 2.
(ii) for all vertices v P X we have
dpvq “ dDp1 ˘ εq,
and for all but at most εN vertices v P Y we have
dpvq “ Dp1 ˘ εq.
(iii) dpvq ď kD for all v P Y .
Then G contains a packing of hyperstars of size at most d centered at vertices of X that covers
all but at most δN vertices.
Proof. For given δ, k set δ2.1 “ 2δ{3 and k2.1 “ k. With these parameters as an input,
Theorem 2.1 yields ε2.1 and D0. Set ε “ ε2.1{2 and note that if Theorem 2.1 holds for some
ε2.1 and D0 then it also holds for smaller values of ε2.1 and larger values of D0. Therefore we
may assume that ε is sufficiently small with respect to δ and k.
Let G that satisfies conditions (i)–(iii) be given. We start with constructing an auxiliary
hypergraph H that is obtained from G by repeating the following splitting procedure for each
vertex v P X : split hyperedges incident to v into d disjoint groups, each of size Dp1 ˘ 2εq “
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Dp1 ˘ ε2.1q, and then replace v with new vertices v1, . . . , vd and each hyperedge tv, u, wu that
belongs to group j with a hyperedge tvj , u, wu.
First, we show that |V pHq| ď 3
2
N . Note that due to conditions (i)-(iii) the number of
hyperedges
|EpGq| „ |X|dD „ 1
2
|Y |D.
Provided ε is small enough and N is large enough compared to δ we can guarantee |X| ď N
2d
.
Finally, |V pHq| ď d|X| ` |Y | by construction of H , so
N ă |V pHq| ď pd ´ 1q|X| ` |X| ` |Y | ď pd ´ 1q|X| ` N ď 3
2
N.
Hypergraph H satisfies assumptions of the Theorem 2.1 with parameters δ2.1 “ 23δ, k2.1 “ k,
ε2.1 “ 2ε, D2.1 “ D and N2.1 “ |V pHq|. Indeed, all of the vertices in H still have degrees
at most k2.1D2.1, and for all but at most ε2.1N2.1 vertices we have dHpvq “ D2.1p1 ˘ ε2.1q.
Therefore, there is a matching M in H that omits at most δ2.1N2.1 ď δN vertices.
Now, matching M in H corresponds to a collection of hyperstars S1, . . . , Sk in G with
centers at vertices of X and size of each Si is at most d. Indeed, recall that during the
construction of H some vertices v P X were replaced by d vertices v1, . . . , vd, hyperedges
incident to v were split into d almost equal in size disjoint groups, and then each hyperedge
tv, u, wu in j-th group was replaced with tvj , u, wu. Consequently, a matching in H that
covers some vertices vi gives a rise to a hyperstar centered at v of size at most d in G.
Moreover since M in H omits at most δN vertices, the union of hyperstars S1, . . . , Sk also
omits at most δN vertices. 
The following Lemma allows us later to verify that SrCi, Ci`1s contains almost perfect
packing of size at most d hyperstars centered at vertices of Ci for all i P rt ´ 1s.
Lemma 3.2. For any positive real K there is D0 such that the following holds for all D ě D0,
∆ “ K
?
D lnD and any positive integer d. Let G “ pV,Eq be a 3-uniform simple hypergraph
on N vertices such that V “ X \ Y and
(i) for all e P E, |e X X| “ 1 and |e X Y | “ 2.
(ii) dpvq “ dpD ˘ ∆q for all v P X and dpvq “ D ˘ ∆ for all v P Y .
Then G contains a packing of hyperstars of size at most d centered at vertices of X that covers
all but at most OpND´1{2 ln3{2Dq vertices.
Here the constant in Opq-notation depends on K only.
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Proof. Proof is almost identical to the proof of Lemma 3.1. For a given K let D0 be the
number guaranteed by Theorem 2.2 with 2K as input.
Let G that satisfies conditions (i),(ii) be given. We start with constructing an auxiliary
hypergraph H that is obtained from G by splitting every vertex v P X into d new vertices
v1, . . . , vd that have degrees D ˘ 2∆.
First, we will show that |V pHq| “ ΘpNq. Note that due to conditions (i) and (ii), we have
|Y |pD ˘ ∆q
2













As |X| ` |Y | “ N we have that |Y | “ ΘpNq and hence d|X| “ ΘpNq. Then |V pHq| “
d|X| ` |Y | by construction of H , so |V pHq| “ ΘpNq as well.
Hypergraph H satisfies assumptions of the Theorem 2.2 with parameters 2K and D ě D0.
Therefore, there is a matching M in H that omits at most OpND´1{2 ln3{2Dq vertices.
Now, matching M in H corresponds to a collection of hyperstars S1, . . . , Sk in G with
centers at vertices of X . Each hyperstar Si contains at most d hyperedges and hyperstars
S1, . . . , Sk cover all but at most OpND´1{2 ln3{2Dq vertices of G, which finishes the proof. 
3.3. Formal Proof. We start by defining constants, proving some useful inequalities and
proving Lemma 3.3.
Let S be a Steiner triple system on m ě p1 ` µqn vertices and let T be the largest perfect
d-ary hypertree with at most n vertices. Our goal is to show that T Ă S.
We make few trivial observations. First, if d ą ?n and T is perfect d-ary hypertree with
|V pT q| ď n, then T is just a hyperstar which S clearly contains. Second, if m ą 2n, then T
can be found in S greedily. Finally, if Theorem 1.3 holds for some value of µ, then Theorem 1.3
holds for larger values of µ. Hence we may assume without loss of generality that d ď ?n,
m ď 2n and µ ď 1
4
.






, δ “ p1 ` µqρ
20
.
Let ε3.1 be a constant guaranteed by Lemma 3.1 with δ and k “ 2 as an input. We choose ε
to be small enough, in particular we want
(4) ε ă mintδ2, µ2{16, pε3.1q10, 1{10100u.
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Properties of T . Here we define the levels of T and prove some useful inequalities. Recall
that Vi, i P r0, hs denoted the levels of T . For i0 “ maxti, |Vi| ď εnu let T0 be a subhypertree
of T induced on
Ťi0
i“0 Vi. To simplify our notation we also set t “ h ´ i0 and for all i P r0, ts,
Li “ Vi0`i and ℓi “ |Li|. Then we have for i P rts




Since n ě ℓt, (5) implies n ě p2dqt´1εn and consequently
(6) t ď 1 ` log
1
ε






i“0 Vi, where |Vi0 | “ p2dqi0 “ ℓ0, so
(7) |V pT0q| “
p2dqi0`1 ´ 1






For a given STS S with m vertices our goal will be to find a partition P “ tC1, . . . , Ct, Ru
of V pSq so that SrC0s contains a copy of T0 (and L0), sets C1, . . . , Ct are the “candidates” for
levels L1, . . . , Lt of T and R is a reservoir. Such a partition will be guaranteed by Lemma 3.3.
In the proof we will consider a random partition P, where each vertex v P V pSq ends up
in Ci with probability pi and in R with probability γ independently of other vertices.
To that end set
(8) p0 “ 4
?
ε,


















Finally let γ “ 1 ´ řti“0 pi. Then













ě 1 ´ µ
4








ě 1 ´ µ
4
´ 1




Hence γ P p0, 1q.
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Lemma 3.3. Let ε, ℓ0, . . . , ℓt, p0, . . . , pt, γ and ρ be defined as above. Then for some m0 “
m0pεq and K “ 8 the following is true for any m ě m0. If S is a STS on m vertices, then
there is a partition P “ C0 \ C1 . . . \ Ct \ R of V pSq with the following properties:
(a) |Ci| “ ℓi ˘ K
?
ℓi ln ℓi for all i P rts.








(c) for all i P r2, ts and all v P Ci
dSrCi´1,Cispvq “ piℓi´1 ˘ K
a
piℓi´1 ln piℓi´1.
(d) for all v P V pSq, dSrvYRspvq ě ρm.
(e) |C0| “ p0m ˘ K
?
p0m ln p0m and SrC0s contains a copy of a hypertree T0 with L0 as
its last level. Moreover for all but at most ε0.1|C1| vertices v P C1
dSrL0,C1spvq “ p1 ˘ ε0.1qp1ℓ0,




i“0 pi ` γ “ 1. Consider a random partition P “ tC0, . . . , Ct, Ru, where
vertices v P V pSq are chosen into partition classes independently so that Prv P Cis “ pi for
i P r0, ts while Prv P Rs “ γ. For j P ta, b, c, d, eu let Xpjq be the event that the corresponding
part of Lemma 3.3 fails. We will prove that PrXpjqs “ op1q for each j P ta, b, c, d, eu.
Proof of Property (a). For all i P rts let Xpaqi be the event that
||Ci| ´ pim| ą K
a
pim ln pim.
Then since |Ci| „ Bipm, piq and Ep|Ci|q “ pim
p10q“ ℓi
p5q“ Ωpmq, Theorem 2.3 implies that
PrXpaqi s ď 2pℓiq´K
2{3 “ opm´20q.
Since by (6), t ď 1 ` log 1
ε











PrXpaqi s “ op1q.







EVERY STEINER TRIPLE SYSTEM CONTAINS AN ALMOST SPANNING d-ARY HYPERTREE 9
and Y
pbq
i,v be the event
ˇ





pm ´ 1qp2i {2 lnpm ´ 1qp2i {2.
Then dSrCi´1,Cispvq „ Bipm´12 , p2i q and EpdSrCi´1,Cispvqq “ pm ´ 1qp2i {2
p10q,p5q“ dpiℓi´1 ˘ 1,
therefore Xbi,v Ď Y bi,v for large enough m. Moreover, Theorem 2.3 implies that
PrXpbqi,v s ď PrY
pbq
i,v s ď 2ppm ´ 1qp2i {2q´K
2{12 p10q“ Opm´2q.




PrXpbqi,v s “ op1q.
Proof of Property (c). Proof follows the lines of the proof of part (b). Since for i P r2, ts
and v P Ci we have dSrCi´1,Cispvq „ Bipm´12 , 2pipi´1q and EpdSrCi´1,Cispvqq “ pm ´ 1qpipi´1 “
piℓi´1 ˘ 1. Hence we have PrXpcqs “ op1q
Proof of Property (d). Proof follows the lines of the proof of part (b), since for all
v P V pSq we have dSrvYRspvq „ Bipm´12 , γ2q and EpdSrvYRspvqq “ m´12 γ2
p11q
ě 2ρpm´ 1q. Hence
we have PrXpdqs “ op1q
Proof of Property (e)
We say that a set C Ď V pSq is typical if |C| “ p0m ˘ K
?
p0m ln pom and SrCs contains a
copy of T0. For a partition P “ tC0, . . . , Ct, Ru set CipPq “ Ci for all i P r0, ts.
Next we will show that the first statement of (e), namely that C0pPq is typical, holds
asymptotically almost surely.
Claim 3.4.
PrC0pPq is typical s “ 1 ´ op1q.
Proof. Let X be the event that ||C0| ´ p0m| ď K
?
p0m ln p0m, and Y be the event that
SrC0pPqs contains a copy of T0. Since |C0| „ Bipm, p0q and Ep|C0|q “ p0m
p5q“ Ωp?mq,
Theorem 2.3 implies PrXs “ 1 ´ op1q.
For v P V pSq let Zv denote the event that dSrC0spvq ě |V pT0q|, then
Ş
vPV pSq Zv Ď Y .
Indeed, if every vertex has degree at least |V pT0q| is SrC0s, then T0 can be found in SrC0s
greedily, adding one hyperedge at a time.
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so by Theorem 2.3 for all v P V pSq we have PrZvs ě 1 ´ opm´20q. Finally,
PrY s ě Pr
č
vPV pSq
Zvs ě 1 ´ m ¨ opm´20q ě 1 ´ op1q.
Therefore PrXs “ PrY s “ 1´op1q and hence PrX XY s “ PrC0pPq is typical s “ 1´op1q. 
Now, for every typical set C, we fix one copy of T0 in SrCs.
We first show that there are not many vertices in C “ V pSqzC that have low degree in
SrL0, Cs.
Claim 3.5. For any α ą 0 and any typical set C all but at most |C|{α vertices in v P C
satisfy
dSrL0,Cspvq “ p1 ˘ αqℓ0.
Proof of Claim. For v P C and x P L0 there is a unique w P V pSq such that tv, x, wu P EpSq.
Consequently, dSrL0,Cspvq ď ℓ0 holds for any v P C.
Let A “ ttv, x, wu : x P L0, v, w P Cu. Since for every x P L0 there are at most |C| edges
tv, x, wu with v P C and w P C
(12) |A| ě ℓ0p|C| ´ |C|q.
On the other hand let b be the number of “bad” vertices v P C, i.e., vertices v with
dSrL0,Cspvq ă p1 ´ αqℓ0. Then we have
(13) |A| ď bp1 ´ αqℓ0 ` p|C| ´ bqℓ0.
Comparing (12) and (13) yields that b ď |C|{α. 
Let E be the event that property (e) holds. Next we will show that
(14) PrE|C0pPq “ Cs “ 1 ´ op1q for every typical C.
This implies that E holds with probability 1 ´ op1q.
Indeed, by Claim 3.4, PrC0pPq is typicals “
ř




PpC0pPq “ CqPrE|C0pPq “ Cs
p14q
ě p1 ´ op1qq
ÿ
C is typical
PpC0pPq “ Cq ě 1 ´ op1q.
It remains to prove (14).
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Denote by pΩ,F ,Pq the space of all partitions of V pSq with Prv P Cis “ pi for i P r0, ts and
Prv P Rs “ γ, and for fixed C let pΩ,F ,PCq to be the space of all partitions of V pSq with
probability function PCpAq “ PpA|C0pPq “ Cq.
With this notation we need to show that PCpEq “ 1 ´ op1q for every typical C.





1, if v P C1
0, otherwise.
Note that for all v P C
PCpχpvq “ 1q “ PCpv P C1q “ Ppv P C1|C0pPq “ Cq “
Ppv P C1 ^ C0pPq “ Cq
PpC0pPq “ Cq
“ p1 ¨ p
|C|
0 p1 ´ p0qm´|C|´1
p
|C|





(15) q “ p1 ˘ ε0.3qp1.
Moreover, since for fixed v P V pSq the event tv P C1u was in the “initial” space pΩ,F ,Pq
independent of the outcome of random experiment for the remaining vertices w P V pSqztvu,
we infer that random variables tχpvq : v P Cu are mutually independent.
Therefore for the rest of the proof we assume that typical C with L0 Ă C is fixed and all
events and random variables are considered in the space pΩ,F ,PCq.
For a typical C define
(16) M “ MpCq “ tv P C : dSrL0,Cspvq “ p1 ˘ ε
0.2qℓ0u.
Recall that since C is typical we have
(17) |C| “ p1 ` op1qqp0m, and |C| “ p1 ´ op1qqp1 ´ p0qm.
Then by Claim 3.5 with α “ ε0.2
(18) |M | ě C ´ |C|
ε0.2




ě p1 ´ ε0.2q|C|.
Note that M is independent of choice of C1 and is fully determined by C and S.
Next we verify that certain events Ep1q, Ep2q, Ep3q hold asymptotically almost surely and
that Ep1q ^ Ep2q ^ Ep3q Ď E. Let event Ep1q be defined as
Ep1q : |M X C1| ě p1 ´ ε0.1q|C1|.
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Then |C1| „ Bip|C|, qq and |M X C1| „ Bip|M |, qq, so
Ep|C1|q “ |C|q and Ep|M X C1|q
p18q
ě p1 ´ ε0.2q|C|q.
Hence Theorem 2.3 implies that with probability 1 ´ op1q we have |M X C1|{|C1| ě 1 ´ ε0.1
and so PCrEp1qs “ 1 ´ op1q.
Now for every v P C let Npvq be the random variable that equals to the number of
hyperedges tv, x, wu, where x P L0 and w P C1. Then Npvq „ BipdSrL0,Cspvq, qq for all v P C.
Let Ep2q be the event
Ep2q : Npvq “ p1 ˘ ε0.1qℓ0p1 for all v P M.
For every v P M , we have Npvq „ BipdSrL0,Cspvq, qq and so EpNpvqq “ p1 ˘ 2ε0.2qℓ0p1 by
(16) and (15). Then Theorem 2.3 combined with union bound implies PCrEp2qs “ 1 ´ op1q.
Let Ep3q be the event
Ep3q : Npvq ď 2ℓ0p1 for all v P C.
For every v P C we have Npvq „ BipdSrL0,Cspvq, qq and dSrL0,Cs ď ℓ0, hence we always have
EpNpvqq
p15q
ď p1 ` ε0.3qℓ0p1. Therefore by Theorem 2.3 and union bound we have PCrEp3qs “
1 ´ op1q.
It remains to notice that for v P C1 we have dSrL0,C1spvq “ Npvq and so Ep1q^Ep2q^Ep3q Ď E.
Therefore, PCrEs ě 1 ´ op1q, finishing the proof of (14). 
Embedding of T . We start with applying Lemma 3.3 to S obtaining a partition P “
tC0, . . . , Ct, Ru of V pSq that satisfy properties (a)-(e) of Lemma 3.3. To simplify our notation
we set G1 “ SrL0, C1s and for i P r2, ts Gi “ SrCi´1, Cis.
1) We first verify that Lemma 3.3 guarantees that the assumptions of Lemma 3.1 and
Lemma 3.2 are satisfied. These Lemmas then yield systems of stars Si “ tS1i , . . . , Spii u
which cover almost all vertices of Gi. (See Figure 1, where each star S
j
i is a single
grey edge.)
2) Let F be the union of T0 with Si’s. The “almost cover” property of Si’s then allows us
to show that hyperforest F contains a large connected component T1 which contains
almost all vertices of T . (See Figure 1, green and grey edges form T1.)
3) Finally, we extend T1 into a full copy of T in a greedy procedure using the vertices of
R. (See Figure 1, vertices of R are blue.)







Figure 1. Case d “ 1 and t “ 2. Green edges form T0, grey edges are
hyperstars Sji , blue edges are constructed by using vertices in reservoir R.
Step 1. Construction of hyperforest F .
We start with applying Lemma 3.3 to S and obtaining a partition P “ tC0, . . . , Ct, Ru
of V pSq that satisfies properties (a)-(e) of Lemma 3.3. To simplify our notation, let G1 “
SrL0, C1s and for i P r2, ts let Gi “ SrCi´1, Cis.
Let Ni “ |V pGiq|, then N1 “ ℓ0 ` |C1| and Ni “ |Ci´1| ` |Ci| for i P r2, ts. Due to property
(a) of Lemma 3.3 we have that for sufficiently large m and for all i P rts







In what follows we will show that G1 satisfies assumptions of Lemma 3.1 and for i P r2, ts,
Gi satisfies assumptions of Lemma 3.2.
We start with G1. Recall that given µ we defined δ (see (3)), and ε3.1 was a constant
guaranteed by Lemma 3.1 with δ and k “ 2 as input. We then defined ε (see (4)) to be small
enough, in particular such that ε3.1 ě ε0.1. We will now show that G1 satisfies conditions of
Lemma 3.1 with D “ D1 “ p1ℓ0 and N “ N1.
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To verify condition (i) of Lemma 3.1 it is enough to recall that G1 “ SrL0, C1s and so (i)
holds with X “ L0 and Y “ C1.
Note that condition (iii) is guaranteed by property (e), since for all v P C1 “ Y we have
dG1pvq ď 2D.
We now verify condition (ii) of Lemma 3.1. Property (b) with i “ 1 guarantees that for all








Since D “ p1ℓ0
p5q,p10q“ Ωp?nq, for large enough n we have for all v P X “ L0
(20) dG1pvq “ dDp1 ˘ ε3.1q.
Property (e) in turn guarantees that for all but at most ε0.1|C1| ď ε3.1N1 vertices v P Y “ C1
we have
(21) dG1pvq “ p1 ˘ ε0.1qp1ℓ0 “ Dp1 ˘ ε3.1q.
Now, (20) and (21) imply that G1 satisfies condition (ii) of Lemma 3.1.
Lemma 3.1 produces a collection tS11 , . . . , S1p1u of disjoint hyperstars of G1 centered at
vertices of L0, each S
1
j has at most d hyperedges, and




S1j covers all but at most δN1 vertices of G1.
Similarly for all i P r2, ts, hypergraph Gi satisfies assumptions of Lemma 3.2 with the
parameters K3.2 “ 8, d3.2 “ d and D “ Di “ piℓi´1. Indeed, condition (i) of Lemma 3.2 is
guaranteed by taking X “ Ci´1 and Y “ Ci, and condition (ii) is guaranteed by properties
(b) and (c) of Lemma 3.3.
Then for i P r2, ts, Lemma 3.2 when applied to Gi yields a collection tSi1, . . . , Sipiu of
disjoint hyperstars centered at vertices of Ci´1, each S
i
j has at most d hyperedges and star
forest Si “
Ťpi
j“1 Sj covers all but at most OpNiD
´1{2
i ln
3{2Diq vertices of Gi. Once again
recall that for i P r2, ts we have Di “ piℓi´1
p5q,p10q“ Ωpnq and so for large enough n,
(23) Si covers all but at most εNi vertices of Gi.
Now, let F “ T0 Y
Ťt
i“1 Si, then F is a hyperforest and we will find a hypertree T1 Ď F
such that T1 is an almost spanning subhypertree of T .
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We now will estimate |V pF q|. Since for i P r2, ts a star forest Si misses at most εNi vertices
of Ci and S1 misses at most δN1 vertices of C1 we have:




p|Ci| ´ εNiq .
Now, by property (a) of Lemma 3.3, for large enough m and for any i P rts, we have
|Ci| “ p1 ˘ εqℓi. Therefore



















Since |V pT0q| `
řt
i“1 ℓi “ |V pT q| and ε ă δ we have




ℓi ě p1 ´ 3δq|V pT q|.
Step 2. Embedding most of T .
Claim 3.6. S contains a hypertree T1 Ď F such that T1 is a subhypertree of T and |EpT1q| ě
p1 ´ 20δq|EpT q|.




i“1Ci, where we have set t “ h ´ i0 and Vi0 “ C0 “ L0. Also recall that V0 “ tv0u was a
root of T (and F ).
For a non-root vertex v P Vi (or v P Ci) a parent of v is a unique vertex u P Vi´1 (or
u P Ci´1) such that tu, v, wu P F . If a vertex v has a parent u we will write ppvq “ u, if a
vertex v has no parent we will say that v is an orphan.
For each v P V pF qztv0u consider “a path of ancestors” v “ ai, ai´1, . . . , a1 “ a˚, i.e., a path
satisfying ppajq “ aj´1, j P r2, is and such that a˚ “ a˚pvq is an orphan in F .
Let T1 Ď F be a subtree of F induced on a set tv P V pF q : a˚pvq “ v0u. Note that if for
some v P V pF q we have a˚pvq ‰ v0, then a˚pvq R V pT0q.
For i P rts let Ui Ď Ci be the set of vertices not covered by Si. Then
(25) |U1|
p22q
ď δN1 and |Ui|
p23q
ď εNi for all i P r2, ts.
Note that all orphan vertices, except of v0, belong to
Ťt
i“1 Ui as they were not covered by
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For an orphan vertex a˚ let T pa˚q be a subtree of F rooted at a˚. Then for every orphan
vertex a˚ P Ui we have
|V pT pa˚qq| ď 1 ` 2d ` . . . ` p2dqt´i ď 3p2dqt´i.
Finally, every v R V pT1q is in T pa˚pvqq, where a˚pvq P Ui for some i P rts, and therefore we
have











Now, by (19), we have Ni ď 2ℓi and, by (5), ℓip2dqt´i “ ℓt for all i P rts, and so
|V pT1q| ě p1 ´ 3δq|V pT q| ´ 6δℓt ´ 6εpt ´ 1qℓt.
Recall that ℓt is the size of the last level of T , so ℓt ď |V pT q|. Also t ď 1 ` logp1ε q, and
since ε is sufficiently small 6εpt ´ 1q ď ?ε ď δ and so
|V pT1q| ě p1 ´ 10δq|V pT q|.
Finally, for every hypertree T 1 we have |V pT 1q| “ 2|EpT 1q| ` 1, so we have
|EpT1q| ě p1 ´ 20δq|EpT q|. 
Step 3. Finally, we complete T1 to a full copy of T by using reservoir R.
Claim 3.7. Assume that P is a partition guaranteed by Lemma 3.3 and T1 be a hypertree
guaranteed by Claim 3.6. Then T1 can be extended to a copy of T in S.
Proof. Since T1 is a subhypertree of T , there is a sequence of hyperedges te1, . . . , ep´1u such
that each Ti “ T1
Ťi´1
j“1 ej for i P rps is a hypertree an Tp – T . Every vertex v P V pSq has
degree at least ρm in R (by Lemma 3.3) and
p ´ 1 “ |EpT q| ´ |EpT1q|
Claim 3.6





Hence we can greedily embed edges e1, . . . , ep´1. Indeed, having embedded the edges e1, . . . , ei´1
for some i P rp ´ 1s, for set Ri “ Rz
Ťi´1
j“1 ej and all v P V pSq we have
dSrvYRis ě ρm ´ 2pi ´ 1q ą 0
allowing the greedy embeding to continue. Then the last hypertree Tp is by construction
isomorphic to T . 
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4. Concluding remarks
We notice that with a similar proof one can verify Conjecture 1.1 for some other types of
hypertrees.
Let D “ td1, . . . , dku be a sequence of integers. Let T be a tree rooted at v0 and let
V pT q “ V0 \ V1 \ . . . \ Vh be a partition of V pT q into levels, so that Vi consist of vertices
distance i from v0. We say that T is D-ary hypertree if for every i P r0, h´ 1s there is j P rks
such that for every v P Vi the forward degree of v is dj . In other words, forward degree of
every non-leaf vertex of T is in D, and depends only on the height of a vertex in T .
Following the lines of the proof of Theorem 1.3 one can conclude that for any finite set
D Ă N, and any µ, any large enough STS S contains any D-ary hypertree T , provided
|V pT q| ď |V pSq|{p1 ` µq.
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