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Abstract
The physics of iron pnictides has been the subject of intense research for half a
decade since the discovery of superconductivity in doped LaFeAsO in 2008. By
now there exists a large number of diﬀerent materials that are summarized under
the term “pnictides” with signiﬁcant diﬀerences in their crystal structure, electronic
properties, and their phase diagrams. This thesis is concerned with the investigation
of the various phase transitions that are observed in the underdoped compounds of
the pnictide subgroups RFeAsO, where R is a rare-earth element, and AFe2As2,
where A is an alkaline-earth element. These compounds display two closely bound
transitions from a tetragonal to an orthorhombic phase and from a paramagnetic
to an antiferromagnetic metal. Both symmetry-broken phases are suppressed by
doping or pressure and close to their disappearance superconductivity sets in. The
superconducting state is stabilized until some optimal doping or pressure is reached
and gets suppressed thereafter. The central goal of this thesis is to improve our
understanding of the interplay between these three phases and to describe the various
phase transitions. We start from an itinerant picture that explains the magnetism
as a result of an excitonic instability and show how the other phases can be included
into this picture. This approach is based on the the observation that the compounds
we are interested in have a Fermi surface with multiple nested electron and hole
pockets and that they have small to intermediate interaction strengths.
The thesis starts with a study of the doping dependence of the antiferromagnetic
phase transition in four diﬀerent ﬁve-orbital models. We use the random-phase ap-
proximation to determine the transition temperature, the dominant ordering vec-
tor, and the contribution of the diﬀerent orbitals to the ordering. This allows us
to identify the more realistic models, which give results that are in good agreement
with experimental observations. In addition to the frequently made assumption
of orbital-independent interaction potentials we study the eﬀect of a reduction of
the interaction strengths that involve the dxy orbital. We ﬁnd that this tunes the
system between two diﬀerent nesting instabilities. A reduction of the interactions
that involve the dxy orbital also enhances the tendency towards incommensurate
(IC) order. For a weak reduction this tendency is compensated by the presence of
the orthorhombic phase. However, for a reduction of ∼ 30%, as it is suggested by
constrained random-phase-approximation calculations, we always ﬁnd large doping
ranges, where a state with IC order has the highest transition temperature.
i
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We continue the investigation of the magnetic phase transition by studying the
competition of diﬀerent possible types of antiferromagnetic order that arises from the
presence of two degenerate nesting instabilities with the ordering vectors (π, 0) and
(0, π). We derive a Ginzburg-Landau free energy from a microscopic two-band model
and ﬁnd that the presence of the experimentally observed stripe phase strongly de-
pends on the number and size of the hole pockets in the system and on the doping.
We show that within the picture of a purely magnetically driven nematic phase
transition, which breaks the C4 symmetry and induces the orthorhombic distortion,
the nematic phase displays exactly the same dependence on the model parameters
as the magnetic stripe phase. We propose that in addition to the purely magneti-
cally driven nematic instability there is a ferro-orbital instability in the system that
stabilizes the nematic transition and, thus, explains the experimentally observed
robustness of the orthorhombic transition. We argue that including a ferro-orbital
instability into the picture may also be necessary to reproduce the transition from
simultaneous ﬁrst-order transitions into an orthorhombic antiferromagnetic state to
two separate second-order transitions, which is observed as a function of doping.
Finally, a study of the superconducting phase transition inside the antiferromag-
netic phase that is observed in some pnictide compounds is presented. We present
an approach to calculate the ﬂuctuation-mediated pairing interaction in the spin-
density-wave phase of a multiband system, which is based on the random-phase
approximation. This approach is applied to a minimal two-band model for the pnic-
tides to study the eﬀect of the various symmetry-allowed bare on-site interactions
on the gap symmetry and structure. We ﬁnd a competition between various even-
and odd-parity states and over a limited parameter range a px-wave state is the
dominant instability. The largest part of the parameter space is dominated by even
parity states but the gap structure sensitively depends on the bare interactions. We
propose that the experimentally observed transition from a nodeless to a nodal gap
can be due to changes in the on-site interaction potentials.
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Chapter 1
Introduction
Understanding the phase diagrams of high-temperature superconductors has been
a central challenge for condensed matter physics during the last decades. The dis-
covery of the cuprate superconductors in 1986 [1] sparked enormous activity among
experimentalists and theorists. A central goal in this ﬁeld is to obtain a comprehen-
sive understanding of the mechanisms that give rise to robust superconductivity with
high critical temperatures and ﬁelds. It is hoped that this will allow for the synthe-
sis of superconductors with even higher critical temperatures and critical ﬁelds that
could revolutionize our energy-supply systems and other sectors of modern technol-
ogy. Although there have been signiﬁcant advances in the industrial manufacturing
of high-temperature superconductors, we are still far from having a theory that al-
lows us to fully understand these materials or even predict new superconductors.
Despite many years of intense research the condensed matter community has not
been able to reach agreement even about the basic mechanisms that give rise to the
various phases which are observed in high-temperature superconductors. In fact,
the controversies in the ﬁeld of cuprates have “been a traumatic experience for some
of those involved” [2]. Even today, more than 25 years after the discovery of high-
temperature superconductivity in the cuprates, no generally accepted explanation
for the observed phenomena of a magnetic phase, a superconducting (SC) phase,
and the pseudogap phase has been found. However, the work on these materials has
led to great advances in experimental techniques like angle-resolved photoemission
spectroscopy (APRES) or scanning tunneling microscopy (STM). The theoretical
study of these systems has also been one of the driving factors for the development
of methods and concepts to describe interacting condensed matter systems in the
last decades.
While cuprates have attracted a lot of attention, other materials that cannot be
understood within the conventional theory of superconductivity have also been the
topic of extensive research. Already in 1979, the heavy Fermion superconductors
were discovered [3], and in 1994 superconductivity was found in Sr2RuO4 [4], which
has a very similar crystal structure to the cuprate La2CuO4 but displays a rather
diﬀerent phase diagram and qualitatively diﬀerent properties of the superconducting
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Figure 1.1: Schematic phase diagram of BaFe2As2 that shows the antiferromagnetic
(AFM), the orthorhombic (orth.), and the superconducting (SC) phases.
state probably caused by a triplet p-wave symmetry. The most recent discovery
of a whole new class of SC materials was the discovery of the iron-based pnictide
superconductors starting in 2006 with the report of superconductivity in LaFePO [5].
The research on iron pnictides then gained additional momentum in 2008 with the
discovery of the iron-arsenic-based superconductors [6, 7] because some compounds
of this family show rather high critical temperatures up to 56 K [8–10] and the
pnictides have a very rich phase diagram [11,12] with various competing and to some
extent coexisting phases that call for experimental and theoretical investigation. A
schematic phase diagram of the BaFe2As2 compound is shown in Fig. 1.1.
There are striking similarities between cuprates and pnictides, since both are
layered quasi-two-dimensional systems and superconductivity arises upon doping in
many compounds. The SC phase is found close to an antiferromagnetic (AFM)
phase, which has its maximal transition temperature for the parent compound and
gets suppressed by doping. The proximity of an AFM and a SC phase is a strong
indication that magnetic ﬂuctuations are responsible for the appearance of super-
conductivity both in the cuprates and in the pnictides. At the same time, there are
signiﬁcant diﬀerences in that the AFM cuprates are insulators, while the pnictides
are always metallic. The cuprates are assumed to be best described as strongly in-
teracting one-band systems but many pnictide compounds are multi-band systems
with intermediate interaction strengths. While large parts of the controversy about
the cuprates are connected to the so-called pseudogap phase, there is no convincing
evidence for a robust similar phase in the pnictides [12, 13].
The goal of this thesis is to study the phase transitions in the pnictides in some
detail. While the transition in the optimally doped compounds from a normal
paramagnetic metal to a SC phase has been studied to a great extent in many
works [14–18], here the focus lies on the underdoped systems, where diﬀerent phase
transitions appear in close vicinity to each other and an interesting interplay of the
3diﬀerent phases can be expected. The transitions that are of particular interest to
our work are the transition from a paramagnetic metal to a AFM metal, the tran-
sition from a tetragonal to an orthorhombic system, and the transition into a SC
state if the system is already in the AFM phase. However, before the mechanisms
that drive the phase transitions are addressed and before we can think about ex-
planations for experimental observations, we face another non-trivial challenge: An
appropriate model must be chosen that captures the complex interplay of diﬀerent
factors like the multiband electronic structure, the electron-electron interactions and
the coupling to other relevant degrees of freedom. At the same time, we want to keep
the parameter space small because this makes it easier to identify the mechanisms
responsible for the observed phenomena. The choice of the correct model is a task
that is also addressed in this work. The thesis is organized as follows.
Chapter 2 contains a basic introduction to the concepts required to understand
the work presented in this thesis. This includes a short summary of possible mi-
croscopic descriptions of magnetism and magnetic phase transitions. Here, the idea
of itinerant antiferromagnetism is introduced and we show how to apply it to a
one-band Hubbard model by a simple mean-ﬁeld calculation, which can be easily
extended to the concept of an excitonic spin-density wave (SDW) for the pnictides.
In Sec. 2.2 an introduction into the basic concepts of the theory of superconductiv-
ity is presented. This contains a short historical overview over the developments in
the ﬁeld and a review of the basic ideas of conventional superconductivity, as they
were developed by Bardeen, Cooper, and Schrieﬀer (BCS). In Sec. 2.3 the material
class of the pnictides is presented in some more detail. The typical crystallographic
and electronic structure of these materials is explained and the similarities and dif-
ferences between the various compounds and subfamilies are pointed out. In this
section we also introduce the most popular concepts that are used to describe the
various phases in the pnictides and identify some of the key challenges for our re-
search. We argue that the pnictides are best described by an itinerant picture and
introduce the ab-initio-derived multi-orbital models and the band models as two
possible approaches to describe these materials. The advantages and disadvantages
of using either orbital models or band models are discussed. In Sec. 2.4 the random-
phase approximation (RPA) is introduced. This method provides an approximation
scheme for interacting electronic systems, which is a partial resummation of the per-
turbation series to inﬁnite order. Thus, it goes beyond the weak-coupling limit and
has proven itself to be a useful tool to study the pnictides. Some simple examples
illustrate how the RPA can be used to study a magnetic or SC phase transition and
to describe unconventional pairing mediated by spin and charge ﬂuctuations.
In chapter 3 an analysis of the doping dependence of the AFM phase is pre-
sented for four diﬀerent ﬁve-orbital models. The comparison of the diﬀerent models
is combined with a study of the role that orbital-dependent interactions and the
breaking of C4 symmetry play in the magnetic ordering. This allows us to iden-
tify two models that give results which are in good agreement with experimental
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observations, while the other models give results that are largely inconsistent with
experiments. Since the orbital dependence of the interactions is mainly due to the
hybridization of the iron 3d and the arsenic 4p orbitals, its strong inﬂuence on the
magnetic order suggests that the arsenic 4p orbitals must be considered in the model
for a more quantitative description. The study of the interplay of the orbital order
that is induced by the C4 symmetry breaking and the magnetic order shows that
the orbital order can to some extent stabilize the observed magnetic order.
In chapter 4 the competition of diﬀerent SDW phases and its connection with the
breaking of the C4 lattice symmetry is studied. We ﬁnd that there is a close relation
between the conditions under which the experimentally observed stripe phase is
the dominant SDW instability and the appearance of a nematic phase above the
magnetic transition that gives rise to the orthorhombic lattice distortion. However,
our results suggest that a purely magnetic picture of the orthorhombic transition
is insuﬃcient since it cannot reproduce the observed robustness of the transition
and fails to describe the ﬁrst-order transition that is found in some hole-doped
compounds. We therefore argue that another instability that is driven by interorbital
interactions and stabilizes the nematic transition must be present in the system.
In chapter 5 an RPA-based approach to study the SC pairing in a multiband
SDW metal is presented. We apply this technique to a minimal two-band model
for the pnictides and study the eﬀect of the various symmetry-allowed on-site in-
teractions on the SC gap symmetry and structure. We ﬁnd a competition between
diﬀerent even- and odd-parity states. The behavior of the gap structure as a function
of the bare interactions suggests that the experimentally observed transition from a
nodal to a nodeless gap upon doping can be understood as an eﬀect of modiﬁcations
of the interaction strengths that arise from the change of the electron density.
In chapter 6 the results of this thesis are summarized and their consequences for
future research in the ﬁeld of iron-based superconductors are discussed.
Chapter 2
Fundamental concepts
This chapter intends to prepare the reader for the work presented in the subsequent
parts of the thesis. It contains a short overview over the theory of magnetism and
superconductivity in Secs. 2.1 and 2.2, which explains the fundamental concepts for
our work. The material class of the iron pnictides is introduced in Sec. 2.3 and the
current state of research on these materials is brieﬂy discussed. Finally, Sec. 2.4
contains an introduction into the RPA, which is the primarily used approximation
method in the work presented in this thesis.
It is assumed that the reader is familiar with basic condensed matter theory
on a textbook level so that we do not introduce every concept from scratch. A
useful introduction into the concepts and techniques can be found, e.g., in Refs. [19]
and [20].
2.1 Magnetism
Magnetism is a phenomenon which—unlike many other phenomena that are of in-
terest to modern condensed matter physics—is to a certain degree also familiar to
people who are not involved in current research. The most widely known form
is static ferromagnetism which appears, for example, in iron oxides and induces
magnetism in apparently non-magnetic paramagnetic materials. Thus, a piece of
a ferromagnet attracts objects made out of paramagnetic materials. At the same
time, two ferromagnets either attract or repel each other. We observe that the at-
traction or repulsion is a long-range interaction, which motivates the introduction of
the theoretical concept of a ﬁeld that extends in space and transmits the force. This
description of magnetism as a ﬁeld theory is contained in the more general classical
theory of electromagnetism [21]. The theory of electromagnetism is based on the
Maxwell equations which relate the electric ﬁeld, the magnetic ﬁeld strength H, the
electrical charge and current, the polarization of a material, and its magnetization
M. To understand the following parts of this thesis it is useful to focus on the
magnetization because its spatial average is frequently used as an order parameter
5
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for magnetic phases. The static magnetization can be expressed as
M = χH. (2.1)
Therefore, it is proportional to an applied magnetic ﬁeld. If the static magnetic
susceptibility χ diverges, an inﬁnitesimal ﬁeld will be suﬃcient to lead to the mag-
netization of the complete sample. In this case we have a static magnet. If χ
is a function of some system parameter, the point at which χ diverges marks the
transition between a non-magnetic and a magnetic phase.
There are various possible origins of the magnetization of a system. It can
appear due to loop currents in the system, ordered local magnetic moments, or as
an itinerant SDW in a system of delocalized electrons. Loop currents and local
moments can be described to some extent within a classical picture. However,
to fully understand the magnetic properties of a system a quantum mechanical
description is necessary and will be discussed below.
Besides the ferromagnetism that was discussed so far, there are other types of
magnetic order. For most of the work that is presented in this thesis, antiferromag-
netism is the most important type of order because it appears prominently in the
phase diagram of many iron pnictide compounds. In an AFM system the magneti-
zation is spatially periodic such that without an external ﬁeld it is locally ﬁnite but
averages to zero over the complete sample, i.e., the system has a ﬁnite staggered
magnetization. For a schematic representation of an AFM order see Fig. 2.1(c). In
the following, AFM order will be referred to as commensurate if the period of the
magnetization is an integer multiple of the lattice constant of the underlying crystal
lattice and as IC otherwise. The transition temperature to an AFM phase is called
the Ne´el temperature.
Before we start to discuss the microscopic origins of magnetic order let us take a
look at the phenomenological description of phase transitions within the Ginzburg-
Landau theory. Here, we consider the transition between a magnetic and a non-
magnetic state of a system. This transition can be driven by various factors. Usually
increasing the temperature of a system will destroy its magnetic order at some
point but also external stress, pressure, changes in the chemical composition of the
material, i.e., doping, and the application of external ﬁelds can tune a system from
a magnetically ordered phase into a disordered phase or vice versa. What is typical
for this type of phase transitions is the existence of a local order parameter which is
ﬁnite in the ordered phase and zero otherwise. For magnets the magnetizationM(r)
plays the role of the order parameter. The free energy of a system can be expanded
in terms of the order parameter and its derivatives, therefore a functional of M(r) is
used as an ansatz to determine the free energy. Keeping all symmetry-allowed terms
up to fourth order in the order parameter and up to second order in the derivatives
this gives
F = F0 +
∫
d3r
{
αM(r) ·M(r) + β(M(r) ·M(r))2 + γ(∇ ·M(r))2 + . . .}. (2.2)
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(a) (b) (c)
Figure 2.1: Localized classical spins on a square lattice are shown for (a) a paramagnetic
phase, (b) a ferromagnetic phase, and (c) an antiferromagnetic phase.
Minimizing F with respect to M(r) gives the free energy of the system for small
M(r). If the (staggered) magnetization is homogeneous, the free energy functional
reduces to the simpler Landau free energy
F = F0 + αM ·M+ β(M ·M)2 +O(M6). (2.3)
Note that the Landau free energy only depends on |M|. Assuming that β > 0, a
minimization of the free energy with respect to the order parameterM shows that for
α ≥ 0 the free energy has a single minimum at M = 0. If α < 0, the paramagnetic
phase is unstable because the free energy has a minimum for a ﬁnite M and a
maximum atM = 0, so the ground state will be magnetic. Therefore, a second-order
phase transition appears when α turns from positive to negative. This indicates that
the parameter α must have a close relationship to the magnetic susceptibility. To
determine the temperature, pressure, etc. at which the phase transition appears, the
parameters of the expansion must be calculated from a microscopic model. Indeed,
these microscopic calculations show that α turns negative at the same point as the
static susceptibility diverges.
Let us now turn to the microscopic mechanisms that can lead to a ﬁnite ground-
state magnetization in absence of an external magnetic ﬁeld and neglect the possi-
bility of macroscopic loop currents, because they are not a candidate to explain the
magnetic properties of the pnictides. The most intuitive picture is given by ordered
local moments. These magnetic moments are assumed to be located periodically at
certain lattice sites and can be ordered or disordered. Figure 2.1 shows a sketch of
the paramagnetic and two diﬀerent ordered phases of a classical magnet with local-
ized spins. The local moments can be constituted, e.g., by total angular momenta
of the atoms. A common quantum model to describe a system of localized spins is
the Heisenberg model with the Hamiltonian
H = −
∑
i =j
JijSi · Sj, (2.4)
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where i and j denote the sites, Si is the spin operator at site i, and Jij is the
exchange interaction between the spins. If all Jij are non-negative this model has a
ferromagnetic ground state. Negative Jij will give the system a tendency towards
AFM order.
However, delocalized electrons can also lead to a ﬁnite magnetization, e.g., if
bound states of electrons and holes are formed. These bound states are often called
excitons. A SDW that is formed by an exciton condensate can be described in a
simple mean-ﬁeld approach. Typically, the term “exciton” is used to refer to a pair
of an electron and a hole from diﬀerent bands, where one band displays an electron-
like dispersion and the other a hole-like dispersion. However, also in a much simpler
one-band system a very similar mechanism can lead to the formation of electron-hole
pairs and thus to a metallic SDW. For simplicity we therefore start with a one-band
model to introduce the concept of an itinerant SDW. We assume a local Hubbard
interaction U, so that the Hamiltonian reads
H =
∑
k,σ
kc
†
k,σck,σ + U
∑
kk′q
c†k+q↑c
†
k′−q↓ck′↓ck↑, (2.5)
where ck,σ(c
†
k,σ) are annihilation (creation) operators for electrons with momentum k
and spin σ. A chemical potential μ is included in the dispersion k. This Hamiltonian
can be decoupled by a mean-ﬁeld ansatz as
HMF =
∑
k,σ
kc
†
k,σck,σ + U
∑
kk′q
(
〈c†k+q↑ck↑〉MFc†k′−q↓ck′↓
+〈c†k′−q↓ck′↓〉MFc†k+q↑ck↑ − 〈c†k+q↑ck↑〉MF〈c†k′−q↓ck′↓〉MF
)
. (2.6)
The subscript “MF” means that the thermal expectation value is calculated self-
consistently with respect to HMF. If this system shows a z-polarized SDW, we ﬁnd
0 = Mq′ ≡
∑
k
[〈c†k+q′↑ck↑〉 − 〈c†k+q′↓ck↓〉]δq,q′ ∈ R, while Mq′ = 0 in the paramag-
netic phase. Therefore, Mq′ can be used as the SDW order parameter. In real space
a ﬁnite Mq′ corresponds to a staggered magnetization with wavelength λi = 2π/q
′
i.
If q′ = Q, where Qi = 2π/λci and λ
c
i is an integer multiple of the lattice constant,
the ordering is commensurate. If the ordering vector Q is half of a reciprocal lattice
vector, the unit cell doubles and the size of the Brillouin zone is reduced by a factor
of 1/2. This shows that a ﬁnite MQ = 0 indicates at least two types of symmetry
breaking: A breaking of the spin-rotation invariance and a breaking of the trans-
lational symmetry of the lattice. The expectation values in Eq. (2.6) will only be
ﬁnite for T > 0 if there are electrons and holes near the Fermi energy. Therefore
a SDW that is due to the formation of electron-hole pairs usually appears in met-
als. A large number of states near the Fermi energy which are connected by the
same vector q′ and have (approximately) opposite velocities is also advantageous
for the formation of an excitonic SDW with the ordering vector q′. This condition
is commonly referred to as “good nesting” of the Fermi surface.
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In the absence of a magnetic ﬁeld, which breaks the degeneracy of spin-up and
spin-down electrons in the paramagnetic phase, the mean-ﬁeld Hamiltonian for a
commensurate SDW system can be written as
HMF =
∑
k,σ
kc
†
k,σck,σ + UMQ
∑
k,σ
σc†k+Q,σck,σ. (2.7)
Here, a term in the mean-ﬁeld Hamiltonian that only contains expectation values
has been suppressed. Diagonalizing HMF gives the energies of the new fermionic
quasiparticles,
E±k =
k + k+Q
2
±
√(
k − k+Q
2
)2
+ |MQ|2. (2.8)
This shows that in the SDW phase the number of bands doubles and a gap of
magnitude 2|MQ| opens at the points where k = k+Q. These points are often
referred to as “hot spots”. If these hot spots lie at the Fermi energy the SDW gap
can drive the system into an insulating phase. However, if the gap is not too large it
is conﬁned to a small region around the hot spots and the system remains metallic.
This formalism can easily be extended to a multiband system, where the term
“excitonic SDW” is more common. Its simplest example is a two-band model with
two parabolic bands of the form
H0 =
∑
k,σ
[
ckc
†
k,σck,σ + 
f
kf
†
k,σfk,σ
]
, (2.9)
with the dispersion relations
ck = −k2 + 0,
fk = (k−Q)2 − 0. (2.10)
In this case the expectation values in the order parameter take the form 〈c†k,σfk+Q,σ〉MF
and the interaction that leads to the formation of electron-hole pairs must be of in-
terband type, such as
Hint =
gcf
V
∑
k,k′,q
∑
σ,σ′
c†k+qσf
†
k′−qσ′fk′σ′ckσ (2.11)
2.2 Superconductivity
A second phenomenon of major interest to modern condensed matter physics that
appears prominently in the pnictide phase diagrams is superconductivity. A super-
conductor has a phase transition at a critical temperature Tc below which it shows
two remarkable eﬀects: Its resistivity drops to zero so that it becomes an ideal
conductor up to a critical current density jc. It also actively expels an external
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magnetic ﬁeld as long as the ﬁeld is below a critical ﬁeld Hc. The second eﬀect is
known as the Meiner eﬀect. Superconductivity was discovered by H. Kamerlingh
Onnes in 1911 [22], who found that at T = 4.1 K the resistivity of mercury drops
to zero. In the following years other superconductors were discovered but it took
several decades until a theoretical explanation of this phenomenon was found.
In 1935 F. and H. London presented a phenomenological theory that successfully
describes the electrodynamic properties of superconductors [23]. Their theory is
based on the assumption that a SC system consists of a superﬂuid and a normal
ﬂuid. It is now known that this is a correct assumption for a SC material. However,
F. and H. London did not provide an explanation how the two ﬂuids are formed.
In 1950 V. L. Ginzburg and L. D. Landau published an extension of the London
theory [24]. Their theory provides the ﬁrst correct quantum-mechanical description
of superconductivity and succeeds to describe the transition of a system from a
normal to a SC state. The approach is closely related to the expansion of the free
energy in terms of an order parameter shown in Eq. (2.2): Ginzburg and Landau
introduce a functional F that contains all symmetry-allowed contributions of the
wave function ψ that describes a macroscopic condensate. At its minimum, F gives
the free energy of the system. If F is minimized for a ﬁnite |ψ|, the system is in the
SC phase. The SC state breaks the global U(1) symmetry of the functional F and
thus ﬁxes the phase of the wave function ψ.
A microscopic explanation of the formation of the SC condensate was provided
by Bardeen, Cooper, and Schrieﬀer (BCS) in 1957 [25]. The BCS theory is based
on the assumption that in the SC state some of the electrons form pairs with total
momentum zero. These pairs are called Cooper pairs. The Cooper pairs can exist
as short-lived ﬂuctuations also in the normal phase and condense at the transition
into the SC state. In the conventional BCS approach, electron-phonon coupling is
responsible for the formation of the Cooper pairs but the formalism remains valid
for general pairing mechanisms. We, therefore, review the basic ideas of the BCS
theory in this section and see how it can be extended to other pairing mechanisms.
The SC state can also be described within a mean-ﬁeld theory. The simplest
starting point is again a one-band Hamiltonian, but now with a momentum-dependent
pairing interaction V pk,k′ :
H =
∑
kσ
kc
†
kσckσ +
∑
kk′
V pk,k′c
†
kσc
†
−kσ′c−k′σ′ck′σ. (2.12)
In the original work by Bardeen, Cooper, and Schrieﬀer [25], only Cooper pairs that
have a total spin zero are considered, which corresponds to σ′ = −σ in Eq. (2.12).
Here, we use general σ and σ′ to treat all symmetry-allowed pairing states in one
approach. The Hamiltonian in Eq. (2.12) is decoupled in the Cooper channel, i.e.,
expectation values of two creation or two annihilation operators are treated as mean
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ﬁelds
HBCS =
∑
kσ
kc
†
kσckσ +
∑
kk′
V pk,k′
(
〈c†kσc†−kσ′〉MFc−k′σ′ck′σ
+〈c−k′σ′ck′σ〉MFc†kσc†−kσ′ − 〈c†kσc†−kσ′〉MF〈c−kσ′ck′σ〉MF
)
. (2.13)
The order parameter Δσσ′,k of the SC phase is related to the anomalous expectation
values in the mean-ﬁeld decoupling by
Δσσ′,k =
∑
k′
V pk,k′〈c−k′σck′σ′〉MF. (2.14)
Therefore, the BCS Hamiltonian can be written as
HBCS =
∑
kσ
kc
†
kσckσ +
∑
k
(
Δσσ′,kc
†
kσ′c
†
−kσ + h.c.
)
, (2.15)
where the constant term has been ignored. Because the Hamiltonian is bilinear it
can be diagonalized by a Bogoliubov transformation, which gives
HBCS =
∑
ks
√
2k + |Δσσ′,k|2γ†k,sγk,s
≡
∑
ks
Ekγ
†
k,sγk,s, (2.16)
where γ†k,s(γk,s) are creation (annihilation) operators for the new Bogoliubov quasi-
particles with
γk,σ = u
∗
kck,σ + vkc
†
−k,σ′ ,
γ†−k,σ′ = −v∗kck,σ + ukc†−k,σ′ ,
which are linear combinations of the original electrons and holes. The transformation
factors are given by
|uk|2 = 1
2
(
1 +
k
Ek
)
,
|vk|2 = 1
2
(
1− k
Ek
)
,
so that γk,σ and γ
†
k,σ obey Fermi statistics.
On a technical level the treatment of the BCS Hamiltonian is very similar to
that of the mean-ﬁeld Hamiltonian in the previous section, which describes a SDW
phase. However, the crucial diﬀerence is that for superconductivity we have electron-
electron and hole-hole pairs, while for the SDW electron-hole pairs are formed. In
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Figure 2.2: Excitation spectrum for a quadratic band of a superconductor with a
momentum-independent gap Δ.
the SC phase, where Δk is ﬁnite, there appears a gap around the Fermi energy
with magnitude |Δk|. Figure 2.2 shows the excitation spectrum of the Bogoliubov
quasiparticles for the simple case of a quadratic electronic band and a momentum-
independent gap. The gap is determined self-consistently from the BCS gap equation
Δσσ′,k =
∑
k′
V pk,k′
Δσσ′,k
2Ek′
[1− nF (Ek′)], (2.17)
where nF (Ek) is the Fermi function, which goes to zero for Ek > 0 if T → 0.
Therefore at low temperatures the gap equation becomes
Δσσ′,k =
∑
k′
V pk,k′
Δσσ′,k
2Ek′
. (2.18)
If the interaction is attractive and momentum independent, i.e. V pk,k′ = V
p < 0,
the gap equation can be solved by a constant Δσσ′,k = Δσσ′ . This case is typical
for phonon-mediated pairing. However, if the interaction between two points k and
k′ on the Fermi surface is repulsive, the gap equation favors a sign change in Δσσ′,k
between k and k′. This scenario is typical for spin-ﬂuctuation-mediated pairing.
If the system is symmetric under inversion, parity is a good quantum number
and the possible gap functions belong to two distinct classes. Equation (2.15) shows
that Δσσ′,k = −Δσ′σ,−k. We can, therefore, distinguish those states which have a
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gap function that is even in momentum and odd under σ ↔ σ′ from those that have
a gap which is odd in momentum and even under σ ↔ σ′. The former are called
singlet states and the latter triplet states. If the gap equation is solved for electrons
on a crystal lattice, the gap functions are also classiﬁed according to their symmetry
under operations of the lattice point group. The gap will transform under these
operations like an irreducible representation of the point group. In the literature,
the symmetry of the gap function is then usually labeled by the spherical harmonic
of lowest degree and order that transforms in the same way. The simplest examples
are a s-wave gap, which is invariant under all symmetry operations of the lattice,
and a p-wave gap, which changes sign under rotation by 180°. Due to their parity
a s-wave gap always implies a singlet state, while a p-wave gap belongs to a triplet
state.
In the original BCS theory an attractive pairing interaction is transmitted by
phonons that couple to the electrons close to the Fermi energy. This provides an
explanation for superconductivity in many elementary superconductors and some
compounds, such as MgB2, which has a critical temperature of Tc = 39 K, or Nb3Ge
with Tc = 23.2 K. However, already in 1979 the heavy-Fermion superconductors
were discovered [3] for which the conventional theory based on electron-phonon cou-
pling fails to explain the SC properties . With the discovery of superconductivity in
the cuprates in 1986 [1] and the iron pnictides in 2006 [5] two more families of SC
materials, which cannot be described in the framework of conventional superconduc-
tivity, have raised a lot of interest that . These materials show critical temperatures
up to much higher values than those of most conventional superconductors. Indeed,
it has been shown that the electron-phonon coupling in these materials is much too
weak to explain the high values of Tc [26–28]. A striking similarity in the phase
diagrams of many of these materials is that an AFM phase appears close to the
SC phase. The proximity of a magnetically ordered phase suggests that there are
strong magnetic ﬂuctuations also in the paramagnetic phase, which may play the
role of the pairing “glue” in these systems. Thus, they replace the phonons in the
conventional BCS theory. Although it is still a subject of intense debate whether
this scenario is correct [29], the theory of pairing mediated by magnetic ﬂuctuations
can reproduce the experimentally observed dx2−y2-wave symmetry of the SC gap for
the cuprates [30,31]. For the pnictides it is by now generally accepted that magnetic
ﬂuctuations play an important role for the formation of the Cooper pairs [14–17]. In
Sec. 2.4.2 it will be shown how to describe this ﬂuctuation-mediated pairing within
the RPA.
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Figure 2.3: Sketch of the iron-arsenic planes in the pnictides. The iron atoms (red) form
a square lattice. The arsenic atoms are situated in the middle of the squares alternatingly
above (purple) and below (blue) the plane of iron atoms. The two dashed squares indicate
the two diﬀerent choices for the unit cell.
2.3 Iron pnictides
2.3.1 Overview
The work presented in this thesis focuses on the pnictide superconductors. In 2006
Kamihara et al. discovered superconductivity in LaFePO with a critical temperature
of Tc ∼ 4 K [5]. Two years later the same group found that LaFeAsO1−xFx becomes
SC for a doping of 0.05  x  0.12 with a maximum critical temperature of Tc = 26
K [6]. Soon after this, a large number of other materials with similar chemical
composition were discovered and critical temperatures in bulk samples have been
reported to range up to 56 K [8, 9]. A common structural feature of the materials
summarized under the term “iron pnictides” are layers of iron atoms on a square
lattice with arsenic atoms sitting alternatingly above and below the iron plane in
the center of the squares. Figure 2.3 shows a sketch of an iron-arsenic layer. The
iron-arsenic layers are separated by buﬀer layers of other atoms which diﬀer between
the various subfamilies of the iron pnictides. Some authors [11,12,32] also consider
the SC material Fe1+ySe1−xTex as part of the same material class as the pnictides
because it has a similar layered structure with iron atoms on a square lattice and
the chalcogen atoms at the same positions as the arsenic atoms in Fig. 2.3.
Figure 2.3 shows two common choices for the unit cell in the iron-arsenic plane.
One includes two iron and arsenic atoms and one includes only a single atom of each
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element. They correspond to a smaller ‘folded’ and a larger ‘unfolded’ Brillouin zone
(BZ), respectively. The two iron-arsenic units in the larger unit cell are related by a
glide-mirror operation. This has been used to justify the use of the unfolded BZ [33].
However, if there is a ﬁnite pnictogen hight, the full three-dimensional (3D) band
structure is correctly reproduced only in the folded BZ [12]. In the following, we
will, nevertheless, use the one-iron unit cell because for theoretical purposes the
unfolded BZ has the advantage that the number of bands is smaller by a factor
of two compared to the two-iron unit cell. This is usually a good approximation
because density functional theory (DFT) calculations ﬁnd the density of states of
the arsenic orbitals to be small near the Fermi energy [12,34].
Since the iron 3d orbitals have the largest contribution to the density of states
at the Fermi energy and the hopping between the iron-arsenic layers is small, the
pnictides in general have a quasi-two-dimensional Fermi surface. However, the dis-
persion along the kz direction still varies among the various compounds and also
depends on the doping [12, 34–37]. Because of the small hopping between the iron-
arsenic layers two-dimensional (2D) models are frequently used to describe the iron
pnictides. The description of the AFM and SC order in 2D models appears to violate
the Mermin-Wagner theorem, which forbids the spontaneous breaking of continuous
symmetries at ﬁnite temperatures for 2D systems. However, a qualitative descrip-
tion of the ordered phases in the real 3D system is still possible within a 2D model
at mean-ﬁeld level. This is due to the fact that the mean-ﬁeld calculation neglects
the long-wave-length ﬂuctuations that destroy the long-range order in a true 2D sys-
tem, while the corrections to the mean-ﬁeld solutions from the three-dimensionality
of the actual band structure are expected to be small.
The various pnictide compounds do not only diﬀer in the elements that constitute
the separating layers, but they also display rather diﬀerent electronic structures,
electron-electron interaction strengths and phase diagrams. The work presented in
this thesis focuses on the so-called 1111 compounds RFeAsO, where R is a rare-earth
element, and the 122 compounds AFe2As2, where A is an alkaline-earth element.
These compounds show the highest critical temperatures in bulk samples and they
have very similar phase diagrams [8, 9, 11]. In both families the parent compounds
show a structural transition from a tetragonal to an orthorhombic crystal [11]. The
orthorhombic phase is suppressed by doping or pressure and appears closely bound
to an AFM spin-density-wave (SDW) phase in which the magnetic moments on
the iron atoms are aligned parallel to the compressed crystal axis of the square
lattice and antiparallel along the expanded axis. The iron-arsenic layers are coupled
antiferromagnetically in the z-direction. So if the orthorhombic distortion leads to
an extension of the crystal in x-direction, this type of alternating stripe order is
associated with the ordering vector (π, 0, π) in the one-iron unit cell [11, 38–40]. A
sketch of the relation between the magnetization and the orthorhombic distortion for
a single iron layer is shown in Fig. 2.4. The orthorhombic transition is observed at
the same or a slightly higher temperature than the magnetic transition. Close to the
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Figure 2.4: Schematic representation of the magnetization in the orthorhombic SDW phase
with stripe order and ordering vector (π, 0).
pressure or doping level at which the magnetic order disappears, superconductivity
sets in. Its critical temperature goes through a maximum at some optimal doping or
pressure and is suppressed thereafter. The similarities of the phase diagrams for the
1111 and 122 compounds are based on their electronic structure. The materials in
these families display a Fermi surface with electron pockets at the X and Y points of
the BZ which show good nesting with two hole pockets at the Γ point and in some
cases also with an additional hole pocket at the M point [16,18,41–43]. A sketch of
a 2D cut through a typical Fermi surface is shown in Fig. 2.5.
The SC pairing in these materials has been studied with a variety of methods.
Using ab-initio methods, it was very quickly established that electron-phonon cou-
pling cannot be responsible for the high values of Tc [26], implying an electronic
pairing mechanism. Based on DFT calculations for the band structure, the pair-
ing has been studied using the functional renormalization group (fRG) [44–46], the
RPA [14,16,17], and the ﬂuctuation exchange approximation (FLEX) [15,42]. These
works consistently indicate that the SC gap has a s±-symmetry with a sign change
of the gap between electron and hole pockets. The RPA and FLEX studies conclude
that this type of pairing is mainly based on the exchange of magnetic ﬂuctuations
originating from the nesting of the electron and hole pockets. The pairing interac-
tion V pk,k′ therefore has a strong repulsive peak when k is on a hole pocket and k
′
is on an electron pocket [14–17]. This repulsion leads to a sign change of the gap
between k and k′ and, therefore, to the s±-symmetry, possibly with accidental, i.e.,
not symmetry-related, nodes which are due to the orbital structure of the Fermi
surface [15, 16, 46]. The consistency among the diﬀerent methods can be seen as a
strong indication that magnetic ﬂuctuations indeed provide the pairing “glue” in the
pnictides. However, it is still a subject of debate whether orbital ﬂuctuations, which
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Figure 2.5: Sketch of a typical 2D cut through the Fermi surface of a 1111 or 122 compound
in the one-iron Brillouin zone. Electron pockets are denoted by red dashed lines and hole
pockets by full black lines.
are enhanced by interorbital interactions, might also play an important role in the
pairing mechanism [47–50]. When it comes to experiments, the situation is much
less clear. One of several discrepancies among diﬀerent experiments and between
experiments and theory is the appearance of the accidental nodes. Their existence is
predicted by theory and consistent with thermal conductivity measurements. How-
ever, angle-resolved photoemission spectroscopy (ARPES), which is usually consid-
ered the most direct probe of the gap structure, does not show any nodes in the
SC gap [12]. It is still unclear if this is due to the fact that ARPES can only show
surface properties of the material or whether it points towards a deﬁciency in the
theoretical description.
To understand the magnetic phase in the 1111 and 122 families, both microscopic
scenarios presented in Sec. 2.1 have been considered. 2D models based on localized
magnetic moments are able to describe the (π, 0) stripe order and reproduce ba-
sic features of the spin-wave spectrum [51]. However, there is strong experimental
evidence that in the AFM phase these materials are still metallic [11, 52–57]. Fur-
thermore, spectroscopic measurements indicate that the interaction strengths are
at most intermediate [58, 59], suggesting an itinerant picture as the most plausible
scenario, in which the delocalized electrons are responsible for SDW formation. Fur-
ther evidence comes from ab-initio calculations that identify the nesting of electron
and hole Fermi pockets as the origin of the magnetic order in the 1111 and 122 fam-
ilies of the pnictides [34, 60, 61]. The excitonic mechanism in a multiband system
introduced in Sec. 2.1 is now widely considered the most appropriate explanation
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for the stripe SDW [62–65]. This picture also provides an intuitive explanation for
the doping dependence of the Ne´el temperature TN , at which the SDW order sets in.
Because doping changes the number of electrons in the system it shifts the chemical
potential, which leads to changes in the shape and size of the Fermi pockets. This
reduces the quality of the nesting and thus leads to a decrease of TN .
The orthorhombic transition, which is found in close proximity to the magnetic
transition in the 1111 and 122 compounds, naturally coincides with the onset of
various types of phenomena. At the transition temperature Torth the C4 rotation
symmetry of the lattice is broken. This implies a structural transition, an anisotropy
in the magnetic excitations, and the breaking of the degeneracy of the dxz and dyz
iron orbitals. The diﬀerence in the on-site energies of the dxz and dyz orbitals leads
to a diﬀerence in the occupation numbers between the two orbitals and is referred
to as ferro-orbital order. The type of phase transition that is observed diﬀers among
the various compounds. While the La-1111 and the Ce 1111 systems show clearly
separated second-order transition temperatures with Torth > TN [11], the Ba-122
systems tend to display simultaneous ﬁrst-order transitions into the orthorhombic
and SDW phases for hole doping and a splitting into two second-order transitions
with Torth > TN for electron doping [66–70]. In any case, the doping dependences
of TN and Torth are very similar, indicating a close relationship between the mecha-
nisms that cause the transitions. At the same time, the coincidence of a structural
transition, a ferro-orbital transition, and the appearance of anisotropic magnetic
excitations makes it very diﬃcult to identify the mechanism that is responsible for
the breaking of the C4 symmetry.
Another interesting phase transition that has been observed in some pnictide
compounds is a SC phase transition in the presence of SDW order. It gives rise
to a ﬁnite region in the phase diagram with microscopic coexistence of SDW, or-
thorhombicity, and superconductivity. This observation contradicts the intuitive
picture that superconductivity and an excitonic SDW cannot coexist because they
compete for the same electrons at the Fermi surface. While in LaFeAsO1−xFx under
ambient pressure there is, indeed, a ﬁrst-order transition between the SDW and the
SC phase [71], there is strong evidence that in other systems the two phases coexist.
Two fundamentally diﬀerent types of coexistence have been observed. For instance,
in LaFeAsO1−xFx [72] and CaFe2As2 [73] under pressure, the SDW and supercon-
ductivity coexist but the two phases appear to be separated into diﬀerent domains.
For potassium- and cobalt-doped BaFe2As2, however, there is convincing experimen-
tal evidence from X-ray diﬀraction [74], neutron scattering [74–76], NMR [77, 78],
and μSR [79] that the SDW, superconductivity, and the orthorhombic phase coexist
on a microscopic scale and that a ﬁnite doping range exists, in which the system
ﬁrst undergoes a SDW transition and at a lower temperature it becomes SC. In the
cobalt-doped system the SDW shows a reentrant behavior disappearing at an even
lower temperature [76] (see Fig. 2.6).
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Figure 2.6: Sketch of a pnictide phase diagram close to the coexistence region (purple)
with a reentrant behavior of the SDW. The parameter x denotes doping.
2.3.2 Itinerant models
Extended Hubbard models with local interactions are a natural starting point for
the description of the pnictides as an itinerant system. The kinetic part of the
Hamiltonian reads
H0 =
∑
k
∑
σ
∑
ν,μ
Tν,μ(k)d
†
k,ν,σdk,μ,σ, (2.19)
where d†k,ν,σ (dk,ν,σ) are creation (annihilation) operators for electrons with momen-
tum k and spin σ in orbital ν. The values of Tν,μ can be determined by ﬁtting
tight-binding hopping parameters to a band structure from DFT calculations. Only
the arsenic 4p and iron 3d orbitals are considered for a tight-binding ﬁt, since they
have the strongest contribution to the bands at low energies [15–18,43, 80–88].
The choice of the correct model for the pnictides is a very delicate task. A
larger number of orbitals in the model increases the accuracy of the tight-binding ﬁt
and therefore gives a more accurate description of the real materials. At the same
time, a smaller number of orbitals reduces the parameter space and thus facilitates
the understanding of the model. Therefore, there does not exist a single universally
applicable model but the model must be chosen with regard to the physical question
that is to be studied. In general, ﬁve-orbital models are considered to give a good
description of the physics while keeping the parameter space manageable. These
models are a further simpliﬁcation of the eight-orbital ﬁts. They are obtained by
integrating out the arsenic 4p orbitals giving rise to an eﬀective model that only
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contains the iron 3d orbitals [15,16,18,43,84]. To study these models the interactions
are usually restricted to the local Coulomb and Hund’s coupling terms. The most
general form of the interaction Hamiltonian then reads
Hint =
∑
i
∑
νμ
∑
σ,σ′
[
Uνμd
†
i,ν,σd
†
i,μ,σ′di,μ,σ′di,ν,σ
+ Jνμ
(
d†i,ν,σd
†
i,μ,σ′di,ν,σ′di,μ,σ + d
†
i,ν,σd
†
i,ν,σ′di,μ,σ′di,μ,σ
)]
, (2.20)
where d†i,ν,σ (di,ν,σ) are creation (annihilation) operators for an electron on site i, in
orbital ν with spin σ. Setting Uνν = U , Jνμ = J , and Uνμ =
1
4
(2U − 5J) if ν = μ
yields the frequently used [14–16,18,42, 64,80–85,89–91] interaction Hamiltonian
Hint = U
∑
i
∑
ν
ni,ν,↑ni,ν,↓ +
1
4
(2U − 5J)
∑
i
∑
ν =μ
∑
σ,σ′
ni,ν,σni,μ,σ′
− J
∑
i
∑
ν =μ
Si,ν · Si,μ + J
∑
i
∑
ν =μ
d†i,ν↑d
†
i,ν↓di,μ↓di,μ↑. (2.21)
In terms of the annihilation and creation operators the particle-number operator
is ni,ν,σ = d
†
i,ν,σdi,ν,σ. We set  = 1 so that the local spin operator is Si,ν =
1
2
∑
σ,σ′ d
†
i,ν,σσσ,σ′di,ν,σ′ . The choice of the interaction potentials in Eq. (2.21) implies
invariance of the interaction Hamiltonian under rotations in orbital space [92, 93].
However, the orbital-rotation invariance is broken by the underlying crystal struc-
ture. In particular, the integration of the arsenic 4p orbitals yields a non-negligible
contribution of the arsenic orbitals to the maximally localized Wannier functions of
the eﬀective iron 3d orbitals. Therefore, the eﬀective orbitals are enlarged compared
to the atomic limit. Because the dxy orbital extends along the line connecting the
iron and arsenic atoms, the eﬀective dxy orbital is enlarged most strongly of all eﬀec-
tive iron orbitals. This implies that it has the weakest intraorbital interaction. The
eﬀective dx2−y2 and d3z2−r2 orbitals have only small contributions from the 4p orbitals
and, therefore, have stronger interactions. The dxz and dyz orbitals lie in between
these extremes. This illustrative argument is consistent with constrained random-
phase approximation (cRPA) calculations of orbital-dependent interactions [43]. In
chapter 3 the consequences of this breaking of the orbital-rotation symmetry will be
discussed in some detail.
Besides the orbital models there exists a second approach to model the pnictides
within an extended Hubbard model, which is based on the assumption that the
physics of these materials is mainly due to their Fermi-surface structure. A small
number of bands, usually two or three, is used to model the central features of the
Fermi surface: A hole pocket at the Γ point, two electron pockets at the X and Y
points, and potentially one hole pocket at the M point.
For the two-band model used in chapters 4 and 5 the non-interacting part of the
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Hamiltonian reads
H0 =
∑
k,σ
(
ckc
†
k,σck,σ + 
f
kf
†
k,σfk,σ
)
, (2.22)
where c†kσ (f
†
kσ) creates a spin-σ electron with momentum k in the hole-like (electron-
like) band. The dispersions ck and 
f
k will be speciﬁed in chapter 4. In principle,
there are ﬁve symmetry-allowed interaction terms [94] so that the interaction part
of the Hamiltonian consists of two intraband repulsion terms
H1 =
gcc
V
∑
k,k′,q
c†k+q↑c
†
k′−q↓ck′↓ck↑ +
gff
V
∑
k,k′,q
f †k+q↑f
†
k′−q↓fk′↓fk↑, (2.23)
the interband repulsion
Hcf =
gcf
V
∑
k,k′,q
∑
σ,σ′
c†k+qσf
†
k′−qσ′fk′σ′ckσ, (2.24)
and two types of correlated interband transitions,
H2a =
g2a
V
∑
k,k′,q
(
c†k+q↑c
†
k′−q↓fk′↓fk↑ +H.c.
)
, (2.25)
H2b =
g2b
V
∑
k,k′,q
∑
σ,σ′
c†k+qσf
†
k′−qσ′ck′σ′fkσ. (2.26)
In this type of model the dispersion is not obtained from a ﬁt to an ab-initio
band structure so that it fails to describe the electronic structure away from the
Fermi energy. These models also neglect the orbital composition of the Fermi sur-
face. Therefore, a complete and quantitative description of the pnictides cannot be
obtained from these models. However, their much smaller parameter space simpli-
ﬁes the understanding of the physics on a more general level. Band models have
been used successfully to describe central features of the spin-wave excitations in the
SDW phase [62,65], they are used to explain the orthorhombic distortion as a conse-
quence of a magnetically driven nematic instability [4,95,96], and they are a popular
starting point to study the coexistence of the SDW and superconductivity [97–100].
2.4 Random-phase approximation
Many calculations that are presented in this thesis are based on the RPA. The RPA
provides a way to sum up a subset of diagrams of a perturbative series up to inﬁnite
order in the interaction. Thus, it goes beyond simple perturbation theory and allows
us to treat interactions with energies up to the same order of magnitude as the band
width. The interaction strengths in the 1111 and 122 pnictides can be assumed to
be at most of the order of the band width but they are not small enough to justify a
simple perturbative approach [58,59] so that the RPA is a natural starting point to
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Figure 2.7: Series of diagrams determining the transverse spin susceptibility within RPA.
describe these materials. Its consistency with more advanced approximations such
as FLEX and fRG in the description of the SC state indicates that the RPA is,
indeed, a useful tool to study the pnictides.
In its simplest form the RPA can be used to determine the renormalized Coulomb
interaction in the jellium model for an interacting electron gas (see, e.g., Ref. [19]).
Here, all diagrams that consist only of electronic bubbles are summed up in a geo-
metric series. It can be shown that these diagrams have the strongest contribution
to the self-energy for small wave vectors q. An extension of this approach is the
inclusion of ladder diagrams, which can also be summed up in a geometric series.
In the following, some simple examples are presented that illustrate the use of the
RPA and that will be generalized to more complex problems later in this thesis.
2.4.1 Spin susceptibility
The RPA is a useful tool to calculate correlation functions. Here, we give an illus-
trative example for the application to a lattice model. We calculate the transverse
component of the spin-spin correlation function, i.e., the transverse spin suscepti-
bility, in the paramagnetic phase of a 2D one-band Hubbard model. The starting
point is again the Hubbard Hamiltonian given in Eq. (2.5):
H =
∑
k,σ
kc
†
k,σck,σ + U
∑
kk′q
c†k+q↑c
†
k′−q↓ck′↓ck↑. (2.27)
The transverse spin susceptibility is given by
χ+−(q, iωn) =
1
N
∫ β
0
dτeiωnτ
〈
TτS
+(q, τ)S−(−q, 0)〉
=
1
N
∑
k,k′
∫ β
0
dτeiωnτ
〈
Tτc
†
k+q,↓(τ)ck,↑(τ)c
†
k′−q,↑(0)ck′,↓(0)
〉
,
(2.28)
where N is the number of k-points in the BZ and the momentum dependent spin
operators are given by a Fourier transformation of the spin at site i:
Sj(q, τ) =
1√
N
∑
q
Sji (τ)e
iq·ri =
1√
N
∑
q
∑
σ,σ′
c†i,σ(τ)σ
j
σ,σ′ci,σ′(τ)e
iq·ri . (2.29)
The spin ladder operators are related to the spin components by the usual relation
S± = Sx ± iSy. The expectation value in Eq. (2.28) can be expanded in terms of
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Figure 2.8: Series of diagrams that determines the pairing susceptibility within RPA.
the interaction. Using Wick’s theorem we then can calculate diagrams to arbitrary
order. In this case, only the ladder diagrams shown in Fig. 2.7 contribute to the
RPA. These are summed up to inﬁnite order in a geometric series, which gives the
Dyson equation
χ−+,(RPA)(q, iωn) = χ(0)(q, iωn) + χ(0)(q, iωn)Uχ−+,(RPA)(q, iωn), (2.30)
where the bare susceptibility is given by
χ(0)(q, iωn) = − 1
βN
∑
k,ikn
G(k+ q, ikn + iωn)G(k, ikn)
= − 1
N
∑
k
nF (k)− nF (k+q)
k − k+q − iωn . (2.31)
Here, G(k, ikn) = [ikn − k]−1 is the bare electronic Green function. The Dyson
equation is solved by
χ−+,(RPA)(q, iωn) =
χ(0)(q, iωn)
1− Uχ(0)(q, iωn) . (2.32)
The static susceptibility is obtained from an analytic continuation iωn → ω + i0+
and subsequently taking the limit ω → 0. It diverges at the ordering vector when
the system is at the transition to a magnetically ordered phase.
2.4.2 Cooper instability and ﬂuctuation-mediated pairing
A quantity very similar to the spin susceptibility can be deﬁned for the formation
of Cooper pairs. It will be called the “pairing susceptibility” in the following and
for a one-band system it is given by
C(q, iωn) =
1
N
∫ β
0
dτeiωnτ
〈
TτP
†(q, τ)P (−q, 0)〉
≡ 1
N
∑
k,k′
∫ β
0
dτeiωnτ
〈
Tτc
†
k+q,↓(τ)c
†
−k,↑(τ)ck′+q,↑(0)c−k′,↓(0)
〉
.
(2.33)
In analogy to the previous subsection, the expectation value can be expanded in
terms of the interaction. Here, we again consider the Hamiltonian in Eq. (2.12),
H =
∑
kσ
kc
†
kσckσ +
∑
kk′
V pk,k′c
†
kσc
†
−kσ′c−k′σ′ck′σ (2.34)
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Figure 2.9: Series of diagrams that determine the eﬀective pairing interaction (denoted
by dashed double line) that is transmitted by spin and charge ﬂuctuations for a one-
band Hubbard model within RPA. Note that only diagrams with even numbers of bubbles
contribute to the opposite spin pairing.
so that only pairs with total momentum q = 0 are allowed. The ladder diagrams
can be summed up in a geometric series (see Fig. 2.8), which yields
CRPA(0, iωn) ≈
∑
k,k′
[
Cˆ0(0, iωn)
(
1ˆ− Vˆ pCˆ0(0, iωn)
)−1]
k,k′
, (2.35)
where the matrix elements of Vˆ p are [Vˆ p]k,k′ = V
p
k,k′ . The matrix Cˆ
0 is deﬁned by
[
Cˆ0(0, iωn)
]
k,k′ =
1
N
∑
ikn
G(k, ikn)G(−k,−ikn)δk,k′ . (2.36)
When the temperature is lowered towards the critical temperature Tc, the static
limit of the pairing susceptibility diverges. This condition gives the same critical
temperature as the mean-ﬁeld calculation in Sec. 2.2 [20]. The divergence of the
pairing susceptibility signals a zero crossing of the coeﬃcient of the quadratic term
in the Ginzburg-Landau functional. Therefore, the normal state becomes unstable
and the system enters the SC phase. This is known as the Cooper instability.
Not every interaction will lead to a ﬁnite Tc. In particular, the bare Coulomb
interaction or a repulsive Hubbard interaction will not allow for a ﬁnite solution of
the gap equation (2.18) or a divergence of the pairing susceptibility, respectively.
Nevertheless, many electronic systems with Coulomb or short-ranged Hubbard-like
interactions show superconductivity. Therefore, a diﬀerent process than the bare
two-particle scattering must be responsible for the appearance of superconductivity.
To obtain a ﬁnite Tc the bare interaction must be replaced by an eﬀective interaction
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that allows for the divergence of the pairing susceptibility. In terms of diagrams this
means that the bare interaction line in Fig. 2.8 is replaced by an eﬀective interaction,
i.e., the double line in Fig. 2.9. In the conventional theory of superconductivity
an eﬀective attractive interaction between the paired electrons is obtained from
the electron-phonon coupling. The mechanism relevant for many unconventional
superconductors is the exchange of collective spin and charge excitations. This
can also be described using the RPA in a way that was ﬁrst presented by Berk
and Schrieﬀer [101]. For the one-band Hubbard model the bare interaction line is
renormalized by series of bubble and ladder diagrams as shown in Fig. 2.9. The
labels on the external legs of the diagrams are ﬁxed such that the eﬀective interaction
can be inserted into the pairing susceptibility. Thus, the eﬀective pairing interaction
can be expressed in terms of the RPA susceptibilities as
V s(k,k′) =
1
2
(
3U2χ−+,(RPA)(k− k′)
− U2χc,(RPA)(k− k′) + [k′ ↔ −k′]
)
+ U, (2.37)
V t(k,k′) = −1
2
(
U2χ−+,(RPA)(k− k′)
− U2χc,(RPA)(k− k′)− [k′ ↔ −k′]
)
, (2.38)
where [k′ ↔ −k′] represents the preceding terms with k′ replaced by −k′. V s is
the eﬀective pairing interaction in the singlet channel, V t is the pairing interaction
in the triplet channel, and χc,(RPA) = χ0[1 + Uχ0]−1 is the charge susceptibility
within RPA. These eﬀective interactions can now be used to calculate the pairing
susceptibility or to solve the gap equation.
A simple model for the cuprates is given by a one-band Hubbard model on a
square lattice that is dominated by the nearest-neighbor hopping and has a repulsive
on-site interaction. Here, the spin- and charge-ﬂuctuation-mediated pairing gives a
ﬁnite Tc within RPA with the dominating SC instability in the singlet channel. The
gap symmetry is found to be consistent with experiments which ﬁnd a dx2−y2-wave
type gap [30, 31]. In a multiband model with hole pockets at the Γ point and
electron pockets at the X and Y points, which can be used as a minimal model for
the pnictides, an analogous calculation yields an s±-wave gap. In chapter 5 this
approach will be extended to a multiband system in a SDW ordered phase.
26 CHAPTER 2. FUNDAMENTAL CONCEPTS
Chapter 3
Doping dependence of the
spin-density-wave transition in
ﬁve-orbital models
The nesting picture of the magnetic order that was described in Sec. 2.3 implies
a strong doping dependence of the AFM phase. It is well established that the
SDW critical temperature TN of the 1111 compounds decreases upon electron dop-
ing [11]. In contrast, very few experiments with hole-doped 1111 compounds have
been reported, and the magnetic behavior remains obscure [103–107]. The re-
sistivity anomaly characteristic of the onset of SDW in the parent compounds
becomes much less pronounced upon hole doping in La1−xSrxFeAsO [103, 104],
Pr1−xSrxFeAsO [105], and Pr1−xCaxFeAsO [106], but it is unclear whether this
corresponds to a suppression of magnetic order. A more accurate probe of the
antiferromagnetism is given by μSR measurements, which in Pr1−xSrxFeAsO sug-
gest that mesoscopic phase separation allows a substantial fraction of the system to
remain antiferromagnetic up to x = 0.2, although it is not known if this is intrin-
sic [107]. The experimental situation is much clearer in the 122 family. Electron
doping rapidly suppresses the SDW in Ba(Fe1−xCox)2As2 and the SDW is already
absent for x = 0.05 [108]. For the hole-doped Ba1−xKxFe2As2, TN decreases more
slowly but the SDW also vanishes at 0.3 < x < 0.4, corresponding to 0.15–0.2 holes
per one-iron unit cell [109, 110].
The complicated structure of the Fermi surface of the pnictides, which consists of
two electron pockets and up to three hole pockets of various orbital character, allows
for a number of diﬀerent nesting instabilities that may compete with or reinforce
each other. Previous works have identiﬁed two instabilities that may be responsible
for the characteristic (π, 0) order: Many authors [62–65,81,82,98,99,111,112] identify
the most important nesting as that between the hole pockets around the Γ point and
the electron pocket at the X point of the single-iron Brillouin zone, which implies
a dominant role of the iron 3dxz and 3dyz orbitals in the formation of the SDW
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state. On the other hand, the role of nesting between the pockets at the Y and
M points has also been emphasized [14, 15, 42, 83, 91], where the key contribution
comes from the iron 3dxy orbital. The two nesting instabilities are not mutually
exclusive and appear at similar doping levels. However, the number and location
of the hole pockets involved in the magnetic instability nevertheless has important
consequences for the spin-wave spectrum [62,113] and for the realized commensurate
SDW order [114]. One of the goals of this chapter is therefore to examine the relative
importance of the two nesting instabilities across the phase diagram.
The second major goal is to study the consequences of the breaking of orbital
rotation symmetry that was pointed out in Sec. 2.3.2. The dxz, dyz, and dxy orbitals
make up the bulk of the states at the Fermi energy [26], so they are most important
when considering the origin of the SDW. The relatively weaker interaction strength
on the xy orbital (see Sec. 2.3.2) might therefore be expected to play a signiﬁcant
role in selecting the leading nesting instability.
Besides the hybridization of arsenic 4p and iron 3d orbitals there is a second
important eﬀect that lowers the symmetry of the orbital system. The breaking of the
C4 symmetry, which sets in above or at the same temperature as the magnetic order,
lifts the degeneracy of the xz and yz orbital, and breaks the degeneracy of (π, 0) and
(0, π) order. This results mainly in a change of the on-site potentials of these two
orbitals and, therefore, an imbalance in the occupation number, while other eﬀects
can be neglected in a ﬁrst approach [115–117]. Studying the consequences of this
degeneracy breaking will be the third main subject of this chapter.
In order to address these issues, we consider the doping dependence of the mag-
netic order in four diﬀerent ﬁve-orbital models of LaFeAsO, proposed by Kuroki et
al. [18], Graser et al. [16], Ikeda et al. [15], and Caldero´n et al. [86]. All four models
are based on ab-initio band structures. Kuroki et al. [18] and Ikeda et al. [15] obtain
tight-binding models from LDA calculations employing maximally localized Wan-
nier functions, while Graser et al. [16] ﬁt a Slater-Koster tight-binding model to a
GGA band structure. Caldero´n et al. [86] propose a Slater-Koster model containing
a limited number of ﬁtting parameters, which were chosen to best reproduce the
LDA band structure. The latter model has gained a certain popularity because it
contains the freedom to tune the iron-arsenic bond angle. However, this comes at
the expense of fewer ﬁtting parameters compared to the other models. In the fol-
lowing we use the literature value for La-1111 of α = 33.2° [86] for the iron-arsenic
bond angle.
We employ the RPA to calculate the static spin susceptibility in the paramagnetic
phase and examine it for divergences as the temperature and doping are varied. This
allows us to determine the limits of the paramagnetic state in an unbiased way, as we
are able to identify ordered states with large unit cells that would not be accessible
by the usual mean-ﬁeld approaches [64, 81, 82, 84, 89, 90]. Further insight into the
nesting mechanisms in the models is gained by decomposing the paramagnetic RPA
spin susceptibility into its orbital components close to the critical temperature. The
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comparison of the magnetic phase diagrams of these models by calculating their
magnetic transition temperatures is a central goal of our work. Not only does
this allow us to better understand the mechanisms for antiferromagnetism in the
pnictides but it also helps to identify the more realistic models for this system.
This chapter is organized as follows. In Sec. 3.1 we further specify the model
Hamiltonian and outline the calculation of the RPA spin susceptibility. We proceed
to conduct a systematic analysis of the four diﬀerent models in Sec. 3.2 and study
the consequences of the breaking of orbital rotation invariance and the C4 symmetry
breaking on the magnetic order. This is followed in Sec. 3.3 by a discussion of our
results and the implications for the understanding of the pnictides. The main results
of this chapter have been published in Ref. [102].
3.1 Model and Method
The Hamiltonian for all four models contains the non-interacting term given in Eq.
(2.19)
H0 =
∑
k
∑
σ
∑
ν,μ
Tν,μ(k)d
†
k,ν,σdk,μ,σ. (3.1)
The tight-binding parameters Tν,μ(k) for the four models are provided in Refs. [15,
16, 18, 86]. The corresponding band structures are shown in Fig. 3.1. A chemical
potential is included in Tν,ν(k). We assume rigid bands under doping, thus doping
only leads to a change in the chemical potential. This is a valid assumption if
the doping is small and, therefore, the changes in the crystal structure due to the
substitution of a diﬀerent element are negligible. The doping δn is measured relative
to parent-compound ﬁlling, i.e., the electron concentration is n = 6 + δn.
The orthorhombic transition, which precedes or coincides with the SDW tran-
sition, is associated with a breaking of the C4 symmetry. Because the dxy, dx2−y2 ,
and the d3z2−r2 orbital are symmetric under rotations of 90° in the xy plane, their
occupation number is not aﬀected by the breaking of C4 symmetry [116]. The en-
ergy splitting between the dxz and dyz orbitals in the orthorhombic phase has been
measured to be up to 60 meV, which is too large to be explained by changes in
the hopping integrals due to the lattice distortion [115]. Therefore, it must have
a diﬀerent origin than only the small lattice distortion [115, 117]. If we assume a
compression of the crystal along the y-axis and an expansion along the x-axis in the
orthorhombic phase, there will be a decrease of the occupation of the dyz orbital
and an increase in the occupation of the dxz orbital. This corresponds to a positive
shift of the on-site energy of the dyz orbital and a negative shift of the dxz orbital.
Therefore, to model this ferro-orbital order in the orthorhombic phase, we substitute
Txz,xz → Txz,xz − Δorth, Tyz,yz → Tyz,yz + Δorth, where |Δorth| < 60 meV, because
our calculations are done for temperatures slightly below Torth. Note that here we
do not make a statement about the mechanism that leads to the breaking of the C4
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Figure 3.1: Band structure along high-symmetry lines for the four models of Kuroki et
al. [18], Graser et al. [16], Ikeda et al. [15], and Caldero´n et al. [86]. This plot has been
published in Ref. [102], copyright 2012 the American Physical Society.
symmetry. We will discuss the origin of the orthorhombic transition in more detail
in Sec. 4.2.
For the interaction part of the Hamiltonian we use Hint from Eq. (2.21)
Hint = U
∑
i
∑
ν
ni,ν,↑ni,ν,↓ +
1
4
(2U − 5J)
∑
i
∑
ν =μ
∑
σ,σ′
ni,ν,σni,μ,σ′
− J
∑
i
∑
ν =μ
Si,ν · Si,μ + J
∑
i
∑
ν =μ
d†i,ν↑d
†
i,ν↓di,μ↓di,μ↑ (3.2)
with the choice of U/J = 4 for the Hund’s rule coupling. To study the eﬀect of
the breaking of orbital rotation symmetry and, in particular, the reduction of the
interactions involving the dxy orbital, an additional interaction parameter Vxy ≤ 1 is
introduced which is multiplied to every interaction term in Eq. (2.21) that involves
the dxy orbital.
To study the doping dependence of the SDW phase transition we use the RPA
and calculate the static spin susceptibility in the paramagnetic phase. Thus, we
apply a multiorbital generalization of the calculation introduced in Sec. 2.4. Because
the static spin susceptibility diverges at the ordering vector as one approaches the
magnetic phase transition this allows us not only to determine TN as a function of
doping but also to ﬁnd out whether the system prefers to order at a commensurate
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or IC vector. The total spin susceptibility is now deﬁned as
χs(q, iωn) =
1
N
∑
j,j′=x,y,z
∑
νμ
∫ β
0
dτeiωnτ
〈
TτS
j
ν(q, τ)S
j′
μ (−q, 0)
〉
. (3.3)
Because of the spin rotation symmetry in the paramagnetic phase it can be expressed
in terms of the transverse component as
χs(q, iωn) =
3
2
χ−+(q, iωn). (3.4)
The transverse susceptibility is written as
χ−+(q, iωn) =
∑
ν,μ
χ−+ννμμ ≡
∑
ν,μ
χ−+νμ , (3.5)
where the orbital components of the susceptibility have been introduced as
χ−+νν′μμ′(q, iωn) =
1
N
∑
k,k′
∫ β
0
dτeiωnτ
×
〈
Tτd
†
k+q,ν,↓(τ)dk,μ,↑(τ)d
†
k′−q,μ′,↑(0)dk′,ν′,↓(0)
〉
. (3.6)
By summing up the ladder diagrams, a Dyson equation, which is similar to Eq.
(2.30), is obtained as
χ−+ννμμ = χ
−+(0)
ννμμ + χ
−+(0)
νναβ V
s
αβγδχ
−+
γδμμ, (3.7)
where the non-zero elements of the interaction in the spin channel V sαβγδ are given
by
V saaaa = U [1− (1− Vxy)δa,xy], (3.8)
V saabb = J [1− (1− Vxy)(δa,xy + δb,xy)], (3.9)
V sabba = (U − 2J)[1− (1− Vxy)(δa,xy + δb,xy)], (3.10)
V sabab = J [1− (1− Vxy)(δa,xy + δb,xy)], (3.11)
with a = b. The bare susceptibilities χ−+(0)νν′μμ′ are given by
χ
−+(0)
νν′μμ′(q, iωn)
= − 1
N
∑
k
∑
σ,σ′
uσ,ν′(k)u
∗
σ,μ(k)uσ′,μ′(k+ q)u
∗
σ′,ν(k+ q)
nF (Eσ,k)− nF (Eσ′,k+q)
Eσ,k − Eσ′,k+q − iωn ,
(3.12)
where nF (E) is the Fermi function, Ek are the eigenvalues of H0, and us,ν(k) are
the coeﬃcients that transform the annihilation operators of the diagonalizing basis
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Figure 3.2: Density of states at the Fermi level as a function of doping δn, related to the
electron concentration by n = 6+δn, for the four band structures from Fig. 3.1. This plot
has been published in Ref. [102], copyright 2012 the American Physical Society.
γs,k into the orbital basis, i.e., dν,k =
∑
s us,ν(k)γs,k. The static spin susceptibility
is again obtained by an analytic continuation iωn → ω + i0+ and subsequently
taking the limit ω → 0. In the following, we make the common approximation to
ignore Hartree shifts [14, 16, 84, 89]. These are assumed to be included in the ab-
initio calculations. The inclusion of Hartree shifts only leads to small quantitative
changes in our results.
3.2 Results
Some interesting conclusions about similarities of and diﬀerences between the four
models can be drawn already from the non-interacting band structure plotted in Fig.
3.1. Within a range of about 0.1 eV around the Fermi surface the models of Kuroki
et al. [18] and Ikeda et al. [15] are hardly distinguishable so that a very similar
phase diagram can be expected for these two models at weak doping. Close to the
Γ point, the Fermi surfaces for the model of Graser et al. [16] almost coincide with
those of Kuroki et al. [18] and Ikeda et al. [15], but elsewhere there are signiﬁcant
diﬀerences: The hole pocket at the M point is very small for the model of Graser et
al. compared to the latter models, the electron pocket at the X point is also smaller,
and the d3z2−r2-derived ﬂat band at the M point lies much closer to the Fermi energy.
The model of Caldero´n et al. [86] is quite distinct from the other models, with highly
elliptical electron pockets, almost degenerate hole pockets at the Γ point, and no
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Figure 3.3: Critical temperature as a function of doping δn for the four models of Kuroki
et al. [18], Graser et al. [16], Ikeda et al. [15], and Caldero´n et al. [86] with Vxy = 1. Solid
lines denote (π, 0) order, whereas dashed lines denote IC order. The interaction strengths
were chosen as U = 0.875 eV for Kuroki et al. [18], U = 0.885 eV for Ikeda et al. [15],
U = 1.2232 eV for Graser et al. [16], and U = 1.383 eV for Caldero´n et al. [86]. This plot
has been published in Ref. [102], copyright 2012 the American Physical Society.
ﬂattening of the d3z2−r2-derived band at the M point.
The density of states as a function of doping, shown in Fig. 3.2, provides addi-
tional insight. The models of Ikeda et al. [15] and Kuroki et al. [18] both show a
peak in the density of states close to δn = −0.2, although it is signiﬁcantly larger
in the latter. This peak arises from the ﬂat bottom of the electron band at the X
point. The model of Graser et al. [16] also shows a very high density of states below
δn = −0.3 that is connected to the d3z2−r2-derived ﬂat band at the M point. These
peaks raise the possibility of a competition between AFM and ferromagnetic order
at strong hole doping [118]. In contrast, the model of Caldero´n et al. [86] has an
almost featureless density of states, due to the much lower bottom of the electron
bands and the absence of the d3z2−r2-derived ﬂat band at the M point.
In order to study the doping dependence of the AFM phase we ﬁrst choose the
interaction strength U for each model such that at δn = 0 the critical temperature
is TN ≈ 150 K, close to the experimentally observed ordering temperature. The
resulting phase boundaries in the temperature-vs.-doping phase diagrams for all four
models are shown in Fig. 3.3. All models show an enhancement of TN if the ﬁlling
deviates from δn = 0. The dome structure of TN with a maximum at moderately
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Figure 3.4: (a) Doping dependence of the transition temperature for the model of Kuroki
et al. [18] at diﬀerent values of Vxy. To maintain T
opt
N ≈ 165 K, we choose U = 0.8 eV
for Vxy = 1, U = 0.845 eV for Vxy = 0.9, U = 0.885 eV for Vxy = 0.8, and U = 0.915
eV for Vxy = 0.7. (b) Doping dependence of the transition temperature for diﬀerent shifts
of the xy-orbital on-site energy δεxy with respect to the value given in Ref. [18]. For a
constant transition temperature at optimal doping, T optN ≈ 165 K, we choose U = 0.8 eV
for δεxy = 0 eV, U = 0.782 eV for δεxy = 1.04 eV, U = 0.78 eV for δεxy = 1.09 eV, and
U = 0.785 eV for δεxy = 1.13 eV. Dashed lines denote IC order. These plots have been
published in Ref. [102], copyright 2012 the American Physical Society.
negative δn ≈ −0.1 for the models of Kuroki et al. [18] and Ikeda et al. [15] is
consistent with the phase diagram determined by Ikeda et al. [15]. In contrast,
the monotonic increase of TN in the model of Graser et al. [16] for strong hole
doping and the enhancement of magnetic order for electron doping in the model
of Caldero´n et al. [86] are contradicted by experiments. The model of Caldero´n
et al. [86] further deviates from experimental ﬁndings by displaying a highly IC
ordering vector Q = (π, 0.24π) at zero doping.
The models of Kuroki et al. [18] and Ikeda et al. [15] are most consistent with
the reported dome-shaped doping dependence of the AFM phase with commensu-
rate (π, 0)-order. Nevertheless, the transition temperature at optimal doping for the
SDW order is much too high. Note that there is no reason to assume that the un-
doped three-dimensional parent compounds are best described by choosing precisely
the value δn = 0 in these two-dimensional models. Moreover, we will see that a
moderate increase of the on-site energy of the dxy-orbital shifts the peak position to
δn = 0 for some of the models. Instead of specifying TN at δn = 0 as in Fig. 3.3,
it is therefore more reasonable to search for an interaction strength giving a dome
shape of TN and an ordering temperature of T
opt
N ≈ 165 K at an optimal doping
for the SDW order δnopt = 0. The lower T optN should also allow us to unambigu-
ously identify the leading nesting instabilities responsible for the SDW. Below we
construct the magnetic phase boundaries of each model according to this argument.
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Figure 3.5: Fermi surface for the model of Kuroki et al. [18] (heavy lines) superimposed
with the Fermi surface shifted by (a) (π, 0) for δn = −0.093 and (b) (0.95π, 0) for δn =
−0.105 (thin lines), corresponding to the ordering at optimal doping for Vxy = 1 and
Vxy = 0.7, respectively. These plots have been published in Ref. [102], copyright 2012 the
American Physical Society.
3.2.1 The model of Kuroki et al.
The phase boundaries for the model of Kuroki et al. [18] is shown in Fig. 3.4. Initially
focusing on the case of Vxy = 1, we still ﬁnd a dome of (π, 0) order centered at the
optimal doping δn = −0.093, but there is no magnetic order at δn = 0. In addition
to the AFM dome, there is also a region of ferromagnetic order around δn = −0.2.
The highest critical temperature of the ferromagnetic state occurs close to the peak
in the density of states, see Fig. 3.2, consistent with the Stoner criterion.
The mechanism responsible for the (π, 0) order can be observed most clearly at
the optimal doping δn = −0.093. As shown in Fig. 3.5(a), here we ﬁnd excellent
nesting of the dxy-orbital-dominated parts of the electron pocket at the Y point with
the dxy-derived hole pocket at the M point, suggesting that these Fermi surfaces play
the leading role in the AFM instability. A further hint that the dxy orbital is most
important for the AFM order comes from the observation that the optimal doping
can be shifted to δn = 0 by increasing the on-site energy of the dxy orbital by ∼ 0.1
eV [see Fig. 3.4(b)], and always coincides with good nesting of the Y and M pockets.
To examine the eﬀect of the likely weaker interactions in the xy orbital, in
Fig. 3.4(a) we plot the evolution of the phase diagram upon reducing Vxy while
simultaneously increasing U such that T optN remains constant. At Vxy = 0.7, which
is close to the value predicted by Miyake et al. [43], we ﬁnd that the optimal doping
of the AFM dome shifts to δn = −0.105, and the ordering vector at this ﬁlling
becomes weakly IC with Q = (0.95π, 0). The Fermi surface plotted in Fig. 3.5(b)
shows that this corresponds to good nesting between the hole pockets at the Γ
point and the electron pocket at the X point, where the best-nested segments of
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Figure 3.6: Total susceptibilities and orbitally resolved contributions χ−+νμ at T = 180 K for
the model of Kuroki et al. [18] at (a) Vxy = 1, δn = −0.093, (b) Vxy = 0.9, δn = −0.092,
(c) Vxy = 0.8, δn = −0.096, and (d) Vxy = 0.7, δn = −0.105. These plots have been
published in Ref. [102], copyright 2012 the American Physical Society.
the Fermi surface have mostly dyz-orbital character. The necessary increase of U by
about 10% when Vxy is reduced implies that the AFM instability due to Γ-X nesting
requires a signiﬁcantly higher interaction than the Y-M nesting to produce a realistic
T optN . Additional magnetically ordered states appear at strong doping δn ≈ −0.42
with optimal ordering vector Q = (0.44π, 0). At these doping levels, however, our
assumption of rigid bands is questionable so that the physical relevance of these
results is doubtful.
Greater insight into the origin of the AFM order can be achieved by examining
the orbitally resolved susceptibilities (see Eq. (3.6)) at optimal doping for the SDW
order just above TN , see Fig. 3.6. As Vxy is decreased, the dominant contribution
shifts from the susceptibilities χ−+νμ involving the dxy orbital to those involving the
dyz orbital and the peak in χ
−+
νμ moves from (π, 0) to an IC vector. This is in
perfect agreement with the observed change of the nesting from dxy-dominated to
dyz-dominated parts of the Fermi surface. By changing Vxy we can therefore select
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al. [18] for Vxy = 0.7 (dashed) and for the fully orbital-dependent interactions predicted
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a maximal ordering temperature of TN ≈ 165 K at δn > −0.2. Both calculations yield
an ordering vector Q = (0.95π, 0) at the maximum TN close to δn = −0.1. This plot has
been published in Ref. [102], copyright 2012 the American Physical Society.
the dominant nesting instability of the system.
Our treatment of the weaker interaction on the dxy orbital neglects the likely
diﬀerent interaction strengths involving the other inequivalent orbitals. To test this
approximation, we compare the doping dependence of the transition temperature
for Vxy = 0.7 of Fig. 3.4(a) with the TN(δn) calculated using the cRPA values for
Uνμ and Jνμ in Eq. (2.20) determined by Miyake et al. [43]. As shown in Fig. 3.7,
upon suitable rescaling the cRPA interaction potentials, we ﬁnd excellent agreement
between the two phase diagrams for the physically reasonable doping regime δn >
−0.2, where the assumption of rigid bands appears justiﬁed. We note that in the
fully orbital-dependent results we have to choose a slightly larger value of Uyz,yz than
in our Vxy = 0.7 calculations in order to achieve T
opt
c ≈ 165 K for the peak around
δn ≈ −0.1; the origin of this discrepancy is likely the weaker exchange interaction
Jνμ < 0.25Uνν predicted by Ref. [43]. This also indicates that the AFM order does
not crucially depend upon the ratio U/J in the weak-coupling regime. For strong
doping, larger deviations appear, in particular there is no ferromagnetism for the
cRPA interactions, and the critical temperature of the IC AFM state at δn ≈ −0.4
is higher although the ordering vector is similar.
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3.2.2 The model of Ikeda et al.
The transition temperatures of the SDW phase for the model of Ikeda et al. [15]
at Vxy = 1 (Fig. 3.8) is very similar to that for the model of Kuroki et al. [18],
although ferromagnetism is not found near δn = −0.2, consistent with the smaller
peak in the density of states (Fig. 3.2). The (π, 0) order is again dominated by the
dxy orbital, and the nesting of the Y and M pockets is primarily responsible for the
AFM state, in agreement with Ref. [15]. Despite the very similar band structure to
the model of Kuroki et al. [18], the phase diagram for Vxy < 1 shows a signiﬁcant
diﬀerence: The (π, 0) order does not vanish for Vxy = 0.7, but instead moves to the
low-doping half of the AFM dome while the other half is IC. As for the model of
Kuroki et al. [18], however, the dyz orbital dominates the magnetism over the full
doping range. This can be seen in two representative plots of χ−+νμ in Figs. 3.9(a)
and (b) at δn = −0.12 and δn = −0.06, which correspond to IC Q = (0.95π, 0) and
commensurate Q = (π, 0) ordering vectors, respectively. As revealed by Figs. 3.9(c)
and (d), at both of these doping levels there is excellent nesting of the X and Γ
pockets. The ordering vector tracks the continuous evolution of this nesting vector
across the dome, from slightly IC to commensurate. The close similarity of this
model to the one of Kuroki et al. [18] shows that very small diﬀerences in the band
structure play a major role in determining the ordering vector.
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Figure 3.9: (a) The total susceptibility and the largest χ−+νμ for the model of Ikeda et al. [15]
with Vxy = 0.7, T = 160 K, and δn = −0.12. (b) Same as in (a) but at δn = −0.06. (c)
Fermi surface at δn = −0.12 (heavy lines) with the same Fermi surface shifted by (0.95π, 0)
superimposed (thin lines). (d) Fermi surface at δn = −0.06 (heavy lines) with the same
Fermi surface shifted by (π, 0) superimposed (thin lines). These plots were published in
Ref. [102], copyright 2012 the American Physical Society
3.2.3 The model of Graser et al.
The transition temperature of the SDW phase for the model of Graser et al. [16] is
shown in Fig. 3.10. At Vxy = 1 we ﬁnd a dome of commensurate AFM order centered
at δn = −0.12 and also a small IC dome with Q = (0.95π, 0) at δn ≈ −0.05. At
δn  −0.2 we observe an IC AFM state with ordering vector Q = (0.71π, 0), and
a high critical temperature, which strongly increases with hole doping. The strong
tendency to AFM order at strong hole doping occurs only in this model, and is
likely connected to the d3z2−r2-derived ﬂat band at the M point. Indeed, a Fermi
surface due to this band appears at the critical doping level for the IC AFM order.
Furthermore, the ordering at strong doping can be suppressed by increasing the on-
site energy of the dxy orbital, which eﬀectively lowers the ﬂat band at the M point.
This also shifts the optimal doping of the (π, 0) dome at δn = −0.12 towards zero,
again suggesting an important role for the dxy orbital in the (π, 0) order.
Focusing our attention on the regime of moderate doping, −0.2 < δn < 0, we ﬁnd
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Figure 3.10: Doping dependence of the transition temperature for the model of Graser et
al. [16] at diﬀerent values of Vxy. To maintain T
opt
N ≈ 165 K, we choose U = 1.09 eV for
Vxy = 1, U = 1.146 eV for Vxy = 0.9, U = 1.191 eV for Vxy = 0.8, and U = 1.222 eV
for Vxy = 0.7. Dashed lines denote IC order. This plot has been published in Ref. [102],
copyright 2012 the American Physical Society
that as Vxy is reduced, the small IC dome grows and becomes the leading instability
at Vxy = 0.7. At this value of Vxy, the ordering vector at optimal doping δn = −0.06
isQ = (0.93π, 0). The orbitally resolved susceptibilities at the optimal doping for the
(π, 0) order at Vxy = 1 and for the IC order for Vxy = 0.7 are plotted in Figs. 3.11(a)
and (b), respectively, while the nesting of the corresponding Fermi surfaces is shown
in Figs. 3.11(c) and (d). These results are very similar to those obtained for the
model of Kuroki et al. [18], see Figs. 3.6 and 3.5. We hence conclude that again
a reduction of Vxy tunes the system from the dxy-dominated to the dyz-dominated
instability, although the optimal dopings for the two instabilities are more widely
separated than in the model of Kuroki et al. This can be explained by the small
M pocket at δn = 0 in the model of Graser et al. [16], which implies a much larger
change of the doping in order to optimize the Y-M nesting. Furthermore, due to the
smaller size of the electron pockets at parent-compound ﬁlling, the IC AFM phase
is stabilized at weaker doping.
3.2.4 The model of Caldero´n et al.
The evolution of the phase boundary for the model of Caldero´n et al. [86], shown in
Fig. 3.12, is in stark contrast to those for the other models. The magnetic order is
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Figure 3.11: (a) The total susceptibility and the largest χ−+νμ for the model of Graser et
al. [16] with Vxy = 1, T = 180 K, and the optimal doping δn = −0.137 of the (π, 0) state.
(b) Same as in (c) but for Vxy = 0.7, T = 180 K, and the optimal doping δn = −0.065 of
the IC state. (c) Fermi surface at δn = −0.137 (heavy lines) with the same Fermi surface
shifted by (π, 0) superimposed (thin lines). (d) Fermi surface at δn = −0.065 (heavy lines)
with the same Fermi surface shifted by (0.93π, 0) superimposed (thin lines). These plots
were published in Ref. [102], copyright 2012 the American Physical Society
optimized at strong electron doping, δn ≈ 0.18, and occurs at the highly IC ordering
vector Q = (π, 0.39π). Although this is inconsistent with experimental ﬁndings
for the pnictide systems, it is nevertheless interesting to examine the origin of this
AFM state. An important clue comes from observing that the phase diagram hardly
changes when Vxy is decreased, although the interaction U has to be increased in
order to keep T optN constant. This indicates that the dxy orbital is almost exclusively
responsible for the magnetic ordering, which is conﬁrmed by the orbitally resolved
susceptibilities presented in Figs. 3.13(a) and (b). The IC ordering vector at optimal
doping gives excellent nesting of the dxy pocket at the M point and the dxy-dominated
tip of the electron Fermi surface at the Y point [Fig. 3.13(c)], revealing an unexpected
similarity to the nesting instabilities in the other models.
The stabilization of AFM order by electron-doping in the model of Caldero´n et
al. [86] follows from the observation that the magnetic order arises only from Y-M
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Figure 3.12: Doping dependence of the transition temperature for the model of Caldero´n
et al. [86] at diﬀerent values of Vxy. To maintain T
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N ≈ 165 K, we choose U = 1.269 eV
for Vxy = 1, U = 1.378 eV for Vxy = 0.9, U = 1.498 eV for Vxy = 0.8 and U = 1.635 eV
for Vxy = 0.7. Dashed lines denote IC order. This plot has been published in Ref. [102],
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nesting. In Fig. 3.1 it can be seen that at δn = 0 the circular hole pocket at the M
point has almost the same radius as in the models of Kuroki et al. [18] and Ikeda et
al. [15]. In contrast, the ellipticity of the electron pockets is highly exaggerated in
the model of Caldero´n et al. [86], and indeed the minor axis of the electron pockets is
much smaller than the diameter of the M-point hole pocket. As such, it is necessary
to raise the chemical potential to optimize the nesting between these two Fermi
surfaces.
3.2.5 Magnetic order in the orthorhombic phase
The study of the four diﬀerent models reveals that the models of Ikeda et al. [15] and
Kuroki et al. [18] are in best agreement with the experimentally observed magnetic
ordering. However, even these two models show a strong tendency to order at an
IC vector, which is inconsistent with experimental observations of IC order being
present only within a very small doping range [119]. It has been argued that the
orthorhombic phase, which sets in together with the magnetic order or at a slightly
higher temperature, stabilizes the commensurate order [120]. To check if this claim
holds for a realistic ﬁve-orbital model we calculate the SDW transition temperature
as a function of doping for the model of Ikeda et al. [15] with a ﬁnite splitting of the
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Figure 3.13: (a) The total susceptibility and the largest χ−+νμ for the model of Caldero´n et
al. [86] Vxy = 1, T = 180 K, and δn = 0.176. (b) Same as in (a) but for Vxy = 0.7. (c)
Fermi surface at δn = 0.176 (heavy lines) with the same Fermi surface shifted by (π, 0.39π)
superimposed (thin lines). These plots have been published in Ref. [102], copyright 2012
the American Physical Society
dxz and dyz orbitals, Δorth.
The changes in the band structure due to a ﬁnite Δorth = 0 aﬀect the nesting
properties of the Fermi surface and break the degeneracy of (π, 0) and (0, π) order.
It has been shown for a two-orbital model that the corresponding shift of the on-
site energies favors the correct stripe order with oppositely aligned spins along the
expanded crystal axis [116]. To check if the imbalance of the on-site energies favors
the correct ordering in the ﬁve-orbital model we compare the transition temperatures
for ordering in the vicinity of Q1 = (π, 0) and Q2 = (0, π) for a ﬁnite Δorth =
0.004 eV. Figure 3.14 shows that, indeed, the transition temperature for ordering
at Q1 increases, while order close to Q2 is suppressed. To see a clear splitting of
the ordering temperatures for (π, 0) and (0, π) order, a small energy splitting of
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Figure 3.14: TN as a function of doping with an energy splitting between the xz and yz
orbitals of Δorth = 0.004 eV for (a) Vxy = 1 and (b) Vxy = 0.7. Dashed lines denote IC
order.
Δorth = 0.004 eV is suﬃcient but Fig. 3.14 does not clarify whether this can also
stabilize the commensurate order.
If the splitting Δorth is further enlarged, while Vxy is kept constant, the ordering
temperature of the dominant instability increases, so the interactions must be ad-
justed such that T optN ≈ const. Figure 3.15 shows the AFM transition as a function
of doping for various values of Vxy with Δorth = 0.02 eV. Comparison with the results
in Fig. 3.8 shows that the tendency to order at a commensurate vector is enhanced
for large and intermediate Vxy. However, for Vxy = 0.7 the ordering becomes IC for
δn < δnopt, resembling the behavior of the ordering vector in the case of Δorth = 0.
The decrease of Vxy with Δorth = 0.02 also leads to a shift of the maximum of the
AFM dome from δn ≈ −0.083 to δn ≈ −0.068. These observations emphasizes the
complex interplay of Fermi surface nesting and interaction strengths. The compari-
son of the Fermi surfaces at optimal doping for Δorth = 0 and Δorth = 0.02 eV in Fig.
3.16 shows how the orbital order aﬀects the nesting. Figures 3.16(a) and (c) show
that at δn = −0.083 a ﬁnite Δorth = 0.02 eV improves the nesting of the Y pocket
and the dxy-dominated M pocket for Q = (π, 0). This explains why in the case of
Vxy = 1 the doping range with commensurate order becomes larger if Δorth is ﬁnite.
If the interaction involving the dxy orbital is reduced, the maximum of the dome
shifts to δn = −0.064, where there is good nesting of the Γ and X pockets which
have large dxz and dyz content. Figures 3.16(b) and (d) show that at δn = −0.064
the (π, 0)-nesting of the Γ and X pockets is improved by a ﬁnite Δorth, which stabi-
lizes the commensurate order for intermediate Vxy. However, if Vxy is reduced, the
portions of the electron pocket close to its major axis contribute less to the exciton
formation because they are mainly dxy-derived. For a Vxy  0.75 the system favors
an ordering vector that optimizes the nesting only for the yz dominated parts of the
electron pocket which is an IC ordering vector for δn  −0.07.
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Figure 3.15: Doping dependence of the critical temperature for the model of Ikeda et
al. [15] at diﬀerent values of Vxy with Δorth = 0.04 eV. To maintain T
opt
N ≈ 165 K, we
choose U = 0.808 eV for Vxy = 1, U = 0.846 eV for Vxy = 0.9, U = 0.885 eV for Vxy = 0.8,
and U = 0.917 eV for Vxy = 0.7. Dashed lines denote IC order.
Our calculations show that within the ﬁve-orbital models the C4 symmetry break-
ing stabilizes the commensurate order only if the interaction in the dxy orbital is
above a certain threshold. We have checked that this also holds for the model of
Kuroki et al. [18]. Since experiments only ﬁnd very small ranges of IC order, our
results have two possible interpretations: The reduction of the dxy interaction by
Vxy = 0.7 may overestimate the eﬀect of the breaking of the orbital rotation sym-
metry that arises from the integration of the arsenic orbitals. The other possible
interpretation is that the C4 symmetry breaking is not the key mechanism that
stabilizes the commensurate order.
3.3 Discussion
Our study of the four diﬀerent models for the 1111 pnictides shows a clear distinc-
tion between the models of Kuroki et al. [18], Graser et al. [16], and Ikeda et al. [15]
on the one hand and of Caldero´n et al. [86] on the other. In the former, a SDW is
stabilized for δn < 0 with a commensurate or near-commensurate ordering vector,
whereas in the latter we ﬁnd a strongly IC AFM state if δn > 0. The behavior
of the model of Caldero´n et al. [86] can be explained by the unrealistically strong
ellipticity of the electron pockets. Caldero´n et al. [86] started from an eight-orbital
model with nearest-neighbor iron-iron and iron-arsenic hopping and then removed
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Figure 3.16: Fermi surface of the model of Ikeda et al. [15] (heavy lines) and the same
Fermi surface shifted by (π, 0) (thin lines) for (a) δn = −0.083 and Δorth = 0, for (b)
δn = −0.064 and Δorth = 0, for (c) δn = −0.083 and Δorth = 0.02 eV, and for (d)
δn = −0.064 and Δorth = 0.02 eV.
the arsenic orbitals within perturbation theory. By using the Slater-Koster ap-
proach, they were able to write the eighteen hopping integrals as functions of only
four overlap integrals and the iron-arsenic bond angle; in the other models, these
eighteen hopping integrals are free parameters, which gives much greater freedom
in ﬁtting the band structure. One can speculate that the smaller parameter space
available to Caldero´n et al. [86] is responsible for the unphysical doping dependence
in their model. Among the remaining models, the monotonic increase of TN for the
model of Graser et al. [16], see Figs. 3.3 and 3.10, also is inconsistent with avail-
able experimental data [103–107,109,110]. The comparably high d3z2−r2-derived ﬂat
band at the M point is responsible for this strong tendency to AFM order [64]. In
contrast, the models of Kuroki et al. [18] and Ikeda et al. [15] show a single dome
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of AFM order centered at δn ≈ −0.1 with an ordering vector at or close to (π, 0).
For realistic maximum transition temperature TN ≈ 165 K there is no ordering at
zero nominal doping, δn = 0. Similar behavior is seen in the model of Graser et
al. [16] for suﬃciently small interaction strength and weak doping. In the ﬁrst three
models there are hence strong (π, 0) spin ﬂuctuations at weak doping, consistent
with previous studies [15, 16, 18].
Our results again demonstrate the sensitive dependence of the magnetic order on
small details of the band structure [64]. This is illustrated by the major discrepancies
between the model of Graser et al. [16] and the more realistic models of Kuroki et
al. [18] and Ikeda et al. [15], despite the very similar band structures of these three
models. It is signiﬁcant that the models of Kuroki et al. [18] and Ikeda et al. [15]
were obtained by ﬁtting to ab-initio results for the experimental crystal structure of
the iron-arsenic planes, whereas the model of Graser et al. [16] is based on ab-initio
calculations for a relaxed structure. These two structures have rather diﬀerent iron-
arsenic bond angles, which has been identiﬁed as a crucial control parameter for
pnictide physics [15, 18,86].
In addition to the major role of the band structure, important details of the
antiferromagnetic order were found to be controlled by the interaction strengths in-
volving the dxy orbital relative to the other orbitals. Under the common assumption
of orbital-rotation invariant interactions, the models of Kuroki et al. [18] and Ikeda
et al. [15], and Graser et al. display an AFM dome with (π, 0) order at its maximum.
Upon reducing the interactions involving the dxy orbital, the optimal doping slightly
shifts and the ordering vector tends to become weakly IC: At the lowest reduction
factor Vxy = 0.7, the AFM dome for the model of Kuroki et al. [18] becomes entirely
IC, while for the model of Ikeda et al. [15] there is a continuous change from IC
to commensurate order as one increases the ﬁlling with electrons. Reducing Vxy in
the model of Graser et al. [16], we ﬁnd that the dome with (π, 0) order is almost
obscured by a second dome with weakly IC order that has a smaller optimal doping.
Our results allow us to distinguish the dominant nesting instabilities in the var-
ious models. The (π, 0) order observed for the C4-symmetric system with orbital-
rotation invariant interactions originates mainly from the good nesting between the
dxy-derived parts of the Y pocket and the M pocket, as identiﬁed in Refs. [14, 15,
42, 83, 91]. For reduced interactions involving the dxy orbital, however, the nesting
instability between the Γ and X pockets gives the highest ordering temperature,
which corresponds to the scenario in Refs. [62–65,81,82,98,99,111,112]. This mech-
anism is dominated by the dyz orbital and produces a SDW with the ordering vector
Q = (Qx, 0), where 0.9π < Qx ≤ π.
Our results therefore conﬁrm the two proposals in the literature for a nesting
instability in the pnictides, with their relative importance tuned by the parameter
Vxy. This implies a crucial role for the arsenic 4p orbitals, as their hybridization
with the iron 3d orbitals is ultimately responsible for the strong orbital dependence
of the interaction potentials in an eﬀective 3d theory [43]. Keeping the arsenic 4p
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orbitals in the model would reduce the variation in the size of the iron 3d Wannier
functions, and hence the interaction strength is likely to show much less pronounced
orbital dependence [43, 121].
We ﬁnd that in all models commensurate (π, 0) order is realized for an extended
doping range. This shows that commensurate order can be stabilized in purely elec-
tronic models but does of course not imply that mechanisms beyond the models
considered here are unimportant in this respect. Indeed, the experimentally ob-
served robustness of commensurate order suggests that some additional stabilizing
mechanism is required, especially in the scenario of reduced Vxy. We have conﬁrmed
that if Vxy  0.75, a ﬁnite energy splitting of the dxz and dyz orbitals, Δorth = 0,
increases the doping range with commensurate order because it improves the nest-
ing for a commensurate ordering vector. It also breaks the degeneracy of (π, 0)
and (0, π) order and favors the correct stripe state. However, for Vxy = 0.7 a large
doping range of IC order reappears because the dxz- and dyz-dominated parts of
the electron pockets dominate the exciton formation. Therefore, the system chooses
an ordering vector for which the nesting is improved only for the dxz or dyz dom-
inated parts of the electron pockets. This leads to a strong tendency to weakly
IC order and indicates that either the assumption of Vxy = 0.7 overestimates the
eﬀect of orbital-dependent interactions or that the C4 symmetry breaking is not
exclusively responsible for the stabilization of commensurate. Accounting for the
three-dimensionality of the Fermi surface may further improve the nesting with a
commensurate ordering vector and thus stabilize commensurate order.
Chapter 4
Competing SDW phases and the
orthorhombic transition
It has been shown in the previous chapter that itinerant models for the iron pnic-
tides generically give a ﬁnite doping range where a commensurate SDW state has
the highest critical temperature. This does not necessarily require the presence
of ferro-orbital order. Due to the two electron pockets at the X and Y points of
the Fermi surface, these models have two diﬀerent commensurate nesting vectors
Q1 = (π, 0) and Q2 = (0, π). Ordering with respect to these two vectors is degen-
erate if the fourfold rotation symmetry is not broken. This allows not only for two
diﬀerent stripe-ordered states but also for other competing SDW states with a dif-
ferent conﬁguration of the magnetization [112,122,123]. Most 1111 and 122 systems
only show a stripe SDW order [11], but a magnetic state that preserves the tetrago-
nal symmetry of the lattice has been reported for small doping ranges of hole-doped
Ba(Fe1−xMnx)As2 [124] and as a reentrant phase in Ba1−xNaxFe2As2 [125]. In all sys-
tems that show a stripe SDW phase the magnetic transition is preceded by or coin-
cides with an orthorhombic transition at a temperature Torth ≥ TN [11,48,66–70,124].
At Torth the lattice gets distorted, the magnetic excitations become anisotropic, and
the degeneracy of the dxz and the dyz orbital is lifted, which gives rise to the ferro-
orbital order. The simultaneous onset of various types of order at Torth makes it
diﬃcult to identify the mechanism that is ultimately responsible for the breaking of
the C4 lattice symmetry and requires a close examination of candidates.
In Sec. 4.1 we study the competition of various commensurate SDW phases in
detail to identify the conditions under which a stripe order is the dominant SDW
instability in a two-band model. In Sec. 4.2 we show how the orthorhombic transition
can also be understood as a consequence of the competition between ordering with
respect to Q1 and Q2. We argue that our results are most consistent with a scenario
in which also a ferro-orbital instability is present in the system. This instability
cooperates with magnetic ﬂuctuations and gives rise to the observed robustness of
the orthorhombic transition and its peculiar doping dependence.
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4.1 Microscopically derived Ginzburg-Landau
theory for the magnetic order
The competition between the stripe SDW state and other SDW states that do
not break the C4 symmetry has been studied in various models. In a two-orbital
model [87] it has been shown that doping away from half-ﬁlling [122,126] can stabilize
the stripe state. A relatively large ratio of the Hunds rule coupling to the Coulomb
repulsion [41] has also been identiﬁed as a factor that stabilizes the observed SDW
state. For band models Eremin and Chubukov [112] have shown that the ellipticity of
the electron pockets or interactions between the electrons in diﬀerent bands stabilize
the stripe state. However, this state was found to be very sensitive to the number
of Fermi pockets involved in the SDW, and its extent in the phase diagram remains
uncertain. Competition with a diﬀerent excitonic instability has also been proposed
to stabilize a stripe SDW [127].
Band models have turned out to be a useful starting point to understand the
basic eﬀects in the pnictides. Following this spirit we use a two-band model with
a small number of parameters to study the competition between diﬀerent types of
SDW order. We introduce two control parameters ξe and ξh, which allow us to tune
the ellipticity of the electron pockets and the number of hole pockets in the model.
We then use the functional-integral formalism for interacting fermionic systems to
derive a Ginzburg-Landau functional which includes two SDW order parameters for
the two nesting instabilities at Q1 and Q2 and a charge-density wave (CDW) order
parameter. Thus, we obtain an adequate generalization of the free energy that was
given in Sec. 2.1, for which we can calculate the Ginzburg-Landau coeﬃcients from
the microscopic model. The main results of this section have been published in
Ref. [114].
4.1.1 Model
We use the two-band model that was introduced in Sec. 2.3.2 but here we only
include those terms that contribute to the excitonic SDW instability so that our
Hamiltonian reads
H =
∑
k,σ
[
ckc
†
k,σck,σ + 
f
kf
†
k,σfk,σ
]
+
gcf
V
∑
k,k′,q
∑
σ,σ′
c†k+q,σf
†
k′−q,σ′fk′,σ′ck,σ +
g2a
V
∑
k,k′,q
[
c†k+q,↑c
†
k′−q,↓fk′,↓fk,↑ +H.c.
]
,
(4.1)
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Figure 4.1: (a) The band structure and (b), (c) the Fermi surface of our two-band model
for two diﬀerent values of ξh. The black line in (a) and the corresponding Fermi surface
in (b) show that for ξh = 0 only one hole pocket at the Γ point is present in the system.
The grey dashed line in (a) and (c) show that for ξh close to ξh = 1 a second hole pocket
appears at the M point. The arrows denote the two commensurate nesting vectors Q1 and
Q2. These plots have been published in Ref. [114], copyright 2011 the American Physical
Society.
where c†kσ (f
†
kσ) creates a spin-σ electron with momentum k in the hole-like (electron-
like) band. We deﬁne gSDW = gcf + g2a [128] and assume the dispersions
ck = c + 2tc(1− ξh)[cos kxa+ cos kya] + 2tcξh[1 + cos kxa cos kya], (4.2)
fk = f + tf,1 cos kxa cos kya− tf,2ξe[cos kxa+ cos kya], (4.3)
where a is the iron-iron bond length. In units of tc, we choose c = −3.5, f = 3,
tf,1 = 4, and tf,2 = 1. The dimensionless parameter ξe controls the ellipticity of
the electron pockets. Varying ξh from 0 to 1 tunes the system from having a Fermi
surface with one hole pocket at the Γ point to a system with two hole pockets of equal
size—one each at the Γ and M points. Figure 4.1 shows the band structure and Fermi
surface of the system for various combinations of ξe and ξh. If ξh ≈ 0, each electron
pocket is nested with the single hole pocket by Q1 = (π, 0) and Q2 = (0, π). If
ξh ≈ 1, both electron pockets are nested with one of the hole pockets for both nesting
vectors. The possibility to tune the system from a single-hole-pocket Fermi surface
to a two-hole-pocket Fermi surface allows us to study two widely used scenarios
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within a single model: The single-hole-pocket scenario, which is described, e.g., by
the band model proposed by Eremin and Chubukov [112] and has been studied
extensively by various authors [62, 65, 129, 130], and the two-hole-pocket scenario,
which is realized in a two-orbital model for the pnictides [87, 122,126].
4.1.2 Free energy expansion
We aim at determining a Ginzburg-Landau free energy that contains order parame-
tersM1 andM2 for the two commensurate ordering vectorsQ1 andQ2, respectively.
The order parameters are related to the sublattice magnetization by ma = M1+M2
and mb = M1 −M2. It has been pointed out that if both order parameters are ﬁ-
nite, a CDW with ordering vector Q3 = (π, π) can be induced [122,123]. Therefore,
we include two complex order parameters ρc and ρf to account for this possibility.
We start from the functional-integral formulation of the partition function for our
model, which is given by
Z =
∫
D(c∗c)D(f ∗f)e−S(c,c∗,f,f∗), (4.4)
where the action reads
S =
∫
dτ
{∑
k,σ
[
c∗k,σ(τ)(∂τ + 
c
k)ck,σ(τ) + f
∗
k,σ(τ)(∂τ + 
f
k)fk,σ(τ)
]
+
1
V
∑
k,k′,q
[
gcf
∑
σ,σ′
c∗k+q,σ(τ)f
∗
k′−q,σ′(τ)fk′,σ′(τ)ck,σ(τ)
+
g2a
2V
∑
σ
c∗k+q,σ(τ)c
∗
k′−q,−σ(τ)fk′,−σ(τ)fk,σ(τ) + c.c.
]}
. (4.5)
Here, c and f are Grassmann variables. The biquadratic terms are decoupled by
Hubbard-Stratonovich transformations [20] in the spin and charge channels and the
fermions are integrated out. This gives an action in terms of the order-parameter
ﬁelds in the SDW and CDW channels. Subsequently, we perform a saddle-point
expansion, which yields the Ginzburg-Landau free energy per volume,
F = F0 + α
(|M1|2 + |M2|2)+ β0(|M1|4 + |M2|4)
+ β1|M1|2|M2|2 + β2|M1 ·M2|2
+
(
γcρc + γfρf
)
M1 ·M2 + 2gcfρcρf + αcρ2c + αfρ2f . (4.6)
The CDW order parameters can be integrated out, resulting in the renormalization
β2 → β˜2 = β2 +
gcfγcγf − αγ2f − αfγ2c
g2cf − 4αcαf
. (4.7)
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A detailed derivation of Eqs. (4.6) and (4.7) and the microscopic expressions for the
Ginzburg-Landau coeﬃcients in terms of bare electronic Green functions are given
in Appendix A. Equations (4.6) and (4.7) agree with the free energy calculated in
Ref. [114], which was obtained from a direct integration of self-consistency equa-
tions for the order parameters. It allows for three diﬀerent commensurate ordered
states, which we name, following Ref. [122], magnetic stripe (MS), orthomagnetic
(OM), and spin and charge order (SCO). These three states are characterized by
the following properties.
• In the MS phase there is only one ﬁnite order parameter, e.g., M1 = 0 and
M2 = 0. This state corresponds to the (π, 0) magnetic order that is typically
observed in the 1111 and 122 pnictides. It minimizes the free energy if 2β0 <
min{β1 + β˜2, β1}.
• In the OM state both SDW order parameters are ﬁnite with |M1| = |M2|
and M1⊥M2 so that the C4 symmetry is preserved. This state is realized if
β1 < min{2β0, β1 + β˜2}.
• The SCO state also preserves the C4 symmetry and both SDW order parame-
ters are ﬁnite with |M1| = |M2| but M1 ‖ ±M2. Here, only one sublattice has
a ﬁnite magnetization and a CDW is induced if gcf = 0. This state is realized
if β1 + β˜2 < min{2β0, β1}.
4.1.3 Phase diagram
The Ginzburg-Landau free energy in Eq. (4.6), which arises from a saddle point
expansion in the paramagnetic phase, is a valid approximation in the SDW phase
close to TN where the order parameters are small. Therefore, we can construct phase
diagrams with the various ordered states at T = T−N inﬁnitesimally below TN . If
2β0 = β1 the MS state and the OM state are degenerate. This condition is satisﬁed
if fk = 
f
k+Q3
or ck = 
c
k+Q3
for all k, which corresponds to ξe = 0 or ξh = 1,
respectively. If ξh = 1 an inﬁnitesimal ellipticity of the electron pockets breaks the
degeneracy of the MS and OM states [112].
Figure 4.2 shows three phase diagrams of the magnetic order as a function of
ξe and doping δn relative to half ﬁlling. The parameter ξh has been ﬁxed to three
diﬀerent values: (a) ξh = 0 with only one hole pocket present, (b) ξh = 0.95, where
a second small hole pocket is present at the M point, and (c) ξh = 0.975, where
the two hole pockets are nearly of the same size. To construct the phase diagrams
we adjust gSDW such that for every value of ξe the maximum ordering temperature
is kBT
opt
N = 0.0646tc, which gives a realistic ratio of kBT
opt
N to the bandwidth.
Changing the ellipticity of the electron pockets also changes the optimal doping
δnopt of the SDW phase. In our plots the dotted line indicates the position of δnopt
as a function of ξe. To evaluate the Ginzburg-Landau coeﬃcients we have chosen
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Figure 4.2: Magnetic phase diagrams at T = T−N for (a) ξh = 0, (b) ξh = 0.95, and (c)
ξh = 0.975. The magnetic phases are as deﬁned in the text. The thick black horizontal
line at ξe = 0 denotes the degeneracy region of the MS and OM states. The dotted line
indicates the optimal doping δnopt for magnetic ordering. These plots have been published
in Ref. [114], copyright 2011 the American Physical Society.
gcf = g2a and used a 1000×1000 k-point mesh to perform the momentum sums. As
we have seen in the study of orbital models, we must also consider the possibility of
IC order. The regions with IC order are obtained similarly to the way described in
Sec. 3.1, i.e., we solve
0 = 1 +
gSDW
V
∑
k
(1/β)
∑
n
Gc(0)(k, iωn)G
f(0)(k+Q1 + δq, iωn)
≡ 1− gSDWχ0(Qi + δq) (4.8)
for the ordering temperature of theQ1+δq SDW state, where δq is a small deviation
from the commensurate ordering vector. If the ordering temperature for IC order
exceeds the TN of a commensurate state we denote the corresponding region by IC.
Regions of the phase diagram with TN < 0.05T
opt
N are labeled as paramagnetic (PM)
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Figure 4.3: The ordering temperature TN as a function of the relative ﬁlling δn for constant
ξe = 1 in the three cases (a) ξh = 0, (b) ξh = 0.95, and (c) ξh = 0.975. These plots have
been published in Ref. [114], copyright 2011 the American Physical Society.
regions.
Figure 4.2(a) shows the phase diagram for ξh = 0, i.e. for the system with only a
single hole pocket. A commensurate SDW has the highest ordering temperature for
δn ≈ δnopt±0.025 for all ξe. At ξe = 0 the MS and OM states are degenerate because
fk = 
f
k+Q3
. These states are realized at underdoping and near optimal doping but
at overdoping the SCO state has the lowest free energy. When ξe becomes ﬁnite,
the degeneracy of the OM and MS states is broken and the MS state is found to be
stable near optimal doping and at overdoping. The OM state wins at underdoping,
while the SCO state is suppressed by an increasing ξe.
Figures 4.2(b) and (c) show the phase diagrams for systems with two hole pockets
of lesser or greater similarity which corresponds to ξh = 0.95 or ξh = 0.975, respec-
tively. In this case the magnitude of gSDW that is needed to obtain kBT
opt
N = 0.0646tc
is roughly by a third smaller than in the previous case. Nevertheless, for small ξe
a commensurate SDW state has the highest TN over a signiﬁcantly larger doping
range than in the single-hole-pocket scenario. Here, we ﬁnd the OM phase to be
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Figure 4.4: Schematic picture of the nesting of the electron (blue dotted and red dashed
lines) with a hole pocket (black solid line). The shaded circles indicate the nesting “hot
spots”. The situation is shown for (a) underdoping, (b) near optimal doping, and (c)
overdoping. This ﬁgure has been published in Ref. [114], copyright 2011 the American
Physical Society.
stable near optimal doping, while the MS phase is realized at intermediate doping
and the SCO phase at stronger doping. In the case of ξh = 0.95 an increase of the
ellipticity of the hole pockets strongly enhances the tendency towards IC order, with
commensurate order completely absent for ξe > 1.75. In contrast, in the ξh = 0.975
case a commensurate SDW is always realized close to δnopt.
In Fig. 4.3 we plot the ordering temperatures of the SDW states as functions
of doping for ξe = 1 in the three phase diagrams. For ξh = 0 (Fig. 4.3(a)) the IC
order accounts for a signiﬁcant part of the SDW dome and its ordering temperature
extends up to TN ≈ T optN . In the ξh = 0.975 case (Fig. 4.3(c)) the IC order is realized
over a much smaller doping range relative to the commensurate states. However,
Fig. 4.3(b) shows that a small reduction of ξh leads to IC states appearing at optimal
doping so that they have the highest TN in the SDW dome.
4.1.4 Discussion
We now discuss the results for the single-hole-pocket case in more detail. This
system prefers a MS state close to optimal doping if ξe is ﬁnite, but away from
optimal doping SDW states that preserve the C4 symmetry are stabilized. This can
be understood from the changes in the nesting properties of the Fermi pockets with
doping. For strong underdoping, the best nesting between the hole pocket and the
two elliptical electron pockets appears for those portions of the electron pockets that
are close to its major axis (see Fig. 4.4(a)). For strong overdoping the best nesting
appears for the portions of the electron pocket near the minor axis (Fig. 4.4(c)).
Therefore, in both cases the nesting vectors Q1 and Q2 connect states far apart on
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the Fermi pockets and we can expect little competition between them. Figure 4.4(b)
shows that close to optimal doping the nesting hot spots lie very close together and,
therefore, only a single electron pocket can participate in the formation of the SDW.
Therefore, a MS state is realized.
The addition of a second hole pocket gives a very diﬀerent phase diagram. Nev-
ertheless, the behavior of the two-hole-pocket system can be understood by a very
similar argument. At optimal doping the nesting is not optimal for either hole
pocket. Instead, it corresponds to overdoping for the M pocket and underdoping for
the Γ pocket. Therefore, the OM phase can be realized. This agrees perfectly with
the nesting properties of the two-orbital model at half ﬁlling [64]. When the system
is doped the nesting of the electron pockets with one of the hole pockets is optimized
while the nesting with the other becomes very poor. Therefore, only a single hole
pocket contributes to the formation of the SDW and the MS state becomes stable.
This observation is inconsistent with the degeneracy of the MS and OM states in the
two-hole-pocket case that was found in Ref. [112], which is due to the fact that the
model in Ref. [112] by construction satisﬁes the degeneracy condition ck = 
c
k+Q3
.
The relative size of the two hole pockets is, indeed, extremely important: If the two
hole pockets are very diﬀerent in size we expect a tendency for the TN(δn) curves
to split into two separate domes with commensurate order at their maxima. The
strong tendency towards IC order in Fig. 4.3(b) may indicate that for ξh = 0.95 the
system is close to the point where the two domes split up. For somewhat smaller
ξh, the pocket at the M point requires very strong hole doping to show good nesting
with the electron pockets. For ξh < 0.95, the nesting instabilities for the two hole
pockets are well separated in doping, and the physics is equivalent to the single
hole-pocket scenario.
To summarize, we have shown that in a two-band minimal model for the pnic-
tides there are three competing commensurate SDW phases: the MS, OM, and
SCO phases. In a single-hole-pocket scenario the MS phase is stable close to op-
timal doping, while the SCO and the OM phase can be realized at overdoping
or underdoping, respectively. Note that the OM phase in the underdoped case ap-
pears to be consistent with the observed C4-symmetric magnetic state in hole-doped
BaFe2As2 [124, 125]. In the two-hole-pocket scenario the OM phase has the lowest
free energy close to optimal doping and the MS phase is only found in a narrow
intermediate doping range. Therefore, despite its rather large range of IC order, the
model with only a single hole pocket at the Γ point shows the greatest similarity to
the observed magnetic phase diagram of the 1111 and 122 pnictides. This appears
to be inconsistent with the fact that ab-initio calculations ﬁnd a hole pocket at
the M point [15, 16, 18]. The discrepancy may be partially explained by the orbital
composition of the Fermi surface in a real system that has been neglected in the
two-band model. In particular, the relative reduction of the interaction in the dxy
orbital, that was discussed in chapter 3, may lead to a scenario in which a system
with a hole pocket at the M point eﬀectively behaves more like a system that has
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hole pockets only at the Γ point. However, even in the scenario with a single hole
pocket our calculations predict a ﬁnite doping range with an OM phase, which is not
observed in most experiments. To better understand the robustness of the MS state
we must take into account the orthorhombic transition that precedes or coincides
with the magnetic transition in the pnictide phase diagrams.
4.2 Nematic Phase
The mechanism that leads to the orthorhombic transition has caused intense debates
among scientists who work in the ﬁeld of iron pnictides. In a Ginzburg-Landau
functional the order parameters for the orthorhombic lattice distortion and the ferro-
orbital order are linearly coupled so that both types of order will appear together.
As soon as the C4 symmetry is broken the magnetic excitations are also expected to
become anisotropic. Therefore, these three phenomena appear simultaneously when
the C4 symmetry of the lattice is broken, making it diﬃcult to identify the driving
force behind the symmetry breaking. There are three natural candidates for this
mechanism: a structural instability in the lattice [131, 132], an instability towards
orbital ordering that is driven by interorbital interactions [44, 115–117, 133–137],
and a magnetically driven nematic instability [95, 96, 138–140]. It has also been
proposed that a cooperation of orbital and magnetic ﬂuctuations is responsible for
the observed transitions [141]. There exists strong experimental evidence that the
orthorhombic transition is not due to a structural instability but arises from one of
the two other mechanisms. Conductivity measurements in the orthorhombic phase
ﬁnd a strong anisotropy that cannot be produced alone by the lattice distortion [142]
and—as it was mentioned in Sec. 3.1 already—ARPES shows that the diﬀerence
in the on-site energies of the dxz and dyz orbitals is too large to be explained by
the change in the hopping integrals which arises from the lattice distortion [115].
However, it is much more diﬃcult to experimentally disentangle the two electronic
scenarios. In the following we show that the picture of a preemptive nematic order,
which is based on the competition between ordering with Q1 and Q2, is crucial for
the understanding of the C4 symmetry breaking. The presence of a ferro-orbital
instability at a ﬁnite temperature, nevertheless, assists the nematic instability and
may explain the fact that the orthorhombic transition is consistently observed in
various pnictide compounds over large doping ranges. Therefore, in this section we
review the derivation of the nematic transition and apply it to our two-band model
with a special focus on its interplay with a ferro-orbital degree of freedom.
The prediction of a magnetically driven nematic phase is based on a careful
analysis of the terms in the action that are biquadratic in the SDW order-parameter
ﬁelds. In general, there are two diﬀerent origins of these terms. Besides the bi-
quadratic terms that arise only from the integration of the electronic degrees of
freedom and a subsequent saddle-point expansion (compare Eq. (4.6)), another bi-
quadratic term is generated by the coupling of the electrons to an additional degree
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of freedom that describes ferro-orbital ﬂuctuations. To model this coupling we add
a term to the action in Eq. (4.5) that gives rise to a breaking of the C4 symmetry if
the new complex ﬁeld ξ takes a ﬁnite saddle-point value:
So =
∫ β
0
dτ
{
1
χorb
ξ(τ)2 + ξ(τ)
∑
k,σ
[
hcc(k)c
∗
k,σ(τ)ck,σ(τ) + hff (k)f
∗
k,σ(τ)fk,σ(τ)
+ hcf (k)
(
c∗k,σ(τ)fk,σ(τ) + f
∗
k,σ(τ)ck,σ(τ)
)]}
. (4.9)
The inverse susceptibility of the ferro-orbital order, χorb, is positive as long as the
system is in the tetragonal phase and behaves as 1/χorb ∝ T − Torb close to the
transition temperature Torb. The coupling functions hAB describe the modiﬁcations
of the electronic dispersion in the orthorhombic phase and break the C4 symmetry
if ξ has a ﬁnite saddle-point value. Now, the interaction terms can be decoupled
by Hubbard-Stratonovich transformations as described in Sec. 4.1.2. Because the
resulting action, which includes So, is still quadratic in the fermionic ﬁelds, these
can be integrated out. The integration gives a logarithmic term in the action,
which is expanded in the SDW ﬁelds and in ξ, assuming that the system is in the
paramagnetic and tetragonal phase. Thus, we obtain a renormalization χorb → χ′orb,
which shifts the transition temperature Torb → T ′orb, and a term that couples the
collective SDW ﬂuctuations and ξ. If we restrict the SDW ﬁelds to q = Qi again,
the part of the action that contains the ferro-orbital degree of freedom now reads
So =
∫ β
0
dτ
{ 1
χ′orb
ξ2 + ξ
∑
i
φ(Qi)Mi(τ) ·Mi(τ)
}
. (4.10)
Here,Mi with i = 1, 2 are the two order-parameter ﬁelds that correspond to ordering
at Qi and φ(Qi) is the vertex that couples the SDW ﬁelds and ξ. Because of the C4
symmetry it holds that φ(Q1) = −φ(Q2). We truncate the saddle-point expansion
at fourth order in Mi and second order in ξ. Therefore, as long as the temperature
of the system is T > T ′orb, ξ can be integrated out. This integration yields the
additional biquadratic term in the action
So = −
∫ β
0
dτ
χ′orb
2
(∑
i
φ(Qi)Mi(τ) ·Mi(τ)
)2
. (4.11)
Close to the SDW phase transition, magnetic ﬂuctuations become slow so that we
can take the static limit. This gives for the total biquadratic contribution to the
action
S4 = β0
(|M1|4 + |M2|4)+ β1|M1|2|M2|2 + β˜2|M1 ·M2|2
−χ
′
orb
2
(∑
i
φ(Qi)|Mi|2
)2
, (4.12)
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where β0, β1, and β˜2 are the same as in Sec. 4.1.2. Because χ
′
orb diverges at T
′
orb,
while β0, β1, and β˜2 remain ﬁnite, the last term of Eq. (4.12) always dominates
close to T ′orb. This term resembles the spin-lattice coupling term in a localized-spin
model Hspin-lattice = −K
∑
〈i,j〉(Si · Sj)2, where Si is the spin operator for site i and
K is a positive constant that is a consequence of spin-lattice coupling. It has been
argued that this term enforces commensurate order [44]. However, unlike localized
spins the magnitude of the SDW ﬁelds is not ﬁxed. Therefore, the biquadratic term
in Eq. (4.12) containing χ′orb appears to destabilize the free energy and lead to a
ﬁrst-order transition to a magnetically ordered phase above T ′orb. Due to the linear
coupling in Eq. (4.10) this will automatically lead to a transition to the orthorhombic
phase. However, this interpretation is inconsistent with many experimental obser-
vations. Although a simultaneous ﬁrst-order transition has been observed in some
122 systems for hole doping and the parent compound [66–70], the structural and
magnetic transitions appear at diﬀerent temperatures and are second-order transi-
tions in many other systems [11, 132, 143, 144]. In the following we show how these
two cases can be described in a single approach that assumes a preemptive nematic
phase.
To describe this nematic order we follow Refs. [95, 96]. The full action up to
fourth order in the SDW ﬁelds can be written as follows
S = S0 + βV
{
α
(|M1|2 + |M2|2)+ β0(|M1|4 + |M2|4)
+ β1|M1|2|M2|2 + β˜2|M1 ·M2|2 − χ
′
orb
2
(
φ(Q1)|M1|2 + φ(Q2)|M2|2
)2}
= S0 + βV
{
α
(|M1|2 + |M2|2)
+
[1
2
β0 − 1
4
β1 − χ
′
orb
2
φ2
](|M1|2 − |M2|2)2
+
[1
2
β0 +
1
4
β1
](|M1|2 + |M2|2)2
+ β˜2|M1 ·M2|2
}
, (4.13)
where we have introduced φ ≡ φ(Q1) = −φ(Q2) and S0 is a constant. If the
expectation value 〈|M1|2 − |M2|2〉 becomes ﬁnite, the C4 symmetry is broken and
the system enters the nematic phase. To study the transition into this phase in more
detail it is convenient to introduce the couplings
g = −
[
β0 − 1
2
β1 − χ
′
orb
2
φ2
]
, (4.14)
u = β0 +
1
2
β1. (4.15)
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If g and u are substituted into Eq. (4.13) the action becomes
S = S0 + βV
{
α
(|M1|2 + |M2|2)
−g
2
(|M1|2 − |M2|2)2 + u
2
(|M1|2 + |M2|2)2
+β˜2|M1 ·M2|2
}
. (4.16)
Assuming that g, u, β˜2 > 0 the biquadratic terms are decoupled by a Hubbard-
Stratonovich transformation, which gives
S = S0 + βV
{
α
(|M1|2 + |M2|2)+ (ϕϕ
2g
+
ψψ
2u
+
ϑϑ
β˜2
)
+iψ
(|M1|2 + |M2|2)+ ϕ(|M1|2 − |M2|2)+ 2iϑ|M1 ·M2|}, (4.17)
where ϕ, ψ, and ϑ are the new Hubbard-Stratonovich ﬁelds. A saddle-point approx-
imation that minimizes the free energy with respect to ﬂuctuationless ϕ but keeps
the ﬂuctuations in the SDW order-parameter ﬁelds gives
ϕ = −2g〈|M1|2 − |M2|2〉 (4.18)
so that ϕ is the nematic order-parameter ﬁeld and takes a ﬁnite saddle-point (mean-
ﬁeld) value below Torth.
Equation (4.17) also shows how a ﬁnite saddle-point value of ϕ leads to a diﬀerent
renormalization of α → α˜1/2 depending on whether it refers to the ordering vector
Q1 or Q2:
α˜1 = α + iψ + ϕ, (4.19)
α˜2 = α + iψ − ϕ. (4.20)
Therefore, the transition temperatures for the ordering at Q1 and Q2 are no longer
the same and a MS phase will have the highest critical temperature of all commen-
surate SDW phases.
Fernandes et al. [95, 96] have shown that always Torth ≥ TN and that three
diﬀerent types of phase transitions are possible: If w ≡ u/g is small, simultaneous
magnetic and nematic ﬁrst-order transitions occur. For intermediate w there is a
second-order nematic transition and at lower temperatures the magnetic order sets in
with a ﬁrst-order transition. Finally, for larger w the two transitions are separated
and they are both second order with Torth > TN . Therefore, all experimentally
observed types of transitions are possible. This shows that the picture of a nematic
phase that arises from the competition ofM1 andM2 is crucial for the understanding
of the orthorhombic transition.
Our analysis of the competition of the various SDW phases in Sec. 4.1 allows
us to study the dependence of the nematic phase on the electronic properties of
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Figure 4.5: The ratio w = u/g as a function of doping for χorb = 0 and diﬀerent values of
ξe with ξh = 0. u and g have been calculated for T ≈ TN .
the system in more detail than Fernandes et al. [95]. In order to do the Hubbard-
Stratonovich transformation that leads to the action in Eq. (4.17) and to ﬁnd a ﬁnite
solution of Eq. (4.18) it is required that g > 0. If there is no ferro-orbital instability
in the system, i.e., χ′orb ≈ 0, this is equivalent to 2β0 < β1, which is exactly the
same condition that ensures that the MS phase has a lower free energy than the
OM phase. Therefore, the nematic phase has the same sensitive dependence on
doping and on the number and size of the hole pockets as the MS phase in Fig.
4.2. If χ′orb > 0 becomes non-negligible, the condition for the appearance of the
nematic phase is modiﬁed to 2β0 < β1 + χ
′
orbφ
2 so that the presence of a structural
or orbital instability at a ﬁnite temperature enhances the tendency towards entering
the nematic phase. We believe that the observation of the nematic transition over
the complete SDW dome in most 1111 and 122 compounds is consistent with the
existence of an orbital instability in these systems that stabilizes the nematic phase.
A second indication that the purely magnetic picture is insuﬃcient comes from
the nature of the phase transitions. Many 122 systems show simultaneous ﬁrst-
order orthorhombic and magnetic phase transitions for hole doping and at parent-
compound ﬁlling, while separate second-order transitions appear for electron doping
[66–70]. Figure 4.5 shows that in the single-hole-pocket scenario, which we identiﬁed
as the most realistic one in Sec. 4.1, this is inconsistent with the behavior of w as a
function of doping if χ′orb ≈ 0. Lowering the ﬁlling leads to an increase of w and at
the transition between the MS and the OM state, w diverges because the coupling
g goes to zero. According to the analysis of Fernandes et al. [95], this implies that
the transitions are strongly split for hole doping. A ﬁnite χ′orb = 0, i.e., an orbital
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instability at a ﬁnite temperature, would lead to an enhancement of g and thus to
a reduction of w. It appears plausible that a doping-dependent χ′orb may lead to
a simultaneous ﬁrst-order transition in the underdoped region and allow for split
second-order transitions for overdoping. Therefore, our results further support the
idea that, in fact, a cooperation of a ferro-orbital and the magnetic instability is
responsible for the observed behavior of the phase transitions [141]. However, the
doping dependence of the ferro-orbital instability cannot be accessed within our
band model. To study its behavior as a function of doping, a more detailed analysis
of the ferro-orbital instability within an orbital model is desirable.
64 CHAPTER 4. COMPETING SDW PHASES
Chapter 5
Pairing in the spin-density-wave
phase
In the preceding chapters we have focused on the magnetic phase transition and the
closely related structural transition. We now turn to the onset of superconductivity.
While the SC transition in the paramagnetic phase has been studied extensively, the
pairing in presence of a SDW has not yet received the same attention. The forma-
tion of Cooper pairs inside the SDW phase gives rise to the coexistence region in the
phase diagram that was observed for potassium- and cobalt-doped BaFe2As2 [74–79].
There are no experimental studies of the gap symmetry and structure in the coex-
istence region except for thermal-conductivity measurements that suggest vertical
line nodes in strongly underdoped (referring to the highest Tc of the SC phase)
Ba1−xKxFe2As2, which disappear when the doping is increased [146]. Theoretical
studies based on microscopically derived Ginzburg-Landau functionals [98] ﬁnd that
due to the multiband nature of the pnictides a conventional s-wave SC state with
the same sign of the SC gap on all Fermi pockets and the SDW are mutually ex-
clusive. On the other hand, a s±-state with opposite signs of the gap on electron
and hole Fermi pockets can coexist with a SDW. These results are consistent with
mean-ﬁeld calculations inside the coexistence phase, which ﬁnd coexistence of the
SDW with a s±-state to be much more favorable than with a conventional s-wave
state [97,99,147]. It has also been shown that an increasing magnitude of the SDW
gap can lead to the appearance of accidental nodes of the SC gap in the coexistence
regime [100], which could explain the nodeless to nodal transition in underdoped
Ba1−xKxFe2As2 [146]. However, these theoretical works either assume a simple phe-
nomenological pairing interaction [98] or consider only the bare electron-electron
interaction [99, 100] to obtain pairing in the SDW phase. They do not consider
any momentum dependence of the interaction beyond the one resulting from the
unitary transformation onto reconstructed bands in the SDW phase. Although it
is generally recognized that spin ﬂuctuations are crucial for the understanding of
superconductivity in the paramagnetic phase, their eﬀect in the SDW phase has not
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received a lot of attention. In particular, the breaking of spin-rotation symmetry
leads to the appearance of propagating magnon modes and the presence of these
modes may have a signiﬁcant eﬀect on the pairing. The magnons are not covered
by the approaches discussed above. In a ﬁrst attempt to include magnetic excita-
tions in the SDW phase, Wu and Phillips [148] have studied a spin-fermion model
with a single electronic band coupled to localized spins. This approach also gives a
s±-state as the leading SC instability in the SDW phase. However, it does not take
into account that the same particles are responsible for the formation of collective
magnetic excitations and of Cooper pairs. A more realistic description should be
based on the pairing interaction due to the exchange of spin ﬂuctuations, calculated
for a multiband electronic model in the magnetically ordered state. Our goal is to
develop such a description.
Our approach consists of two steps: First, we obtain the approximate eﬀective
pairing interaction in the presence of the SDW by summing up the bubble and ladder
diagrams in the particle-hole channel that contribute to the eﬀective pairing vertex.
This is conceptually similar to the calculation of an eﬀective pairing interaction for a
one-band model that was introduced in Sec. 2.4 and allows us to express the pairing
interaction in terms of RPA susceptibilities. Second, we follow Berk and Schrieﬀer
[101] by inserting the pairing interaction into the linearized BCS gap equation to
obtain the leading SC instability. This approach has been used extensively to study
SC pairing in the paramagnetic phase of the iron pnictides [14, 16, 17].
In Sec. 5.1, we develop this approach for a multiband system in the presence of a
SDW. We thereby ﬁll the gap between earlier works that either obtain the eﬀective
pairing interaction in the presence of SDW order for a one-band model [149, 150]
or that apply the RPA to multiband systems in the absence of long-range order
[14,16,17]. We note already here that an important consequence of the breaking of
spin-rotation symmetry by the SDW is the mixing of spin-singlet and spin-triplet
pairing [149]. Therefore, it is helpful to distinguish between the naive spin degree of
freedom of the quasiparticles in the SDW phase and the bare electron spin. We will
call the former the “quasi-spin.” The deﬁnition will be made more precise below.
In the subsequent sections, we apply this technique to the two-band model with
momentum-independent interactions, which was introduced in Sec. 2.3.2. We then
study the eﬀect of various symmetry-allowed types of bare interactions on the eﬀec-
tive pairing interaction and the resulting SC gap structure, using analytical argu-
ments in Sec. 5.3 and numerical calculations in Sec. 5.4. We pay particular attention
to the eﬀect of the magnons in the SDW phase since they lead to a divergence of
the interband components of the transverse RPA spin susceptibility. As predicted
by previous studies [98,99], there are large parameter ranges in which the dominant
quasi-spin-singlet state has an s±-type structure. However, we ﬁnd a strong com-
petition with other even parity gaps and also with an odd parity state—similar to
the scenario that was recently proposed for the coexistence regime of a one-band
model for the cuprates [151]. There exists an extended parameter range where a
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quasi-spin-triplet px-wave state is the dominant SC instability. We observe that an
interband pair-hopping interaction is crucial for stabilizing quasi-spin-singlet pair-
ing. In Sec. 5.5, we summarize our results and draw some conclusions. The main
results of this chapter have been published in Ref. [145].
5.1 Method
5.1.1 Multi-band model with SDW order
We introduce our method for a general Hubbard-type model with N bands in the
paramagnetic phase. For simplicity, the interactions are assumed to be momentum
independent in the basis that diagonalizes the free Hamiltonian but are otherwise
general. The generalization to momentum-dependent interactions, which may arise
due to orbital degrees of freedom, is straightforward. In the present section we
employ the functional-integral formalism and the action for our model reads
S =
∫ β
0
dτ
[∑
k,σ
∑
A
c∗A,k,σ (∂τ + A,k,σ) cA,k,σ
+
1
2
∑
k,k′,q
∑
A,B,C,D
∑
σ,σ′
U(A,B),(C,D)(σ, σ
′)c∗A,k+q,σc
∗
C,k′−q,σ′cD,k′,σ′cB,k,σ
]
≡ S0 + Sint, (5.1)
where the capital letters A, B, C, D label the bands in the paramagnetic state and
cA,k,σ etc. are Grassmann variables.
In the SDW phase above the SC transition temperature, the SDW is the only
electronic order present. The interaction term can be written as
Sint = SSDW +ΔS, (5.2)
where SSDW is the interaction in the spin channel, which leads to the formation of
the SDW, and ΔS contains all remaining interaction terms. The interaction in the
spin channel reads
SSDW =
∫ β
0
dτ
∑
q
∑
A,B,C,D
SAB,−q Uˆ
spin
(A,B),(C,D) SCD,q, (5.3)
where
SAB,q =
1
2
∑
k
∑
σ,σ′
[
c∗A,k,σ
σσσ′
2
cB,k−q,σ′ + c∗B,k,σ
σσσ′
2
cA,k−q,σ′
]
(5.4)
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and σ is the vector of Pauli matrices. Uˆ spin(A,B),(C,D) are matrices of coupling constants,
which can be obtained from the coeﬃcients U(A,B),(C,D)(σ, σ
′) in Eq. (5.1). If the
interactions do not break spin-rotation invariance we can write
Uˆ spin(A,B),(C,D) = U(A,D),(C,B)(↑, ↓) 1ˆ3, (5.5)
where 1ˆ3 is the three-dimensional unit matrix. The interaction SSDW is decoupled by
the introduction of Hubbard-Stratonovich ﬁelds MAB,q. We assume a ﬁnite static
saddle-point value MAB,Q = MABeˆz only for q = Q, with the SDW ordering vector
Q. The saddle-point SDW order parametersMAB are obtained from the stationarity
conditions of the resulting free energy,
∂Fsp
∂MAB
≡ −β−1 ∂ lnZsp
∂MAB
= 0, (5.6)
where Zsp is the partition function evaluated at the saddle-point values MAB of the
Hubbard-Stratonovich ﬁelds.
Fluctuations of the decoupling ﬁeld around this saddle point are denoted by
mAB,q so that MAB,q = MABeˆzδq,Q +mAB,q. Suﬃciently deep in the SDW phase,
we can neglect the ﬂuctuations mAB,Q in the q = Q channel compared to the
saddle-point value MABeˆz—this constitutes the mean-ﬁeld approximation for the
order parameter, which was introduced for the single-band case in Sec. 2.1. However,
we keep the ﬂuctuations in all other channels, where the saddle-point value is zero.
With this, the action becomes
S ′ = S0 +ΔS +
∑
A,B,C,D
{∫ β
0
dτ
∑
q =Q
[
2mAB,q · SCD,−q
−mAB,−q (Uˆ spinABCD)−1mCD,q
]
+ 2MAB eˆz · SCD,Q −MAB
[
(Uˆ spinABCD)
−1]
zz
MCD
}
. (5.7)
The ﬂuctuating ﬁelds can now be integrated out again so that the action in terms
of the fermionic ﬁelds in the presence of a SDW reads
S ′′ = S0 +
∑
A,B,C,D
{∫ β
0
dτ
[
2MAB eˆz · SCD,Q +
∑
q =Q
SAB,−q Uˆ
spin
ABCD SCD,q
]
−MAB
[
(Uˆ spinABCD)
−1]
zz
MCD
}
+ΔS. (5.8)
In the thermodynamic limit, the sum over q is replaced by an integral, for which the
exclusion of the single point q = Q does not make a diﬀerence, unless the integrand
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is too strongly divergent at this point. We will show in Secs. 5.3 and 5.4 that the
eﬀective interactions remain ﬁnite as this point is approached. Hence, we can drop
the exclusion of q = Q without changing the results.
The bilinear part of the action S ′′, which consists of S0 and a contribution from
the saddle point, can be diagonalized by a unitary transformation,
cA,k+nQ,σ =
2N∑
ν=1
UA,n;ν(k, σ) dν,k,σ, (5.9)
where n can be 0 or 1 and ν labels the reconstructed bands. We have here assumed
that the SDW doubles the size of the unit cell in real space and thus halves the
BZ and doubles the number of bands. Note that the transformation factors depend
on the spin index σ. Therefore, spin and band information from the original ba-
sis are partially mixed in the new basis. To emphasize this we call the quantity∑
σ,σ′ d
∗
A,k,σ (σσσ′/2) dB,k−q,σ′ a “quasi-spin”.
Combining the interactions in the SDW channel and in ΔS into a single term
again, the action in the new basis becomes
S ′′ =
∫ β
0
dτ
[∑
ν
∑
k
′∑
σ
d∗ν,k,σ (∂τ + Eν,k) dν,k,σ
+
1
2
∑
k,k′,q
′ ∑
σ,σ′
∑
j,k,l
∑
ν,μ,α,β
∑
A,B,C,D
U(A,B),(C,D)(σ, σ
′)
× U∗A,|j−l|;ν(k+ q, σ)UB,j;μ(k, σ)U∗C,|k−l|;α(k′ − q, σ′)UD,k;β(k′, σ′)
× d∗ν,k+q,σd∗α,k′−q,σ′dβ,k′,σ′dμ,k,σ
]
−MAB
[
(Uˆ spinABCD)
−1
]
zz
MCD, (5.10)
where Eν,k is the dispersion of the reconstructed bands and
∑′
k denotes the sum
over the magnetic BZ.
5.1.2 Eﬀective pairing interaction and gap equation
In this section, we calculate the eﬀective pairing interaction Γν,μ(k,k
′) in the pres-
ence of the SDW but above the SC critical temperature Tc. The pairing interaction
is then inserted into the gap equation. Here, we use a linearized version of the SC
gap equation in Eq. (5.11), which can be expressed as an eigenvalue problem with
the pairing-symmetry functions γα(k) as eigenvectors [101]. For a 2D system it reads
−
∑
j
∮
Cj
dk′‖
2πvF (k′)
Γνi,μj(k,k
′) γα(k′) = λα γα(k). (5.11)
Here, vF (k) = |∇kEν(k)| is the Fermi velocity. The indices i and j label the Fermi
pockets and νi denotes the band that forms the Fermi pocket with index i. The
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integral is performed along each Fermi pocket; since we work with a 2D model, the
Fermi pockets are closed loops Cj. An eigenvalue λα ≥ 1 implies that the system
is unstable towards a SC phase with gap symmetry given by the corresponding
γα(k). We work in the regime T > Tc, where all eigenvalues are smaller than
unity. Nevertheless, the symmetry of the dominant pairing instability is given by
the eigenvector to the largest eigenvalue λmax.
Our calculation of the eﬀective pairing interaction extends the one for the single-
band Hubbard model in Ref. [149] and is based on the approach introduced in
Sec. 2.4. Since we only consider pairing on the Fermi surface and a static SC gap,
the interaction is assumed to be frequency independent. We evaluate an inﬁnite
RPA-type series of bubble and ladder diagrams. In the following, we only consider
models symmetric under inversion. In these models inter-band pairing, i.e., the
formation of Cooper pairs consisting of two electrons from diﬀerent bands, either
involves electrons in states far from the Fermi energy or leads to ﬁnite-momentum
Cooper pairs, and is therefore excluded. Hence, the Cooper pairs always consist of
two electrons from the same band. The summation of bubble and ladder diagrams
yields two terms that enter the quartic part of the eﬀective pairing Hamiltonian in
addition to the bare interaction:
Heﬀpair = −
1
N
∑
ν,μ
∑
σ,σ′
∑
k,k′
′ ∑
iωn,iω′n
∑
A,B,C,D
∑
j,k,n,m[
Uˆ zχˆz(k− k′, iωn − iω′n) Uˆ z
]
(A,B,n,σ),(C,D,m,σ′)
× U∗A,|j−n|;ν(k′, σ)U∗C,|k−m|;ν(−k′, σ′)UD,k;μ(−k, σ′)UB,j;μ(k, σ)
× d†ν,k′,σd†ν,−k′,σ′dμ,−k,σ′dμ,k,σ
− 1
N
∑
ν,μ
∑
σ,σ′
∑
k,k′
′ ∑
iωn,iω′n
∑
A,B,C,D
∑
j,k,n,m[
Uˆ+−χˆ+−(k− k′, iωn − iω′n) Uˆ+−
]
(A,B,n,σ),(C,D,m,σ′)δσ,−σ′
× U∗A,|j−n|;ν(k′, σ)U∗C,|k−m|;ν(−k′, σ′)UD,k;μ(−k, σ)UB,j;μ(k, σ′)
× d†ν,k′,σd†ν,−k′,σ′dμ,−k,σdμ,k,σ′
+
1
N
∑
ν,μ
∑
σ,σ′
∑
k,k′
′ ∑
A,B,C,D
∑
j,k,l
U(A,B),(C,D)(σ, σ
′)
× U∗A,|j−l|;ν(k′, σ)U∗C,|k−l|;ν(−k′, σ′)UD,−k;α(−k, σ′)UB,j;μ(k, σ)
× d†ν,k′,σd†ν,−k′,σ′dμ,−k,σ′dμ,k,σ
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≡ 1
N
∑
ν,μ
∑
σ,σ′
∑
k,k′
′ ∑
iωn,iω′n
V zν,μ;σ,σ′(k,k
′, iωn − iω′n) d†ν,k′,σd†ν,−k′,σ′dμ,−k,σ′dμ,k,σ
+
1
N
∑
ν,μ
∑
σ
∑
k,k′
′ ∑
iωn,iω′n
V +−ν,μ;σ,−σ(k,k
′, iωn − iω′n)
× d†ν,k′,σd†ν,−k′,−σdμ,−k,σdμ,k,−σ
+
1
N
∑
ν,μ
∑
σ,σ′
∑
k,k′
′
V 0ν,μ;σ,σ′(k,k
′) d†ν,k′,σd
†
ν,−k′,σ′dμ,−k,σ′dμ,k,σ. (5.12)
Here, the RPA susceptibilities take the well-known form
χˆz(q, iqn) = χˆ
z(0)(q, iqn)
[
1ˆ + Uˆ zχˆz(0)(q, iqn)
]−1
, (5.13)
χˆ+−(q, iqn) = χˆ+−(0)(q, iqn)
[
1ˆ− Uˆ+−χˆ+−(0)(q, iqn)
]−1
. (5.14)
The interaction matrices appearing in the eﬀective interaction have the components
U z(A,B,n,σ),(C,D,m,σ′) = U(A,B),(C,D)(σ, σ
′) δn,m − U(A,D),(C,B)(σ, σ′) δn,mδσ,σ′ ,
(5.15)
U+−(A,B,n,σ),(C,D,m,σ′) = U(A,D),(C,B)(σ, σ
′) δn,mδσ,−σ′ . (5.16)
The diagrammatic representation of the two vertices described by these interaction
matrices is shown in Figs. 5.1(a) and (b). Vˆ z and Vˆ +− can then be understood as
two separate series of diagrams that contain either Uˆ z or Uˆ+− but are otherwise
identical except for the spin indices. The two lowest-order diagrams in these series
contributing to pairing with opposite quasi-spins are shown in Figs. 5.1(c) and (d).
The components of the bare susceptibility matrices are given by
χ
z(0)
(A,B,n,σ),(C,D,m,σ′)(q, iqn) ≡ χz(0)(A,B,σ),(C,D,σ′)(q+ nQ, iqn;q+mQ, iqn)
≡ − 1
βV
∑
k,iωn
′ ∑
i,j,ν,μ
G(0)ν (k− q, iωn − iqn)G(0)μ (k, iωn)
× U∗A,i;μ(k, σ)UB,|i−n|;ν(k− q, σ′)U∗C,|j−m|;ν(k− q, σ′)UD,j;ν(k, σ) δσ,σ′
(5.17)
and
χ
+−(0)
(A,B,n,σ),(C,D,m,σ′)(q, iqn) ≡ χ+−(0)(A,B,σ),(C,D,σ′)(q+ nQ, iqn;q+mQ, iqn)
≡ − 1
βV
∑
k,iωn
′ ∑
i,j,ν,μ
G(0)ν (k− q, iωn − iqn)G(0)μ (k, iωn)
× U∗A,i;μ(k, σ)UB,|i−n|;ν(k− q, σ′)U∗C,|j−m|;ν(k− q, σ′)UD,j;ν(k, σ) δσ,−σ′ ,
(5.18)
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Figure 5.1: Diagrammatic representations of the matrix elements of (a) Uˆ z and (b) Uˆ+−.
The two lowest-order contributions to the RPA series for the eﬀective pairing interactions
for pairs with vanishing total quasi-spin sz = 0 are shown in (c) for longitudinal particle-
hole ﬂuctuations and in (d) for transverse ﬂuctuations. The dotted lines represent the
transformation factors U attached to the external legs. This ﬁgure has been published in
Ref. [145], copyright 2014 the American Physical Society.
where G
(0)
ν (k, iωn) = (−iωn+Eν,k)−1 is the bare electronic Green function in the new
basis. The susceptibility χˆz(0) describes ﬂuctuations with spin projection sz = 0 and
consists of a longitudinal spin and a charge contribution. χˆ+−(0) describes transverse
spin ﬂuctuations with sz = ±1. Note that the SDW formation does not mix states
with diﬀerent sz since the z component of spin remains conserved. Thus, in this
context we do not need to distinguish between spins and quasi-spins.
The superconducting order parameter in the SDW phase is a particle-particle
expectation value of the new d quasiparticles, which are connected to the original
electrons by the transformation in Eq. (5.9). Due to the spin dependence of the
transformation factors spin-singlet and spin-triplet states with sz = 0 are mixed in
the SDW phase. This is clearly seen if for example the singlet order parameter in
the SDW phase is expressed in terms of the original basis:
〈d†ν,k,σd†ν,−k,−σ − d†ν,k,−σd†ν,−k,σ〉
=
∑
A,m
∑
B,n
{
U∗A,m;ν(k, σ)U∗B,n;ν(−k,−σ)〈c†A,k+mQ,σc†B,−k+nQ,−σ〉
− U∗A,m;ν(k,−σ)U∗B,n;ν(−k, σ)〈c†A,k+mQ,−σc†B,−k+nQ,σ〉
}
. (5.19)
5.1. METHOD 73
We see that an expectation value
〈d†ν,k,σd†ν,−k,−σ − d†ν,k,−σd†ν,−k,σ〉, (5.20)
which is odd under quasi-spin inversion σ → −σ, contains expectation values
〈c†A,k+mQ,σc†B,−k+nQ,−σ + c†A,k+mQ,−σc†B,−k+nQ,σ〉, (5.21)
which are even in spin if
U∗A,m;ν(k, σ)U∗B,n;ν(−k,−σ) = U∗A,m;ν(k,−σ)U∗B,n;ν(−k, σ). (5.22)
Analogously, a triplet order parameter can contain expectation values with singlet
symmetry in the original basis. However, in the new basis it is still reasonable to
distinguish between pairing states that are odd in quasi-spin σ and therefore even
in k and those that are even in σ and odd in k [151]. In the following, we will refer
to them as quasi-spin-singlet and quasi-spin-triplet states, respectively.
Since spin-rotation symmetry is broken in the SDW phase, quasi-spin-triplet
pairing with sz = ±1 and with sz = 0 is not equivalent and the two cases must
be considered separately. However, the two triplet states with |sz| = 1 are still
degenerate. (Also recall that sz = ±1 and sz = 0 states are not mixed by the SDW
formation.)
The pairing interactions in the various SC channels can be constructed from the
eﬀective interactions in Eq. (5.12). Recall that we take the pairing interactions to
be frequency independent. Hence, in the following we take the static limit of the
susceptibilities. In the static limit, V zν,μ;σ,σ′ , V
+−
ν,μ;σ,σ′ , and V
0
ν,μ;σ,σ′ from Eq. (5.12)
are symmetric under interchange of σ and σ′. Therefore, we can decompose the
pairing interaction, Eq. (5.12), into a singlet and two triplet channels in the standard
manner [152]:
Heﬀpair =
1
2N
∑
k,k′
′∑
ν,μ
∑
σ
{ [
V 0ν,μ;σ,−σ(k,k
′) + V zν,μ;σ,−σ(k,k
′)− V +−ν,μ;σ,−σ(k,k′)
]
+ [k′ → −k′]
}(
d†ν,k′,σd
†
ν,−k′,−σ − d†ν,k′,−σd†ν,−k′,σ
)
× (dμ,−k,−σdμ,k,σ − dμ,−k,σdμ,k,−σ)
+
1
2N
∑
k,k′
′∑
ν,μ
∑
σ
{ [
V zν,μ;σ,−σ(k,k
′) + V +−ν,μ;σ,−σ(k,k
′)
]− [k′ → −k′]}
× (d†ν,k′,σd†ν,−k′,−σ + d†ν,k′,−σd†ν,−k′,σ)
× (dμ,−k,−σdμ,k,σ + dμ,−k,σdμ,k,−σ)
+
1
2N
∑
k,k′
′∑
ν,μ
∑
σ
{
V zν,μ;σ,σ(k,k
′)− [k′ → −k′]
}
× d†ν,k′,σd†ν,−k′,σdμ,−k,σdμ,k,σ
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≡ 1
N
∑
k,k′
′∑
ν,μ
∑
σ
Γsν,μ(k,k
′)
(
d†ν,k′,σd
†
ν,−k′,−σ − d†ν,k′,−σd†ν,−k′,σ
)
× (dμ,−k,−σdμ,k,σ − dμ,−k,σdμ,k,−σ)
+
1
N
∑
k,k′
′∑
ν,μ
∑
σ
Γt0ν,μ(k,k
′)
(
d†ν,k′,σd
†
ν,−k′,−σ + d
†
ν,k′,−σd
†
ν,−k′,σ
)
× (dμ,−k,−σdμ,k,σ + dμ,−k,σdμ,k,−σ)
+
1
N
∑
k,k′
′∑
ν,μ
∑
σ
Γt1ν,μ(k,k
′) d†ν,k′,σd
†
ν,−k′,σdμ,−k,σdμ,k,σ, (5.23)
To conclude this section we brieﬂy comment on the relation of our approach to
two other methods that are used to obtain eﬀective pairing interactions from re-
pulsive bare interactions. On the one hand the eﬀective interactions we obtain are
closely related to the FLEX [152]. In the FLEX, eﬀective two-particle vertices are
determined by taking the derivative of a generating functional, which consists of the
bare vertices and dressed Green functions, with respect to these Green functions. If
only particle-hole processes are considered, this yields expressions for the eﬀective
interactions that have the same form as those in Eq. (5.23) but with the susceptibil-
ities containing the dressed Green functions. Our approach can be understood as an
additional approximation on top of the FLEX, consisting of replacing dressed Green
functions by bare ones. In the paramagnetic limit, our eﬀective interactions recover
the form of the FLEX equations for a multiband system given in Ref. [153], with
dressed Green functions replaced by bare ones. Another related method is known as
perturbative renormalization group (RG). Here, the diagrams that contribute to the
eﬀective pairing interaction are only considered up to second order and at temper-
ature T = 0. The condition that one eigenvalue of the gap equation reaches unity
under the RG ﬂow yields an energy scale that is identiﬁed with Tc. This method has
been used to study the pairing in various ordered phases of the single-band Hubbard
model [154]. It is exact in the limit of inﬁnitesimal interactions. However, in the
pnictides the interaction strengths are of the same order as the band width so that
an approximation including higher-order diagrams is desirable.
5.2 Two-band model
To study the eﬀect of an eﬀective pairing interaction mediated by spin and charge
ﬂuctuations in a concrete multiband system, we have to specify the band structure
and the bare interactions. In the following, we will use the two-band model intro-
duced in Sec. 2.3.2. Neglecting the small orthorhombic distortion, we choose for the
dispersions
ck = c + 2tc (cos kxa+ cos kya)− μ, (5.24)
fk = f + 4tf cos kxa cos kya− tfξe (cos kxa+ cos kya)− μ, (5.25)
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Figure 5.2: Fermi surface for our model (a) in the paramagnetic phase and (b) in the
SDW phase with a SDW gap of Δ = 0.055tc which corresponds to a temperature of
kBT = 0.06tc. The doping has been set to δn = 0.085. In the paramagnetic phase, there
is one hole pocket (solid black) and two electron pockets (dashed red). In the SDW phase,
there are two hole pockets (solid black) and three electron pockets (dashed red). The
letters and numbers specify the bands that form the corresponding Fermi pockets. These
plots have been published in Ref. [145], copyright 2014 the American Physical Society.
where a is the iron-iron bond length and μ is the chemical potential. In units of tc
we set tf = tc, c = −3.5tc, and f = 3.0tc so that the dispersion corresponds to
the single-hole-pocket scenario discussed in Sec. 4.1. Here, we choose ξe = 1, which
implies moderate ellipticity. Figure 5.2(a) shows the resulting Fermi surface for an
electron doping level of δn = 0.085 relative to half ﬁlling, which is close to δnopt.
Unlike in Sec. 4 we, here consider a larger number of interaction terms because
it is not possible to determine a priori terms that do not aﬀect the SC pairing in
the SDW phase. However, the eﬀective masses of the Fermi electrons are similar
for in the electrons in all bands [155] so that we can reduce our parameter space by
assuming that the intraband interaction is the same in both bands, i.e., gcc = gff =
g1 in Eq. 2.23. Therefore, the interaction terms now read
H1 =
g1
V
∑
k,k′,q
(
c†k+q↑c
†
k′−q↓ck′↓ck↑ + f
†
k+q↑f
†
k′−q↓fk′↓fk↑
)
, (5.26)
Hcf =
gcf
V
∑
k,k′,q
∑
σ,σ′
c†k+qσf
†
k′−qσ′fk′σ′ckσ, (5.27)
H2a =
g2a
V
∑
k,k′,q
(
c†k+q↑c
†
k′−q↓fk′↓fk↑ +H.c.
)
, (5.28)
H2b =
g2b
V
∑
k,k′,q
∑
σ,σ′
c†k+qσf
†
k′−qσ′ck′σ′fkσ. (5.29)
76 CHAPTER 5. PAIRING IN THE SDW PHASE
With these interactions, the interaction matrix in Eq. (5.1) takes the form
Uˆ(σ, σ′) =
1
V
⎛
⎜⎜⎝
g1δσ,−σ′ 0 0 gcf
0 g2aδσ,−σ′ g2b 0
0 g2b g2aδσ,−σ′ 0
gcf 0 0 g1δσ,−σ′
⎞
⎟⎟⎠ . (5.30)
Recall that only two of the interactions are responsible for the formation of a SDW
gap so that a SDW interaction strength gSDW ≡ gcf + g2a can be deﬁned.
We have shown in Sec. 4.1 that this model exhibits a robust MS phase with
ordering vector Q = (π, 0) or (0, π) for an extended doping range around δn =
0.085. In the following we assume (π, 0) order. Decoupling within a mean-ﬁeld
approximation, we obtain the Hamiltonian
HMF =
∑
k,σ
′ (
c†kσ, c
†
k+Qσ, f
†
kσ, f
†
k+Qσ
)⎛⎜⎜⎝
ck 0 0 σΔ
0 ck+Q σΔ 0
0 σΔ fk 0
σΔ 0 0 fk+Q
⎞
⎟⎟⎠
⎛
⎜⎜⎝
ckσ
ck+Qσ
fkσ
fk+Qσ
⎞
⎟⎟⎠ ,
(5.31)
where
Δ = −gSDW
2V
∑
k,σ
σ 〈f †kσck+Qσ〉MF (5.32)
is the mean-ﬁeld SDW gap and 〈. . .〉MF indicates the thermal average calculated
with HMF. The mean-ﬁeld Hamiltonian is diagonalized by a unitary matrix of the
form
Uˆ(k, σ) =
⎛
⎜⎜⎝
−σu1,k 0 0 −v1,k
0 −σu2,k −v2,k 0
0 v2,k −σu2,k 0
v1,k 0 0 −σu1,k
⎞
⎟⎟⎠ , (5.33)
with the transformation factors
u1,k =
−fc(k)−
√
−fc(k)2 +Δ2√
Δ2 +
(
−fc(k)−
√
−fc(k)2 +Δ2
)2 , (5.34)
v1,k =
Δ√
Δ2 +
(
−fc(k)−
√
−fc(k)2 +Δ2
)2 , (5.35)
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and u2,k = u1,k+Q, v2,k = v1,k+Q. The reconstructed bands are given by
E1(k) = 
+
fc(k) +
√
−fc(k)2 +Δ2, (5.36)
E2(k) = 
+
cf (k) +
√
−cf (k)2 +Δ2, (5.37)
E3(k) = 
+
cf (k)−
√
−cf (k)2 +Δ2, (5.38)
E4(k) = 
+
fc(k)−
√
−fc(k)2 +Δ2, (5.39)
where ±AB(k) = (
A
k+Q ± Bk )/2 and A and B can be c or f . The resulting recon-
structed Fermi surface is shown in Fig. 5.2(b). In the SDW phase, the hole Fermi
pocket and the electron pocket around Q = (π, 0), which is strongly nested with the
hole pocket, reconstruct to form four small banana-shaped pockets. Two of these
are electron-like and two are hole-like. The electron pocket around (0, π) is only
weakly aﬀected by the SDW.
5.3 Analysis of the eﬀective interaction
Even the minimal model introduced above cannot be solved analytically. The matri-
ces χˆz, χˆ+−, Γˆs, Γˆt0 , and Γˆt1 each contain 16×16 components and for non-parabolic
bands it is impossible to analytically calculate the susceptibilities appearing in the
eﬀective interactions. Nevertheless, it is possible to draw some conclusions about the
eﬀective interactions based on analytical considerations, which helps to understand
the numerical results presented in Sec. 5.4.
The presence of the Goldstone magnon mode in the SDW phase implies divergent
static transverse spin susceptibilities. Speciﬁcally, the components χ+−(c,f,1,↑),(c,f,1,↓),
χ+−(c,f,1,↑),(f,c,1,↓), χ
+−
(f,c,1,↑),(c,f,1,↓), and χ
+−
(f,c,1,↑),(f,c,1,↓), and their sum, diverge for q → 0
in the magnetic BZ. This begs the question of whether these components lead to a
singular contribution to the eﬀective pairing interaction. We ﬁrst note that this ques-
tion only pertains to the singlet and sz = 0 triplet pairing interactions, Γ
s(k,k′) and
Γt0(k,k′) respectively, as only these terms include the contribution V +−ν,μ;σ,−σ(k− k′)
from the transverse susceptibilities. Furthermore, a possible divergence of these
interactions can only occur at k = ±k′. At these points the contribution of the
divergent susceptibilities to the interaction is proportional to
∑
A =B
{[
Uˆ+−χˆ+−(0) Uˆ+−
]
(A,B,1,↓),(A,B,1,↑) −
[
Uˆ+−χˆ+−(0) Uˆ+−
]
(A,B,1,↓),(B,A,1,↑)
}
.
(5.40)
For the special case gcf = 0 and g1 = g2a = g2b = 0, this is in turn proportional
to the diﬀerence χ+−(A,B,1,↑),(A,B,1,↓)(0)− χ+−(A,B,1,↑),(B,A,1,↓)(0), where A = B. Using the
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RPA equations (5.14), this diﬀerence can be rewritten as
χ+−(A,B,1,↑),(A,B,1,↓)(0)− χ+−(A,B,1,↑),(B,A,1,↓)(0)
=
χ
+−(0)
(A,B,1,↑),(A,B,1,↓)(0)− χ+−(0)(A,B,1,↑),(B,A,1,↓)(0)
1− gcf
[
χ
+−(0)
(A,B,1,↑),(A,B,1,↓)(0)− χ+−(0)(A,B,1,↑),(B,A,1,↓)(0)
] . (5.41)
The denominator of Eq. (5.41) is non-zero, however, as the individual interband
susceptibilities and their sum diverge if
χ
+−(0)
(A,B,1,↑),(B,A,1,↓)(0) + χ
+−(0)
(A,B,1,↑),(A,B,1,↓)(0) =
1
gcf
. (5.42)
Since the denominator contains the diﬀerence instead of the sum, we hence conclude
that the contribution of Eq. (5.40) to the eﬀective interaction remains ﬁnite. We
note that a non-vanishing contribution to the interaction does not violate Adler’s
theorem, which states that the vertex function describing the coupling of electrons
to a Goldstone mode vanishes for zero transferred momentum [156, 157], since a
divergence of the magnon propagator compensates for the vanishing vertex function.
A similar compensation has been found for the single-band Hubbard model applied
to cuprates [149,150,158].
In the general case, where all of the interaction potentials are allowed to be non-
zero, we have found numerically that the pairing interaction remains ﬁnite at k = k′
and is a smooth function of the momenta. In Fig. 5.3, we plot V +−ν,μ;σ,−σ(k− k′) for
k close to k′ and k′ lying on one of the banana-shaped electron pockets for various
combinations of the interaction parameters. We see that the eﬀective interaction is
indeed a smooth function of momentum. This also justiﬁes dropping the exclusion
of the point q = Q from the momentum sums in Sec. 5.1.1.
5.4 Numerical Results
In this section, we present numerical results for the SC gap structure and its de-
pendence on the interactions gcf , g1, g2a, and g2b. For the numerical solution of the
mean-ﬁeld equations for the SDW order parameter Δ, we use a 400 × 400 k-point
mesh in the paramagnetic BZ. The calculation of the bare susceptibilities is per-
formed using a 100×100 k-point mesh. Finally, to solve the SC gap equation (5.11)
we discretize the Fermi surface into 158 points. 128 points of these are chosen on the
small banana-shaped Fermi pockets because the calculations are much more sensi-
tive to changes in the number of k points on these strongly reconstructed pockets.
The doping is chosen as δn = 0.085. The SDW interaction is set to gSDW = 3.49tc,
which gives an ordering temperature of kBTN ≈ 0.065tc and thus a reasonable ratio
of the zero temperature SDW gap to the band width [114]. The eﬀective pairing
interaction is calculated for a temperature of kBT = 0.06tc.
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Figure 5.3: Eﬀective pairing interaction V +−ν,μ;σ,−σ(k− k′) around the banana-shaped elec-
tron pocket due to transverse spin ﬂuctuations for small k− k′ as a function of the polar
angle φk′ of k
′ which is shown in the inset. The second momentum k is indicated by a
black cross. We show two curves for each combination of the bare interaction strengths,
one corresponding to the inner and the other to the outer part of the pocket. This plot
has been published in Ref. [145], copyright 2014 the American Physical Society.
5.4.1 Interband repulsion gcf and interband hopping g2a
We ﬁrst discuss the case where the interactions that do not support a SDW vanish,
and so we set g1 = g2b = 0, while ﬁxing the sum of the interband repulsion gcf and
the pair-hopping amplitude g2a to be gcf + g2a = gSDW = 3.49tc. Since a negative
value of g2a leads to a CDW instead of a SDW state [65, 128], we only consider
g2a ≥ 0.
In Fig. 5.4, we plot the largest eigenvalues obtained from the SC gap equation
(5.11) in the quasi-spin singlet and triplet channels, as functions of the ratio g2a/gcf .
For very small pair-hopping amplitudes, the triplet pairing dominates. Although
the strict degeneracy of the triplet states with sz = 0 and sz = 1 is broken, they
are nearly degenerate over the complete parameter range and show the same gap
structure. The gap structure of the leading triplet state is shown in Fig. 5.5(a).
It has the symmetry of a px-wave state with most of the gap weight on the small
electron pockets. Upon increasing the ratio g2a/gcf , the eigenvalues belonging to the
sz = 0 triplet states decrease, while the eigenvalues for the singlet states increase. At
g2a/gcf ≈ 0.013, a singlet state becomes the leading SC instability. The gap structure
of the leading singlet state is shown in Fig. 5.5(b); it has the structure of the s±-type
state predicted earlier [98,99,130]. Below g2a/gcf ≈ 0.004 and above g2a/gcf ≈ 0.016,
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Figure 5.4: Largest eigenvalues of the linearized gap equation in the singlet and triplet
channels, as functions of g2a/gcf . We have set g1 = g2b = 0. The inset shows the
largest eigenvalues of the gap equation as functions of g2a/gcf that are obtained if we only
consider the contributions from longitudinal ﬂuctuations and the bare interactions to the
eﬀective pairing interaction. This plot has been published in Ref. [145], copyright 2014
the American Physical Society.
the largest eigenvalue exceeds unity. This means that the system becomes unstable
towards a SC state. While this formally contradicts the assumption of a normal
conducting state made in the derivation, the eigenvector to the largest eigenvalue
still gives a good indication of the leading instability if the SC order parameter
is small. Since the predicted SC critical temperature becomes much higher than
experimentally observed values for g2a/gcf  0.016, we exclude this parameter range.
The inset in Fig. 5.4 shows the evolution of the largest eigenvalues as functions of
g2a/gcf when the transverse contribution to the interaction is set to zero. In this case
the sz = 0 triplet pairing channel is most strongly reduced while the sz = 1 triplet is
completely unaﬀected because it originates only from the longitudinal ﬂuctuations.
The singlet channel lies in between these extremes. If only the bare interactions are
considered the eigenvalues in the triplet channels are strictly zero, while the largest
eigenvalue in the singlet channel is proportional to g2a/gcf and is reduced by a factor
of about 10−2 compared to the calculation with the full interaction. This shows that
the spin and charge ﬂuctuations strongly promote the pairing in the SDW phase.
The crossover from px-wave to s
±-type pairing can be understood from the evo-
lution of the eﬀective pairing interaction with g2a/gcf , which is shown in Fig. 5.6 as
a function of k′, for k lying on the inner part of the right banana-shaped electron
pocket. The interaction is peaked at k′ = ±k. This peak extends to the other
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Figure 5.5: Gap structure of (a) the dominant sz = 0 triplet state and (b) the dominant
singlet state for g2a/gcf = 0.016. We have set g1 = g2b = 0. These plots have been
published in Ref. [145], copyright 2014 the American Physical Society.
side of the banana-shaped electron pocket, where it takes the opposite sign due
to the SDW transformation factors multiplying the susceptibilities. The peak ap-
pears in the transverse contribution to the pairing interaction and therefore enters
with opposite signs in the singlet and sz = 0 triplet channels, see Eq. (5.23). For
g2a/gcf = 0, the peak is strongly negative (positive) and therefore attractive (repul-
sive) for k′ ≈ k (k′ ≈ −k) in the triplet channel, which supports a sign change of
the gap under k → −k and therefore favors a p-wave state. At the same time, the
interaction with the other Fermi pockets is weak and thus does not suppress the
p-wave state. Upon increasing g2a/gcf , the repulsive peak in the singlet interaction
at k′ ≈ ±k is suppressed, while the attractive interaction for k′ on the other (outer)
side of the banana-shaped electron pocket remains strong, see Fig. 5.6(a). Overall,
this leads to a stronger attractive pairing interaction between the two small electron
pockets, which favors a singlet state. The repulsion between the small electron and
hole pockets then stabilizes a s±-type structure. In contrast, there is little change
in the form of the triplet interaction with increasing g2a/gcf , although the strength
is overall slightly reduced, see Fig. 5.6(b).
In Fig. 5.4, we also plot smaller eigenvalues in each channel. In the sz = 0 triplet
channel, the second largest eigenvalue is clearly separated from the largest eigenvalue
and corresponds to a py-wave gap with a line node along the kx axis. In the singlet
channel, the three largest eigenvalues are nearly degenerate for g2a/gcf = 0, but at
ﬁnite g2a/gcf ≈ 0.004 they split up. The second and third eigenvalues are nearly de-
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Figure 5.6: Eﬀective pairing interaction on the Fermi surface as a function of k′. The
value of the momentum k is indicated by the black cross and the ﬁrst band index is set
to ν = 1. From left to right we plot the interaction on the Fermi surface for g2a/gcf = 0,
g2a/gcf = 0.009, and g2a/gcf = 0.016 in (a) the singlet channel and (b) the sz = 0 triplet
channel. We have set g1 = g2b = 0. These plots have been published in Ref. [145],
copyright 2014 the American Physical Society.
generate for the interval 0.004  g2a/gcf  0.011. For larger g2a/gcf , the second
largest eigenvalue has a dxy-type structure with nodes along the kx and ky axes.
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5.4.2 Intraband repulsion g1
We next discuss the intraband repulsion with interaction strength g1. This term does
not aﬀect the SDW order at the mean-ﬁeld level but can change the SC pairing. We
choose the ratio g2a/gcf = 0.016, for which we have found an s
±-type singlet state
as the leading SC instability, and set g2b = 0. According to Ref. [94], g1 ≈ gcf
holds if the electron and hole pockets have the same shape. Since we assume weakly
elliptical electron pockets we allow for a slightly larger g1 and restrict ourselves to
the range of 0 ≤ g1 ≤ 3.5tc in the following.
In Fig. 5.7 we plot the largest eigenvalues obtained from the SC gap equation
in the singlet and triplet channels as functions of g1. The ﬁgure shows that a ﬁnite
g1 leads to the suppression of singlet pairing, while the quasi-spin-triplet states are
hardly aﬀected. Consequently, at g1 ≈ 0.1tc the triplet states become the dominant
pairing instabilities again. The gap structure of the dominant triplet state is still
the px-wave depicted in Fig. 5.5(a). The suppression of the singlet state can be
understood from the interaction in the singlet channel, which we plot in Fig. 5.8(a)
for g1 = 2tc: The intrapocket interaction is enhanced by the ﬁnite g1 and the
interaction between the electron and hole pockets becomes less strongly repulsive.
Also, the interaction between the small electron pocket and the large electron pocket
becomes weakly repulsive. These tendencies disfavor a sign change of the SC gap
between electron and hole pockets and hence suppress the eigenvalue corresponding
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Figure 5.8: Eﬀective pairing interaction on the Fermi surface in the singlet channel as a
function of k′ for (a) g2a/gcf = 0.016, g1 = 2tc, and g2b = 0 and (b) g2a/gcf = 0.016,
g1 = 0, and g2b = 2tc. The value of momentum k is indicated by the black cross and the
ﬁrst band index is set to ν = 1. These plots have been published in Ref. [145], copyright
2014 the American Physical Society.
to s±-type pairing.
The intraband repulsion also signiﬁcantly modiﬁes the dominant singlet pairing
state. Already for moderate g1 ≈ 0.5tc, the s±-type state develops accidental nodes
on the small electron pockets, as shown in Fig. 5.9(a). At g1 ≈ 0.7tc, the two largest
eigenvalues in the quasi-spin-singlet channel cross and a state with nodes along the
kx and ky axes becomes the dominant singlet state. The gap is plotted in Fig. 5.9(b).
After the crossing, when the s±-type state is subdominant, it assumes the structure
shown in Fig. 5.9(c). The two largest eigenvalues in the singlet channel remain very
close to each other up to g1 = 3.5tc. The appearance of nodes in the gap can be
attributed to the increase of the intraband repulsion seen in Fig. 5.8.
Figure 5.10 shows the evolution of the eigenvalues corresponding to the singlet
and triplet channels as functions of g2a/gcf for g1 = 3.49tc = gSDW. It becomes clear
that even when the intraband repulsion g1 takes a rather large value, a small g2a is
suﬃcient to make a quasi-spin-singlet state the dominant SC instability. The leading
singlet state then has the structure shown in Fig. 5.9(b). It is closely followed by a
state with the gap depicted in Fig. 5.9(c), illustrating the tendency of the intraband
repulsion to favor nodal gap structures. The close proximity of the eigenvalues for
the two diﬀerent gap structures suggests that small changes in the model, e.g., in
the band structure, may change the order of the two eigenvalues.
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Figure 5.9: Gap structure of (a) the dominant singlet state for g2a/gcf = 0.013, g1 = 0.77tc,
and g2b = 0, (b) the dominant singlet state for g2a/gcf = 0.022, g1 = 3.49tc, and g2b = 0,
and (c) the subdominant singlet state for g2a/gcf = 0.022, g1 = 3.49tc, and g2b = 0. These
plots have been published in Ref. [145], copyright 2014 the American Physical Society.
5.4.3 Interband-hopping transitions g2b
Finally, we study the eﬀect of the second type of correlated interband-hopping tran-
sition with coupling constant g2b, given in Eq. (5.29). We take g2a/gcf = 0.016 as
in Sec. 5.4.2, set g1 = 0, and vary g2b. As with the correlated pair hopping g2a, the
SDW order is only stable for non-negative values of g2b [65,128]. Furthermore, it has
been pointed out that for the iron pnictides the inequality g2b < gcf is most likely
satisﬁed [94]. Therefore, we only consider the interval 0 ≤ g2b < gcf = 3.445tc.
In Fig. 5.11 we plot the largest eigenvalues obtained from the SC gap equation
in the singlet and triplet channels as functions of g2b. This shows that a ﬁnite g2b
breaks the near degeneracy of the triplet states with sz = 0 and |sz| = 1. We also
ﬁnd that a non-zero g2b leads to a strong suppression of the s
±-type state: Almost
immediately upon switching on g2b, the px-wave state becomes the dominant SC
state again. Similarly to the eﬀect of the intraband repulsion g1, we see from Fig.
5.8(b) that g2b > 0 leads to a reduction of the repulsion between the small electron
and hole pockets, hence reducing the tendency towards a sign change between these
pockets and therefore suppressing the s±-type pairing. At g2b ≈ 2.1tc, the two
largest eigenvalues in the singlet channel cross and a state with the structure shown
in Fig. 5.9(b) becomes the dominant singlet state again.
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Figure 5.10: Largest eigenvalues of the linearized gap equation as functions of g2a/gcf .
The intraband repulsion has been set to g1 = 3.49tc and g2b = 0. This plot has been
published in Ref. [145], copyright 2014 the American Physical Society.
5.5 Discussion
To summarize this chapter, a method has been presented that allows us to derive
an eﬀective pairing interaction for a multiband system in a symmetry-broken SDW
phase. Our approach is to decouple an interacting multiband system with general
two-particle interactions in the spin channel and to apply a saddle-point approxima-
tion to describe the SDW phase. The remaining ﬂuctuations in the decoupling ﬁeld
are integrated out to obtain the quasiparticle interactions in the ordered phase. In
the presence of the SDW, we calculate the susceptibilities for transverse and longitu-
dinal particle-hole excitations within the RPA. These susceptibilities determine the
eﬀective pairing interaction in the quasi-spin-singlet and quasi-spin-triplet channels.
Consistent with Adler’s theorem [156] the divergence of the interband components
of the transverse spin susceptibility, due to the formation of magnon modes, does
not lead to a divergence in the eﬀective pairing interaction. The pairing interactions
are then inserted into the linearized gap equation in order to ﬁnd the leading SC
instability.
We have applied this approach to a two-band minimal model for the iron pnic-
tides. Similar to what has been found in a one-band model for the cuprates [151],
the ﬂuctuation-enhanced interaction leads to the appearance of a quasi-spin-triplet
px-wave pairing state that is not found if only the bare interactions are considered.
The px-wave state competes with the quasi-spin-singlet states, which are very sen-
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Figure 5.11: Largest eigenvalues of the linearized gap equation in the singlet and triplet
channels, as functions of g2b. The ratio of the pair hopping and the interband repulsion
has been set to g2a/gcf = 0.016 with gSDW = 3.49tc and g1 = 0. This plot has been
published in Ref. [145], copyright 2014 the American Physical Society.
sitive to the strengths of the bare interactions. In particular, a ﬁnite pair-hopping
amplitude g2a is crucial for the formation of singlet pairs, and the singlet eigenvalues
react sensitively to changes in the ratio g2a/gcf . The interaction potentials g1 and
g2b suppress the singlet pairing but the parameter range in which a triplet state is
the dominant instability is limited, as a small increase in g2a/gcf always leads to a
dominant singlet state. For g1 = g2b = 0 and g2a/gcf  0.005, the singlet channel
is clearly dominated by a nodeless s±-type state suggested to be the most likely
pairing state in earlier works [98,99,130]. However, if either g1 or g2b are suﬃciently
large, nodal gap structures are favored. The dominant state for large g1 or g2b has
nodes along the kx and ky axes and is nearly degenerate with other nodal even-parity
states.
The favored gap structure depends sensitively on the four coupling strengths.
Hence, these coupling strengths could be constrained by the experimental deter-
mination of the gap structure in the coexistence region, which has hitherto not
been studied in much detail. Although there are reports of a transition from a
nodal to a nodeless state in Ba1−xKxFe2As2 with decreasing hole doping based on
thermal-conductivity measurements [146], it is unclear where these nodes appear
on the Fermi surface. Momentum-resolved measurements of the gap to distinguish
between the diﬀerent structures are therefore highly desirable. Usually for this pur-
pose ARPES is the method of choice. However, it is questionable whether it can
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detect the line nodes found in the thermal conductivity measurements because of
the known discrepancies between the results of these two methods (see discussion
in Sec. 2.3). The transition from a nodal to a nodeless structure was explained by
Maiti et al. [100] as a result of the change in the SDW gap size with doping. Our
work suggests an alternative explanation: We ﬁnd that the gap structure depends
strongly on details of the interactions. In view of our results it is intriguing that
the nodes appear when the hole concentration is reduced [146]. A reduction of the
hole concentration is expected to increase the eﬀective Coulomb repulsion in our
Hubbard-type model due to weaker screening. This should result in an increase of
the intraband repulsion g1 relative to the SDW interaction gSDW, which we ﬁnd to
stabilize nodal singlet states.
Chapter 6
Summary and Outlook
In this thesis a systematic study of the various phase transitions that are observed
in the underdoped pnictide systems has been presented. This part of the phase
diagram contains orthorhombic, SDW, and SC phase transitions, which appear in
close proximity to each other. The orthorhombic and the SDW transition are closely
bound and have a similar doping dependence. They are suppressed by doping,
while superconductivity is stabilized up to some optimal doping and gets suppressed
thereafter. In some 122 compounds there is a ﬁnite region of the phase diagram in
which the three types of order coexist.
Our study was performed using mean-ﬁeld calculations, Ginzburg-Landau theory
with microscopically derived coeﬃcients, and the RPA. These methods are expected
to give reliable results for interacting systems in which the interaction strengths are
smaller than or of the same order of magnitude as the band width. This condition
is expected to be satisﬁed in the 1111- and 122-pnictide compounds. The SC state
appearing in the paramagnetic phase has been studied by other authors using a broad
range of approximation methods for interacting systems [14–17, 42, 44–46]. These
include FLEX, RPA, and fRG, which are found to give a very consistent picture
of the SC state as a s± state, which can develop accidental nodes in the under- or
overdoped parts of the phase diagram. The consistency among the diﬀerent methods
gives further conﬁdence that our approximations are appropriate for the description
of the 1111 and 122 pnictides.
We have used the RPA to analyze the doping dependence of the magnetic tran-
sition in four diﬀerent 2D ﬁve-orbital models for the 1111 compounds in chapter 3.
The models show signiﬁcant diﬀerences in the behavior of TN as a function of dop-
ing and in the preferred ordering vector. Here, the models by Kuroki et al. [18] and
Ikeda et al. [15] have been identiﬁed as the most realistic ones, as they reproduce
best the experimentally observed shape of the AFM dome and tend to order at or
close to the commensurate vector (π, 0). Their good agreement with experimental
results is due to a large number of ﬁtting parameters in the derivation of the tight-
binding model and the experimental crystal structure that was used in the ab-initio
determination of the band structure. In addition to the band structure, the orbital
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dependence of the interaction potentials strongly aﬀects the magnetic order. In the
derivation of the ﬁve-orbital model the arsenic 4p orbitals are integrated out, leading
to a signiﬁcant 4p contribution to the eﬀective iron 3dxy orbital. This suggests a
reduction of the interactions involving the iron 3dxy orbital compared to the other
3d orbitals. According to constrained RPA calculations a reduction by up to 30%
is justiﬁed [43]. This reduction tunes the system from an instability that originates
mainly from nesting between the Fermi pockets at the Y and M points to one that
is due to nesting between the pockets at the Γ and X points. Simultaneously, the
tendency to order at a weakly IC vector is strongly enhanced. The energy splitting
of the dxz and dyz orbitals that arises from the C4 symmetry breaking stabilizes
the commensurate order if the interactions that involve the dxy orbital are reduced
by less than about 25%. For a stronger reduction there appear again large doping
ranges with IC order. This suggests that either a reduction by 30% overestimates
the eﬀect of the arsenic contribution to the eﬀective iron orbitals or that the three-
dimensionality of the Fermi surface must be taken into account to reproduce the
observed tendency to order at a commensurate vector.
As long as the C4 symmetry is not broken, ordering at (π, 0) is degenerate with
ordering at (0, π). This allows for various commensurate SDW states besides the
experimentally observed MS order. In chapter 4 we have shown that in a two-band
model with elliptical electron pockets there is a ﬁnite doping range where the MS
state has the lowest free energy close to the phase transition. However, the MS
phase shows a strong doping dependence and is very sensitive to the number of
hole pockets in the system. The competition of the various SDW states can be
understood from the nesting properties of the Fermi surface. If the hot spots for
ordering with (π, 0) and (0, π) are identical or close to each other the system chooses
one of the two possible MS states. If the hot spots are far from each other there
is little competition and both order parameters become ﬁnite so that a state which
preserves the C4 symmetry has the lowest free energy.
We have shown that in the absence of a ferro-orbital instability the same condi-
tions that must be fulﬁlled to ﬁnd the MS state as the dominant SDW instability
need to be satisﬁed to ﬁnd a magnetically driven nematic instability that breaks the
C4 symmetry at Torth ≥ TN . This nematic instability also arises from the compe-
tition between ordering at (π, 0) and (0, π). If there is a ferro-orbital instability in
the system, it further stabilizes the nematic order. We argue that the presence of
a ferro-orbital instability may explain the robustness of the nematic phase, which
does not show the strong sensitivity to the Fermi-surface structure and to doping
that we ﬁnd for the MS phase. Experiments also ﬁnd simultaneous ﬁrst-order tran-
sitions into the SDW and orthorhombic phases in many hole-doped 122 systems and
a splitting of the two transitions into separate second-order transitions for electron
doping [66–70]. In our model, this behavior cannot be reproduced by a purely mag-
netically driven nematic instability. We argue that a ferro-orbital instability could
be responsible for the observed doping dependence. As a consequence of our analysis
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we believe that the two competing scenarios of a magnetically driven nematic and
a ferro-orbital instability should, in fact, be seen as two eﬀects that cooperate and
reinforce each other.
In chapter 5 the SC pairing in the SDW phase has been studied. We have de-
veloped an RPA-based approach to describe spin- and charge-ﬂuctuation-mediated
pairing in the SDW phase of a multi-band system such as the pnictides. We have cal-
culated the eﬀective pairing interaction for various combinations of four symmetry-
allowed types of interactions: interband and intraband repulsion and two types of
correlated interband-hopping terms. Our approach is an unbiased tool for ﬁnding
the gap structure of the leading SC instability since the gap structure is obtained as
an eigenvector from the linearized gap equation. In this respect our approach is ad-
vantageous compared to Ginzburg-Landau calculations that only allow for a limited
number of diﬀerent gap structures. For instance, Ref. [98] only considers the com-
petition between conventional s-wave and s±-wave pairing. Our results show that
there is a complex interplay between the bare interactions, the susceptibilities, and
the transformation factors that arise from the folding of the BZ in the SDW phase,
which leads to a competition of various gap structures with odd and even parity.
The description of this interplay is another key diﬀerence of our approach compared
to previous microscopic studies of the coexistence region in the pnictide phase dia-
gram. The eﬀect of interactions between conduction electrons on the pairing is not
included in most spin-fermion models [148]. Decoupling the bare interaction within
a mean-ﬁeld approximation [97, 99, 147] neglects the crucial role of ﬂuctuations in
promoting the pairing.
We ﬁnd that there is a ﬁnite parameter range in which a px-wave state is the
dominant instability. However, the largest part of the parameter space is dominated
by even-parity states. Since there are several nearly degenerate singlet states, the
exact gap structure sensitively depends on the relations between the bare interac-
tions. Therefore, the transition from a nodal to a nodeless gap structure, which
has been observed upon doping, is possibly an eﬀect of the change of the electron
density, which modiﬁes the screened Coulomb repulsion.
To conclude, we have shown that there is a rich interplay between the diﬀerent
phases and instabilities in the underdoped 1111 and 122 pnictides. In particular,
the multiband structure of the pnictides gives rise to various competing instabilities.
Our approach, which is based on mean-ﬁeld calculations, Ginzburg-Landau theory,
and RPA, captures key aspects of these complex systems. We show that for a com-
prehensive understanding of the phase diagram the magnetic, ferro-orbital, and SC
instabilities cannot be treated as isolated phenomena. By taking their interplay into
account we have identiﬁed criteria for realistic models and proposed explanations
for experimental observations.
Our work also lays the ground for further studies of these systems. Because the
orbital dependence of the interactions in the ﬁve-orbital models, which comes from
integrating out the arsenic 4p orbitals, strongly aﬀects the magnetic ordering, the
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arsenic 4p orbitals cannot be neglected for a quantitative description of the SDW
phase. Since we propose that a ferro-orbital and a magnetically driven nematic
instability must both be included in a uniﬁed description of the orthorhombic tran-
sition, a better understanding of the interplay of these two instabilities is desirable.
In particular, a closer examination of the microscopic mechanism that leads to the
ferro-orbital instability and its doping dependence would help to test our proposal.
It would enable us to extend the Ginzburg-Landau theory presented in chapter 4.2
to an orbital model in order to ﬁnd out whether the combination of the two eﬀects
can properly describe the observed doping dependence of the orthorhombic and
magnetic phase transitions. The spin- and charge-ﬂuctuation mediated pairing in
the SDW phase of the pnictides, which has been examined within a two-band model
in chapter 5, should also be studied in an orbital model in order to obtain results
that can be compared to experiments on a more quantitative level. Another obvious
step to go beyond our work is to apply similar studies to 3D models. We expect this
to give greater insight into the mechanism that stabilizes the commensurate SDW
order and it can also improve our understanding of the SC order in presence of a
SDW.
Besides these direct extensions of our work there are other open questions in
the ﬁeld of iron-based superconductors that need to be addressed in order to gain
a comprehensive understanding of these materials. One challenge for the theory of
pnictide superconductors is the correct description of doping. While the assumption
of rigid bands and doping-independent bare interaction strengths is justiﬁed for small
doping levels, it most likely fails to correctly describe strongly doped systems. The
phase diagram of Ba1−xKxFe2As2 has been studied experimentally for the complete
range of 0 ≤ x ≤ 1 [159] and a nodal gap structure has been found for the strongly
hole-doped compound, which has been interpreted as a d-wave state [160]. There
have also been theoretical proposals of d-wave and more exotic pairing states states
in strongly doped Ba1−xKxFe2As2 [161,162] but they rely on the assumption of rigid
bands. A study of magnetism and superconductivity as a function of doping based
on ab-initio calculations for doped compounds could help to obtain a more solid
understanding of the strongly doped materials.
Regarding the breaking of the C4 symmetry, there have been recent STM mea-
surements which show elongated signatures of impurities in NaFeAs that indicate
a breaking of the four-fold rotation symmetry of the lattice at temperatures much
higher than the orthorhombic transition temperature [163]. While similar features
have been predicted to appear below Torth [164], there is no conclusive explanation
available for this STM data.
Another open question is whether the iron-chalcogenides, such as Fe1+yTe1−xSex,
can be understood within the same framework as the pnictides. The iron-chalcogenides
have gained particular attention since there are indications that single-layer FeSe
ﬁlms show critical temperatures of up to 65 K [165]. Besides the similar crystal
structure, there are other striking similarities between the chalcogenides and the
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pnictides, such as the proximity of SC, AFM and structural phase transitions [11].
However, in Fe1+yTe the AFM order does not appear at the nesting vector (π, 0)
but at (π/2, π/2) [131, 166] and there is evidence that the chalcogenides display
signiﬁcantly stronger interaction strengths than the pnictides [167].
The intense research on iron-based superconductors has led to great advances
in the understanding of these materials. The ongoing discussions about the mech-
anisms that lead to the various phase transitions and our (incomplete) list of open
questions show that, nevertheless, these materials still pose interesting challenges for
both theoretical and experimental investigation. Therefore, the ﬁeld of iron-based
superconductors can be expected to persist being one of the most active ﬁelds in
condensed matter physics for many years.
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Appendix A
Ginzburg-Landau free energy
To derive the Ginzburg-Landau free energy we start from the action that is given
in terms of the fermionic Grassmann ﬁelds c and f in Eq. (4.5):
S =
∫ β
0
dτ
{∑
k,σ
[
c∗k,σ(τ)(∂τ + 
c
k)ck,σ(τ) + f
∗
k,σ(τ)(∂τ + 
f
k)fk,σ(τ)
]
+
∑
k,k′,q
[gcf
V
∑
σ,σ′
c∗k+q,σ(τ)f
∗
k′−q,σ′(τ)fk′,σ′ck,σ(τ)
+
g2a
2V
∑
σ
c∗k+q,σ(τ)c
∗
k′−q,−σ(τ)fk′,−σ(τ)fk,σ(τ) + c.c.
]}
. (A.1)
For our analysis there are two relevant ways to decompose the interaction. To study
the formation of an excitonic SDW the interaction part of the action is written as
Sint =
∫ β
0
dτ
∑
k,k′,q
{
− gcf
2V
∑
σ,σ′
[
c∗k+q,σ(τ)fk,σ(τ)f
∗
k′−q,σ′(τ)ck′,σ′(τ)
+
∑
s,s′
c∗k+q,σ(τ)σσ,σ′fk,σ′(τ)f
∗
k′−q,s(τ)σs,s′fk′,s′(τ)
]
− g2a
4V
∑
σ,σ′
[(
c∗k+q,σ(τ)fk,σ(τ)c
∗
k′−q,σ′(τ)fk′,σ′(τ)
+
∑
s,s′
c∗k+q,σ(τ)σσ,σ′fk,σ′(τ)c
∗
k′−q,s(τ)σs,s′fk′,s′(τ)
)
+ c.c.
]}
≡
∫ β
0
dτ
∑
q
{
− gcf + g2a
2V
Sq(τ) · S−q(τ)
}
+ΔS1, (A.2)
where σ is a vector of Pauli matrices and we have deﬁned
Sq(τ) =
1
2
∑
k
∑
σ,σ′
(
c∗k+q,σ(τ)σσ,σ′fk,σ′(τ) + f
∗
k+q,σ(τ)σσ,σ′ck,σ′(τ)
)
. (A.3)
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Those parts of the interaction that do not contribute to the SDW formation are
contained in ΔS1. Note that S
∗
q = S−q, which means that S ∈ R if q = Qi is a
commensurate ordering vector.
The second type of order we are interested in is an intraband CDW, which
originates only from the ﬁrst biquadratic term in Eq. (A.1). To study this type of
order the interaction part of the action is rewritten as
Sint =
∫ β
0
dτ
∑
k,k′,q
1
V
∑
k,k′,q
[
gcf
∑
σ,σ′
c∗k+q,σ(τ)f
∗
k′−q,σ′(τ)fk′,σ′(τ)ck,σ(τ)
+
g2a
2V
∑
σ
c∗k+q,σ(τ)c
∗
k′−q,−σ(τ)fk′,−σ(τ)fk,σ(τ) + c.c.
]}
≡
∫ β
0
dτ
gcf
4V
∑
q
[(
Cq(τ) + Fq(τ)
)(
C−q + F−q(τ)
)
−(Cq(τ)− Fq(τ))(C−q − F−q(τ))]+ΔS2, (A.4)
where
Cq =
∑
k,σ
c∗k−q,σck,σ, (A.5)
Fq =
∑
k,σ
f ∗k−q,σfk,σ. (A.6)
To study the competition between diﬀerent SDW states we assume commen-
surate order due to nesting of electron and hole pockets. Therefore, we use the
decomposition of Eq. (A.2) with q = Q1 = (π, 0) and q = Q2 = (0, π). It has been
argued that a SDW in the pnictides can induce a CDW at Q3 = (π, π) [122, 123].
To account also for this possibility we write the action as
Sint =
∫ β
0
dτ
1
V
{
− gSDW
2
2∑
i=1
|SQi(τ)|2
+gcf
[1
4
(
CQ3(τ) + FQ3(τ)
)2 − 1
4
(
CQ3(τ)− FQ3(τ)
)2]}
+ΔS, (A.7)
where gSDW = gcf+g2a. In the following we neglect ΔS because it does not aﬀect the
ordering. We transform the action from imaginary time to Matsubara frequencies,
which gives
Sint =
∑
n
1
V β
{
− gSDW
2
2∑
i=1
SQi(iωn) · SQi(−iωn)
+gcf
[1
4
(
CQ3(iωn) + FQ3(iωn)
)(
CQ3(−iωn) + FQ3(−iωn)
)
−1
4
(
CQ3(iωn)− FQ3(iωn)
)(
CQ3(−iωn)− FQ3(−iωn)
)]}
. (A.8)
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The interaction terms can be decoupled by a Hubbard-Stratonovich transformation
[20]. This means that for every ωn we multiply the partition function by the constant
term∫
D(M)D(ρ1)D(ρ2) exp
{
− 2βV gSDW
2∑
i=1
Mi ·Mi − βV gcfρ1ρ1 − βV gcfρ2ρ2
}
.
(A.9)
Subsequently, we perform the shifts
Mi → Mi + gSDW
2βV
SQi ,
ρ1 → ρ1 + i gcf
2βV
(CQ3 + FQ3),
ρ2 → ρ2 + gcf
2βV
(CQ3 − FQ3). (A.10)
The decoupled action containing the Hubbard-Stratonovich ﬁelds reads
S =
∑
n
{∑
k
[
(−iωn + ck)c∗k,σ(iωn)ck,σ(iωn) + (−iωn + fk)f ∗k,σ(iωn)fk,σ(iωn)
]
+2βV gSDW
2∑
i=1
Mi(iωn) ·Mi(−iωn) + gSDWMi(iωn) · Si(−iωn)
+βV gcf
[
ρ1(iωn) + iρ2(iωn)
][
ρ1(iωn)− iρ2(iωn)
]
+igcf
[
ρ1(iωn)− iρ2(iωn)
]
CQ3(−iωn) + igcf
[
ρ1(iωn) + iρ2(iωn)
]
FQ3(−iωn)
}
.
(A.11)
Mi are Hubbard-Stratonovich ﬁelds that decouple the interaction in the SDW chan-
nel and we can deﬁne ρc/f = ρ1(iωn) ± iρ2(iωn) as CDW ﬁelds. The action in Eq.
(A.11) is quadratic in the fermionic ﬁelds so that these can be integrated out, which
gives the new action
S = βV
∑
q
[
2gSDW
2∑
i=1
Mi(iωn) ·Mi(−iωn) + gcfρc(iωn)ρf (iωn)
]
− Tr[ln(Gˆ−1)].
(A.12)
The matrix Gˆ−1 is given by
[
Gˆ−1
]
(A,k,σ),(B,k′,σ′) = (−iωn + Ak )δA,Bδk,k′δσ,σ′ + gSDWσσ,σ′ ·
2∑
i=1
Mi δk−k′,QiδA,B¯
+igcf (ρcδA,f + ρf,k−k′δA,c)δk−k′,Q3δA,Bδσ,σ′ , (A.13)
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where A and B stand for the bands c and f , and c¯(f¯) = f(c). The logarithmic
term of the action in Eq. (A.12) can be expanded around the saddle-point values of
Mi and ρc/f in the standard way (see, e.g., Ref. [20]). We truncate the expansion
at fourth order in the SDW ﬁelds and at second order in the CDW ﬁelds. Because
we are interested in the behavior of the system close to the phase transition, where
ﬂuctuations become very slow, we take the static limit. This gives
S ≈ S0+α
(|M1|2 + |M2|2)+ β0(|M1|4 + |M2|4)+ β1|M1|2|M2|2
+ β2|M1 ·M2|2 +
(
γcρc + γfρf
)
M1 ·M2 + gcfρcρf + αcρ2c + αfρ2f ,
(A.14)
where the coeﬃcients can be expressed in terms of the bare electronic Green func-
tions Gc/f(0)(k, iωn) = [−iωn + c/fk ]−1 as
α = 2gSDW
[
βV + gSDW
∑
k
∑
n
Gc(0)(k, iωn)G
f(0)(k+Q1, iωn)
]
, (A.15)
β0 = g
4
SDW
∑
k
[∑
n
Gc(0)(k, iωn)G
f(0)(k+Q1, iωn)
]2
, (A.16)
β1 = 2g
4
SDW
∑
k
∑
n
{
Gc(0)(k, iωn)G
c(0)(k+Q3, iωn)
[
Gf(0)(k+Q1, iωn)
]2
+Gf(0)(k+Q1, iωn)G
f(0)(k+Q2, iωn)
[
Gc(0)(k, iωn)
]2
−Gc(0)(k, iωn)Gc(0)(k+Q3, iωn)Gf(0)(k+Q1, iωn)Gf(0)(k+Q2, iωn)
}
,
(A.17)
β2 = 4g
4
SDW
∑
k
∑
n
Gc(0)(k, iωn)G
c(0)(k+Q3, iωn)G
f(0)(k+Q1, iωn)
×Gf(0)(k+Q2, iωn), (A.18)
αc = −g2cf
∑
k
∑
n
Gf(0)(k+Q1, iωn)G
f(0)(k+Q2, iωn), (A.19)
αf = −g2cf
∑
k
∑
n
Gc(0)(k, iωn)G
c(0)(k+Q3, iωn), (A.20)
γc = −4ig2SDWgcf
∑
k
∑
n
Gc(0)(k, iωn)G
f(0)(k+Q1, iωn)G
f(0)(k+Q2, iωn),
(A.21)
γf = −4ig2SDWgcf
∑
k
∑
n
Gc(0)(k, iωn)G
c(0)(k+Q3, iωn)G
f(0)(k+Q1, iωn).
(A.22)
The action is related to the free energy per volume by
F = − 1
βV
ln
[ ∫
D(M)D(ρ1)D(ρ2) exp(−S)
]
. (A.23)
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The Ginzburg-Landau free energy is now obtained by neglecting ﬂuctuations in the
order-parameter ﬁelds so that it is given by F = 1/(βV )S. Because αc and αf
are positive for T ≥ TN the CDW ﬁelds can be integrated out. To perform the
integration, the action is rewritten in terms of the original Hubbard-Stratonovich
ﬁelds ρ1 and ρ2, which gives for the part that contains the CDW ﬁelds
SCDW = ρ · Wˆρ + ρ · γ M1 ·M2, (A.24)
where
ρ = (ρ1,Q3 , ρ2,Q3)
T , (A.25)
γ =
(
γc + γf , i(γc − γf )
)T
, (A.26)
Wˆ =
(
gcf + αc + αf i(αc − αf )
i(αc − αf ) gcf − αc − αf
)
. (A.27)
Next, we shift ρ → 1
2
Wˆ−1γ M1 ·M2, which yields
SCDW = ρ · Wˆρ + 1
4
γ · Wˆ−1γ |M1 ·M2|2. (A.28)
Now ρ can be integrated out and the second term in Eq. (A.28) gives the renormal-
ization
β2 → β˜2 = β2 +
gcfγcγf − αγ2f − αfγ2c
g2cf − 4αcαf
. (A.29)
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