Probably the most controlled variable in the literature on word recognition and production is word frequency. Participants respond faster to high-frequency (HF) words than to low-frequency (LF) words in almost any lexical processing task, including lexical decision, reading aloud, semantic categorization, and picture naming (e.g., Carroll & White, 1973; Forster & Chambers, 1973; Whaley, 1978) .
Using WordGen (Dutch) and the ARC nonword database ( English) (Rastle, Harrington, & Coltheart, 2002) , we also constructed 50 nonwords for each language. These were as wordlike as possible, to avoid lexical decision responses based on low-level orthographic features of the letter strings. Nonwords did not contain illegal bigrams, respected the phonotactic rules of the target language, and had summed bigram frequencies equal to those of word targets.
Procedure and Apparatus. Participants received written instructions to perform a language-specific Dutch (L1) and English (L2) lexical decision task. Order of tasks was counterbalanced across participants. Each task consisted of 100 trials, preceded by 20 practice trials. After the presentation of a fixation cross (1,000 msec), a random HF/LF word or nonword target was presented and remained on the screen until a response was made. Participants were instructed to respond as accurately and as quickly as possible. In order to prevent any language switching effects, there was a break between the two tasks.
Results
Only reaction times (RTs) of correct word responses were included in the RT analyses. RTs that deviated more than 2.5 standard deviations from the respective participants' mean RTs were excluded from analyses (2.99% of datapoints). Mean RTs and accuracy across participants as a function of language (L1 vs. L2) and frequency (high vs. low) are displayed in Table 2 .
RTs and accuracy (% correct) were analyzed using ANOVAs with participants (F 1 ) and items (F 2 ) as random variables. Language and frequency were the independent (within-participants and between-items) variables. As expected, responses were faster for L1 words than for L2 words [F 1 (1,17) Ivanova and Costa (2008) found no larger FE when bilinguals were naming in their nondominant language than in their dominant language. Ivanova and Costa argued that the larger L2 FE of Gollan et al. (2008) could be attributed to the fact that the nondominant language of Gollan et al.'s (2008) bilinguals was still the first-acquired, yielding larger age-of-acquisition (AoA) effects.
These mixed findings from the production domain do not allow clear predictions about the relative size of L1 and L2 FEs in word recognition by bilinguals. At present, the only available indirect evidence for word recognition comes from a modeling study by Dijkstra, Van Heuven, and Grainger (1998) with their influential bilingual interactive activation model [BIA(1); see also Dijkstra & Van Heuven, 2002] . They argued that BIA simulations fitted the observed bilingual word recognition effects better if "a reduced frequency range for L2 words" (p. 193) was used. 1 More specifically, frequency was transformed onto resting-level activations that had a lower maximum for L2 words than for L1 (Walter van Heuven, personal communication); L2 words, therefore, generally had lower resting-level activations than did L1 words of the same corpus frequency. Therefore, BIA would predict a different FE for L2 than for L1 words. However, BIA's L2 frequency assumptions and resulting predictions are based on theoretical considerations and intuition, but not on empirical evidence. In this view, the present study contributes not only to monolingual accounts of the FE, but also to future modeling developments in bilingual word recognition.
In Experiment 1, we explicitly compared FEs in L1 and L2 lexical decision of unbalanced Dutch-English bilinguals, using words that are matched on objective corpus frequency. Experiment 2 replicated the English condition with monolingual speakers of English (similar to Gollan et al., 2008) , to ensure that any differential effects in Experiment 1 for L1 and L2 could not be confounded with some inherent property of the English stimuli.
ExPERimEnT 1 method
Participants. Eighteen first-year Ghent University students participated for course credit. All reported Dutch and English as, respectively, their L1 and L2. They received formal instruction in L2 for at least 5 years, and were regularly exposed to L2 through popular media (music, television, etc.), textbooks, and so on. materials. The stimuli (see the Appendix) were 50 Dutch words and 50 English words, selected from the CELEX Lexical Database (Baayen, Piepenbrock, & van Rijn, 1993) , using the WordGen stimulus generation software (Duyck, Desmet, Verbeke, & Brysbaert, 2004) and meeting the restrictions below. For each language, there were 25 LF and 25 HF words. As can be seen in Table 1 , log frequency per million occurrences differed significantly between conditions within languages ( ps , .001). Across languages, frequency was matched ( ps . .78). Also, L1 and L2 LF and HF words were matched for three additional variables influencing lexical decision times: number of letters, neighborhood size, and summed bigram frequency, all calculated using WordGen. Interlingual homographs and identical cognates were excluded from the stimuli. 
DiScuSSion
This is the first study that has directly compared the size of L1 and L2 FEs in visual word recognition by bilinguals, using words that were matched on objective corpus frequency. We observed that the FE in L2 reading by bilinguals was about twice as large as that in L1 reading, in the specific frequency range that we tested. A second experiment showed that monolingual English participants displayed an FE in English comparable to that of the bilingual participants in Dutch (their L1), confirming that the crucial language 3 frequency interaction could not be due to some confounding variable inherent to the English stimuli.
These findings support models of lexical access that incorporate the FE as the result of an asymptotic learning process. In such an account (e.g., McCusker, 1977) , with each word occurrence, progressively smaller learning takes place, resulting in a nonlinear, logarithmic relation between frequency and RT. Because Dutch-English bilinguals encounter English (L2) words much less often than their Dutch (L1) counterparts do, recognition of L2 words will be like the recognition of L1 words of lower objective frequency. And, more importantly, because the slope of the logarithmic learning function is steeper at the lower end of the scale (where L2 words are overrepresented), a corpus frequency manipulation in L2 will yield a larger effect on RTs than will a similar corpus frequency manipulation in L1, which is consistent with finding a larger L2 FE.
The present findings also offer some constraints for possible extensions of Murray and Forster's (2004) rank model to bilingual lexicons. If one assumes that frequency-ranked bins contain lexical entries only from a single language, it would be reasonable to assume that the lexical entries in the L1 and L2 bins are ranked in approximately the same order. For instance, even though a Dutch-English bilingual has encountered the HF L2 word dog on fewer occasions than its L1 equivalent hond, dog will occupy a rank in the set of L2 words similar to that occupied by hond in the set of L1 words. Because frequency ranks of translation equivalents' lexical entries are similar across languages, FEs, originating from rank differences during lexical search, should also be similar; showed that this FE was significant for both L1 (Dutch) [ 
Results
The same outlier criterion was used as in Experiment 1 (3.20% of datapoints). Mean RTs and accuracy across participants as a function of frequency (high vs. low) are displayed in Table 3 .
Again, RTs and accuracy were analyzed using ANOVAs with participants (F 1 ) and items (F 2 ) as random variables. Frequency was the independent (within-participants and between-items) variable. There was a 52-msec FE on RTs [F 1 (1, 19) 
comparison of Experiments 1 and 2
To further compare the FEs in L2 and L1, we analyzed the data for the (same) English word stimuli when English was the L2 of bilinguals (Experiment 1) and when English was the L1 of monolinguals (Experiment 2), with group as an additional independent variable. The monolinguals responded more quickly than the bilinguals did [F 1 (1,36) 5 12.80, p , .01; F 2 (1,48) 5 120.62, p , .001]. differences between L1 and L2 processing and effects of confounded subjective frequency. This recognition study supplements interesting recent developments in word production. As in the present study, Gollan et al. (2008) found that English-dominant Spanish-English bilinguals showed a larger FE in picture naming in the nondominant language than in the dominant language. These convergent findings from recognition and production would be consistent with the notion of amodal lexical representations, as proposed, for instance, in the production model of Dell (1990) . In this view, future bilingual research may contribute to theoretical debates in the monolingual literature. Of course, the present study cannot rule out the alternative possibility that the larger L2 FEs for both recognition and production still originate from modality-specific lexical representations that respond to frequency-driven learning (and therefore, also to experimental frequency manipulations) in the same way. Because asymptotic learning, one possible explanation of the FE and its interaction with language, has been reported in many domains (e.g., motor learning), it might also have the same effects in both recognition and production. Another complication missing from these interpretations is the observation that Ivanova and Costa (2008) , comparing Spanish picture naming between SpanishCatalan and Catalan-Spanish bilinguals, did not observe a larger FE in L2 than in L1, unlike Gollan et al. (2008) . According to Ivanova and Costa, Gollan et al.'s (2008) larger L2 FE could be due to the fact that the nondominant language of Gollan et al.'s (2008) participants was still the first-acquired language. Ivanova and Costa argued that the first-acquired language is typically learned during a longer time interval than is the second-acquired language (in which most words are often learned during a timespan of a few years), and should therefore yield larger AoA effects. As such, a larger FE in an L2 that was first-acquired may partly be an AoA effect. This criticism does not apply to the present study. As in Ivanova and Costa, our bilinguals acquired L2 later, but we still obtained a larger FE in L2 than in L1. 4 Finally, it is also interesting to note that our study differs somewhat from these production studies when comparing FEs in L1 between monolinguals and bilinguals. Our English monolinguals showed an L1 FE (in English) similar to that for our Dutch-English bilinguals (in Dutch) . 5 This contrasts with Gollan et al. (2008) , who found that bilinguals showed a larger frequency effect in their dominant language than monolinguals did. Similarly, Ivanova and Costa (2008) reported that Spanish-Catalan bilinguals yielded an L1 FE 16 msec larger than that of Spanish monolinguals. However, note that this FE difference between monolinguals and bilinguals was only 7 msec (Ivanova & Costa, 2008, Table 3 ) and was probably not significant if only a single stimulus presentation was considered, as in the present procedure. Because this is currently the only available recognition study on this issue, future research will be needed to disentangle this complex pattern of findings across production and recognition studies.
In conclusion, our results clearly show that the word FE in lexical decision by bilinguals is larger in L2 than in L1.
that is, the difference in lexical search time through the L1 bin between HF and LF words should be comparable to the difference in search time through the L2 bin between HF and LF words of similar corpus frequencies. A model with language-selective bins would therefore predict equally large L1 and L2 FEs. As such, the rank model with language-specific bins would be able to account for a larger FE in L2 only if the additional but plausible assumption is made that search speed is different within L1 and L2 bins.
Another possible extension of the rank model could assume that bins might contain lexical entries from both languages, consistent with the evidence against languagespecific lexical access in bilinguals (e.g., Dijkstra & Van Heuven, 2002; Duyck, 2005 ). These shared bins could then be organized following the same principle: serially ranked according to the relative frequency of occurrence of the lexical entries. Because L2 words are encountered less often than L1 words are, they would then generally occupy relatively lower ranks than would L1 words with the same objective frequencies in corpora. Because the number of words in a given frequency band is larger as frequency decreases, 3 the processor would have to consider more words before arriving at the correct position in the bin, and search time would increase nonlinearly. Hence, the same corpus frequency manipulation would have more impact on lexical search RTs in L2 than in L1, consistent with the present findings. This interpretation is consistent with the observation that lexical access is especially delayed for the LF L2 words (Table 2) . Interestingly, one could also assume shared bins for same-alphabet languages but language-selective lexical access, and thus languageselective bins, for different-alphabet orthographies (e.g., Gollan, Forster, & Frost, 1997) . Within such a model, one would expect a larger L2 FE in Dutch-English bilinguals, but not in Chinese-English bilinguals, for example, unless one also assumes different scanning speeds, as in the interpretation above. Finally, note that all rank model extensions above would probably predict equally large FEs in balanced bilinguals, because then both scanning speed and absolute frequency ranks should be similar for L1 and L2, assuming similar exposure to both languages.
As noted in the introduction, the present study also provides valuable input for computational models of bilingual visual word recognition. In the BIA(1) model (Dijkstra et al., 1998 ; see also Dijkstra & Van Heuven, 2002) , L2 words generally have lower resting-level activations than do L1 words of the same corpus frequency. Hence, BIA(1) would predict a larger FE in L2 than in L1, which is consistent with the present findings. Hence, the present study provides empirical support for the theoretical and intuitive considerations on which this BIA(1) assumption is based. The present findings also have methodological implications for bilingual studies. In general, studies on bilingual word processing that match stimuli across languages use monolingual frequency corpora to do so. The present study demonstrates that this practice may lead to a selection of L2 stimuli that is consistently too low-frequent in comparison with the L1 stimuli. In this view, it is very important to dissociate the fundamental
