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In this work the development of the navigation solution for the Mars rendezvous scenario
for the SINPLEX system is described. SINPLEX is a miniaturized integrated navigation
system comprised of an IMU, laser range finder, navigation camera and star tracker. In
this scenario a spacecraft performs a rendezvous and captures a sample container capsule
orbiting around Mars while the SINPLEX system maintains an accurate relative naviga-
tion solution using only the onboard sensors. This work presents the relative navigation
propagation and measurement equations and simulation performance results. Particular
emphasis is given to the use of a UD factorized version of the EKF.
Nomenclature
SINPLEX Small Integrated Navigation system for Planetary EXploration
SCSF Surface Centered Surface Fixed
EKF Extended Kalman Filter
UD − EKF UDU Factorized Extended Kalman Filter
DLR Deutsches Zentrum fu¨r Luft- und Raumfahrt
TRON Testbed for Robotic Optical Navigation
STR Star Tracker
IMU Inertial Measurement Units
LA Laser Altimeter
CFLR Container Finding (Long Ranges)
CFCR Container Finding (Close Ranges)
SPOS Position Inertial Updates
NC Navigation Camera
HIL Hardware−in−the−Loop
P Covariance Matrix
S Square Root Covariance Matrix
→ kth UDU Factorization
U−k k
th Propagated Upper Triangular Covariance Matrix
D−k k
th Propagated Diagonal Covariance Matrix
U+k k
th Updated Upper Triangular Covariance Matrix
D+k k
th Updated Diagonal Covariance Matrix
X−k k
th Propagated State Vector
X+k k
th Updated State Vector
Φk+1k Transition Matrix from step k to step k + 1
Q Covariance Matrix of the process noise
Λ Upper Triangular Covariance Matrix of the process noise
Q˜ Diagonal Covariance Matrix of the process noise
Yk k
th Covariance Augmented Matrix
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Zk k
th Covariance Augmented Matrix
yk k
th Update Residual
zk k
th Update Measurement
Kk k
th Gain Matrix
Hk k
th Measurement Model
Kk k
th Gain Matrix
fk k
th Update Intermediate vector
vk k
th Update Intermediate vector
αk k
th Update Intermediate factor
R kth Noise Covariance
Ns Number of states
Dvk k
th Update Intermediate Matrix
Wk k
th Update Intermediate Matrix
X Whole State
˜ Measured State
ˆ Estimated State
∗ Conjugation operation
δ True value - Estimated value
SCSF Surface-Centered Surface-Fixed Reference Frame
B Body Reference Frame
rF Absolute Position in SCSF Reference Frame
vF Absolute Velocity in SCSF Reference Frame
θB Angular State in Body Reference Frame
rFrel Relative Position in SCSF Reference Frame
vFrel Relative Velocity in SCSF Reference Frame
bBa Accelerometer’s Vector Bias
bBg Gyro’s Vector Bias
⊗ Quaternion multiplication operator
qAB Quaternion Attitude from Reference frame A to Reference Frame B
TAB Rotation Matrix from Reference frame A to Reference Frame B
q2DCM Transformation from quaternion to rotation matrix
∆τˆk k
th Time Interval
Ψα Shift Operator
∆τˆk k
th Time span
λk k
th Coefficient representing the presence or not of thrust
∆vˆk k
th Delta velocity vector
∆θˆk k
th Delta angle vector
g kth gravity vector
µ Mars’s gravitational parameter
Φa,b Transition submatrix relating the variables a and b
Cont Container
ωFIF Angular speed
()p prediction
()m measurement
(ˆ) estimate
d distance between sample contaner and chaser
dLA distance estimated by Laser Altimeter
d∗ switch distance between LA and CFCR
w Container width in pixels
w∗ switch width CFLR and CFCR
px x coordinate in pixels
py y coordinate in pixels
φ elevation (spherical coordinate)
θ azimuth (spherical coordinate)
ρ radius (spherical coordinate)
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K Pixels to Unitary vector Conversion Matrix
s− Minimum shift
s+ Maximum shift
ξ Feature Vector
KNAV Vector-pixels conversion matrix
KCAM Camera/container diameter constant
fL Camera Focal length
Ps Pixel Size
I. Introduction
SINPLEX is a research and development project funded by the European Commission (grant ID 284433).
Its main goal is to develop an innovative solution to significantly reduce the mass of the navigation subsystem
for exploration missions which include landing and/or rendezvous and capture phases. Future space missions
which explore asteroids, comets, planets and planetary moons will likely bring robotic vehicles and may
provide the capability to return samples to Earth. For these kinds of missions in particular, mass is one of
the most critical factors. In SINPLEX, the system mass is reduced while still maintaining good navigation
performance as compared to a conventional modular system. This is done by functionally integrating the
navigation sensors, using micro- and nanotechnology to miniaturize electronics and fusing the sensor data
within a navigation filter to improve navigation performance. The designed system includes a navigation
computer, IMU, laser altimeter/range finder, star tracker and navigation camera and is fully redundant. The
objectives of the project are to develop an integrated novel navigation system, produce a breadboard and
demonstrate its performance in a hardware-in-the-loop test facility with realistic trajectories.
In this work the development of the navigation solution for the Mars rendezvous scenario is described.
Particular emphasis is given to the use of a factorized version of the classical EKF, the UDKF. We will
see that this solution provides the same accuracy as the normal EKF but with the use of single-precision
floating-point instead of double-precision. This was used for SINPLEX since double-precision calculations
were very time consuming on the embedded computer. The formulation was first implemented in Matlab in
order to analyze the performance of this solution. Afterwords, the real-time application was implemented in
C++ and the performance of the navigation solution was compared with a traditional EKF implementation.
This work is organized as follows. In Section II, an overview of SINPLEX is given with a description
of the hardware, the sensors on board and the Mars rendezvous and capture scenario considered here. In
Section III, the UDU-based EKF equations are briefly reported. Section IV and Section V deal with the
propagation and update routines developed for this specific scenario, which needs the definition of some extra
dynamic states for characterization of the relative motion. Finally, in Section VI numerical results from a
Monte Carlo campaign are reported and the performance obtained with the proposed solution is discussed.
Finally, some conclusions, together with possible future outlook, are reported in Section VII.
II. SINPLEX overview
Several planned international space exploration missions target the Moon, asteroids, comets, planets and
planetary moons. They will bring robotic vehicles to these targets and will provide the capability to return
samples to Earth. For all space mission, but in particular for these kinds of missions, modernizing and
miniaturizing the guidance, navigation and control (GNC) subsystem is an important objective. The main
goal of the SINPLEX project is to develop an innovative navigation system for exploration missions which
include a landing and/or a rendezvous and capture/docking phase with a mass which is significantly lower
than conventional systems. Reducing mass while maintaining good navigation performance is achieved by
functionally integrating different sensors, utilizing micro- and nanotechnologies to miniaturize electronics
and combining sensor measurements using sensor hybridization approaches to improve the performance of
the complete navigation subsystem. The project’s objectives are: to develop an integrated novel navigation
subsystem architecture, to produce a breadboard system and to demonstrate its applicability for object
relative autonomous navigation in space applications. This will bring the SINPLEX technology to TRL 4.
The project started in January 2012 by elaborating the requirements and defining an architecture for
the navigation system. This was followed by a preliminary design phase for a flight system and a critical
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design phases for a breadboard system using the newly developed technologies. The final phase of the
project is the full breadboard hardware-in-the-loop (HIL) testing at DLR’s TRON (Testbed for Robotic
Optical Navigation) facility1 at the end of 2013 in order to verify the mission and system requirements.
More information about the SINPLEX project can be found at our website: http://www.sinplex.eu.
SENSORS & HARDWARE The SINPLEX flight model is a highly integrated, fully redundant, minia-
turized, autonomous navigation system2 . Figure 1 shows the SINPLEX integrated navigation system. It
is designed to meet the combined requirements of all described mission scenarios. The system features a
suit of redundant components, each chosen to fulfill the performance requirements with minimal mass. A
star tracker (STR) provides inertial relative attitude. A navigation camera and on board image processing
software provides target relative position and attitude information. A laser altimeter/range finder (LA) pro-
vides range information relative to the target and scaling information for the navigation camera images. An
inertial measurement unit (IMU) provides high-rate specific force and angular rate information. Processing
of sensor measurements is distributed over a number of components.
Figure 1. SINPLEX Navigation system overview
Table 1. Sensors Specifications
Sensor Accuracy (3σ) Frequency [Hz]
Accelerometers 10 mg 100
Gyros 360 deg/hr 100
3-axis STR 0.003 deg 1
LA 0.12 m 1
CFLR 0.7 pixels 1
CFCR 0.7 pixels 1
SPOS 10000 m 1
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Raw sensor measurements are processed on dedicated subsystem electronics and then fused together on
the navigation computer (NC) using the UD navigation filter to compute the vehicle state. All components
have a corresponding redundant counterpart, which is only used if a subsystem failure occurs. The nominal
accuracies and frequencies of the measurement used in SINPLEX are summarized in Table 1.
MISSION SCENARIO SINPLEX is designed to be used as the primary navigation subsystem for space
exploration missions involving landing and/or a sample return. These missions have approach, entry /
descent / landing, rendezvous and/or capture phases where the navigation system can be used. In designing
SINPLEX, several reference mission scenarios were chosen which encompass the most demanding of these
mission requirements. These missions serve as a means to derive the system-level technical characteristics,
operation modes and navigation performance requirements.
Figure 2. Mars rendezvous Scenario
Table 2. Mars Rendezvous Scenario
Parameters Nominal Value
Altitude 500 km
Period 7200 s
Initial Distance 1000 m
Sample Container Diameter 0.2 m
The specific scenario analyzed in this work is the Mars rendezvous and capture mission, in which the
spacecraft performs an autonomous, precise and safe capture of a target non-controlled spacecraft (Figure
2). The reference mission is a Mars sample return scenario derived from the HARVD3 and FOSTERNAV4
studies. In this scenario a spherical target sample container (20 cm diameter) is in a 500 km circular orbit
around Mars and a chaser spacecraft with a capture mechanism executes maneuvers to capture the target.
Before the scenario starts, the spacecraft has successfully completed a search and approach phase, where
the container is found and its orbit is estimated using a narrow view camera. The scenario begins in the
middle of the closing phase when the spacecraft is in the same orbit as the target and is 1 km behind.
The spacecraft moves towards the target with a series of hopping maneuvers, the last of which brings the
spacecraft 100 m behind the target. During the last 100 m a forced translation maneuver is executed, where
the spacecraft is continuously controlled to maintain a nominal velocity of 0.1 m/s towards the target until
the last 10 m . The capture phase starts when a final thrust is used to move the spacecraft towards the
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Figure 3. Mission Profile - Relative Motion
target at 0.1 m/s and is uncontrolled until target contact 100 s later. Relative motion in R-BAR - V-BAR
reference frame is shown in Figure 3. The accuracy requirements for this specific scenario are reported in
Table 3.
Table 3. Mars Rendezvous Scenario relative navigation performance
Mission Phase Position [m] Velocity [m/s] Attitude [deg]
Closing 1 0.1 5
Terminal 0.2 0.05 2
Capture 0.1 0.01 2
III. UD-EKF Introduction
Given the experience matured with SHEFEX-25,13 , and at the same time, the stringent requirements
coming from the SINPLEX system, a strong emphasis has been given to the exploration of a different
strategy for the development of the navigation solution. It is well known that ill-conditioned matrices give
rise to numerical inaccuracies8 . When the matrix condition number is high, computational difficulties
can be expected. These considerations can be extended to the covariance matrices involved in the filtering
algorithms. In some cases, special scaling techniques can be applied to improve the conditioning of the
system6,7 . An alternative is provided by Stengel8 and other researchers, who suggested to reformulate the
EKF equations.
The reformulation involves different factorizations of the covariance matrix P. The first idea was to
factorize it as product of square roots matrices, as:
P = SST (1)
This solution results in a new condition number which is the square root of the original one. On the other
side, this approach leads to a higher computational effort w.r.t. the traditional EKF. To overcome this
drawback, a UDU factorization was proposed9–11 . Instead of expressing the covariance matrix P as product
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of two matrices, it is factorized as:
P = UDUT (2)
The matrix U is an upper triangular matrix having all the elements of its diagonal equal to 1, while D is a
diagonal matrix. Both the propagation and the update are performed using this formulation, which is called
the UD-EKF. This implementation yields different algorithms for the propagation and update equations.
A. Propagation Equations
State Vector The states are independent of the type of factorization. Therefore, the classical EKF
formula5,13 is used:
P−k+1 = Φ
k+1
k P
+
k Φ
k+1
k + Q
k
k−1 (3)
where fk is the transition function from time step k to k + 1.
Covariance Matrix In this case, given the covariance matrix Pk, it can be factorized in the UDU
T form
as reported in Appendix A.1.
Pk → Uk,Dk (4)
The same factorization can be applied to the covariance matrix of the process noise, giving the upper
triangular matrix Λ and diagonal matrix Q˜:
Qk → Λk, Q˜k (5)
These matrices, together with the transition matrix Φk+1k (Jacobian of fk) can be combined to form the new
augmented matrices Y and Z:
Yk+1 =
[
Φk+1k Uk Λk
]
(6)
Zk+1 =
[
Dk 0
0 Q˜k
]
(7)
These augmented matrices are then mapped to the propagated Uk+1 and Dk+1 using the weighted Gram-
Schmidt orthonormalization algorithm discussed in Appendix A.2.
B. Update Equations
State Vector As previously stated, the filter states are independent of the covariance matrix factoriza-
tion, so they are updated using the EKF equation:
X+k = X
−
k + Kk
(
zk −HkX−k
)
(8)
Covariance Matrix For the covariance matrix we need to compute the variables fk, vk and αk as:
fk = U
−
k H
T
k
vk = D
−
k fk
αk = f
T
k vk + R
i,i
k , i = 1, ..Ns
(9)
With these new variables we can compute the gain matrix as:
Kk =
U−k vk
αk
(10)
We can then define the matrix Dvk as:
Dvk = D
−
k −
vkv
T
k
αk
(11)
which can then be used to finally compute the updated covariance matrices,
Dvk → Wk,D+k
U+k = U
−
k Wk
(12)
where, also in this case, the operator → represents the UDUT factorization described in the Appendix A.1.
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IV. Propagation Model
The propagation model is responsible for the integration of the equations of motion. The UD-EKF
algorithm uses the information coming from the IMUs (accelerometers and gyros) to propagate the states
X−k and the covariance matrices U
−
k and D
−
k , which will be then corrected by the updates. In this section
the dynamic equations used for the Mars rendezvous scenario are described. SINPLEX uses an error state
EKF. This filter differs from the EKF in that it estimates the error states rather than the whole states of a
system and the whole state vector is reset with the error state corrections. It can be defined by substituting
δXk for Xk in the EKF, where:
δXk = Xk − Xˆk (13)
The error state EKF propagates the estimated whole states and the estimated error state vector δXk in
time with the full order non-linear state transition model and propagates the covariance matrix using a
linear estimation of this model Φk+1k , from time step k to k + 1. Φ
k+1
k is defined by the Jacobian of the
error state system model, which is equivalent to the Jacobian of the full model5,12 . Similarly, the linearized
measurement model Hk for the error state EKF is also equivalent to that of the whole state EKF. Immediately
after whole state propagation is done, the error states are also propagated and then used to correct the whole
states. The information added to the whole states must then be removed from the error states so that it
is not double counted, which sets the error state vector to zero. For the Mars rendezvous scenario, the
navigation solution uses a state vector having 21 elements:
δXk =

δrF
δvF
δθB
δrFrel
δvFrel
δbBa
δbBg

k
=

rF − rˆF
vF − vˆF
θB − θˆB
rFrel − rˆFrel
vFrel − vˆFrel
bBa − bˆBa
bBg − bˆBg

k
(14)
The first 15 states are dynamic, while the last 6, representing the accelerometers and the gyros biases, are
static states (parameters). The relative equations of motion are formulated in the SCSF (Surface-Centered
Surface-Fixed) reference frame, depicted in Figure 4. The error on the angular states δθBk can be related to
the quaternions as: {
1
2δθ
B
k
1
}
∼= qˆBF,k ⊗ qFB,k (15)
where the operator ⊗ is defined as
q′ ⊗ q =
[
q′4ρ+ ρ
′q4 − ρ′ × ρ
q′4q4 − ρ′ · ρ
]
(16)
where ρ and q4 are the vector and scalar parts respectively for each quaternion. Note that this is not the
standard quaternion product, but this definition preserves the order used for the multiplication of rotation
matrices. In other words, given three generic reference frames A, B, and C, if we define the operator q2DCM
as the transformation from quaternion to the related rotation matrix17 , the following relationship holds
TCA = T
C
B T
B
A = q2DCM
(
qCB ⊗ qBA
)
(17)
The strapdown propagation model used to derive the error-state model can be written as follows (the symbol
F represents the SCSF reference frame, and is used to avoid heavy notation).
r˙F = vF
v˙F = TFB aB + g(r
F )− ωFIF × ωFIF × rF − 2ωFIF × vF
q˙FB = − 12qFB ⊗
[
ωFIF
0
]
+ 12 ⊗ qFB
r˙FCont = v
F
Cont
v˙FCont = g(r
F
Cont)− ωFIF × ωFIF × rFCont − 2ωFIF × vFCont
(18)
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Figure 4. SCSF Reference Frame
If we refer to the estimates of these variables, a second differential model can be written.
˙ˆrF = vˆF
˙ˆvF = TˆFB aB + g(rˆ
F )− ωˆFIF × ωˆFIF × rˆF − 2ωFIF × vˆF
˙ˆqFB = − 12 qˆFB ⊗
[
ωFIF
0
]
+ 12 ⊗ qˆFB
˙ˆrFCont = vˆ
F
Cont
˙ˆvFCont = g(rˆ
F
Cont)− ωˆFIF × ωˆFIF × rˆFCont − 2ωˆFIF × vˆFCont
(19)
If we apply the trapezoidal rule for the integration, we can derive the following discretized equations.
r
Fk+1
k+1 = T
Fk+1
Fk
rFkk +
1
2∆τkT
Fk+1
Fk
(
vFkk + ω
F
IF × rFkk
)
+ 12∆τkv
Fk+1
k+1 +
1
2∆τkω
F
IF × rFk+1k+1
v
Fk+1
k+1 = Ψ−2v
Fk
k + Ψ− 12
[
λkT
Fk+1
Bk
∆vBkk + ∆τkΨ− 12 g(r
F
k+1
2
k+ 12
)
]
−∆τkωFIF × ωFIF × rFkk
q
Fk+1
Bk+1
= q
Fk+1
Fk
⊗ qFkBk ⊗ qBkBk+1
r
Fk+1
Cont,k+1 = T
Fk+1
Fk
rFkCont,k +
1
2∆τkT
Fk+1
Fk
(
vFkCont,k + ω
F
IF × rFkCont,k
)
+ 12∆τkv
Fk+1
Cont,k+1 +
1
2∆τkω
F
IF × rFk+1Cont,k+1
v
Fk+1
Cont,k+1 = Ψ−2v
Fk
Cont,k + Ψ− 12
[
∆τkΨ− 12 g(r
F
k+1
2
Cont,k+ 12
)
]
−∆τkωFIF × ωFIF × rFkCont,k
(20)
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The same logic can be applied to the estimated variables.
rˆ
Fk+1
k+1 = Tˆ
Fk+1
Fk
rˆFkk +
1
2∆τkTˆ
Fk+1
Fk
(
vˆFkk + ω
F
IF × rˆFkk
)
+ 12∆τkvˆ
Fk+1
k+1 +
1
2∆τkω
F
IF × rˆFk+1k+1
vˆ
Fk+1
k+1 = Ψ−2vˆ
Fk
k + Ψ− 12
[
λkTˆ
Fk+1
Bk
∆vˆBkk + ∆τkΨ− 12 g(rˆ
F
k+1
2
k+ 12
)
]
−∆τkωFIF × ωFIF × rˆFkk
qˆ
Fk+1
Bk+1
= qˆ
Fk+1
Fk
⊗ qˆFkBk ⊗ qˆBkBk+1
rˆ
Fk+1
Cont,k+1 = Tˆ
Fk+1
Fk
rˆFkCont,k +
1
2∆τkTˆ
Fk+1
Fk
(
vˆFkCont,k + ω
F
IF × rˆFkCont,k
)
+ 12∆τkvˆ
Fk+1
Cont,k+1 +
1
2∆τkω
F
IF × rˆFk+1Cont,k+1
vˆ
Fk+1
Cont,k+1 = Ψ−2vˆ
Fk
Cont,k + Ψ− 12
[
∆τkΨ− 12 g(rˆ
F
k+1
2
Cont,k+ 12
)
]
−∆τkωFIF × ωFIF × rˆFkCont,k
(21)
If we combine the models (20) with the model (21), and we neglect the second-order terms, we can derive
the following model, which can be used for the propagation of the state error equations. For the position we
have
δrFk+1 = δr
F
k +
1
2
∆τk
(
Ψ− 12 v
Fk
k + Ψ 12 v
Fk+1
k+1
)
(22)
and for the velocity we can write:
δvFk+1 = Ψ−2δv
Fk
k + Ψ− 12
(
λkT
Fk+1
Bk
∆vBkk − λkTˆFk+1Bk ∆vˆBkk + ∆τkΨ− 12 δg
F
k+1
2
k+ 12
)
(23)
The term δg
F
k+1
2
k+ 12
can be computed using a linearized expression14 :
δg
F
k+1
2
k+ 12
= − µ∥∥∥∥rˆFk+12k+ 12
∥∥∥∥5
[∥∥∥∥rˆFk+12k+ 12
∥∥∥∥2 I3×3 − 3rˆFk+12k+ 12 (rˆFk+12k+ 12 )T
](
δrFkk +
1
2
∆τkΨ− 12 δv
Fk
k
)
(24)
The matrix Ψα is defined as:
Ψα = I + α∆τω× =
 1 −α∆τωz 0α∆τωz 1 0
0 0 1
 (25)
where ω is the angular rotation vector of Mars, which only has a z-component and × is the cross product
operator. The attitude error can be propagated as
δθBk+1 = Tˆ
Bk+1
Bk
δθBk − δ∆θBk (26)
with ∆vk and ∆θk representing the integrated linear and angular accelerations coming from the IMUs. In
similar way, the relative error states can be propagated as
δr
Fk+1
rel,k+1 = δr
Fk
rel,k +
1
2
∆τk
(
Ψ− 12 δv
Fk
rel,k + Ψ 12 δv
Fk+1
rel,k+1
)
(27)
δv
Fk+1
rel,k+1 = Ψ−2δv
Fk
rel,k + ∆τˆkΨ−1
(
δgCont,k+ 12 − δgk+ 12
)
−Ψ− 12λkTˆ
Fk+1
Bk
(
δ∆vˆBk + ∆vˆ
B
k × δθˆBk
)
+
−∆τkωFIF × ωFIF × δrFkrel,k (28)
Since the sample container is not controlled, a classic orbital propagator is used for computing its position
and velocity. The gravity term relative to the container which appear in (28) can be computed in a similar
fashion to what is done in eq. (24):
δg
F
k+1
2
Cont,k+ 12
= − µ∥∥∥∥rˆFk+12Cont,k+ 12
∥∥∥∥5
[∥∥∥∥rˆFk+12Cont,k+ 12
∥∥∥∥2 I3×3 − 3rˆFk+12Cont,k+ 12 rˆFk+12 TCont,k+ 12
](
δrFkCont,k +
1
2
∆τkΨ− 12 δv
Fk
Cont,k
)
(29)
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The model derived can be used to compute at each propagation step the transition matrix Φk+1k from the
Jacobian of eqs. (26)-(28). This matrix can be expressed as:
Φk+1k =

Φr,r Φr,v Φr,θ 0 0 Φr,ba 0
Φv,r Φv,v Φv,θ 0 0 Φv,ba 0
0 0 Φθ,θ 0 0 0 Φθ,bg
Φrrel,r Φrrel,v Φrrel,θ Φrrel,rrel Φrrel,vrel Φrrel,ba 0
Φvrel,r Φvrel,v Φvrel,θ Φvrel,rrel Φvrel,vrel Φvrel,ba 0
0 0 0 0 0 I 0
0 0 0 0 0 0 I

k
(30)
The nonzero elements of the transition matrix can be computed as:
Φr,r = I3×3 + 12∆τˆkΨ 12 Φv,r
Φr,v =
1
2∆τˆk
(
Ψ− 12 + Ψ 12 Φv,v
)
Φr,θ =
1
2∆τˆkΨ 12 Φv,θ
Φv,r = −Ψ−1 µ∆τˆk∥∥∥∥∥rˆ
F
k+1
2
k+1
2
∥∥∥∥∥
5
[∥∥∥∥rˆFk+12k+ 12
∥∥∥∥2 I3×3 − 3rˆFk+12k+ 12 (rˆFk+12k+ 12 )T
]
−∆τˆkωFIF × ωFIF×
Φv,v = Ψ−2 − 12Ψ−1 µ∆τˆk∥∥∥∥∥rˆ
F
k+1
2
k+1
2
∥∥∥∥∥
5
[∥∥∥∥rˆFk+12k+ 12
∥∥∥∥2 I3×3 − 3rˆFk+12k+ 12 (rˆFk+12k+ 12 )T
]
Ψ− 12
Φv,θ = λkΨ− 12 Tˆ
Fk+1
Bk
∆vˆBkk ×
Φr,ba =
1
2∆τˆkΨ 12 Φv,ba
Φv,ba = λk∆τˆkΨ− 12 Tˆ
Fk+1
Bk
Φθ,θ = Tˆ
Bk+1
Bk
Φθ,bg = −∆τˆkI3,3
Φrrel,r =
1
2∆τˆkΨ 12 Φvrel,r
Φrrel,v =
1
2∆τˆkΨ 12 Φvrel,v
Φrrel,θ =
1
2∆τˆkΨ 12 Φvrel,θ
Φrrel,ba =
1
2∆τˆkΨ 12 Φvrel,ba
Φrrel,rrel = I3,3 +
1
2∆τˆkΨ 12 Φvrel,rrel
Φrrel,vrel =
1
2∆τˆk
(
Ψ− 12 + Ψ 12 Φvrel,vrel
)
Φvrel,r = ∆τˆkΨ−1 (g˜Cont − g˜)
Φvrel,v =
1
2∆τˆ
2
kΨ−1 (g˜Cont − g˜) Ψ− 12
Φvrel,θ = −Φv,θ
Φvrel,ba = −Φv,ba
Φvrel,rrel = ∆τˆkΨ−1g˜Cont −∆τˆωFIF × ωFIF×
Φvrel,vrel = Ψ−2 +
1
2∆τˆ
2
kΨ−1g˜ContΨ− 12
(31)
The terms g˜Cont and g˜ are computed as:
g˜Cont = − µ∥∥∥∥rˆFk+12Cont,k+ 12
∥∥∥∥5
[∥∥∥∥rˆFk+12Cont,k+ 12
∥∥∥∥2 I3×3 − 3rˆFk+12Cont,k+ 12 rˆFk+12 TCont,k+ 12
]
(32)
g˜ = − µ∥∥∥∥rˆFk+12k+ 12
∥∥∥∥5
[∥∥∥∥rˆFk+12k+ 12
∥∥∥∥2 I3×3 − 3rˆFk+12k+ 12 rˆFk+12 Tk+ 12
]
(33)
At each step, the transition matrix can be computed, and the states and the covariance matrices can be
propagated using equations (3)-(7) and Appendix A.2.
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V. Update Models
For this scenario five different updates coming from three sensors are provided. From the mathematical
point of view, they provide the measurements zk and the related measurement models Hk. They are
combined with the propagation results to compute the updated state vector Xˆ+k and covariances U
+
k ,D
+
k .
Each measurement is integrated in the filter using a mathematical model which relates the states we are
trying to estimate with the outputs of the sensors we are using. These information are then used to correct
the predictions made by the filter using the discretized equations of motion. Different sensors provide
different information. Specifically, the laser altimeter measurements, the container finding for long ranges
measurement and the container finding for close ranges measurement give information for attitude and
relative states. Not all the sensors work at the same time. The different modes and the related triggers are
summarized in Table 4.
Table 4. Sensors Modes
Sensor Triggered
IMU Always
STR Always
LA d > d∗
CFLR w < w∗
CFCR (Distance) d ≤ d∗
CFCR (Bearing) w ≥ w∗
SPOS Always
In addition to the relative states estimation, the star tracker (STR) gives information on the absolute
attitude, while ground station information is used for the updates of the absolute position. The switch
values d∗ = 5 m and w∗ = 3 pixels have been selected on the basis of the quality of the measurements and
the specifications of the sensor suit. Indeed, when these limits on distance and sample container width are
reached, preliminary simulations have shown that the container finding for close ranges (CFCR) updates
provide more accurate updates.
A. Laser Altimeter
The laser altimeter (LA) measurements can be used to update the relative position. The delivered mea-
surement is the distance d˜LA between the laser altimeter reference frame and the container’s surface. The
measurement is obtained using the laser beam of the altimeter, that hits the target. The travel time of the
beam can be used to estimate the distance between the laser beam source and the target. The estimated
distance between the LA origin and the surface of the container is:
dˆLA =
∣∣∣rˆFrel − TˆFB × rLAB ∣∣∣− dc2 (34)
The update is then:
zLA = dˆLA − d˜LA (35)
and the measurement model is:
Hk =
[
01×6 Hθk H
rrel
k 01×9
]
(36)
where the elements of the matrices Hθk and H
rrel
k are computed numerically.
B. Container Finding - Long Ranges
At long distances, the container looks like a bright point of light against a background of stars. This
measurement uses the navigation camera to analyze and track the stars over time and to pick out the
one “star” which moves against the background of stars in the inertial frame. The pixel coordinates of the
container are used to update the attitude and the relative position. The measurements are then the container
location, represented in terms of pixel coordinates {p˜x, p˜y}. The first operation to perform is the container
position extraction. This is done using the SINPLEX find container subtask.
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SINPLEX find container subtask This subtask has the objective to identify the pixel coordinates
representing the container. This is done using the following algorithm, which starts from a list of star
locations as seen by the navigation camera, which contains N stars.
1. Convert all the star coordinates to inertial positions using the formula:
rIj = Tˆ
I
BTˆ
B
NAVKcam

px,j
py,j
1
 , j = 1, . . . , N
2. Convert all the inertial positions to spherical coordinates and store them

φj
θj
ρj
 =

tan−1
(
rIz,j√
(rIx,j)
2+(rIy,j)
2
)
tan−1
(
rIy,j
rIx,j
)
√
(rIx,j)
2 + (rIy,j)
2 + (rIz,j)
2

, j = 1, . . . , N
3. The spherical coordinates are compared to the list from the previous time step. The ones with the
smallest shift become couples
{
p˜∗x, p˜
∗
y
}
.
4. Select the couples having shift between s− and s+. Indeed, couples with a shift smaller than s− are
stars, while couples with a shift bigger than s+ could be false matches.
5. If exactly one couple is found which satisfies the constraints then it is assumed to be the container.
Otherwise the measurement is considered not valid.
Once the container position in pixels coordinates is found, we have the measurement
{
p˜∗x, p˜
∗
y
}
to be
included in the filter. The vector representing the estimated position of the container can be computed as:
ξ = K−1NAV Tˆ
NAV
B
rˆBCFLR,rel∣∣∣rˆBCFLR,rel∣∣∣ (37)
where rˆBCFLR,rel is:
rˆBCFLR,rel = Tˆ
B
F rˆ
F
rel − rˆBCFLR (38)
When the vector ξ is computed, the estimated pixel location of the container is given by the normalization
of this vector with respect its third component:
pˆx
pˆy
1
 = ξξz (39)
and the update measurements for the filter can be finally computed:
zk =
{
pˆx
pˆy
}
−
{
p˜x
p˜y
}
(40)
The measurement model Hk is computed numerically:
Hk =
[
02×6 Hθk H
r,rel
k 02×9
]
(41)
C. Container Finding - Close Ranges
When the Container and the spacecraft are close enough, the two measurements modes associated to the
Container Finding for close ranges are triggered. They are the bearing and the distance mode, which replace
respectively the LA and the CFLR measurements.
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Bearing Measurements For the bearing measurements, exactly the same measurement and prediction
models as for the CFLR are used. The only difference resides in the meaning of the container pixels px, py,
which now represent the center coordinates of the container, and not anymore the entire container itself.
Distance Measurements When the distance measurements coming from the CFCR are triggered, the
container is larger than a few pixels in the image and the approximation of the container as a point is no
longer valid. At some point the width of the container can be accurately measured and the distance to
the container can be calculated based on the known container width. At some point w∗ the distance as
calculated from the container width is more accurate than the LA measurement, so the filter switches to
using the more accurate measurement. The estimated width can be computed using:
wˆ =
fLdc
Ps
∣∣∣rˆFrel − TˆFB rˆBNAV ∣∣∣ (42)
The updates for the filter are given by:
zk = wˆ − w˜ (43)
Hk =
[
01×6 Hθk H
r,rel
k 01×9
]
(44)
Again, the measurement model Hk is numerically computed.
D. Star Tracker
For the star tracker the measurement consists of the quaternion q˜ISTR, representing the attitude transforma-
tion from the STR to the inertial reference frame. The measurement is the result of a proper comparison
and identification process. The images generated by the star tracker are properly compared with a reference
star catalogue so that the ineretial attitude of the observer’s reference frame can be derived. The quaternion
which transforms the inertial frame into the SCSF frame (qFI ) at some time τ is defined as:
qFI (τ) =

0
0
sin( 12ω
F
IF τ)
cos( 12ω
F
IF τ)
 (45)
The estimated quaternion qˆSTRI is computed as:
qˆSTRI = q
STR
B ⊗ qˆBF ⊗ qFI (46)
The estimation and the measurement combined give the update:{
zk
1
}
= 2
(
qˆSTRIk ⊗ q˜ISTRk
)
(47)
which consists of the vector part of the quaternion multiplication. The update matrix Hk can be computed
as:
Hk =
[
03×6 TSTRB 03×12
]
(48)
where TSTRB is the DCM representation of the alignment quaternion q
STR
B .
E. Ground Station
The last update is associated to the tracking activities performed by the ground station. It is possible in this
way to provide further measurements that enhance the accuracy of the estimation process. The measurement
is in this case the absolute position r˜F . The zk can be computed directly:
zk = rˆ
F − r˜F (49)
Consequently, the matrix Hk has only three nonzero elements.
Hk =
[
I3×3 03×18
]
(50)
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VI. Simulations
For the numerical validation of the solution, a campaign of 50 Monte Carlo runs was performed. Different
error sources have been considered in order to obtain more realistic results. Table 5 reports the factors
considered in the Monte Carlo campaign. Some of the errors come from hardware specifications, (for instance
the trigger clock accuracy), while other requirements, such as the navigation camera and the STR camera
misalignments, come from the official project requirements. The results for the states and the covariances
are reported in Figures [5 - 9].
Table 5. Monte Carlo error sources.
Error source 1σ Value
clock scale factor 10−5 s
trigger time stamp 3.333× 10−5 s
initial absolute position 3333.333 m
initial absolute velocity 0.333 m/s
initial relative position 10 m
initial relative velocity 1 m/s
initial attitude 0.01 deg (each axis)
IMU level arm 0.001 m (each axis)
LA level arm 0.001 m (each axis)
NC misalignment 0.03 deg (each axis)
STR misalignment 0.03 deg (each axis)
Figure 5. Navigation Solution Error - Attitude (1σ)
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Figure 6. Navigation Solution Error - Relative Positions (1σ)
Figure 7. Navigation Solution Error - Relative Velocities (1σ)
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Figure 8. Navigation Solution Error - Accelerometers Bias (1σ)
Figure 9. Navigation Solution Error - Gyro Biases (1σ)
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It is possible to observe how the navigation solutions always converge to the true trajectories, even in the
presence of errors. For the attitude (Figure 5), the positions and velocities in LVLH reference frame (Figures
6 and 7), as well as for the gyro bias errors (Figure 9) there is a good correlation between the covariances
and the numerical results generated during the campaign. For accelerometer biases (Figure 8), even if the
solution is still valid, it is possible to see a slightly bigger difference between the covariances and the results
obtained with Monte Carlo campaign. This is due to an overestimated process noise and can be corrected
with some further iterations during the tuning procedure.
Conclusions
This paper describes the Extended Kalman Filter developed in the SINPLEX project for a Mars sample
container capture scenario. The concept of having a low-mass, highly-integrated architecture yields the
need to have a more efficient way to estimate the current state of the spacecraft. This has been done
by using a UDU factorized EKF in single precision, which provides the same accuracy of a traditional
EKF using double-precision. The mathematical models describing the propagation and updates generated
with the SINPLEX sensors have been characterized and a Monte Carlo campaign has been run to validate
the navigation solution. The results show the validity of the proposed approach, since all the navigation
requirements were fully satisfied. More efforts could be done in future, specifically with filter tuning, to have
more consistent results.
Appendix A.1 - UDUT Factorization
The UDUT factorization algorithm for a square matrix of size n× n is very close to Cholesky decompo-
sition8 . To compute the matrices U and D , the following scheme is implemented. For the last column of
P we set:
Dn,n = Pn,n (51)
Ui,n =
{
1 i = n
Pi,n
Dn,n
i = 1, . . . , n− 1 (52)
where the notation Ai,j is the (i, j) element of matrix A. Then, going backwards through the columns from
n− 1 to 1, we set:
Dj,j = Pj,j −
n∑
l=j+1
Dl,lU
2
j,l (53)
Ui,j =

0 i > j
1 i = j
1
Dj,j
[
Pi,j −
∑n
l=j+1 Dl,lUi,lUj,l
]
i < j
(54)
Appendix A.2 - Weighted Gram-Schmidt Orthonormalization
In Section III we saw that in order to propagate the factorized covariance matrices the computation of the
vectors bl is necessary. This can be done using the weighted Gram-Schmidt orthonormalization, as outlined
here.
Starting from the augmented matrices Y and Z from equations (6) and (7), we first set yl (l = 1, . . . , n)
equal to the column vectors of YT . We start from the last column n of the matrix and set:
bn = yn (55)
Then we can recursively compute all the other vectors bk as:
bj = yj −
n∑
i=j+1
yTj Zbi
bTi Zbi
bi; j = n− 1, . . . , 1 (56)
Once that all the bk vectors have been computed, the matrices U and D can be propagated using the
following:
Dj,j = b
T
j Zbj ; j = 1, . . . , n (57)
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Ui,j =
{
yTi Zbj
Dj,j
i ≤ j
0 i > j
(58)
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