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Abstract
A systematic approach for supervised classiﬁcation of remote sensing images is introduced in this letter. The proposed method deals
with the Multi-Level Manifolds, which primarily deals by preserving the local information inside a class along with the class label
information. The sharing features are also considered while training the data to represent the parent manifold. The out of sample
problem is solved by using Pulse Coded Neural Network which potentially reduces the computational cost. The proposed method
solves the major problems of supervised learning systems such as out of sample and preserving local structure. The proposed
system is tested in the standard data sets and the results are appreciable.
© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
Classiﬁcation is a process of searching meaningful features to describe its pictorial information. The method is
to deﬁne the features which human use to interpret the image. Such fundamental features are spectral, textural, and
contextual features1. Spectral features provides the variations in various bands of the electromagnetic spectrum,
textural features provides the content of spatial distribution in a band. Contextual features provide the inferred
information from the closure property of image1.
Relating each object/pixel to one or more elements of deﬁned labels in the study area is the objective of classiﬁcation
in remotely sensed data. Hence the radiometric information is commuted to thematic information2. The Fig. 1 depicts
the classiﬁcation process as a mapping function.
Quality of the remote sensing data doesn’t guarantee the accurate feature extraction but it offers the objectives
of the user in an extensive way. The technique used for classiﬁcation in remote sensing data is a signiﬁcant factor
because of the extensive availability of data with different characteristics. As the spatial resolution increases, the pixel
based or sub pixel based approaches are not feasible due to several pixels representing a single object. The object
based image analysis comes into existence which produces sound results3. The Synthetic Aperture Radar (SAR) is an
active imagery system having the potential of imaging in “All weather all time” conditions. The number of SAR based
satellites has increased in the past decade because of its vigorous impacts in the applications such as Ice Monitoring,
Surface Deformation and Detection, Oil spills, Glacier Monitoring, Urban planning and in Military Applications. SAR
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Fig. 1. Mapping of image/data to user deﬁned label set.
imagery has number of merits such as Multi-band, Multi-polarization, Variable size perspective and strong penetration
ability so on.
Classiﬁcation on SAR data has concentrated on point-based classiﬁcation techniques. These techniques depend on
the spectral characteristics of pixels. Some problems exist with these methods when applied to high resolution SAR
images, e.g. discrete points which exist at the edges lead to ambiguous results4. These methods provides only the
lower level information about images, since consideration of single pixel characteristic in isolation neglects the rich
and complex information of land covers.
The original SAR image is highly inﬂuenced by the granular noise which is known as Speckle, formed by the back
scattering coefﬁcient which is coherent in nature5. The speckle possesses strong hindrances over the preprocessing task
such as Segmentation and classiﬁcation etc. A prior despeckling process on SAR images will boost up the classiﬁcation
results to a good extent.
Different methodologies produces different result on classiﬁcation, hence the methodology is dependent on the
application. To obtain reliable results the analyst should understand the behaviour of the method6. The classiﬁcation
methodologies are broadly categorized as Supervised and Unsupervised. In supervised classiﬁcation the users have
to collect the samples to train classiﬁer to determine the decision boundaries in feature space7. Usually 80 % of the
training data have been used to achieve desirable results. This massive use of training data leads to complexity in
computation and in remote sensing, heterogeneity level of information is high which often ends up with misleading
results. In unsupervised classiﬁcation the methodology learn the characteristics of each class directly from the input
data. Characteristics like mean, maximum likelihood etc. will be taken into account for classiﬁcation. This method is
less accurate when compared to supervised methods and often lead to mixed pixel problems.8. The ills of supervised
learning is discussed in the introduction section, which has motivated to introduce the new concept called multilevel
manifold.
In this paper a manifold based classiﬁcation using nonlinear features extraction is discussed while retaining
the intrinsic geometrical features providing better results. The paper is organized as follows: Brief discussion
of manifold learning is provided in Section 2, the proposed methodology is introduced in Section 3 and the
experimental evaluations are made in Section 4 and Section 5 provides the ﬁnal discussion about the proposed
system.
2. Manifold Learning
Classiﬁers such as linear discriminant analysis (LDA), Support Vector Machines (SVM) and Partial Least Squares
(PLS) rely on the discriminative mode where the features which lie on the Euclidian spaces are taken into account to
provide progressive results9. Nevertheless these are not enforced to the feature which lies on the Riemann Manifold.
Such data often lies in non-Euclidian spaces. Some of the popular features which lie on Riemann manifold are Shapes,
Histograms, Co-Variance features, etc. in the ﬁeld of remote sensing. To obtain progressive results in the classiﬁcation,
the investigator should make use of the underlying manifold structure10.
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Alikeness in SAR imagery data relied on the manifold space is determined on the basis of spectral characteristics10.
When the sample becomes non-separable, the occurrences of ambiguity in the manifold increase proportionally.
To avoid the non-separability problem the out of samples manifold technique was introduced using local and global
regressive mapping (LGRM)11 which provides good results in the state of art.
Extrinsically classiﬁcation is performed more frequently by use of the mapping function, which initially maps
the manifolds in Euclidian space and then learning carried out in a new space. The common method of using such
Euclidian space is the tangent space for mean sample12. Drawback of using tangent space is its limitation of preserving
only the local structure which drives the results to sub optimal performance.
To avoid the tangent space mapping limitations an alternative approach is introduced, to map the manifold to a
reproducing kernel Hilbert space (RKHS)13 by using kernels. Though kernel-based methods have been successfully
used in remote sensing applications, poor choice of kernel can often result in reduced classiﬁcation performance.
From the state of art it is observed that the ills of non-separable samples, mapping manifold limitations and kernel
handling are faced by the investigators. Based on the ills, assumptions of locally linear and globally nonlinear are made
to make manifold learning techniques to detect the underlying intrinsic structure efﬁciently in a high-dimensional
data.
Some of the investigations to detect the underlying intrinsic structure using manifolds are multiresolution manifold
to classify multiple-band hyperspectral imagery14, an improved nonlinear manifold learning via intelligent landmark
selection for land cover classiﬁcation15. The class-label information and the geometric structural information are
seldom taken into account simultaneously to guide the pattern recognition process in the investigations.
Most of the manifold learning techniques have a common inherent limitation that they assume that all the data
points in the high-dimensional space lie on a single low-dimensional manifold structure. Hence, when there are
multiple manifolds available in the datasets, most of the existing manifold learning will fail. Multiple manifolds
learning (MML)16 has overcome the problem to a good extent. In this letter a multi-level manifold supervised learning
technique to classify the remote sensing imagery is proposed in the later.
3. Proposed Method
The proposed method of manifold learning takes the class label information and the within-class local structural
information both into account of the training sets simultaneously to guide the dimension reduction process for
classiﬁcation purpose multi level wise.
3.1 Basic idea of the proposed system
Manifolds in a topological space is the generally relies on the Euclidean one17. The data points in the feature space
(High dimensional one) form the nonlinear manifold. This means the locality is relative, different levels are used for
different data points processing. Data points are closer for same class than belonging to different class This idea of
utilizing the distance between data points to classify data is the basic idea behind the proposed system.
3.2 Considerations of the proposed system
1. Create sub manifolds form the parent Manifold based on the spatial relational context (i.e. Shared Boundaries) as
shown in Fig. 2.
While creating submanifolds 3 cases should be considered to classify them based on distances.
Case 1: If two submanifolds are glue together then the distance between them is zero. Consider Submanifold−1
and Submanifold−2 in the Manifold−1 shown in Fig. 2.
Case 2: If two manifolds are shared together indirectly as shown in Fig. 2 consider submanifold−1(SMx ) and
Submanifold−3(SMy) then the distance is calculated as
dist(SMx , SMy ) = min
a∈SMx
min
b∈SMy
(dist(a, b)) (1)
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Fig. 2. Parent manifolds with submanifolds.
Case 3: If two Sub manifolds are belongs to two different manifolds (i.e. Consider submanifold−4 and
submanifold−5) in Fig. 2 then the distance between them is calculated as
dist(A, B) = dist(A,C) + dist(C, D) + dist(D, B) (2)
where A ∈ Submanifold−5 and B ∈ Submanifold−4 C and D are the nearest points to the corresponding
Manifolds.
2. No of the parent Manifolds = No of the major Categories ex. Agricultural Lands and Constructed lands.
3. It is necessary that training samples should be considered by mapping each point from submanifold to other
submanifolds.
4. Generation of Adjacency matrix using the following algorithm Let Xi and X j be two training samples
if(Xi and X j ) ∈ submanifold (i)
then calculate Euclidian distance
elseif(Xi and X j ) are far away from same manifold
then calculate Geodesic distance
elseif(Xi and X j ) not belongs to same manifold
then calculate Geodesic distance
elseif(Xi and X j ) located at same level(Parent Manifold is same)
then calculate distance between two submanifolds
elseif(Xi and X j ) located at same level(Parent Manifold is different)
then calculate distance between two parent manifolds
else(Xi and X j ) located at different class at different level
then calculate dist = min(Mi , Mj ) + dist(P, Xi ) where P is the shortest point between two Parent manifolds.
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Fig. 3. PCNN block diagram.
Adjacency Matrix
H =
⎡
⎢⎢⎢⎣
0 D(X1, X2) · · · D(X1, XN )
D(X2, X1) 0 · · · D(X2, XN )
...
D(XN , X1) D(XN , X2) · · · 0
⎤
⎥⎥⎥⎦ (3)
5. PCNN algorithm is used for the supervised classiﬁcation to avoid out of sample problem.
6. At the receptive ﬁeld the Matrix H values are used along with the total number of features (i.e. Total no of
submanifolds). The modulation ﬁeld is changed based on the threshold generated from the output ﬁeld as shown
in Fig. 3.
4. Experiments and Results
In this section experiments and the corresponding results are provided. The standard data set is utilized to assess
the performance of the proposed method against the state of art. The discussion on the results are provided in the later.
Data Set
Data Set used: UCI data set18
Data used: Landsat Multispectral
The spatial resolution of data = 80m × 80m.
Image Size = 2340 × 3380 pixels
Total number of training samples = 4435
Total number of testing samples = 2000
Number of classes considered = 6 + 1
Number of features considered = 36
4.1 Results
The Table 1 presents the spectral-spatial classiﬁcation results on the data set on the basis of Overall Accuracy (OA),
Kappa Coefﬁcient and Class-Speciﬁc Accuracies for the 7 Classes. The experiments are carried out and compared
with the results with the following methods PCA (LDA- Linear Discriminant Analysis), Relearning Hist (Relearning
Histogram) and Multiple Manifold Learning (MML).
4.2 Discussion
The data set contains classes of red soil, cotton crop, grey soil, damp grey soil, soil with vegetation stubble, very
damp grey soil and mixture class (all types present). From the 7 classes 2 parent manifolds are generated based the
spectral values and the results are generated. From the investigation it is observed that the class called mixture class
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Table 1. Classiﬁcation results on overall accuracy and speciﬁc class accuracies.
Method OA Kappa Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7
PCA(LDA) 73.06 72.1 81.3 87.2 83.7 79.8 86.5 82.5 10.2
Relearning-Hist 81.68 80.7 89.5 92.5 90.0 87.5 88.4 93.7 30.2
Multiple Manifold 83.92 82.4 91.6 93.5 92.0 89.5 89.7 91.9 39.7
Proposed 86.97 85.5 92.7 94.8 92.0 90.6 91.4 92.5 54.8
Fig. 4. Comparison based on overall accuracy and
kappa coefﬁcient.
Fig. 5. Comparison based on speciﬁc accuracies.
(Class 7) is not classiﬁed in other methods due to the complexity in the spectral values. The results comparison is
shown graphically in the Fig. 4 depicts the impact of proposed method in the classiﬁcation results based on Overall
accuracy and kappa coefﬁcient. Figure 5 depicts the impact of proposed method in the classiﬁcation results using
speciﬁc class accuracies. The proposed method has produced a promoting accuracy in the class 7 even though the
values are complex. From the results it is observed that the proposed method produced encouraging results due to the
intrinsic structural information retention.
5. Conclusion
In this letter a supervised classiﬁcation for remote sensing imageries using Multi-Level Manifolds is introduced.
The proposed method solved the ills of supervised classiﬁcation such as out of sample and intrinsic structural
preservation. The performance of the proposed system is studied using comparative results with the state of art using
the standard data sets. It is observed that the proposed system provides promoting results in classiﬁcation accuracies
in terms of overall and speciﬁc class. The PCNN reduced the computational cost to a good extent. The effectiveness
of the proposed classiﬁcation method is encouraged in the remote sensing applications.
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