Abstract-We analyze the ergodic capacity and capacity bound of a multiple-input-multiple-output (MIMO) orthogonal frequency-division multiplexing (OFDM) system suffering from frequency-selective in-phase and quadrature-phase (IQ) imbalances along with residual carrier frequency offset (CFO). In the literature, capacity analysis of systems with IQ imbalance has been done only for the single antenna case and has considered either frequency-flat IQ imbalances at both transmitter and receiver sides without CFO or only receiver-side IQ imbalances with CFO. Additionally, these works dealt with IQ imbalance by treating the mirror tone interference as an additional source of noise, which is not optimal. In this paper, we consider a generalized system model that includes a multiantenna system with frequencyselective IQ imbalances at both the transmitter and the receiver sides, in addition to the presence of CFO, and perform capacity analysis considering joint detection of the signal and its selfinterference. In addition, for the imperfect channel estimation case, existing works in the literature optimize for pilot spacings and pilot designs. Pilot-data power allocation is an additional degree of freedom that is available to further optimize the system and has not been addressed before. Therefore, we analyze the pilot-data power allocation that maximizes the capacity bound and obtain a closed-form solution for the optimal power allocation at high signal-to-noise ratio (SNR) regime. We then study how the IQ imbalance and residual CFO severity affect capacity, symbol error rate (SER), and capacity bound maximizing power allocation. Finally, we derive the optimal power allocation when the channel is slow varying and remains constant over a block of several OFDM symbols. The derived results are validated through Monte Carlo simulations.
There has been little work in the literature on capacity analysis for systems with IQ imbalance. To the best of our knowledge, [2] [3] [4] [5] are the only works that consider capacity analysis of an orthogonal frequency-division multiplexing (OFDM) system with IQ imbalance. These works consider a single-input-single-output (SISO) system and treat the selfinterference of the signal due to IQ imbalance as a source of noise in the capacity analysis, which is obviously not optimal, and CFO has been considered only for the case of receiver side only IQ imbalances. Additionally, these works considered only frequency-flat IQ imbalances. In the current work, we consider a generalized system that includes a multiple-input-multipleoutput (MIMO) system with frequency-selective IQ imbalances at both transmitter and receiver sides, in addition to impairment due to CFO and analyze the capacity by considering joint detection of the signal and its self-interference.
In addition to IQ imbalance, imperfect channel estimation also affects capacity and symbol error rate (SER)/bit error rate (BER) [6] . The existing works on IQ imbalances in the literature under imperfect channel estimation discuss pilot designs [7] [8] [9] [10] [11] [12] [13] [14] [15] , compensation techniques [9] , [16] [17] [18] [19] [20] , or more recently BER analysis [21] . The estimation and/or compensation of IQ imbalances along with CFO have been studied in [17] , [18] , and [22] [23] [24] [25] . However, pilot-data power allocation has not been addressed under the foregoing scenario. Under a fixed total power constraint, more pilot power reduces data detection quality, whereas less pilot power reduces the channel estimation quality. Hence, pilot-data power allocation poses a tradeoff, and it is of interest to find its solution in the presence of IQ imbalance and to know the effect CFO plays on the same. Toward this end, we formulate a lower bound on the ergodic capacity and optimize it to find the pilot-data power allocation and study how IQ imbalance and CFO affect the optimizing power allocation.
We consider two scenarios for our analysis, i.e., 1) the fast fading case, where the channel varies with every OFDM symbol, and 2) the slow fading case, where the channel is constant over a block of several OFDM symbols, and obtain the power allocation results.
Notations: Bold font denotes vector/matrix. Regular font denotes scalar. (·) T , (·) * , and (·) H denote transpose, complex conjugate, and conjugate transpose, respectively. I N (0 N 1 ×N 2 ) denotes the identity (all zeros) matrix of size N (N 1 × N 2 ). x denotes norm of vector x. A(j, i) denotes the element at jth row and ith column of vector/matrix A. {f (j, i)} j∈J 1 ,i∈J 2 denotes the matrix with f (j, i) in the (j, i)th location; if no 0018-9545/$31.00 © 2012 IEEE ranges are specified for j, i, then j = 1, . . . , N R and i = 1, . . . , N T ; for matrix f j,i , which is a function of j and i, {f j,i } j∈J 1 ,i∈J 2 denotes a larger matrix with f j,i in the (j, i)th subblock location, where each subblock is of the same size as f j,i . Λ x denotes a diagonal matrix with elements of vector x on its diagonal. CN denotes complex Gaussian. i.i.d. denotes independent and identically distributed. diag(A) denotes a diagonal matrix with the diagonal elements of A on its diagonal. nondiag(A) denotes a matrix with zeros on the diagonal and the nondiagonal elements same as the corresponding elements in A.
II. SYSTEM MODEL
We consider a MIMO-OFDM system with N T transmit antennas, N R receive antennas, and N subcarriers. The MIMO system may be spatially correlated, in which case we assume the widely used Kronecker correlation model with transmit and receive correlation matrices denoted by R T and R R , respectively. The model also covers spatially uncorrelated channels where R T and R R are diagonal matrices. We do not assume either the transmitter or the receiver has knowledge of the spatial correlation. Let L 1 denote the maximum number of sample-spaced channel taps among all the transmit-receive antenna pairs.
As in practical systems, we assume that the carrier frequency offset (CFO) is compensated during frequency synchronization (e.g., based on preamble symbols). Thus, there will be a residual CFO, which is small, and we analyze its effect on the system performance.
In MIMO systems, different RF chains corresponding to different antennas may give rise to different IQ imbalances. Hence, the IQ parameters depend on the transmit and receive antenna indices. The IQ gains and phase offsets at the ith transmit antenna are denoted by {a r,j (t). Referring to [13, Fig. 13 ], starting from the bandpass system that includes the effects of IQ parameters and the filters above, between any transmit-receive antenna pair, after deriving the equivalent low-pass system, we see that the overall system acts like a summation of two systems, one of which sees the original input as its input (which we call the direct system), and the other of which sees the conjugate of the input as its input (which we call the mirror system). If we denote the impulse responses of the direct and mirror systems at the ith transmit antenna by g R,j (t), we observe that these are related to the IQ imbalance parameters by
We denote the convolution matrices corresponding to the foregoing filters by
, and G M R,j , respectively. We denote the maximum number of taps in each of these filters by Z. Then, the dimensions of these matrices are N 1 × N 1 + Z − 1, where N 1 will become clear from the context of their usage. We also normalize the channel taps in each of the IQ filters at the transmit and receive sides to have unit energy in each (i.e., the sum of energies in all taps in I and Q filters is unity at each transmit and receive antenna).
Letx i denote the (N + N CP ) × 1 time-domain data signal at the ith transmit antenna, where N CP is the length of the cyclic prefix, andx
In the following, we will use the same notation for the pilot signals as that used for the data signals, but with the letter "s/S" in place of "x/X" as used for data symbols. Henceforth, we will use without defining terms related to pilot signals once we define similar terms for data signals. The effect of IQ imbalance at the transmitter and receiver sides is to create an additional conjugate signal in addition to the original signal. The output of the IQ filters at the ith transmit antenna is, thus, given by
Here, y 1,i is of size (N + N CP − Z + 1) × 1. Then, we define
T . After going through the channel and undergoing downconversion at the receiver, the signal at the jth receive antenna, prior to the receive-side IQ imbalance, can be written as
where W (ν) is the diagonal CFO matrix with entries e (−2πjkν/N ) , k = 0, 1, . . . , N + Z − 1, on the diagonal, ν is the CFO normalized by the OFDM subcarrier spacing, H ji is the convolution matrix corresponding to h ji
ji is the lth tap channel gain between the ith transmit and jth receive antenna, and w j is the zero mean circularly symmetric complex Gaussian (ZMCSCG) noise vector at the jth receive antenna, having covariance matrix σ 2 w I N +Z−1 . After going through the receive-side IQ filters, the signal at the jth receive antenna can be written as
and we have used the commutativity property of convolution to interchange the channel and IQ filter matrices. The noise n j
j is zero-mean complex Gaussian with covariance and pseudocovariance given by
In the following work, we consider the IQ imbalances at the receive side are only mildly frequency selective or frequency flat. In this case, from the normalization of I and Q filter tap energies, we can approximate R n j ≈ σ
1, and thus, the pseudocovariance is approximated as
To facilitate further analysis, we define the following terms:
Then, stacking the vectors from all the receive antennas, we can write as
where
T . Let F be the N × N standard discrete Fourier transform (DFT) matrix, f k be the kth row of F , F L be the matrix with the first L columns of F , and F L,k be the kth row of F L .
Transforming to frequency domain and defining
T , and X k,i and X −k,i are the kth and (N − k)th tone data symbols, respectively, at the ith transmit antenna. In deriving the above, we have usedx = {P x i } i,1 for
without the cyclic prefix), and
T . We note that in the absence of residual CFO (i.e., for identity matrix W (ν)), each of the matrices
would be diagonal. However, for nonidentity W (ν), these matrices are nondiagonal, resulting in intercarrier interference. In addition, due to the conjugation effect produced by the IQ imbalance, there is interference from the mirror tone for any given tone. We separate the desired signal and interference terms in the foregoing expression by rewriting as
For later usage, we will also define
as the frequency domain interference at the j 0 th receive antenna, V k,j as the interference on the kth tone at the jth receive
T as the kth tone interference at all receive antennas.
To see the direct and mirror channels due to IQ imbalance and the interference terms due to CFO in the time domain, we convert back the above into time domain to obtain
where and P circ,ji and Q circ,ji are circulant matrices from the definition above. The overall system model with IQ imbalance and CFO is shown in Fig. 1 .
III. CHANNEL ESTIMATION
To design the pilots for channel estimation, we need to know the maximum number of taps of the equivalent time domain channel incorporating IQ imbalance and the underlying channel. If the maximum of the number of taps between all the transmit-receive antenna pairs in the underlying channel is L 1 , then the maximum number of channel taps in each of the effective direct and mirror channels whose circulant convolution matrix is given by P circ,ji and
Thus, the effective direct and mirror channels have L taps each. For channel estimation purposes, we may write (22) as
. . , L − 1, are the lth tap channel gains for the effective direct and mirror channels.
H Λ X i F being the circulant convolution matrices corresponding to x i . We note here that P circ,ji and Q circ,ji are related to p ji and q ji as P circ,ji = (1/N )F H Λ F p ji F and
respectively. In practical systems, the statistics of channel and device imperfections are unknown, and they might be nonstationary as well. As a result, we choose least-square (LS) channel estimators. These estimators are also maximum likelihood with the linear Gaussian signal model, which are known to achieve the Cramer-Rao bound. The LS estimates of channels p and q arê
wherep ji andq ji are the estimates of p ji and q ji , respectively.
From the foregoing equations, we see that the channels can be estimated at each receive antenna independently as well. Let Δp, Δq, Δp j , and Δq j denote the corresponding estimation errors. Then
where v j is obtained by fixing j and varying only i in (25) . The error covariances and MSEs are given as
We note that this method of estimating the direct and mirror channels is mainly efficient when the IQ imbalances are frequency selective, since in this case it becomes very difficult to separately estimate the IQ parameters and the channel [11] , [13] .
The residual CFO (after frequency synchronization) is typically very small, but the transmitter does not know its numerical value. Hence, under no CFO assumption, we select those designs that are known to minimize the estimation MSE and are optimal under the considered framework of estimating the combined response due to the channel and IQ parameters. In later sections, we will study the effect of CFO on the system performance. From [13] , we know that the pilot designs that minimize the estimation MSE satisfy the following conditions:
where P s = s i 2 , ∀i, is the total power of N time-domain training samples at each transmit antenna. While these conditions are met by several pilot designs as laid out in [13] , we will use one such design for illustration purposes, which is referred to as frequency-division multiplexing in [13] . In this design, pilots at different antennas are decoupled using orthogonal tones, and the mirror tone interferences are suppressed using mirror null tones. Such a design enables the estimation of direct and mirror channels at all the antennas. Further details and examples are described in [13] . Using the foregoing design, we get
IV. CHANNEL CAPACITY ANALYSIS
In this section, we first find the ergodic channel capacity of a MIMO-OFDM system with IQ imbalance. Here, we consider the fast fading case wherein the channel varies with every OFDM symbol and is assumed to remain static within each symbol. The slow fading case will be dealt with in Section VI. Let the total transmit power at each transmit antenna be P = P x + P s , where P x = E{ x i 2 } ∀i is the total power in N time-domain data samples at each transmit antenna. We also define
as the average energy in each data tone symbol.
To find the capacity, we need to find the tone-wise frequencydomain expression for our system. Starting with (14) , taking the DFT and writing the received vector on the kth and (N − k)th tones together, we obtain
is the kth tone signal at the jth receive antenna,X k
T is the kth tone data vector,
and I
+ is the set of data tones between 1 and (N/2 − 1). We note that due to the pilot design, for k ∈ I + ,S k =S * −k = 0 N T ×1 , i.e., the data and pilot tones are kept orthogonal.
Stackingr k for k ∈ I + , we get ⎡ ⎢ ⎣r
. . . 
The mutual information in (39) is maximized for circularly symmetric complex Gaussian input. In this case (i.e., for transmitter-side only IQ imbalance), we have H(r|X,H) = H(Ñ ) = log det(πeσ
+ | is the total number of data tones. Hence, the mutual information in (39) is maximized if the entropy H(r|H) is maximized. We know that for a given covariance matrix Σr, a circularly symmetric complex Gaussian vector maximizes the entropy. Under a fixed channel realization H total , for circularly symmetric complex Gaussian input with covariance ΣX , the output is circularly symmetric complex Gaussian with covariance given by Σr = HΣXH H + Nσ 2 n I MN R and entropy given by H(r|H) = log det(πeΣr). Therefore I mi (r;X|H total ) = log det(πeΣr) − log det πeN σ
When the transmitter has no channel knowledge, the optimal power allocation is to allocate equal power among all input symbols over all tones [26] [27] [28] . Then, the input covariance is ΣX = P X I MN T , and the ergodic capacity (normalized per OFDM subcarrier) becomes
= N + L takes the overhead due to cyclic prefix into account, and the expectation is with respect to the underlying channel H total . Equation (41) is thus the ergodic capacity of MIMO-OFDM system with transmitter-side only IQ imbalance.
Next, we consider the presence of CFO and receive-side IQ imbalance. In this case, the effective noiseṼ +Ñ is not circularly symmetric, and thus, it is not tractable to find the capacity, and we focus on finding a lower bound. Even to apply a lower bound as in [29] , the model requires the effective noise to be uncorrelated with the data, whereas in this case, CFO results in correlation between the effective noise and data. However, on each direct-mirror tone pair, we have
The first term (and similarly the second term) on the diagonal block is zero sinceV k consists of all the tones except the kth tone. The nondiagonal block terms are zero since the input is circularly symmetric. Thus, the CFO interference noise, and as a result the effective noise, on each direct-mirror tone pair is uncorrelated with the data signals. Hence, a lower bound on the capacity at each direct-mirror tone pair is obtained for independent circularly symmetric complex Gaussian noise with the same covariance asD k
and is given by
The lower bound on the normalized sum capacity is then obtained by averaging the above capacity over all tones as
The expression for RṼ k is derived in the Appendix. We now incorporate the channel estimation error into our model. From (27) and (28), using DFT, we obtain 
Here, the effective noise term −ΔH kX k +Ṽ k +Ñ k is correlated with the channel estimate due to the LS estimate error term in the effective noise. However, at high SNR, this correlation is negligible, 1 and hence, in the high SNR regime, we can find the lower bound on the normalized sum capacity over all tones as
where D k andÂ k are expressed in (49), shown at the bottom of the page. In the above, we have used P X = (NP x /M ) assuming that M out of N subcarriers are used to transmit data. Evaluating the expectation, we have
and b
We define the ratio of the average data power to the total average power at each transmit antenna to be α with 0 < α < 1. Then, P x = αP and P s = (1 − α)P , where P is the total average power in an OFDM symbol at each transmit antenna. For fixed M and K Δ = N − M , a closed-form optimal solution for α can be obtained for the high SNR regime, where we define SNR at the jth receive antenna as SNR j = (P
We also define the average receive SNR as SNR = (
The pilot 1 The correlation between estimate and error in the LS estimation is inversely proportional to SNR, and hence, we can approximate as uncorrelated in this regime. Alternatively, we can think of it in that at high SNR, the LS estimate is similar to the MMSE estimate with the property that the channel estimate and the estimation error are orthogonal. 2 Nevertheless, this bound has been used in several works for maximum likelihood and LS estimates, e.g., [30] and [31] , for all SNR regions, although it is accurate only in the high SNR regimes. 3 In deriving the capacity bound in [1] for the SISO system, we neglected the nondiagonal terms, and therefore, the capacity bound expression in [1] can be seen as an approximation to the expression here after setting N R = N T = 1. However, the pilot power allocation result for the SISO case in [1] remains the same as that derived for the MIMO case later in Section VI after setting N T = 1 in the MIMO power allocation result.
data power allocation problem to maximize the capacity lower bound is stated as
At high SNR, the channel estimation is nearly perfect, and hence,P kP
Similarly, the other terms in (49) can be simplified. Therefore, in the high SNR regime, we can approximate (48) as
The power allocation factor α affects (52) only through the term
, and hence, C is maximized by maximizing it. However, the term D k and hence the optimizing power allocation depend on the CFO, which is not known a priori at the transmitter, and hence, we design the power allocation neglecting the CFO, and we will study how the CFO changes the power allocation factor using the exact expression in the simulations.
Therefore, the optimal α for the high SNR regime is given by
where we used the determinant and inverse of a block matrix in simplifying above. Optimizing the foregoing expression requires knowledge of the IQ parameters (which appear in b k j terms), which is not available at the transmitter. However, for all practical IQ imbalances, we have a
consisting of noise covariance terms and b k j consisting of noise pseudocovariance terms. Hence, using (13), we get
and the optimization problem can be solved as
VI. SLOW FADING CHANNELS
In this section, we consider a slow fading channel and assume it remains static over several OFDM symbols, for example, Q symbols. This is when we have the case QT s T c , where T s and T c are the OFDM symbol time and the channel coherence time, respectively. In such a case, only the first OFDM symbol needs to contain pilots, whereas the remaining symbols contain data only. The pilot-data power allocation can be derived using a similar approach.
A. Equal Data Tone Power Across All OFDM Symbols
The lower bound on the total capacity for the qth OFDM symbol is then given by
where I + q is the set of direct data tones in the qth OFDM symbol. We also define M q = |I q | as the number of elements in I q . The lower bound on the average capacity per tone will then be
We can see that at high SNR, the power allocation affects the capacity bound only through the D k q terms, which, under approximation (55), are equal for all the symbols. Hence, we optimize (58) for power allocation. Let P x q be the data power allocation for the qth OFDM symbol and P s + Q q=1 P x q = P tot be the total power constraint on the block of Q OFDM symbols. Then, we need to minimize (2LN T /P s ) + (N/P X ) under the total power constraint and P x q = (M q P X /N ). Solving this optimization problem, the pilot and data power allocations are obtained as follows:
B. Large Number of Symbols Per Block
This is the case of slowly varying channels when we can have a large number of symbols per block, i.e., Q 1. In this case, (58) is approximated as
Consider the particular case of equal number of data tones in each of the Q − 1 OFDM symbols. Let M 2 and P 2 denote the number of data tones and data power allocation, respectively, in each of the Q − 1 OFDM symbols. The total power constraint is then P x 1 + P s 1 + (Q − 1)P x 2 ≈ P s 1 + QP x 2 = P tot . The power allocation factor is defined as QP x 2 = αP tot and P s 1 = (1 − α)P tot . Therefore, the factor to be minimized is γ = (2LN T /P s 1 ) + (M 2 /P x 2 ) = (2LN T /(1 − α)P tot ) + (QM 2 /αP tot ), solving which yields the optimal power allocation as
C. General Case
In this section, we relax the assumptions in the foregoing two sections and consider the power allocation for any general Q and flexible data tone powers across the Q OFDM symbols. At high SNR, we can write (58) as
Using (55), the optimal power allocation is then obtained by minimizing
under the constraint P s + Q q=1 P x q = P tot . Therefore, if we let P x q = α q P tot , q = 1, 2, . . . , Q, and P s = βP tot , where
α q , the optimal α q 's and β are given by 
VII. PERFORMANCE COMPARISON
We use a 2 × 3 MIMO-OFDM system with N = 64 subcarriers for our simulation. We set L 1 = 4, Z = 3, and L = L 1 + 2Z − 2 = 8. We use K Δ = 2L = 16 pilot tones at each transmit antenna and M = N − 2LN T − 2 = 30 data tones within the pilot-data multiplexed OFDM symbol. In all the simulations, quaternary phase-shift keying was used. For the spatial correlation, we used
, with ρ R = 0.4 and ρ T = 0.7. We assumed an exponential power delay profile for the underlying channel.
In Figs. 2 and 3 , we study the effect of IQ imbalance and CFO on capacity bound and SER under perfect channel state information (CSI) at the receiver. In the legend, IQ1, IQ2, and IQ3 represent increasing severities of IQ imbalance frequency selectivity. Their detailed descriptions are given in the caption of Fig. 2 . While IQ1 represents typical IQ imbalance seen in practical systems, IQ2 and IQ3 represent much higher severity than what is typically observed in practice. From Fig. 2 , we see that for any given CFO, with increasing IQ imbalance frequency selectivity, the capacity bound reduces. This can be attributed to the increased correlation and channel fluctuations produced by higher frequency-selective IQ imbalance. Next, we notice that as CFO is increased, the capacity bound reduces. This is due to the greater interference produced with higher CFO. In addition, we notice that for the 3% CFO case (percentage here is in terms of subcarrier spacing), the increase in capacity with SNR at higher SNR regions is much slower. This is due to the fact that as SNR is increased, the signal and interference powers are proportional, and hence, the gain in capacity comes from reduced noise variance, which is close to negligible at high SNR regimes. We further notice that for the considered cases of IQ severities and CFO, the capacity is more sensitive to CFO than to IQ imbalance. In Figs. 6 and 7, we study the effect of pilot-data power allocation on capacity and SER at SNR = 15 dB. We see that the maximum capacity is very close to the derived power allocation of α opt,highSNR = (1/1 + (2LN T /M )) = 0.492 for the no CFO case and for increasing CFO cases up to 3% CFO. We observe that the capacity is not very sensitive to power allocation factor around the peak value and even power allocation changes up to about 0.1, i.e., 20% on either side of the optimal power allocation yield very close to the maximum capacity. Beyond this change in the power allocation, we can see a noticeable decrease in capacity. For CFO values beyond 3%, the optimizing power allocation shifts to the left, i.e., the maximum capacity occurs for less data and more pilot power allocation. This is due to the fact that for increasing CFO, higher data power allocation results in the interference playing a dominant role in lowering the capacity. For 5% CFO, we see about 3% decrease in capacity at our derived power allocation compared with the peak in this case.
From Fig. 7 , we notice a different effect of the power allocation factor on the SER compared with its effect on capacity. While increasing CFO degrades SER, we notice that the minimum of the SER curves did not significantly shift for all the considered CFO values. This can also be explained from the results of Figs. 3 and 5 , where we noticed that SER is not particularly sensitive to CFO in the considered range of CFO values. While SER performance is not directly related to capacity, interestingly, the power allocation at which the minimum SER occurs in all the CFO ranges closely matches our derived power allocation.
In Fig. 8 , we study the effect of power allocation factor and CFO on capacity bound at higher SNR of 20 dB. In this case and with increasing SNRs in general, we observe that significant changes in peak capacity compared with the no CFO case start occurring at lower CFO values. For example, at 15 dB, while 3% CFO had peak at the derived power allocation, at 20 dB, we notice a shift in maximizing power allocation by about 0.2 (i.e., 40%), and the maximum capacity is off by about 2.5% from the capacity at the derived power allocation. As SNR is further increased, we notice that the capacity maximizing power allocation shifts to the left (i.e., suggesting less power be allocated to data). However, from the SER curves in Figs. 7 and 9, SER is close to minimum at the derived power allocation even for high values of residual CFO. Therefore, considering only a slight loss in capacity at the derived power allocation compared with the peak, but almost the same SER performance, in addition to the fact that residual CFO is usually very small, the derived power allocation offers a viable solution for practical systems with IQ imbalance and residual CFO. Similar results were also obtained for the slow fading case and for uniform power delay profile of the underlying channel case. 
Considering the foregoing results, we learn that capacity bound is very sensitive to CFO, showing severe degradation, but for a given CFO, it is not very sensitive to the maximizing power allocation. On the other hand, SER is very sensitive to IQ imbalance frequency selectivity, although it is highly insensitive to the minimizing pilot-data power allocation. Thus, while the system must be designed to keep these impairments small, a wide choice of pilot-data power allocations around the derived power allocation is possible to obtain near best performance for the given IQ and CFO impairments. Fig. 10 compares the optimal power allocation parameters for the slow fading case obtained using numerical evaluation in case C of Section VI and the analytical result α opt,largeQ for large Q. We see that for Q > 6, the data and pilot powers predicted by the large Q approximation is quite close to the exact powers obtained from the numerical evaluation. In addition, results from the numerical evaluation suggest that the data power allocation has to be divided among the individual OFDM symbols in proportion to the number of data tones in the individual symbols, which is the same as having equal data tone power across all the OFDM symbols. Case A of Section VI gives the closed-form result for this case, and hence, it can be used to obtain the power allocation for any general Q and M q for q = 1, 2, . . . , Q.
VIII. CONCLUSION
We have analyzed the ergodic capacity of MIMO-OFDM suffering from frequency-selective IQ imbalances at the transmit and receive sides and residual CFO. The derived capacity expression is the capacity of the system when the IQ imbalance exists only on the transmit side without CFO. For IQ imbalances at both the transmit and receive sides along with CFO and imperfect channel estimation at the receiver, we derived a lower bound on the capacity. We found a closed-form pilotdata power allocation that maximizes the capacity bound under no CFO assumption and studied how the CFO affects the maximizing power allocation. We noticed that both capacity and SER degrade with increasing IQ imbalance and CFO severity.
However, capacity was more sensitive to CFO, whereas SER was more sensitive to IQ imbalance severity. In the presence of CFO, when either CFO or SNR was increased, the capacity was maximized for lower power allocated to data. Despite capacity and SER showing high sensitivity to CFO and IQ imbalance frequency selectivity, we observed that neither is very sensitive to the optimizing power allocation, e.g., even for moderately high residual CFO of 3%, the maximum capacity and the capacity at the derived power allocation matched closely at 15 dB and were off by about 2.5% at 20 dB, whereas SER remained close to the minimum at the derived power allocation. These results suggest that from the capacity and SER perspective, the derived power allocation is a good choice for low and even moderately high CFO while a wide choice of power allocations exist that attain near best performance for the given IQ imbalance and CFO severity.
Substituting this into (65), we can write the lth element of the first column of P circ,ji as P circ,ji (l, 1) in (70) and (71) Thus, for l = 0, 1, . . . , L − 1, there is one nonzero term in the summation, and hence, the corresponding element in the first column of P circ,ji is nonzero. For l > L − 1, we see that all the coefficients in the summation are zero, and hence, we conclude that the first column of P circ,ji has only L nonzero elements. We know that this is the number of taps in the equivalent time-domain direct channel. Using the same argument, we can show that the time-domain mirror channel has a maximum of L taps. 
Using (76) and (77), we can obtain
