Public health agencies generally have a small window to respond to burgeoning disease outbreaks in order to mitigate the potential impact. There has been significant interest in developing forecasting models that can predict how and where a disease will spread. However, since clinical surveillance systems typically publish data with a lag of two or more weeks, there is a need for complimentary data streams that can close this gap. We examined the usefulness of Google Trends search data for analyzing the 2016 Zika epidemic in Colombia and evaluating their ability to predict its spread. We calculated the correlation and the time delay between the reported case data and the Google Trends data using variations of the logistic growth model, and showed that the data sets were systematically offset from each other, implying a lead time in the Google Trends data. Our study showed how Internet data can potentially complement clinical surveillance data and may be used as an effective early detection tool for disease outbreaks.
Introduction 1
The Zika Virus (ZIKV) disease is caused by a virus transmitted primarily by Aedes 2.1 Google Flu Trends portion of data that was collected after this period was disregarded, as it had 106 insignificant contributions to the total counts. One of our data sets, representing the 107 cumulative case data in Tolima, Colombia, is plotted in Fig. 1 . Note that some of the 108 cumulative case counts contained obvious errors (e.g., cumulative totals dropped from 109 one week to the next), which could have been caused by misreporting or typographical 110 errors. For all municipalities, decreases in cumulative totals from one week to the next 111 were set to 0. Precisely, for any week t and cumulative case count C(t), whenever 112 C(t + 1) < C(t) or C(t + 1) was missing, we set C(t + 1) = C(t). All non-decreasing 113 cumulative totals were assumed to be correct. The slope of the trend approached zero 114 toward the end of the ZIKV outbreak, indicating a steady decline in new cases. The 115 growth in the cumulative counts bears a close resemblance to a general logistic growth 116 pattern. The figure shows some of the cataloging errors (i.e., decreasing cumulative counts) we encountered when reviewing the data. Note that obvious errors wee removed at the municipality level of resolution and the cleaned data was subsequently used. 117 
Google Trends Data 118
Our data from Google Trends [13] was taken in the period from March 1 st , 2015 to 119 February 2 st , 2017, and was given in the form of cumulative relative frequency counts. 120 Note that this time interval is larger than that of the case data and covers the entire 121 ZIKV outbreak in the Google Trends data. Google Trends publishes the popularity of 122 search terms and phrases in a particular department in weekly intervals. The search 123 with the highest popularity over a selected time interval is set to 100, and all the other 124 less popular searches are assigned values that are normalized with respect this value. 125 These frequency counts are referred to in the literature as Google Trends Volumes 126 (GTVs) [7] . We expect GTVs for certain search terms to correlate with the growth of 127 ZIKV cases, so the two data streams should obey similar population growth models. Colombia. Two such models were considered in our study that targeted different data 143 sets. The generalized Richards model (GRM) was used to find a best fit curve to the data 146 using the least squares method. The GRM is a modification of the traditional logistic 147 equation:
and was developed by Chowell et al. to more accurately predict Zika spread in 149 Antioquia [11] . It has two extra parameters p and a that control the growth and decline 150 rates of the model. The GRM is given by the differential equation
where C(t) represents the total case count as a function of time and r and K are 152 logistic growth parameters. The special case of a = p = 1 corresponds to Eq. (1). To 153 simplify the computations needed for finding the best fit curve, we reduced the number 154 of parameters in the GRM by a change of variables. Normalizing C with respect to the 155 maximum case count K, i.e., the carrying capacity, the GRM can be expressed in the 156 dimensionless form
Here, y(t) = C/K is the normalized case count and R is related to the GRM 158 parameters through R = rK p−1 . The parameters p, a, and R are referred to in the 159 literature as the deceleration growth, density dependence, and reduced unbounded 160 growth rate, respectively [11] .
161
Starting with a range of initial estimates of p, a, and R, we used the 162 Levenberg-Marquardt Algorithm (LMA) in MATLAB to compute the optimal 163 parameters that would produce the numerical solution of Eq. (3) that fit the data in the 164 least squares sense. A Monte Carlo random sampling algorithm was then used to 165 establish the confidence intervals of these optimal parameters. We employed a variant of 166 the approach proposed by [14] using the Jacknife method instead of the Bootstrap 167 method. In particular, 600 random samples of size 30 out of our 37 weeks of ZIKV case 168 data were generated. These smaller subsets of the original data were each fitted using 169 the LMA, yielding 600 sets of parameter estimates for p, a, and R. The average 170 parameter values as well as their standard deviations were then calculated in order to 171 establish the confidence intervals. Fig. 3 shows the best fit curves obtained using the 172 full data set and the Monte Carlo process. The curves agreed extremely well with each 173 other and also captured the patterns in the cumulative case data. Best fit curves of the GRM to the Tolima, Colombia case data using the full case data set (red solid curve) and the Monte Carlo method (blue dotted curve). The circles represent the normalized case data. The initial fit was done once using all the data points. The average fit was determined by finding the best-fit curve from 600 random samples of size 30 using the Monte Carlo method.
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A sampling of the parameter values R and a obtained using the Monte Carlo 175 algorithm is given in Fig 4. These results imply that not only are these parameters 176 highly sensitive to the initial guesses used in the LMA fitting procedure, but they are 177 also impossible to be determined uniquely for a given data set. Sets of R, a, and p that 178 differ significantly but give the same best-fit curve are given in Table 1 , and the fits are 179 plotted in Fig 5. This problem is not uncommon in the context of highly parameterized 180 models, and is referred to in the literature as "parameter degeneracy" [15, 16] . This 181 PLOS 6/20 occurs when two or more parameters in a model are affected by the same physical 182 process in such a way that they cannot uniquely determined. It is common, however, for 183 some combination of degenerate parameters to be uniquely determined [15] . In our case, 184 the product Ra and ( p p+a ) 1 a (the inflection point of the GRM) were always equal to 0.16 185 and 0.3295, respectively. Hence, even though the GRM parameters were degenerate in 186 this case, certain combinations could be uniquely determined. Whether these results 187 offer predictive value is beyond the scope of this study. The computed values of R and a for all 600 random samples found using the Monte Carlo method on the data in Fig. 3 . The best fit line that relates R and a is plotted in red. However, the global relationship is likely R ∝ 1 a , since we found Ra to be constant. This observation implies that R and a are free to vary according to some relationship while still producing an excellent best-fit curve. Table 1 . A sample of average parameter values obtained using the Monte Carlo method. The data used for these fits was case data from Tolima, Colombia. R is the reduced unbounded growth rate, a is the density dependence, and p is the deceleration growth parameter. Note that R depends on the absolute unbounded growth rate (r), the deceleration growth parameter (p), and the total case capacity (K), as described earlier. Error measurements reflect a 95% confidence interval. Normalized Tolima, Colombia data along with several best-fit curves obtained with different parameters. The actual parameters are given in Table 1 . These parameters produce almost exactly the same best-fit curve to the data, suggesting that the parameters in the GRM cannot be uniquely determined using a best-fit analysis.
logistic growth model that can reflect the GTVs more accurately. The traditional 194 logistic growth model, given by Eq.
(1) has the general solution given by
where A is the carrying capacity of the population, k is the unbounded growth rate, and 196 A 1+D is the initial population. To account for non-uniform general search interest that 197 does not obey a logistic growth pattern, we combined Eq. (4) with a power term to provides a more accurate description to the GTVs than the GRM does.
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To confirm statistically that the LPM estimates the Internet search queries more 211 accurately than the GRM, we calculated the root-mean-square error (RMSE) for the 212 best fit curves in each department in Colombia using GRM and LPM, respectively. A 213 selection of RMSE values for the keyword "Zika" are given in Table 3 . We consistently 214 observed that the RMSE was higher for the GRM fits than for the LPM fits. We also , the fit parameters are R = 0.2177, p = 0.9597, and a = 0.9239. The results show that the LPM does a much better job of fitting the data than the GRM. One possible explanation is that the LPM accounts for general search interest, whereas the GRM does not. Note that in this case c > 1, which suggests an increasing rate of general search interest. BOTTOM: The form of the traditional logistic growth model as compared to that of the logistic power model. The parameters used for the logistic growth term of the LPM are the same as the parameters used for the traditional logistic growth model in this plot. The most interesting feature of the LPM is the non-zero slope at the tail end of the curve, which accounts for the fact that general search interest does not end at the conclusion of the outbreak. Previous work has demonstrated the existence of a correlation between Google Trends 220 search volumes and ZIKV outbreaks [7] . Here, we show that ZIKV case data and related 221 To test this hypothesis, we probed the time dependence of the relationship between 229 the GTVs and the case data using a time-series cross-correlation analysis. This 230 approach is commonly used to identify time lags between independent and dependent 231 physical variables [17, 18] . The ZIKV case and GTVs were offset in time by an arbitrary 232 time shift τ using the transformation 233
Here, C(t) represents the ZIKV case data for epidemiological (EPI) weeks 1 − 37 of 234 2016 [19] and does not change with τ , G(t) is the GTVs for the same time interval, and 235 t is the shifted time scale. The t timescale remains the same for C but is shifted for G 236 whenever τ = 0, such that G(t ) and C(t ) are offset in real time. For example, for τ = 1 237 week, C(t ) and G(t ) correspond to the GTVs for EPI weeks 1 − 37 and 2 − 38, 238 respectively. The value of τ was treated as a free parameter in our analysis. The
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Pearson's r correlation between the offset data streams is then given by
where N = 37 is the number of weeks of ZIKV data available and R τ is the 241 correlation with time shift τ applied. Given the assumptions previously discussed, C(t ) 242 and G(t ) should correlate better for some negative value of τ than at τ = 0. This 243 should roughly correspond to the lead time of the Internet data. We refer henceforth to 244 the value of τ , that maximizes R τ for some department and search term, as the Optimal 245 Time Shift (OTS). Fig. 7 shows a comparison of case counts and GTVs for Tolima, 246 Colombia (search term "Zika"), both normalized with respect to their values at EPI 247 week 37, 2016. A small offset between the primary growth periods of the data sets is 248 visible by inspection. Colombia and search term "Zika" is given in Fig. 8 .
253
We expected to see some variability in OTS values across departments due to factors 254 such as availability of hospitals, prevalence of Internet use, and other factors that affect 255 both the cataloging of case data and frequency of searches. Furthermore, because ZIKV 256 takes much more time to spread than news reports, departments geographically further 257 from the location where the outbreak started may experience a larger gap between the 258 initial rise in the frequency of Internet search and actual ZIKV cases. As a result, large 259 variances in the OTS data should not be of concern, provided they are small enough to 260 PLOS 11/20 week, suggesting a systematic time offset between the data sets. One possible interpretation of this offset is that Internet data is responding to the outbreak more rapidly than traditional case counting methods.
show that OTS < 0 on average. The average OTS (OT S), average optimal correlation 261 (R τ ) and standard deviation (σ(OT S)) across all departments with available data for 262 each search term is given in Table 4 .
263 Table 4 . OTS averages. For all search terms considered, the OTS was negative, and the average optimal correlation R τ was very close to 1. However, σ(OT S) in each case was so large that a negative offset cannot be definitively identified. The focus of Section 6 is to try to resolve this issue. It is possible that contributions from departments with low cumulative case counts contributed anomalous results because they did not undergo true outbreaks during the time interval considered. This possibility prompted us to minimize the contribution from such departments in our analysis. infected as of EPI week 37, 2016. These results are given in Table (5). 272 Table 5 . OTS Averages with ZIKV Prevalence Weighting. OTS averages weighted by the total percentage of ZIKV cases as of EPI Week 37, 2016 in each department. Significant improvement was only seen for the search term "Zika", which displayed a much more negative OTS and a smaller σ(OT S). The other search terms had either similar or less favorable results. For the phrase "Zika Sintomas", the department of North Santander had an OTS value of +15, which is clearly a statistical outlier. With this data point removed, OT S and σ(OT S) were −3.47 and 2.95, respectively. "Zika Tratamiento", which provided the least conclusive results, had the fewest available data points (11) . Even with the weighted averages, σ(OT S) remains large in every case. This seems to 273 be due to a combination of statistical outliers (see caption of Table 5 ) and the small size 274 of the available data sets ("Zika Tratamiento" displayed the worst results, and had the 275 smallest number of data points). Our analysis of the raw data suggests a systematic 276 time offset between the data streams, but cannot show conclusively that one exists. In 277 the next section, we make use of the phenomenological modeling results from Section 4 278 to try to resolve this situation. Even the best data sets available to us were subjected to sources of noise that may 281 hamper an accurate investigation of intrinsic trends. For example, the normalization 282 procedure used on the GTVs by Google Trends makes them somewhat vulnerable to 283 quantization error at weekly intervals, which is itself cumulated when the data is 284 aggregated. Both data types may be affected by cataloging errors and odd statistical 285 fluctuations resulting from small sample sizes. These error sources, taken together, may 286 have been responsible for some of the scatter observed in the correlation results in the 287 previous section.
Search Term

288
To circumvent these difficulties and correlate intrinsic data trends more accurately, 289 we used the phenomenological modeling results from Section 4 to refine our correlation 290 analysis. We did this by applying the same correlation procedure described in Section 5 291 to the best fit curves obtained in Section 4, with the GRM used to model the case data 292 and the LPM used to model the GTVs. The best fit curves used in this section were 
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The same correlation data shown in Fig. 8 for Tolima, Colombia is given again in The same correlation data from Fig. 8 , with best-fit curve correlation data added. The correlation peaks further to the left of 0, and the behavior to the right of 0 is nearly monotonic, unlike the raw data correlation.
M OT S and σ(M OT S) for all search terms are given in Table ( 6) . The systematic 305 negative offset is much more prominent here than in Table 4 . Moreover, 306 σ(M OT S) < |M OT S| in most cases, making these results much more promising. To 307 further verify this result, we repeated the weighting scheme used in Section 5 with the 308 MOTS data. These results are given in Table 7 .
309 Table 6 . MOTS Averages. Optimal time shifts found using the best fit curves were more consistently negative than in Table 4 . All the GRM and LPM fits used to calculate MOTS did a good job of capturing the data trends. These results provide more convincing evidence that the intrinsic outbreak-dependent features of the data are offset from each other in time. Because the OTS and MOTS statistics depend partially on the behavior of the case 310 data, they should be at least weakly correlated to physical variables affecting the spread 311 of ZIKV. Temperature and other environmental factors are known to heavily influence 312 the spread of ZIKV [20] . We investigated humidity and temperature because both vary 313 widely across Colombia, and department-level data was readily available. For each 314 physical variable, we measured two statistics for each department in Colombia: the 315 average value from January to September, and the month of the year during which the 316 Table 7 . MOTS Averages with ZIKV Prevalence Weighting. Results of curve correlation with weighted average. As in Section 5, the weighting scheme used did not make a significant difference to the results. Table 10 is weaker here (R 2 = 0.095), suggesting that there may be no intrinsic relationship. However, a notable correlation to average temperature is observed (R 2 = 0.342), helping to explain the large scatter observed in the MOTS data.
Search Term
Search
However, a notable positive correlation (r = 0.584, R 2 = 0.342) exists between average 326 temperature and MOTS. This makes sense because ZIKV is known to spread more 327 effectively at higher temperatures [20] . Departments experiencing faster ZIKV spread 328 would experience outbreaks that develop more rapidly, which may in turn reduce the lag 329 time of reported case data with respect to Internet data. This result suggests a negative 330 relationship between Internet lead time and average temperature. with available data. The departments are organized by increasing average temperature. 333 The observed relationship between MOTS and average temperature also helps 334 explain why σ(M OT S) remained large even when the best-fit curves were correlated.
335
The scatter in the data may well have been at least partially a product of temperature 336 dependence across departments. Furthermore, the significant improvement in the 337 temperature correlation suggests that scatter in the raw data may be hiding the 338 intrinsic temperature relationship. OTS likely produced a poor correlation because poor 339 resolution in the raw data produced erroneous correlation results for many departments. 340 The modeling procedures used to produce MOTS appear to have at least partially As mentioned in section 4, ZIKV case and Internet search data are accurately described 348 with variation on the logistic growth function. The model that effectively describes the 349 Note that the parameters within the GRM and LPM were not analyzed for significance, 353 but were optimized for most accuracy in representing the data. Future work may focus 354 on better understanding the physical implications of the parameters.
355
Although we were not able to uniquely determine the GRM parameters for the case 356 data, the results were still interesting for various reasons. First, it was clear that the 357 model fit the data well, regardless of the particular parameter values produced by the 358 least squares method. This serves as strong evidence that cumulative case counts did 359 obey a generalized population growth model, as demonstrated in previous work [11] . 360 Moreover, we found that some physically relevant quantities, such as the point of 361 maximum growth (i.e., inflection point), are invariant regardless of the individual 362 parameter values. Thus, despite our difficulties, we were able to extract some 363 interesting results from our efforts to model the case data.
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Direct and indirect examination of the correlation between data streams provided 365
