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Abstract

This thesis will introduce two applications of Liquid crystal display. First, I will present an
innovative design of a digital wearable glass that can reduce the discomforting glare and improve
human’s night vision. The main components are a transparent liquid crystal display and a
positioning mini-webcam. The device analyzes the camera images in real time and subsequently
sends a command to form certain dark patterns on the display. We demonstrate that the displays
positioned in front of our eyes can adaptively reduce light transmission from bright sources by
~80%, and meanwhile, remain transparent to dim objects. Later, I will report a programmable
condenser lens for active illumination control. In the prototype setup, we used a $15 liquid crystal
display as a transparent spatial light modulator and placed it at the back focal plane of the
condenser lens. By setting different binary patterns on the display, we can actively control the
illumination and the spatial coherence of the microscope platform. We demonstrated the use of
such a simple scheme for multimodal imaging, including bright-field microscopy, darkfield
microscopy, phase-contrast microscopy, polarization microscopy, 3D tomographic imaging, and
super-resolution Fourier ptychographic imaging.
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Chapter 1
Introduction
Liquid crystal display (LCD) technology has enjoyed significant advances in just a few
short years. The quality of LCD panels has improved dramatically while at the same time costs
have gradually come down. LCDs are now found in products as small as mobile phones and as
large as 42-inch flat panel screens.
Fourier ptychographic is an new imaging method which iteratively stitches together a
number of variably illuminated, low-resolution intensity images in Fourier space to produce a
wide-field, high-resolution complex sample image.
As one main group of spatial light modulators (SLMs), LCD have recently also been
employed to control the imaging performance of optical microscopes. Combination of these two
technology enables a turnkey solution with high flexibility for researchers in various communities.
From the engineering point-of-view, it may also provide new insights for the development of
multimodal microscopy and Fourier ptychographic imaging.
1.1 Working principle of Liquid crystal display
Liquid crystals (LCs) is used to describe a substance in a state between liquid and solid but
which has the properties of both. Molecules in liquid crystals tend to arrange themselves until they
all point in the same specific direction. This arrangement of molecules enables the medium to flow
as a liquid. Depending on the temperature and particular nature of a substance, liquid crystals can
exist in one of several distinct phases. Liquid crystals in a nematic phase, in which there is no
spatial ordering of the molecules, for example, are used in LCD technology [1]. One important
feature of liquid crystals is the fact that an electrical current affects them. A particular sort of
1

nematic liquid crystal, called twisted nematics (TN), is naturally twisted. Applying an electric
current to these liquid crystals will untwist them to varying degrees, depending on the current's
voltage. LCDs use these liquid crystals because they react predictably to electric current in such a
way as to control the passage of light.
The construction of a simple LCD is shown in Figure 1.1. It has a glass (a) in back. Then
there is a layer of a polarizing film (b), and a common electrode plane (c) made of indium-tin oxide
which covers the entire area of the LCD. Above that is the layer of liquid crystal substance (d).
Next comes another electrode plane (e) and another polarizing film (f). Final, there has a glass (g)
on the top.

Figure 1.1. The structure of the liquid crystal display

The electrode is connected to a power source like a battery or power supply. When there is
no current, light entering through the front of the LCD will simply hit the glass and pass through
the whole system. But when the power source supplies current to the electrodes, the liquid crystals
between the common-plane electrode and the electrode shaped like a rectangle untwist and block
the light in that region from passing through. That makes the LCD show the rectangle as a black
area.
2

1.2 Background of spatial light modulators
Various devices can be embraced by the term ‘SLM’. One could divide them into two
groups: there are adaptive devices, such as deformable mirrors and digital micromirror devices
(DMDs) [2], where actuators or membranes are moved by electric or magnetic fields, and there
are liquid crystal displays (LCDs).
Because of their high resolution, LCDs are not only used as displays, but often also as
spatial filters in imaging and pulse shaping applications, or as holographic elements (e.g. in optical
trapping). They can operate as amplitude or phase modulators. DMDs are bi-stable phase
modulators, but are commonly used as amplitude modulators by using the light from only one state
and discarding the light from the other. DMDs have similar resolution to LCDs. Deformable
mirrors have a lower resolution (typically 30 to 200 actuators), but a high light efficiency and no
polarization sensitivity. They are mainly employed for correcting low-order aberrations. Since our
experience is based on liquid crystal SLMs, I will focus on these devices. Please note that in the
following the term ‘SLM’ refers to the liquid crystal based type.
Liquid crystal spatial light modulators are miniaturized LC displays (LCDs) which can
dynamically influence the amplitude and/or phase of light going through the panel (diaphanous
devices) or being reflected from it (reflective devices). The active area of today’s devices measures
typically about 2 cm2 , at a resolution of up to 2 million pixels.Both amplitude and phase
modulations arise from the birefringence of the liquid crystal [3]. Amplitude modulations
intrinsically originate from polarization modulations and can only be realized behind a polarizer.
For phase modulations it has to be considered that the achievable phase retardation is typically
only in the range of 2π, i.e. wavefronts of higher phase dynamics can only be generated by
displaying accordingly ‘wrapped’ patterns.
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The fastest devices (response time ≤ 1 ms) utilize ferroelectric LCs, which are switched
between just two distinct stable states, thus allowing fast, but only binary, phase modulation.
Although such binary devices still allow the creation of multiple phase levels in off-axis operation
[4], their major drawback is the comparatively low diffraction efficiency. Some displays employ
parallel-aligned (PAL) nematic or twisted nematic (TN) LCs [3]. Both types typically have longer
response times, in the range of 20 ms.TN devices have been developed for video projection and
are less suitable for applications where phase or amplitude modulation of high purity is desired.
Depending on the polarization state of the incident beam, they will always generate a certain
combination of both [5, 6].
PAL panels allow phase or amplitude modulation of much higher quality. This is made
possible by a special linear arrangement of the LC molecules: Fig. 1.2 shows a sketch of its
working principle. Changing the voltage across the LC layer induces the birefringent molecules to
rotate around an axis which is perpendicular to both the light propagation direction and the
polarization vector. This causes the optical path length to change while the polarization state
remains unaffected.

Fig1.2. Schematic of a parallel-aligned LC cell. Changing the voltage across the layer causes the birefringent
molecules to rotate along an axis perpendicular to both the light propagation direction and the polarization vector [7].
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SLMs can also be classified according to the way their pixels are addressed. Most devices
use direct electronic addressing, but there are also optically addressable devices such as the
Hamamatsu PAL-SLM. Such SLMs use an amplitude-modulated light field projected on the back
side of the panel for steering the voltage across the LC layer. The major advantage of optically
addressed devices is their high fill factor, i.e. the percentage of the panel area which effectively
contributes to the light modulation, which can practically be close to 100% [6]. The quadratic
dependence of the diffraction efficiency on the fill factor makes this parameter of significant
importance, whenever light throughput matters. In comparison, reflective electronically addressed
SLMs can reach fill factors of little more than 90%, but have the advantage of being much more
compact.
In practice, the achievable diffraction efficiency is further decreased by a variety of factors.
Firstly, there might be some light absorbed in the LC layer and also by the reflective layer beneath
the LC in the case of reflective SLMs. Secondly, due to their pixelated nature, the diffraction
efficiency also depends on the largest spatial frequency of the displayed phase pattern. Finally, it
should be mentioned that the diffraction efficiency of the SLM exhibits a small oscillation in time,
which might originate from relaxation movements of the liquid crystals. For integration times
longer than 10 ms, however, these oscillations are no longer visible. Sometimes it is a problem
that the surface of the SLM is not perfectly flat, which leads to optical aberrations, especially
astigmatism. At least for a small wavelength range it is possible to correct the aberrations from all
relevant optical components, not just the SLM itself, by a compensating phase pattern. The shape
of this corrective pattern can be determined by interferometry or alternative methods [8]. For
instance, it has recently been shown that the spatial pattern of a Gauss–Laguerre beam can serve

5

as a ‘sensitive’ test pattern for aberrations. Moreover, it is often possible to deduce the aberration
function quantitatively from the distorted mode shape [9, 10].
1.3 Introduction of Fourier ptychographic microscopy
Fourier ptychographic microscopy (FPM) is an new imaging method which iteratively
stitches together a number of variably illuminated, low-resolution intensity images in Fourier space
to produce a wide-field, high-resolution complex sample image [11]. The main design strategy of
FPM is similar to that of interferometric synthetic aperture microscopy [12–25]: expanding the
SBP in Fourier space via multi-image fusion. Instead of directly measuring the phase information
of the incoming light field, FP uses an iterative phase retrieval process to recover the complex
phase information of the sample. Furthermore, the image recovery procedure of FPM follows a
strategy similar to ptychography [26–32]: iteratively solving for a sample estimate that is
consistent with many intensity measurements. This new imaging method strategy can compensate
for aberrations and expand the depth of focus beyond conventional optical limits.
A typical FP platform consists of an LED array and a conventional microscope with a lowNA objective lens, as shown in Fig. 1.1(a). The LED array is used to successively illuminate the
sample at different incident angles (one LED element corresponds one incident angle). At each
illumination angle, FP records a low-resolution intensity image of the sample. Under the thinsample assumption, each acquired image uniquely maps to a different passband of the sample’s
spectrum.
Before explaining the procedure, we first note that our recovery process alternates between
the spatial (x–y) and Fourier (𝑘𝑥 −𝑘𝑦 ) domains, where k represents wavenumber. Second, we
assume that illuminating a thin sample by an oblique plane wave with a wavevector (𝑘𝑥 −𝑘𝑦 ) is
equivalent to shifting the center of the sample’s spectrum by (𝑘𝑥 , 𝑘𝑦 ) in the Fourier domain. Third,
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we assume that the filtering function of our objective lens (that is, coherent optical transfer function)
in Fourier space is a circular pupil with a radius of 𝑁𝐴 × 𝑘0 , where 𝑘0 = 2𝜋/𝜆 is the wavenumber
in vacuum.

Figure 1.3. N low-resolution intensity images captured under variable illumination are used to recover one high
resolution intensity image and one high-resolution phase map. Steps 1–5 illustrate the FPM algorithm, following
principles from phase retrieval. Step 1: initialize the high-resolution image, √𝐼ℎ 𝑒 𝑖𝜑ℎ Step 2: generate a low-resolution
image√𝐼𝑙 𝑒 𝑖𝜑𝑙 , corresponding to an oblique plane-wave incidence. Step 3: replace 𝐼𝑙 by the intensity measurement 𝐼𝑙𝑚
and update the corresponding region of √𝐼ℎ 𝑒 𝑖𝜑ℎ in Fourier space (the area within the red circle). Step 4: repeat steps
2–3 for other plane-wave incidences (total of N intensity images). Step 5: repeat steps 2–4 once more [11].

FPM generates a high-resolution image 𝐼ℎ from a set of N lowresolution measurements,
𝐼𝑙𝑚 (𝑘𝑥𝑖 , 𝑘𝑦𝑖 ) (indexed by their illumination wavevector 𝑘𝑥𝑖 , 𝑘𝑦𝑖 , with i = 1, 2, . . ., N), as follows.
Subscripts h, l and m denote high-resolution, low-resolution and measurement, respectively. The
FPM method begins (step 1) by making an initial guess of the high-resolution object function in
the spatial domain, √𝐼ℎ 𝑒 𝑖𝜑ℎ .A good starting point is to select 𝜑ℎ = 0 and 𝐼ℎ as any upsampled
low-resolution image (an initial guess with constant value also works). The Fourier transform of
the initial guess creates a broad spectrum in the Fourier domain (Fig. 1.3, left).
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Second, we select a small subregion of this spectrum, equivalent to a low-pass filter, and
apply Fourier transformation to generate a new low-resolution target image √𝐼ℎ 𝑒 𝑖𝜑𝑙 (step 2). The
applied low-pass filter shape is a circular pupil, given by the coherent transfer function of the
objective lens. The position of the low-pass filter is selected to correspond to a particular angle of
illumination. For example, the subregion enclosed by the red circle in Fig. 1.3 corresponds to an
image collected under normally incident illumination(𝑘𝑥1 = 0, 𝑘𝑦1 = 0).
Third, following the phase retrieval concepts developed by Fienup[28–31], we replace the
target image’s amplitude component √𝐼𝑙 with the square root of the low-resolution measurement
obtained under illumination angle i, √𝐼𝑙𝑚 , to form an updated, low-resolution target image
√𝐼𝑙𝑚 𝑒 𝑖𝜑𝑙 .We then apply Fourier transformation to this updated target √𝐼𝑙𝑚 𝑒 𝑖𝜑𝑙 and replace its
corresponding subregion of the high-resolution Fourier space (step 3). In other words, for i = 1,
we update the area enclosed by the red circle in Fig. 1.3 with image 𝐼𝑙𝑚 (𝑘𝑥1 , 𝑘𝑦1 ) where 𝑘𝑥1 =
0, 𝑘𝑦1 = 0.
In the fourth step, we repeat steps 2 and 3 (select a small, circular region of k space and
update it with measured image data) for other plane wave illuminations. Examples are represented
by the green and blue circles in Fig 1.3. Each shifted subregion corresponds to a unique, lowresolution intensity measurement 𝐼𝑙𝑚 (𝑘𝑥𝑖 , 𝑘𝑦𝑖 ) , and each subregion must overlap with
neighbouring subregions to assure convergence. This data redundancy requirement is also present
in ptychography [27, 33]. This iterative update continues for all N images, at which point the entire
high-resolution image in Fourier space has been modified with data from all low-resolution
intensity measurements.
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Finally, steps 2-4 are repeated until a self-consistent solution is achieved (we typically
repeat these steps once or twice, step 5). At the end of this iterative recovery process, the converged
solution in Fourier space is transformed to the spatial domain to recover a high-resolution field
√𝐼𝑙𝑚 𝑒 𝑖𝜑ℎ , offering an accurate image of the targeted two-dimensional sample (Fig. 1, right) with
a dramatically increased SBP (high-resolution and wide-FOV). A discussion of the computational
cost of the above recovery procedure can be found in Supplementary Note S1. We also performed
a set of numerical simulations to validate the proposed FPM method.
Ptychography [26-32]is a lensless imaging method that was originally proposed for
transmission electron microscopy and brought to fruition by Faulkner and Rodenburg with the
introduction of transverse translation diversity[27, 33]. The basic idea of ptychography is to
illuminate a sample with a focused beam and repeatedly record its far-field diffraction pattern as a
function of sample position. Iterative retrieval methods are then applied to invert the diffraction
process and recover the sample’s amplitude and phase from this set of measurements. It is clear
that FPM and ptychography both iteratively seek a complex field solution that is consistent with
many intensity measurements. With ptychography, the object support for phase retrieval is
provided by the confined illumination probe in the spatial domain, so the sample (or the probe)
must be mechanically scanned through the desired FOV. With FPM, however, the object support
is provided by the confined NA in the Fourier domain (a circular pupil). In this regard, FPM
appears as the Fourier counterpart of ptychography, justifying the proposed name. By imposing
object support in the Fourier domain, FPM naturally offers a large, fixed FOV, a higher signal to
noise ratio (with focusing elements) and no mechanical scanning, as compared to conventional
ptychography.
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Chapter 2

Anti-headlamp digital glass: an adaptive wearable device for
improving night vision
2.1 Abstract
In this chapter, I will report the development of a digital eyeglass for reducing glare
problem and improving night vision (The device designed by Smart imaging lab). The core
component of the reported wearable device is a low cost transparent liquid crystal display ($3
USD). These displays were placed in front of our eye. By setting different patterns on the displays,
we can effectively reduce light transmission from bright sources such as vehicle headlamp and sun.
These displays, on the other hand, remain transparent to other dim objects. We show that, our
prototype device is able to selectively reduce light dosage from bright sources by 80%, enabling a
simple and cost-effective solution for the vision glare problem. We envision a broad range of
applications using the reported device. For the automotive industry, we can use it to improve
driving safety at night.
2.2 Anti-headlamp digital glass: concept and operation
The schematic of the reported device is shown in Fig. 2.1(a). In this setup, we used a lowcost webcam to identify incident angles of bright sources and placed two pieces of liquid crystal
displays in front of two eyes. The working principle of the reported device can be explained as two
steps: 1) we use the camera to capture the image of the scene. This image will be threshold and
processed to identify the incident angles of bright light sources. 2) Based on the incident angles of
light sources, we will set certain patterns on the displays to selectively reduce light transmission
from the identified sources. The displays, on the other hand, remain transparent to other dim
10

objects, as shown in Fig. 2.1(a). We note that, the use of spatial light modulator to modulate angular
information of incoming light field is a well-known technique in the microscopy community.
However, to the best our knowledge, we demonstrate such a concept for vision application for the
first time.

Fig 2.1. Schematic and prototype setup of the reported anti-headlamp eyeglass. (a) We use a webcam to identify the
incident angles of bright light sources and place two liquid crystal displays in front of two eyes. Based on the incident
angles of light sources, we set certain patterns on the displays to selectively reduce light transmission from those
sources. The displays, on the other hand, remain transparent to dim objects. (b) The anti-headlamp glass prototype
using a low-cost webcam and liquid crystal displays.

Fig 2.1(b) show the prototype setup of the reported device. The core component is a lowcost liquid crystal display (48 by 84 pixels, Nokia 5110 display, $3, Amazon), as shown in the
inset of Fig2.1(b). We used a microcontroller to set different patterns on the display. The refreshing
rate of the current prototype is about 10 frames per second, limited by the clock of the
microcontroller and the employed serial peripheral interface bus. For each eye, we put two displays
in serial to improve the extinction ratio. We used a 3D printer to print an eyeglass case to house
different components. For this prototype, all wires were connected to a laptop for image acquisition
and pattern displaying. A micro-processer can be used to replace the laptop in the future.
There are three operation modes of the anti-headlamp glass.
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Mode 1: We locate the bright sources and instantaneously reduce light transmission from
them. Depending on the moving speed of the bright sources, we may require a high rate of image
acquisition and display refreshing. The associated computation also needs to be time efficient.
Nevertheless, the state of the art electronics can easily beat the human brain’s reaction time.
Mode 2: Our design can be further simplified if we focus on the application of nighttime
driving. We only need to block the headlamp light from the oncoming lane. We can preset two
patterns on the display. One pattern is to block the light from the entire oncoming lane and the
other one is transparent. Based on the detected light signal from the oncoming lane, we can switch
between the two preset patterns. In this mode, the display refresh rate can be very low since we
only need to switch between two patterns. The camera may not be necessary either; we can, for
example, angle one photodiode towards the oncoming lane to detect the signal.
Mode 3: An intermediate mode between Mode 1 and 2. In this case, we use the webcam to
detect the incident angles. We then ‘add’ the complementary dark spots to the display in real time
without clearing the existing pattern. If no light source can be identified, the display will be reset
to transparent. The logic behind this mode can be explained as follows: for nighttime driving, the
bright sources from the oncoming lane typically follows a simple and steady trajectory. Therefore,
if we keep adding the corresponding dark spots to the existing pattern, we can form a pattern to
block the light transmission from the oncoming lane. If no oncoming car is detected, we then clear
the display. Compared to mode 1, the requirement on display refreshing rate is eased as we aim to
reduce light transmission from the entire oncoming lane.
2.3 Experiment and road test
Fig 2.2(a) shows the schematic of the experiment. In order to measure the light reduction
using the display, we used a webcam as the eye for image acquisition. Fig 2.2(b1) shows the
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captured image of the camera. By setting different patterns on the liquid crystal display, we can
selectively reduce light transmission from different regions of the scene. In Fig 2.2(b2), we set the
display transparent and captured the reference image. In Fig 2.2(b3), we show a dark pattern on
the display (inset of Fig 2.2(b1)) and captured the corresponding image. In this case, light
transmission is reduced for the left part of the object. This experiment verifies the working
principle of the reported device.

Fig 2.2 Experimental verification of the working principle of reported eyeglass. (a) Schematic of the experiment. We
used a camera to serve as an eye to capture images of the scene. (b) The capture images with and without setting a
dark pattern on the display. An 8 pixel by 8 pixel dark pattern on the liquid crystal display results in 80% light
transmission reduction.

In Fig 2.3, we investigate the light reduction percentage by setting different patterns on the
display. Fig 2.3(b1) shows the intensity line traces of the captured images. We can see that, an 8
pixels by 8 pixels pattern on the display results in ~80% reduction of light transmission. In Fig
2.3(b2), we draw the light reduction percentages as a function of pattern size. The reported device
can achieve a maximum of 84% light reduction. Further attenuation of light transmission can be
easily achieved by using a display with a higher extinction ratio or use multiple displays in serial.

13

Fig 2.3 Characterization of the reported device. (a1) - (a4) The captured images by setting different patterns on the
display, with the size ranging from 0 pixel by 0 pixel to 12 pixels by 12 pixels. (b1) The intensity line traces across
the captured images. (b2) The light reduction percentage as a function of the pattern size.

In Fig 2.4, we placed a bright light source to simulate the headlamp of the oncoming car.
Fig 2.4(a) shows the comparison with and without the dark pattern on the display .In Fig 2.4(b),
we demonstrate the mode 3 operation of the reported device: the dark pattern is kept adding to the
existing pattern until no light source is identified. In Fig 2.5, we demonstrate the mode 3 operation
using the glass prototype.

Fig 2.4 Demonstration of the reported device for reducing light transmission from bright light sources. (a) Captured
images with and without showing the dark pattern on the display. (b) Mode 3 operation of the reported device.
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Fig 2.5 Mode 3 operation using the glass prototype. We turned off the left display and used it as a reference.

We also performed a preliminary road test experiment to validate the operation of reported
device. As shown in Fig 2.6(a), we placed the setup at the driver side of a car. In this experiment,
we on purposely turned off left half of the display. Therefore, dark patterns can only be shown on
the right half part of the display. Fig 2.6(b) shows the light transmission from the headlamp with
(Fig 2.6(b1)) and without the dark pattern (Fig. 6(b2)). We can see that, light transmission from
the headlamp increases when the oncoming car exits the dark pattern region. We note that, the
image acquisition process using camera is different from the human visual reaction. We don’t feel
any discomfort by looking at overexposed images. On the other hand, we feel strong discomfort
when exposed to bright sources at night. Therefore, the perception of Fig 2.6 may be different from
the real experience when we wear the glass and look at the headlamps. To validate the effectiveness
of the reported device, human factors need to be considered in our future study.

Fig 2.6 Preliminary road test. (a) We mounted the setup in a car and turned off the left half of the display to demonstrate
the operation of the reported device. (b1) Light from headlamps is reduced by showing a pattern on the display (the
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dark pattern is enclosed by the red dash line). (b2) Light transmission from the headlamp increases when the oncoming
car exits the dark pattern region.

2.4 Discussion and conclusion
In summary, we have developed an adaptive wearable device that reduces glare effect and
improves night vision. There are several important topics worth discussing: 1) we use one camera
to capture image and recover the incident angles of the bright sources. In this process, we assume
the incident angle is the same for both eyes. A simple calculation shows that, if a light source is
placed 4 meters away from the driver, the difference of incident angles between two eyes is less
than 1 degree. By using the reported device, the suppression view angle of an 8 pixels by 8 pixels
dark pattern is about 7 degree. Therefore, our assumption regarding incident angle is valid for
objects that is 4 meters away from the observer. To further improve the result, we can use two
cameras to capture two perspective images and recover the 3D positions of the light sources. 2)
The employed display has a low extinction ratio. The measured maximum light reduction is only
about 84%. A display with a higher fill factor can be used to improve the result. 3) The current
prototype uses a laptop to acquire and process images from the webcam and control the displays.
Mobile computing chip can be used to replace the computer for better system integration. 4) The
development of the reported device involves basic electronic circuitry, microcontroller
programming, product design with 3D printer, and computational image processing. Such a
combination represents an excellent education tool for students who want to purse their career in
the STEM field.
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Chapter 3
Microscopy illumination engineering using a low-cost liquid crystal
display
3.1 Background
The condenser lens system is a ubiquitous component of conventional microscope
platforms for uniform sample illumination. It typically consists of a high numerical aperture (NA)
condenser lens and a condenser diaphragm placed at the back focal plane of the lens [34]. This
condense diaphragm allows for manual adjustment of the optimal illumination aperture, which
defers with different microscopy techniques. In bright-field microscopy, the illumination NA
needs to be matched to the collection NA by adjusting the size of the condenser diaphragm. In
dark-field microscopy, an aperture stop is placed at the condenser diaphragm to ensure the
illumination NA is larger than the collection NA. In phase-contrast microscopy, a ring aperture is
placed at the condenser diaphragm to match to the ring-shape phase plate of the objective lens. In
short, each microscopy technique requires vastly different condenser illumination. Currently, these
requirements are met by physical adjustment of condenser diaphragms and, in some cases, a need
for specialized condenser apertures. However, with the maturity of liquid crystal display in
consumer electronics, there exists an opportunity for cost-effective, active digital control of the
illumination system.
In this chapter, I will report the use of a $15 liquid crystal display to achieve programmable
condenser illumination control. In our prototype setup, we placed the display at the back focal
plane of the condenser lens. By setting different binary patterns on the display, we can actively
control the illumination and the spatial coherence of the microscope platform. To demonstrate the
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versatility of the reported scheme, we use the prototype platform for multimodal microscopy
imaging, including bright-field microscopy, darkfield microscopy, polarization microscopy,
phase-contrast microscopy [35, 36], 3D tomographic imaging [37], and super-resolution Fourier
ptychographic imaging [11]. Essentially, the liquid crystal display (with the back light removed)
severs as a transparent spatial light modulator (SLM) in the reported scheme. The use of SLM in
microscopy has drawn much attention in recent years [7]. However, in these techniques, the SLMs
are placed in the detection path to modulate the pupil function or to project intensity patterns onto
the sample. To the best of our knowledge, this is the first report of the use of an SLM for the
modulation of the condenser illumination. Although the active illumination control for microscopy
setting using an LED array have been reported before [11, 37, 38–41], the technique we describe
here has some important advantages over the previous demonstrations: 1) it is cost-effective and
is compatible with most existing compound microscopes. The only modification required is the
addition of a low-cost liquid crystal display at the condenser diaphragm. 2) The liquid crystal
display provides a large degree of freedom for illumination engineering. As a reference, a typical
liquid crystal display used for consumer electronics provides more than 400 pixels per inch, which
is the equivalent of 800 by 800 pixels over a condenser diaphragm of ~2 inches. This provides
orders of magnitudes improvement in degrees of freedom, over the previously demonstrated LED
array approach, for controlling spatial coherence and microscope illumination. 3) The illumination
intensity of the reported scheme is determined by the light source of the microscope platform.
We can use one or multiple high-power light sources to increase the photon budget. For
the LED array approach, it is difficult to increase the illumination power since it scales with the
size of LED elements. 4) In the reported scheme, the illumination from the condenser lens is a
plane wave modulated by the active liquid-crystal-display aperture. In contrast, the previously
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demonstrated LED approach essentially provides an array of spherical wave illumination,
necessitating a plane wave approximation of splitting the entire image into small tiles [11]. 5)
Finally, the intensity of the light source in the reported scheme does not fluctuate as we set different
patterns on the display. For the LED array approach, one needs to calibrate for the intensity
differences between LED elements and the intensity fluctuations over time. In addition,
engineering the condenser aperture using a liquid crystal display is more efficient when
illuminating the sample at a large incident angle. For the LED array approach, no lens is placed
between the LED array and the sample, and as such, less than 8% of the LED emission from the
edge of the array can be delivered to the sample.
In summary, the reported illumination-engineering scheme provides a turnkey solution
with high flexibility for researchers in various communities. From the engineering point-ofview,
it may also provide new directions for the development of multimodal microscopy including the
recently developed Fourier ptychographic imaging approach.
3.2 Illumination engineering using a liquid crystal display
The reported illumination-engineering scheme is shown in Fig 3.1(a), where a low-cost
liquid crystal display is used as a transparent SLM and placed at the back focal plane of the
condenser lens. By showing different binary patterns on the display, we can achieve different
microscopy imaging modalities, as shown in Fig 3.1(b). For bright field microscopy, we can
display a circular pattern as shown in Fig 3.1(b), where the pixel transmission is turned off outside
the circle. The diameter of the pattern can be adjusted to match to different NAs of the objective
lenses. Such an adjustment process is similar to adjusting the size of condenser diaphragm in
conventional microscope platforms. However, in the reported scheme, this process is performed
without any mechanical switching. Similar to the bright-field microscopy, we can also display a
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complementary pattern for darkfield microscopy. In this case, the pixel transmission was turned
off within the circle. As such, no direct transmission light is able enter the objective lens. This
darkfield imaging process is similar to adding a darkfield aperture stop at the condenser diaphragm.
We also note that, due to the use of liquid crystal display, the illumination is polarized in the
reported platform. We can, therefore, place another polarizer with a different orientation at the
detection path to achieve polarization imaging modality. A more interesting microscopy modality
is the phase contrast (or phase gradient) imaging. In the reported scheme, we can display two
complementary semicircular patterns at the liquid crystal display (Fig 3.1(b)) and capture two
images I1 and I2 using conventional objective lenses. The phase contrast image of the sample can
then be recovered by 2(I1-I2)/(I1 + I2) [36,38]. This phase-contrast imaging modality is similar to
the scanning differential phase contrast system reported in [44] where a split-detector or a quadrant
diode is placed in the Fourier plane of the collector and the image is formed by subtracting
intensities recorded by two halves of the detector. The phase-contrast imaging scheme
demonstrated here is a reciprocal system by placing the semicircular aperture stop in the condenser
diaphragm instead of the Fourier plane. We also note that, in conventional phase contrast
microscopy, one needs to place a ring-aperture at the condenser diaphragm to match the phase
plate ring in the phase contrast objective lens. In the reported scheme, we can simply show a ring
pattern on the liquid crystal display where the pixel transmission is turned off outside the ring
pattern.
The reported scheme can also be used to perform 3D tomographic imaging, which was
previously demonstrated by our group [37]. In the reported scheme, we can simply set a scanning
aperture pattern on the liquid crystal display (Fig 3.1(b)). For each position of the aperture, the
illumination is a plane wave with an oblique incident angle. Therefore, by showing a scanning
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aperture on the display, we effectively illuminate the sample with different incident angles. With
the captured images, we can perform 3D tomographic reconstruction to recover images at different
sections. We note that, this imaging modality requires the direct transmission light enters the
collection optics. Thus, the scanning aperture is restricted within the NA of the collection optics,
i.e., the yellow circle in Fig 3.1(b).
Lastly, we can also use the reported scheme for super-resolution Fourier ptychographic
imaging, a recently developed computational imaging approach [11]. In brief, FP illuminates the
sample with different oblique incident angles and captures the corresponding intensity images
using a low-NA objective lens. The captured images are then judicially combined in the Fourier
domain to recover a high-pixel-count sample image that surpasses the diffraction limit of the
employed optics [11, 43–49]. The recovery process of FP switches between the spatial and the
Fourier domain. In the spatial domain, the captured images are used as the intensity constraint for
the solution. In the Fourier domain, the confined pupil function of the objective lens is used as the
support constraint for the solution. This pupil function constraint is digitally panned across the
Fourier space to reflect the angular variation of its illumination.
In the reported scheme, we can simply show a scanning aperture across the liquid crystal
display (Fig 3.1(b)). In contrast to the 3D imaging case, the illumination NA here is larger than the
collection NA to enable super resolution imaging. Therefore, the scanning aperture is not restricted
by the NA of the objective lens, as shown in Fig 3.1(b).
The experimental setup of reported scheme is shown in Fig 3.1(c). In this platform, we
used a conventional microscope platform (Olympus CX41) with a low-cost liquid crystal display
(1.8 inch, 160 by 128 pixels, Amazon, $15). We removed the backlight of the display and used it
as a transparent SLM. We used a micro-controller for showing different binary patterns on the
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display. To build the prototype platform, we only need to place the display at the back focal plane
of the condenser lens, as shown in Fig 3.1 (c). No other modification is needed. Therefore, the
reported platform provides a turnkey solution for microscopy users in different communities and
settings.

Fig 3.1. (a) The reported scheme using a low-cost liquid crystal display at the condenser diaphragm. (b) Different
patterns can be displayed for achieving different microscopy modalities. (c) The experimental setup with a green
LED as the light source. A $15 liquid crystal display (with back light removed) is placed at back-focal plane of the
condenser lens [50].

3.3 Multimodal imaging demonstration using the reported platform
Here, we demonstrate the versatility of the reported scheme for multimodal microscopy
imaging. Figure 3.2(a) and (b) show the bright-field and dark-field images of a starfish embryo
sample. We note that, for the dark-field image in Fig 3.2(b), we capture a reference image by
setting the display to the ‘off state’ and subtract this reference image to enhance the contrast. Figure
3.2(a1) - (a3) shows bright field images with different illumination NAs, corresponding to different
degrees of the spatial coherence. Figure 3.2(c1) - (c2) show the phase gradient (contrast) images
along different directions for the same sample. For each of these phase contrast images, we
captured two raw images corresponding to the two complementary halfcircular patterns at the
display, and processed them as discussed in the previous section. Figure 3.2(d) (cotton fibers) show
the polarization microscopy images by adding a polarizer at the detection path. In Fig 3.2(d1), the
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orientation of the added polarizer is the same as the liquid crystal display. In Fig. 3.2(d2), we
rotated the polarizer by 90 degree and the sample contrast comes from the rotation of the polarized
light. We used a 10X, 0.25 objective lens for Fig 3.2.

Fig 3.2. (a) Bright-field, (b) Dark-field, (c) Phase-contrast imaging using reported scheme. (c1) and (c2) shows the
phase gradient images along two different directions. (d) Polarization microscopy images using an added polarizer at
the detection path [50].

Figure 3.3 shows the 3D tomographic imaging capability of the reported platform. In this
experiment, we captured 49 images by showing a scanning aperture pattern on the display. We
used a 10X, 0.25 objective lens in this demonstration. We then used the captured images to recover
images at different sections. The reconstruction process is the same as tomographic reconstruction
reported before [37]. From Fig 3.3, we can see that different parts of the starfish embryo sample
are in-focus at different recovered sections.

Fig 3.3. 3D tomographic reconstruction using the reported scheme. We captured 49 images by presenting a scanning
aperture at the transparent liquid crystal display. These images are used to recover sample images at different sections.
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Lastly, we also tested the reported platform for super-resolution Fourier ptychographic
microscopy. The image acquisition process is similar to that of the 3D tomographic imaging case.
However, in this case, the illumination NA needs to be larger than the collection NA to achieve
the super-resolution imaging capability. In our implementation, we captured 121 raw images
corresponding to a scanning aperture pattern at different positions on the display. We used a 4X,
0.1 NA objective in the acquisition process and the captured images were then synthesized in the
Fourier domain to increase the synthetic NA to ~0.5. Figure 3.4(a1) shows the raw image of an
USAF resolution target and Fig 3.4(a2) shows the recovered image with a synthetic NA of 0.5.
We also tested the reported platform for biological samples. Figure 3.4(b1) and (c1) show the raw
images of a pathology slide and a mouse brain section. The corresponding super-resolution
recoveries are shown in Fig 3.4(b2) and (c2). This super-resolution imaging experiment
demonstrated the high flexibility of the reported illumination-engineering scheme.

Fig 3.4. Super-resolution imaging using the reported scheme. We captured 121 images by presenting a scanning
aperture at the transparent liquid crystal display. These images are used to recover super-resolution images using the
Fourier ptychographic algorithm. (a1) - (c1) Raw images for a USAF resolution target, a pathology slide, and a
mouse brain section. (a2) - (c2) Recovered super-resolution images of the samples [50].
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3.4 Discussion and conclusion
We have demonstrated a simple and effective approach for microscopy illumination
engineering. The reported approach is cost-effective and compatible with most existing platforms.
On the application front, we have demonstrated the versatility of our platform for multimodal
imaging of biological samples. By simply presenting different patterns on the liquid crystal display,
we are able to perform bright-field microscopy, darkfield microscopy, phase-contrast microscopy,
polarization microscopy, 3D tomographic imaging, and superresolution Fourier ptychographic
imaging. The reported scheme may further find applications in phase tomography, where anglevaried plane waves are used for sample illumination [51, 52]. It can also be used in field-portable
Fourier ptychographic microscope for active illumination control [44].
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Conclusion
We envision three directions for the further development of anti-headlamp digital eyeglass.
1) The motion of headlamp sources typically follow a simple and steady trajectory along the
highway. We can, therefore, perform trajectory prediction to shorten the response time of the
device. 2) Since we use camera to capture images of the road, other safety features can be
incorporate into the reported device, such as forward collision warning and pedestrian collision
warning. 3) In recent years, the development of smart glasses has drawn lots of attentions for the
consumer market. Examples include google glass, Epson Moverio, and Microsoft Hololens. Since
these smart glasses are all equipped with camera, the reported device can be design as an add-on
component to these existing consumer products.Vision glare has been recognized as a longstanding problem for public driving. Reducing glare effect is important for improving safety,
reducing eye discomfort, and improving life quality for elderly drivers or patients with eye diseases.
With further modification of microscopy illumination, the liquid crystal display can also
be placed at the Fourier plane of a 4f system to perform aperture-scanning Fourier ptychographic
imaging for 3D holography and aberration correction [45, 52]. One limitation of the current
prototype platform is the low extinction ratio of the liquid crystal display. This ratio is about 300
in our prototype setup, and thus, the ‘on-state’ transmission is only 300 times higher than that of
the ‘off-state’. This relative low extinction ratio leads to a residue background of the captured
image, especially for images with large incident angles. Although we can subtract this background
from the measurements, the noise would remain in the images. One of the future directions is to
increase the extinction ratio by putting two displays together. In that case, the extinction ratio
would be ~100,000 instead of 300. Finally, we can also use multiplexing scheme to improve the
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light delivering efficiency. For example, we can scan multiple apertures and/or turn on multiple
wavelengths at the same time to increase the photon budget [46, 47].
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