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Abstract—Generative Adversarial Networks (GAN) have many
potential medical imaging applications, including data augmen-
tation, domain adaptation, and model explanation. Due to the
limited embedded memory of Graphical Processing Units (GPUs),
most current 3D GAN models are trained on low-resolution
medical images. In this work, we propose a novel end-to-end
GAN architecture that can generate high-resolution 3D images.
We achieve this goal by separating training and inference. During
training, we adopt a hierarchical structure that simultaneously
generates a low-resolution version of the image and a randomly
selected sub-volume of the high-resolution image. The hierarchi-
cal design has two advantages: First, the memory demand for
training on high-resolution images is amortized among subvol-
umes. Furthermore, anchoring the high-resolution subvolumes
to a single low-resolution image ensures anatomical consistency
between subvolumes. During inference, our model can directly
generate full high-resolution images. We also incorporate an
encoder with a similar hierarchical structure into the model to
extract features from the images. Experiments on 3D thorax CT
and brain MRI demonstrate that our approach outperforms state
of the art in image generation, image reconstruction, and clinical-
relevant variables prediction.
Index Terms—Generative Adversarial Networks, 3D Image
Synthesis, High Resolution.
I. INTRODUCTION
GENERATIVE Adversarial Networks (GANs) have suc-ceeded in generating realistic-looking images in Com-
puter Vision [1]–[3]. It has shown potential in medical imaging
for augmentation [4], [5], image reconstruction [6] and image-
to-image translation [7], [8]. The prevalence of 3D images
in the radiology domain renders the real-world application
of GANs in the medical domain even more challenging than
the Computer Vision domain. In this paper, we propose an
efficient method for generating and extracting features from
high-resolution volumetric images.
The training procedure of GANs corresponds to a mini-max
game between two players: a generator and a discriminator.
While the generator aims to generate realistic-looking images,
the discriminator aims to defeat the generator by recognizing
real from the fake (generated) images. Training GANs for
high-resolution 3D images is more difficult than 2D images
because the memory demand of the model grows cubically
with the size of the image [9]. Most of the existing 3D
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GAN models are trained to generate low-resolution 3D images
(e.g., 1283 or below) to avoid memory overflow [5], [6],
[10]. One commonly adopted strategy for high-resolution 3D
image generation is through slice-wise [8] and patch-wise [10]
generation. However, these methods usually introduce artifacts
between patches and slices due to inconsistency between ad-
jacent slices. Uzunova et al. [9] propose a progressive method
that learns a low-resolution version of the image first and then
generate successively higher resolution patches conditioned on
the previously generated lower resolution patches. However,
this model is not trained in an end-to-end fashion, and it is not
straightforward to incorporate an encoder with this strategy.
In this paper, we introduce a Hierarchical Amortized GAN
(HA-GAN). Our model has training and inference phases
separated. In the training phase, we simultaneously generate a
low-resolution image and a randomly selected sub-volume of
the high-resolution image. Generating sub-volumes amortizes
the memory cost of the high-resolution image and keeps local
details of the 3D image. Furthermore, the low-resolution image
ensures anatomical consistency and the global structure of the
generated images. We train the model in end-to-end fashion
while retaining the memory efficiency. The gradient of the
parameters, which is the memory bottleneck, is needed only
during training. Hence, the entire high-resolution volume can
be generated during inference. In addition, we implement an
encoder in a similar fashion. The encoder enables us to extract
features from a given image and prevents the model from
mode collapse. We test HA-GAN on thorax CT and brain
MRI datasets. Experiments demonstrate that our approach out-
performs baselines in image generation, image reconstruction,
and clinical-relevant feature extraction. Our code will be made
publicly available.
In summary, we make the following contributions:
1) We introduce a novel end-to-end HA-GAN architec-
ture that can generate high-resolution volumetric images
while being memory efficient.
2) We incorporate a memory-efficient encoder with a simi-
lar structure, enabling clinical-relevant feature extraction
from high-resolution 3D images. We show that the
encoder improves generation quality.
3) We discovered that moving along certain directions in
latent space results in explainable anatomical variations
in generated images.
4) We evaluate our method by extensive experiments on
different image modalities as well as different anatomy.
The HA-GAN offers significant quantitative and quali-
tative improvements over the state-of-the-art.
ar
X
iv
:2
00
8.
01
91
0v
1 
 [e
es
s.I
V]
  5
 A
ug
 20
20
ARXIV PREPRINT, JULY 2020 2
II. METHOD
We first review Generative Adverserial Networks (GANs)
in Section II-A. Then, we introduce the our method in Sec-
tion II-B, followed by the introduction of the encoder in
Section II-C. We conclude this Section with the optimization
scheme in Section II-D and the implementation details in
Section II-E. The notations used in sections are summarized
in Table I.
TABLE I: Important notations in this paper
Models
GA(·) Common block of generator.
GL(·) Low-resolution block of generator.
GH(·) High-resolution block of generator.
DH(·) Discriminator for high-resolution images.
DL(·) Discriminator for low-resolution images.
EH(·) High-resolution block of encoder.
EG(·) Ground block of encoder.
Functions
SH(·, ·) High-resolution sub-volume selector.
SL(·, ·) Low-resolution sub-volume selector.
Varibles
Z Latent representations.
Ẑ Reconstructed latent representations.
r The index of the tarting slice for sub-volume selection.
XH High-resolution real image.
XL Low-resolution real image.
X̂H Generated high-resolution image.
X̂Hr Generated high-resolution sub-volume starting at slice r.
X̂L Generated low-resolution image.
A Intermediate feature maps for the whole image
Ar Intermediate feature maps for the sub-volume starting at slice r
Â Reconstructed intermediate feature maps for the whole image.
Âv Reconstructed intermediate feature maps for the v-th sub-volume.
{Tv}Vv=1 The indices of the starting slices for a partition for XH .
A. Background
Generative Adversarial Networks (GANs) [1] is widely used
to generate realistic-looking images. The training procedure
of GANs corresponds to a two-player game that involves a
generator G and a discriminator D. In the game, while G aims
at generating realistic-looking images, D tries to discriminate
real images from the images synthesized by G; the D and
G compete with each other. Let PX denote the underlying
data distribution, and PZ denote the distribution of the random
noise Z. Then the objective of GAN is formulated as below:
min
G
max
D
E
X∼PX
[logD(X)] + E
Z∼PZ
[log(1−D(G(Z)))].(1)
B. The Hierarchical Structure
Generator Our generator has two branches that generate
the low-resolution image X̂L and a randomly selected sub-
volume of the high-resolution image X̂Hr , where r represents
the index for the starting slice of the sub-volume. The two
branches share initial layers GA and after they branch off:
X̂L= GL( GA(Z)︸ ︷︷ ︸
A
), (2)
X̂Hr = G
H( SL(GA(Z); r)︸ ︷︷ ︸
Ar
), (3)
where GA(·), GL(·) and GH(·) denote the common, low- and
high-resolution layers of the generator, respectively. SL(·, r) is
a selector function that returns the sub-volume of input image
starting at slice r, where the superscript L indicates that the
selection is done at low resolution. The output of this function
is fed into GH(·), which lift the input to the high resolution.
We use A and Ar as short-hand notation for GA(Z) and
SL(GA(Z); r), respectively. We let Z ∼ N (0, I) be the input
random noise vector. We let r be the randomly selected index
for the starting slice that is drawn from a uniform distribution,
denoted as r ∼ U ; i.e., each slice is selected with the same
probability. The schematic of the proposed method is shown
in Fig. 1. Note that X̂Hr depends on a corresponding sub-
volume of A, which is Ar. Therefore, we feed Ar rather
than complete A into GH during training, making the model
memory-efficient.
Discriminator Similarly, we define two discriminators DH
and DL to distinguish a real high-resolution sub-volume
XHr and a low-resolution image X
L from the fake ones,
respectively. DH makes sure that the local details in the high-
resolution sub-volume look realistic. At the same time, DL
ensures the proper global structure is preserved. Since we feed
a sub-volumes SH(XH ; r) rather than the entire image XH
into DH , the memory cost of the model is reduced.
There are two GAN losses LHGAN and LLGAN for low and
high resolutions:
LHGAN (GA, GH , DH) = min
GH ,GA
max
DH
E
r∼U
[
E
X∼PX
[logDH(SH(XH ; r))]
+ E
Z∼PZ
[log(1−DH(X̂Hr )]
]
,
(4)
LLGAN (GL, GA, DL) = min
GL,GA
max
DL
E
X∼PX
[logDL(XL)]
+ E
z∼PZ
[log(1−DL(X̂L)].
(5)
Note that the sampler SH(·; r) in Equation (3) and SL(·; r)
in Equation (4) are synchronized, such that r correspond to
the indices for the same percentile of slices in the high- and
low-resolution.
Inference The memory space needed to store gradient is the
main bottleneck for 3D GANs models; however, the gradient
is not needed during inference. Therefore, we can directly
generate the high-resolution image by feeding Z into GA and
GH sequentially, i.e., X̂H(Z) = GH(GA(Z))). Note that to
generate the entire image during inference, we directly feed
the complete feature maps A = GA(Z) rather than its sub-
volume Ar into the convolutional network GH . The idea is
illustrated at the top of Fig. 2.
C. Incorporating the Encoder
We also adopt a hierarchical structure for the encoder,
by defining two encoders EH(·) and EG(·) encoding the
high-resolution sub-volume and the entire image respec-
tively. We partition the high-resolution image XH into
a set of V non-overlapping sub-volumes, i.e., XH =
concat({SH(XH , Tv)}Vv=1), where concat represent con-
catenation, SH(·) represents the selector function that returns
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Fig. 1: Left: The schematic of the model (without encoder). Right: The Schematic of the hierarchical encoder trained
with reconstruction losses. In the figures, GA(·), GL(·) and GH(·) denote the common, low- and high-resolution blocks
of the generator, respectively. SL(·, ·) and SH(·, ·) are low- and high-resolution selector functions, respectively. DH and
DL are discriminators for high-resolutions and low-resolution images, respectively. EH(·) and EG(·) are encoders for the
high-resolution sub-volume and the entire image, respectively. The detailed architecture of the networks are presented in
Supplementary Material.
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Fig. 2: Inference with the hierarchical generator and encoder.
To generate a high-resolution image X̂H , we sequentially feed
the latent representation Z into GA and GH . To encode a high-
resolution image XH into the latent representation Ẑ, we feed
the sub-volumes of XH into EH , concatenate the output sub-
volume feature maps into Â and then feed the results into
EG.
a sub-volume of a high-resolution image, and Tv represents
the corresponding starting indices for the non-overlapping
partition.
We use Âv to denote the sub-volume-level feature maps
for the v-th sub-volume, i.e., Âv = EH(SH(XH ;Tv)). To
generate the image-lavel representation Ẑ, we first summa-
rizes all sub-volume representation for the image through
concatenation, such that Â = concat({Av}Vv=1). Then we
feed Â into the encoder EG(·) to generate the image-level
representation Ẑ, i.e., Ẑ = EG(Â)
In order to obtain optimal EH and EG, we introduce the
following objective functions:
LHrecon(EH) = min
EH
E
X∼PX ,r∈U
∥∥∥SH(XH ; r)−GH(Âr)∥∥∥
1
, (6)
LGrecon(EG) =min
EG
E
X∼PX
[∥∥∥XL −GL(GA(Ẑ))∥∥∥
1
+ E
r∼U
[∥∥∥SH(XH ; r)−GH(SL(GA(Ẑ); r))∥∥∥
1
]]
.
(7)
Equation (6) ensures a randomly selected high-resolution
sub-volume SH(XH ; r) can be reconstructed. Equation (7)
enforces both the low-resolution image XL and a random
selected SH(XH ; r) can be reconstructed given Ẑ. Note
that in Equation (6), the sub-volume is reconstructed from
the intermediate feature maps Âv; while in the second term
in Equation (7), the sub-volume is reconstructed from the
latent representations Ẑ. In these equations, we use `1 loss
for reconstruction because it tends to generate sharper result
compared to `2 loss [11]. The structure of the encoders are
illustrated in Fig. 1.
When optimizing for Equation (6), we only update EH
while keeping all other parameters fixed. Similarly, when opti-
mizing for Equation (7), we only update EG. We empirically
find that this optimization strategy is memory-efficient and
leads to better performance.
Inference In the inference phase, we can get the la-
tent code Ẑ by feeding the sub-volumes of XH into
EH , concatenating the output sub-volume feature maps
into Â and then feeding the results into EG, i.e., Ẑ =
EG(concat({EH(SH(XH ;Tv))}Vv=1)). The idea is illus-
trated at the bottom of Fig. 2.
D. Overall Model
The model is trained in an end-to-end fashion. The overall
loss function is defined as:
L = LHGAN (GH , GA, DH) + LLGAN (GL, GA, DL)
+ λLHrecon(EH) + λLGrecon(EG),
(8)
where λ controls the trade-off between the GANs losses and
the reconstruction losses.
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E. Implementation Details
We train the proposed HA-GAN for ten epochs. We let the
learning rate for generator, encoder, and discriminator to be 1×
10−4, 1×10−4, and 4×10−4, respectively. We also employed
β1 = 0 and β2 = 0.999 in the Adam optimizer. The batch size
is set as 4. We let the size of the XL be 643. The size of the
randomly selected sub-volume SH(XH ; r) is defined to be
32 × 2562. We let feature maps A have 64 channels with a
size of 643. The dimension of the latent variable Z is chosen
to be 1,024. The trade-off hyper-parameter λ is set to be 5. The
experiments are performed on two NVIDIA Titan Xp GPUs,
each with 12GB GPU memory. The detailed architecture can
be found in Supplementary Material.
III. RELATED WORK
In the following, we review the works related to GANs for
medical images, memory-efficient 3D GAN and representation
learning in generative models.
A. GANs for Medical Images
In recent years, researchers have developed GAN-based
models for medical images. These models are applied to solve
various problems, including image synthesis [12]–[14], data
augmentation [5], [15], modality/style transformation [16],
[17], segmentation [18], [19], and model explanation [20].
However, most of these methods concentrate on generating
2D medical images. In this paper, we focus on solving a more
challenging problem, i.e., generating 3D images.
With the prevalence of 3D imaging in medical applications,
3D GAN models become a popular research topic. Shan et
al. [21] proposed a 3D conditional GAN model for low-
dose CT denoising. Kudo et al. [22] proposed a 3D GAN
model for CT image super-resolution. Jin et al. [23] propose
an auto-encoding GAN for generating 3D brain MRI images.
Cirillo et al. [24] proposed to use a 3D model conditioned on
multi-channel 3D Brain MR images to generate tumor mask
for segmentation. While these methods can generate realistic-
looking 3D MRI or CT images, the generated images are
limited to the small size of 128× 128× 128 or below, due to
insufficient memory during training. In contrast, our HA-GAN
is a memory-efficient model and can generate 3D images with
a size of 256× 256× 256.
B. Memory-Efficient GANs
Some works are proposed to reduce the memory demand
of high-resolution 3D image generation. In order to address
the memory challenge, some works adopt slice-wise [8] or
patch-wise [10] generation approach. Unfortunately, these
methods may introduce artifacts at the intersection between
patches/slices because they are generated independently. To
remedy this problem, Uzunova et al. [9] propose a multi-scale
approach that uses a GAN model to generate a low-resolution
version of the image first. An additional GAN model is used
to generate higher resolution patches of images conditioned on
the previously generated patches of lower resolution images.
However, this method is still patch-based; the generation of
local patches is unaware of the global structure, potentially
leading to spatial inconsistency. In addition, the model is not
trained in an end-to-end manner, which makes it challenging
to incorporate an encoder that learns the latent representations
for the entire images. In comparison, our proposed HA-GAN
is global structure-aware and can be trained end-to-end. This
allows HA-GAN to be associated with an encoder.
C. Representation Learning in Generative Models
Several existing generative models are fused with an en-
coder [3], [25], [26], which learns meaningful representations
for images. These methods are based on the belief that a
good generative model that reconstructs realistic data will
automatically learn a meaningful representation of it [27].
A generative model with an encoder can be regarded as a
compression algorithm [28]. Hence, the model is less likely
to suffer from mode collapse because the decoder is required
to reconstruct all samples in the dataset, which is impossible
if mode collapse happens such that only limited varieties
of samples are generated [3]. Variational autoencoder (VAE)
[25] uses an encoder to compress data into a latent space,
and a decoder is used to reconstruct the data using the
encoded representation. BiGAN [26] learns a bidirectional
mapping between data space and latent space. α-GAN [3]
introduces not only an encoder to the GAN model, but also
learns a disentangled representation by implementing a code
discriminator, which forces the distribution of the code to be
indistinguishable from that of random noise. Variational auto-
encoder GAN (VAE-GAN) [29] adds an adversarial loss to
the variational evidence lower bound objective. Despite their
success, the methods mentioned above can analyze 2D images
or low-resolution 3D images, which are less memory intensive
for training an encoder. In contrast, our proposed HA-GAN
is memory efficient and can be used to encode and generate
high-resolution 3D images during inference.
IV. EXPERIMENTS
We evaluate the proposed model’s performance in three
aspects: image synthesis, image reconstruction, and clinical
relevant feature extraction. We also explore the semantic
meaning of the latent variable. We compare our method with
baseline methods, including WGAN [30], VAE-GAN [29], α-
GAN [6] and Progressive GAN [31]. We set the size of the
latent variable to be 1000, following the practice in [6]. Due to
memory limitations, the baseline models can only be trained
with the size of 1283 at most. To make a fair comparison with
our model (HA-GAN), we apply interpolation to upsample the
synthetic images of baseline models to 2563.
A. Datasets
The experiments are conducted on two large-scale medical
datasets, including the COPDGene dataset [32] and the GSP
dataset [33].
COPDGene Dataset: We use 3D thorax computerized
tomography (CT) images of 9,276 subjects from COPDGene
dataset in our study. We trim blank slices with all-zero values
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TABLE II: Evaluation for Image Synthesis
Dataset COPDGene (Lung) GSP (Brain)
FID↓ MMD↓ FID↓ MMD↓
WGAN 0.0398 0.134 0.0190 0.377
VAE-GAN 0.3087 1.025 0.5061 1.577
α-GAN 0.0328 0.100 0.0146 0.416
Progressive GAN 0.0567 0.143 0.0287 0.354
HA-GAN w/o encoder 0.0079 0.026 0.0074 0.073
HA-GAN 0.0048 0.012 0.0025 0.041
Real images 0.0003 2.5× 10−4 2.3× 10−5 0.002
and resize the images to 2563. The Hounsfield Units (HU)
are mapped to the intensity window of [−1024, 600] and
normalized to [−1, 1]. We randomly hold out 1,000 images
as the test set and use the remaining images as the training
set.
GSP Dataset: We use 3D Brain magnetic resonance
images (MRIs) of 3,538 subjects from Brain Genomics Super-
struct Project (GSP) [33] in our experiments. The FreeSurfer
package [34] is used to remove the non-brain region in the
images, bias-field correction, intensity normalization, affine
registration to Talairach space, and resampling to 1mm3
isotropic resolution. We trim the blank slices with all-zero
values and rescale the images into 2563. The intensity value
is normalized to [−1, 1]. We randomly hold out 500 images as
the test set and use all remaining images as the training set.
B. Image Synthesis
We examine whether the synthetic images are realistic-
looking quantitatively and qualitatively, where synthetic im-
ages are generated by feeding random noise into the generator.
1) Quantitative Evaluation: If the synthetic images are
realistic-looking, then the synthetic images’ distribution should
be indistinguishable from that of the real images. Therefore,
we can quantitatively evaluate the quality of the synthetic
images by computing Frchet Inception Distance (FID) [35] and
Maximum Mean Discrepancy (MMD) [36] between the distri-
butions of real images and synthetic images. Lower values of
these quantities indicate that the distributions are more similar,
implying more realistic-looking synthetic images. We adopt a
3D ResNet model pre-trained on 3D medical images [37] to
extract features for computing FID. Note the scale of FID
relies on the feature extraction model. Thus our FID values
are not comparable to common FID value for 2D images,
which is based on feature extracted using model pre-trained on
ImageNet. To make the comparison meaningful, we provide
the FID and MMD values for the real images in the in Table II
as lower bound (i.e., best performance possible).
As shown in Table II, both versions of HA-GAN achieves
lower FID and MMD compared to the baselines. The quantities
imply that HA-GAN generates more realistic images. We
also observe that HA-GAN without encoder performs slightly
worse than the encoder version, but it still outperforms all
baselines.
2) Qualitative Evaluation: To qualitatively analyze the re-
sults, we show some samples of synthetic images in Fig. 3.
The figure illustrates that HA-GAN generates sharper images
TABLE III: Evaluation for Image Reconstruction
Dataset COPDGene (Lung) GSP (Brain)
SSIM ↑ NMSE ↓ PSNR ↑ SSIM ↑ NMSE ↓ PSNR ↑
VAE-GAN 0.398 0.174 15.8 0.751 0.105 21.68
α-GAN 0.223 0.448 10.1 0.727 0.218 17.85
HA-GAN 0.462 0.122 16.8 0.788 0.093 21.97
We do not include the results of WGAN and Progressive GAN, because they
do not incorporate an encoder.
than the baselines. More high-resolution samples and latent
space interpolation are provided in Supplementary Material.
To illustrate whether the synthetic images look similar to
the real ones, we embed the synthetic and real images into
the same space. If the synthetic images are indistinguishable
from the real images, then we expect that the synthetic and real
images occupy the same region in the embedding space. Fol-
lowing the practice of [6], we first use a pretrained 3D medical
ResNet model [37] to extract features for 512 synthetic images
by each method. As a reference, we also extract features for
the real image samples using the same ResNet model. Then we
conduct PCA to embed the exacted features into 2-dimensional
space for both COPDGene and GSP datasets. The results are
visualized in Fig. 5a and 5b, respectively. In both figures, we
fit an eclipse for the embedding of each model with the least
square. In the figures, we observe that synthetic images by
HA-GAN better overlap with real images, compared with the
baselines. This implies that HA-GAN generates more realistic-
looking images than the baselines.
C. Image Reconstruction
We test the model performance in terms of image re-
construction. We first encode held-out images from the test
set using the trained encoder. Then the original images are
reconstructed by forwarding the encoded latent variable to
the trained generator. We use three metrics to evaluate the
quality of reconstruction: SSIM (Structural Similarity Index,
higher is better) [38], NMSE (Normalized Mean Square Error,
lower is better), and PNSR (Peak Signal-to-Noise Ratio, lower
is better). The Table III shows that HA-GAN outperforms
baselines in terms of image reconstruction. A few examples
of the reconstructed images are shown in Fig. 3. Note that we
do not include the results of WGAN and Progressive GAN,
because they do not incorporate an encoder.
We expect that if images are well reconstructed, each
brain structure in the reconstructed image is consistent with
the original images. Hence, to evaluate the reconstruction
quality on structure level, we use FreeSurfer [34] to segment
a representative subset of 12 brain ROIs from real brain
images and reconstructed brain images, including cerebral
white matter (WM) and cortex (CT), lateral ventricle (LV),
cerebellar white matter (CW) and cortex (CC), thalamus (TH),
caudate (CA); putamen (PU), pallidum (PA), brainstem (BS),
hippocampus (HP), and amygdala (AM). Dice score is used
to evaluate the performance. Fig. 6 shows that the proposed
HA-GAN outperforms baseline models in almost all structures
with highest Dice scores.
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Fig. 3: Randomly generated images from noise by different models and the real images. The figure illustrates that HA-GAN
generates sharper images than the baselines.
Fig. 4: Reconstructed images by different models.
D. Clinical-Relevant Feature Extraction
This section discusses how much information about the
disease severity is preserved in the encoded latent features.
We select two respiratory measurements and one CT-based
measurements of emphysema to measure disease severity. For
respiratory measurements, we use percent predicted values of
Forced Expiratory Volume in one second (FEV1pp) and its
ratio with Forced vital capacity (FVC) (FEV1/FVC). Given
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Fig. 5: Comparison of the embedding of different models. We
embed the features extracted from synthesized images into 2-
dimensional space with PCA. The eclipses are fitted to scatters
of each model for better visualization. The figures show that
the embedding region of HA-GAN has the most overlapping
with real images, compared to the baselines.
TABLE IV: R2 for predicting clinical-relevant measurements
Method log FEV1pp log FEV1/FVC log %Emphysema
VAE-GAN 0.215 0.315 0.375
α-GAN 0.512 0.622 0.738
HA-GAN 0.555 0.657 0.746
We do not include the results of WGAN and Progressive GAN, because
they do not incorporate an encoder.
extracted features, we train a Ridge regression model with
λ = 1 × 10−4 to predict the logarithm of each of the
measurements. We report the R2 scores on held-out test data.
The Table IV shows that HA-GAN achieves higher R2 than
the baselines. The results imply that HA-GAN preserves more
information about the disease severity than baselines.
E. Exploring the Latent Space
This section investigates whether change along a certain
direction in the latent space corresponds to semantic mean-
ings. We segment the lung regions in the thorax CT images
WM CT LV CW CC TH CA PU PA BS HP AM
Structure
0.0
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0.8
Ov
er
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Di
ce
)
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HA-GAN
Alpha-GAN
VAE-GAN
Fig. 6: Dice score on structure-wise reconstruction (Higher is
better). The figures quantitatively measure how much the brain
structures in the reconstructed images overlap with that in the
original images. The figures show that HA-GAN gives higher
Dice scores for nearly all of the brain structures, indicating
that HA-GAN is capable to more consistently reconstruct each
brain structure than the baselines.
using Chest Image Platform (CIP) [39], and segment the fat
tissues [40], bone tissues and emphysema regions [41] via
thresholding. We segment the brain, hippocampus, and lateral
ventricle for the synthetic brain MRIs with the FreeSurfer
package [34]. Next, we train linear regression models that
predict the total volume of the different tissues/regions with
the learned latent representations Z for each image, optimizing
with least square. Then, we manipulate the latent spaces
along the direction corresponding to the learned parameters
of linear models and generate the images by feeding the
resulted latent representations into the generator. As shown
in Fig. 7, for thorax CT images, we identify directions in
latent space corresponding to the volume of lung, fat, bone
and emphysema, respectively. As shown in Fig. 7, for brain
MRIs, we identify directions in latent space corresponding
to the volume of brain, hippocampus, and lateral ventricles,
respectively. When we go along these directions in latent
space, we can observe the change of volumes for these tissues.
F. Memory Efficiency
In this section, we compare the memory efficiency of HA-
GAN with baselines. We measure the GPU memory usage at
the training time for all models under different resolutions,
including 323, 643, 1283, and 2563. The results are shown
in Fig. 9. Note that the experiments are performed on the
same GPU (Tesla V100 with 16GB memory), and we set the
batch size to 2. The HA-GAN consumes much less memory
than baseline models under different resolutions. In addition,
HA-GAN is the only model that can generate images of sizes
2563. All other models exhaust the entire memory of GPU;
thus, the memory demand cannot be measured. In addition,
we empirically find that HA-GAN is more computationally
efficient compared to baseline models, see Supplementary
Material for more details.
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Fig. 7: Latent space exploration on thorax CT images. The fig-
ure reports synthetic images generated by changing the latent
code in four different directions, corresponding to the lung,
fat, bone volume as well as the proportion of emphysema.
V. DISCUSSION
A. Image Synthesis
As shown Quantitatively in Table II, HA-GAN achieves
lower FID and MMD, implying that our model generates more
realistic images. This is further confirmed by the synthetic
images shown in Fig. 3, 4, where HA-GAN generates sharper
images compared to other methods. Although Progressive
GAN and α-GAN also generate realistic-looking images, it
can’t directly generate images with size 2563 because they
are less memory-efficient. Therefore, we have to first generate
1283 images and then interpolate these images into 2563 for
a fair comparison. The interpolated images are usually blurry
and lack of high-resolution details. In contrast, HA-GAN is
memory-efficient and can directly generate images with 2563
size. Therefore, it can generate sharper images with more
details.
We also observe in Table II that HA-GAN with encoder
outperforms the version without encoder in terms of image
reconstruction. This is consistent with the observation in [3]
that introducing encoder to GAN improves the quality of
synthetic images. When an encoder is introduced to GAN, the
reconstruction loss in the objective function ensures that the
reconstructed images are voxel-wise consistent with the origi-
nal images. This term can encourage the generator to represent
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Fig. 8: Latent space exploration on brain MRIs. The figure
reports synthetic images generated by changing the latent code
in three different directions, corresponding to the brain’s vol-
umes, hippocampus, and lateral ventricles. The segmentation
masks are plotted in red.
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Fig. 9: Memory usage test. Only HA-GAN can generate
images of size 2563 without memory overflow.
all data and not to collapse, improving the performance of the
generator in terms of image synthesis.
The embedding is shown in Fig. 5a and 5b reveals that
the distribution of the synthetic images by HA-GAN is more
consistent with the real images, compared to all baselines.
However, we observe in 5b that on the GSP dataset, the
variance of synthetic images by HA-GAN is smaller than the
real images, implying that the generated images are of lower
diversity than the real data. We want to improve synthetic
diversity by introducing a mini-batch discrimination scheme
[42] or using multiple discriminators [43] in future work.
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B. Image Reconstruction
Table III and Fig. 4 illustrate that HA-GAN outperforms
VAE-GAN and α-GAN in terms of image reconstruction. Both
the encoder and generator for VAE-GAN and α-GAN can only
process images of size 1283. Since HA-GAN directly encodes
and generates images of size 2563, it reconstructs images of
higher quality.
In HA-GAN, the reconstruction loss in the objective func-
tion shown in Equations (6) and (7) are based on voxel-wise
`1 losses, such that each voxel contributes equally to the
loss function. However, as shown in some tasks for disease
classifications [44], [45], some regions in the images are more
important than others because they contain more clinical-
relevant information. We want HA-GAN to focus on better
reconstructing the details in these clinical-relevant regions.
Therefore, we would like to introduce an attention mechanism
to the model in future work.
C. Clinical-Relevant Feature Extraction
Table IV shows that HA-GAN can better extract clinical-
relevant features from the images, comparing to VAE-GAN
and α-GAN. Some clinical-relevant information might be
hidden in specific details in the medical images, and can
only be observed with high-resolution images. VAE-GAN and
α-GAN can only process lower-resolution images of 1283.
We speculate that the high-resolution information leveraged
by HA-GAN helps it learn representations that are more
predictive for the clinical-relevant measurements.
Although our HA-GAN is capable of extracting clinical-
relevant features, it is an unsupervised method. Research [46]
shows that if we utilize some clinical-relevant supervisions
during training, the model is better explaining the clinical-
relevant measurement. To achieve this, we plan to incorporate
clinical-relevant measurements by maximizing the mutual in-
formation between the latent representation and the provided
measurements in future work.
D. Exploring Latent Space
Fig. 7 and Fig. 8 show that certain directions in the latent
space learned by HA-GAN have semantic meanings. We can
identify the directions in the latent space that correspond to
each semantic meaning of interest. However, we realize that in
the identified direction of latent space, some other factors of
variations that are irrelevant to the semantic meaning of inter-
est are also changing. For example, in Fig 7, the size of lung is
increasing as the amount of emphysema increases; in Fig 8, as
the brain size increases, the shape and orientation of the brain
also change. This is because the latent representation learned
is entangled [47], such that the change in the latent space
corresponds to the change of multiple factors of variations.
To make sure the model learns disentangled representations,
we need to introduce additional regularization terms in the
objective function, making each latent variable independent
with each other, as introduced in [48], [49].
E. Memory Efficiency
Because of its hierarchical structure, HA-GAN process only
one sub-volume of high-dimensional images rather than the
entire image in each iteration during training. This makes HA-
GAN more efficient than baselines in terms of memory usage
in each iteration during training, as shown in Fig 9.
VI. CONCLUSION
In this work, we develop an end-to-end hierarchical GAN
model that can generate 3D high-resolution images. The model
simultaneously generates a low-resolution version of an image
and a randomly selected high-resolution sub-volume during
training. In this way, the memory demand for generating
high-resolution images is amortized. During inference, the
model can directly generate full 3D high-resolution images.
An encoder with a similar hierarchical structure is incorporated
to extract features from images and prevent mode collapse.
Experiments on 3D thorax CT and brain MRI show that
the proposed model achieves state-of-the-art performance in
image generation, image reconstruction, and clinical-relevant
feature extraction. Since GAN may omit certain objects but
generate realistic-looking models [50], HA-GAN can be fur-
ther improved by introducing an attention mechanism and
incorporating the clinical-relevant side information. Here we
show a use-case scenario of generating medical images from
scratch based on unconditional GAN. However, our method
can also be extended for applications based on conditional
GAN, such as medical image domain translation. Our method
enables various real-world medical imaging applications that
rely on high-resolution image analysis and generation.
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