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Abstract
A matroid is T-unique if it is determined up to isomorphism by its Tutte polynomial. Known T-
unique matroids include projective and afﬁne geometries of rank at least four, wheels, whirls, free
and binary spikes, and certain generalizations of these matroids. In this paper we survey this work
and give three new results. Namely, we prove the T-uniqueness ofM(Km,n) and of the truncations of
M(Kn), and we show the existence of exponentially large families of T-unique matroids.
© 2005 Published by Elsevier B.V.
1. Introduction
The Tutte polynomial t (M; x, y) of a matroid M is a powerful invariant that encodes a
considerable amount of information aboutM. From t (M; x, y) one can obtain many impor-
tant invariants of the matroid, including the characteristic polynomial, the rank, the number
of bases, and the number of connected components. For a graphic matroid,M=M(G), the
Tutte polynomial contains as specializations the chromatic and the ﬂow polynomials of G.
In addition to other applications to graph theory, the Tutte polynomial also has connections
with knot theory, coding theory, and statistical mechanics (see [10,25] for useful surveys).
A question that arises naturally is that of whether a matroid is determined up to isomor-
phism by the information contained in its Tutte polynomial. This motivates the following
deﬁnition.
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Deﬁnition 1.1. Two matroidsM and N are T-equivalent if t (M; x, y)= t (N; x, y). A ma-
troid M is T-unique if every matroid N that is T-equivalent to M is isomorphic
to M.
Using the bounds that appear in [10, Exercise 6.9], it is easy to show that almost all
matroids are not T-unique. In this paper, we shall focus precisely on matroids that have
been proved to be T-unique. Our aim is both to survey previous results and techniques, and
to present new families of T-unique matroids.
The related problem of ﬁnding large families of T-equivalent nonisomorphicmatroids has
also received much attention. The ﬁrst examples known were pairs of T-equivalent graphic
matroids given by Tutte [24], and later by Brylawski [8]. In [2] Bollobás, Pebody, and
Riordan give a method for constructing exponentially large families of T-equivalent highly
connected graphic matroids, where exponentially large means that the size of the family
grows exponentially as a function of the rank. In [3], Bonin uses inequivalent representations
of matroids over ﬁnite ﬁelds to produce many sequences of exponentially large families of
3-connected T-equivalent representable matroids.
The problem of T-uniqueness can also be posed within the class of 2-connected graphs.
In [16,19] certain graphs are shown to be determined among all graphs by their Tutte
polynomials.Thiswork can be viewed as an extension of the search for graphs determined by
their chromatic polynomials (see [13,14] for a survey on this problem). However, knowing
that a graph is determined by its Tutte polynomial in this sense does not imply the T-
uniqueness of the graphic matroid as deﬁned above (see [10, Section 2] for a graphic and a
nongraphic matroid that have the same Tutte polynomial).
The outline of this paper is as follows. In Section 2 we deﬁne the Tutte polynomial and
give a list of some of the invariants of a matroid M that can be deduced from t (M; x, y).
The next two sections are devoted to known families of T-unique matroids. In Section
3 we survey the results on projective and afﬁne geometries, Dowling geometries and re-
lated matroids. In Section 4 we introduce k-chordal matroids and techniques for proving
their T-uniqueness; these techniques apply to wheels, whirls, spikes, and generalizations
of these matroids. In Section 5, we give new applications of the techniques developed in
Section 4; speciﬁcally, we prove the T-uniqueness of the cycle matroids of complete bipar-
tite graphs and the truncations of the cycle matroids of complete graphs. In Section 6, we
give an exponentially large family of T-unique graphic matroids that arise from the cycle
matroids of a family of outerplanar graphs. This family stands in contrast to the examples
mentioned above of exponentially large families of T-equivalent matroids, and also to the
fact that so far only few examples were known of T-unique matroids of the same rank
and size.
Proving that a matroid is T-unique typically provides a characterization of this matroid
in terms of some of the invariants listed in the next section.Whenever it is feasible, we give
this characterization rather than only stating the T-uniqueness.
Our notation follows [20]. Recall that the girth g(M) of a matroid M that is not free
is the size of the smallest circuit of M. A matroid is called a geometry (or combinatorial
geometry) if it is a simple matroid. A line is a ﬂat of rank two, and a plane is a ﬂat of
rank three. For brevity, we abuse notation by saying that a ﬂat F of M is isomorphic to N
ifM|FN .
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2. Preliminaries
The Tutte polynomial of a matroid M with ground set S is deﬁned as
t (M; x, y)=
∑
A⊆S
(x − 1)r(M)−r(A)(y − 1)|A|−r(A).
Another related polynomial is the rank-cardinality generating function
R(M; x, y)=
∑
A⊆S
xr(A)y|A|.
Note that t (M; x, y) and R(M; x, y) are related by a simple change of variables, and
therefore contain the same information about the matroid. We denote by [xiyj ]P(M; x, y)
the coefﬁcient of xiyj in a polynomial P(M; x, y).
The following lemma summarizes the combinatorial information encoded by the Tutte
polynomial that is relevant to this paper.
Lemma 2.1. The following invariants of a matroid M on a set S can be deduced from its
Tutte polynomial t (M; x, y):
(1) the rank r(M);
(2) the size |S|;
(3) the number of rank-i sets of cardinality j for each i, j with 0 ir(M) and 0j |S|;
(4) for each i with 0 ir(M), the number of independent sets of M of cardinality i;
(5) for each i with 0 ir(M), the largest cardinality among all ﬂats of M of rank i, and
the number of rank-i ﬂats of this cardinality;
(6) the girth g(M), and the number of circuits of M that have cardinality g(M);
(7) the Tutte polynomial of the dual matroidM∗; in particular, t (M∗; x, y)= t (M; y, x).
Whether M is a geometry can be deduced from t (M; x, y). Furthermore, if M is a geometry
the number of 4-circuits of M can also be deduced from t (M; x, y).
Proof. Assertions (1)–(7) are well-known and follow immediately from the deﬁnition of
the Tutte polynomial. Note that M is a geometry if and only if its girth is at least three. To
address the last assertion, note that the number of sets of rank 3 and size 4 is the coefﬁcient
of x3y4 in R(M; x, y), and such sets are of two types: 4-circuits and 4-sets that contain a
unique 3-circuit. So it is enough to show that the number of 4-sets that contain a unique
3-circuit can be deduced from R(G; x, y). The only simple matroid with rank 2 and size 4
isU2,4, and therefore, we can deduce the number u of subsetsU of S such thatM|UU2,4.
Let t be the number of 3-circuits ofM, which is given by assertion (6). The number of 4-sets
containing a unique 3-circuit is therefore t (|S| − 3)− 4u. 
The following theorem is a weak form of [7, Proposition 5.9] and gives sufﬁcient condi-
tions to determine the number of rank-i ﬂats of a given size from the Tutte polynomial.
A. de Mier, M. Noy / Discrete Mathematics 302 (2005) 52–76 55
Theorem 2.2. For a rank-n matroid M and any integer i with 0 in, let si be the
largest cardinality among rank-i ﬂats of M. Then for each i with 1 in and each j with
si−1<jsi , the number of ﬂats of M having rank i and cardinality j can be expressed as
a linear combination of the coefﬁcients of the Tutte polynomial of M.
3. A survey of known T-unique matroids
In this section we review previous work on T-unique matroids by several authors. The
general format of the results we present is that a certain geometry can be characterized up
to isomorphism by a set of numerical invariants. If these invariants can be deduced from
the knowledge of the Tutte polynomial, and this is very often the case, as a corollary one
deduces that the corresponding matroid is T-unique.
Projective and afﬁne geometries are very natural candidates to study in this setting,
because of their prominent role in matroid theory and, in fact, they have been characterized
in a number of ways. The following result is by Bonin and Miller [5].
Theorem 3.1. Let M be a rank-r geometry on (qr − 1)/(q − 1) points in which all lines
have at least q + 1 points. Then M is a projective geometry of order q.
Since the conditions in the above theorem can be deduced from the Tutte polynomial
of M, as a corollary we have that projective geometries of order q of rank at least 4 are
T-unique. This is not the case for rank 3, since there exist nonisomorphic projective planes
of the same order. This fact also applies to afﬁne and other rank 3 geometries, but in order
to avoid repetition we do not insist on it.
Corollary 3.2. Projective geometries PG(r − 1, q) of order q with r4 are T-unique.
The situation is similar for afﬁne geometries; we quote again from [5].
Theorem 3.3. Assume M is a rank-r geometry on qr−1 points in which lines have q points
and planes have at least q2 points. Then M is an afﬁne geometry of order q.
Corollary 3.4. Afﬁne geometries AG(r − 1, q) of order q with r4 are T-unique.
A different characterization of projective geometries based onWhitney numbers has been
obtained recently by Kung. Recall that if M is a geometry the Whitney number of the ﬁrst
kind wk(M) is the coefﬁcient of n−k in the characteristic polynomial P(M, ), and the
Whitney number of the second kindWk(M) is the number of rank-k ﬂats in M. Also,
(
r
k
)
q
is the number of rank-k ﬂats in PG(r − 1, q). Then we have [15]:
Theorem 3.5. Let r3 and let M be rank-r geometry with
W1(M)= q
r − 1
q − 1 , W2(M)=
(
r
2
)
q
, w2(M)= q
(
r
2
)
q
.
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ThenM is isomorphic to the projective geometry PG(r−1, q) if r4, or a projective plane
of order q if r = 3.
This gives a new proof of Corollary 3.2. Additional characterizations in the same spirit
can be found in [15].
In the same vein, complements of projective subgeometries in projective geometries have
been characterized by Ankney and Bonin [1].
Theorem 3.6. Assume that r and k are integers with r4 and 1kr − 3, and that M is
a rank-r geometry that satisﬁes the following conditions:
(1) M has (qr − qk)/(q − 1) points;
(2) no rank-(r − k + 1) ﬂat of M contains (qr−k+1 − 1)/(q − 1) points;
(3) all hyperplanes ofM contain either (qr−1−qk)/(q−1) points or (qr−1−qk−1)/(q−1)
points;
(4) all ﬂats of rank r−2 contain either (qr−2−qk)/(q−1) points or (qr−2−qk−1)/(q−1),
or, if k > 1, (qr−2 − qk−2)/(q − 1) points.
Then M is isomorphic to PG(r − 1, q)\PG(k − 1, q).
By computing the ranks and cardinalities of all ﬂats of a matroid T-equivalent to
PG(r − 1, q)\PG(k − 1, q), the authors obtain the following.
Corollary 3.7. The matroid PG(r − 1, q)\PG(k− 1, q) is T-unique for r4 and 1k
r − 2.
Nextwe turn to characterizations ofDowling geometries, whichwe nowdeﬁne (theywere
deﬁned by Dowling [11] in the context of lattice theory, but we follow the presentation in
[5], more suitable for this paper). They can be deﬁned by specifying only the points and
lines; then a subset is a ﬂat if whenever it contains two points x and y, it contains also the
line cl({x, y}).
Take a ﬁnite groupGwritten inmultiplicative notation, and construct the geometryQr(G)
as follows.There are twokinds of points: jointsp1, p2, ..., pr , which formabasis forQr(G);
and internal points gij for every g ∈ G and every pair of indices with 1 i < jr . Hence
Qr(G) has r +
(
r
2
) |G| points. There are two types of nontrivial lines (that is, lines with at
least three points): coordinate lines cl({pi, pj })={pi, pj } ∪ {gij | g ∈ G}; and transversal
lines {gij , hjk, (gh)ik} for each pair g, h ∈ G and triple of indices 1 i < j < kr . Thus,
the transversal lines are contained in the coordinate planes cl({pi, pj , pk}), and they encode
the group operation.
One can show that when G is the trivial group {1}, the geometry Qr({1}) is isomorphic
to the cycle matroidM(Kr+1) of a complete graph, also known as the partition lattice. The
following characterization is proved by Bonin and Miller in [5].
Theorem 3.8. Assume that a rank-r geometry M has:
(1)
(
r+1
2
)
points;
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(2)
(
r+1
3
)
lines with three points;
(3) no 5-point planes,
(
r+1
4
)
planes with six points, and no planes with more than six
points;
(4) no rank-4 ﬂats with more than 10 points.
Then M is isomorphic toM(Kr+1).
As a corollary the authors obtain:
Corollary 3.9. The matroidM(Kn) is T-unique for n1.
In Section 5 we show that the geometries M(Km,n) and certain truncations of M(Kn)
are also T-unique.
For the case |G|> 1, in a tour de force Bonin and Miller prove the following:
Theorem 3.10. Assume M is rank-r geometry and g > 1 is an integer such that:
(1) M has ( r2 ) g + r points;
(2) Mhas ( r2 ) lines with g+2 points, ( r3) g2 lines with three points, and no other nontrivial
lines;
(3) M has ( r3) planes with 3g + 3 points, and no other planes with 2g + 3 or more points;
(4) M has ( r4 ) rank-4 ﬂats with 6g + 4 points, and no larger rank-4 ﬂats;
(5) Mhas ( r5) rank-5 ﬂats with 10g+5 points, ( r4 ) ( r−42 ) g rank-5 ﬂats with 6g+5 points,
and no other rank-5 ﬂats with more than 6g + 4 points;
(6) the rank-6 ﬂats (if any) with most points have 15g+ 6 points, and no other rank-6 ﬂats
have 14g + 6 or more points;
(7) all rank-7 ﬂats (if any) have fewer than 22g + 8 points.
Then M is the Dowling geometry Qr(G) for some group (or quasigroup, if r = 3) G of
order g.
All the information above can be gathered from the Tutte polynomial. Since there is only
one group of prime order, as a corollary they obtain:
Corollary 3.11. If r > 3 and G is a group of prime order p, then the matroid Qr(G) is
T-unique.
Even more demanding is the proof by Sarmiento of the following result on jointless
Dowling geometries Q′r (G), which are obtained from Qr(G) by removing the joints
p1, p2, ..., pr (we refer the reader to [23] for more precise results).
Theorem 3.12. If r > 3 and G is a group of prime order p, then the matroid Q′r (G) is
T-unique.
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We also mention that Qin showed the same result for complete principal truncations of
Dowling geometries of rank r > 3. The deﬁnition of these geometries is too technical to be
stated here and we refer the reader to [22] for details.
In the next sections we review more material on T-unique geometries, and present new
results. Our techniques follow the same pattern, that is, characterize matroids by numerical
invariants and deduce their T-uniqueness.
We conclude this section by showing that duals and direct sums of T-unique matroids
preserve T-uniqueness. For this we need the following result, proved in [17].
Lemma 3.13. If M is a connected matroid, then t (M; x, y) is irreducible in Z[x, y].
Theorem 3.14. (1) If M is a T-unique matroid, so is the dual matroidM∗.
(2) IfM1 andM2 are T-unique matroids, so is the direct sumM1 ⊕M2.
Proof. (1) This is straightforward. If t (N; x, y)= t (M∗; x, y) then, by switching variables,
we have t (N∗; x, y)= t (M; x, y). Since M is T-unique we have N∗M , hence NM∗.
(2) Suppose t (N; x, y)= t (M1 ⊕M2; x, y) and let
M1 =
⊕
i
Ci, M2 =
⊕
j
Dj , N =
⊕
k
Ek
be the decomposition of M1,M2 and N into connected components. It is well known
(see [10]) that t (M1 ⊕M2; x, y)= t (M1; x, y)t (M2; x, y). Hence∏
i
t (Ci; x, y)
∏
j
t (Dj ; x, y)=
∏
k
t (Ek; x, y).
Because of the previous lemma, all the polynomials in the above equation are irreducible.
Hence, each t (Ek; x, y) must be equal to some t (Ci; x, y) or t (Dj ; x, y), so that N can be
decomposed asN=N1⊕N2 with t (N1; x, y)= t (M1; x, y) and t (N2; x, y)= t (M2; x, y).
BecauseM1 andM2 are T-unique, the result follows. 
4. T-uniqueness of k-chordal matroids
Each of the families of T-unique matroids we have seen so far requires a speciﬁc proof.
In this section we present a technique developed by Bonin and de Mier [4] that applies to
a wide class of matroids, namely r-chordal matroids. These tools apply to wheels, whirls,
spikes, and their generalizations. In the next section we give new applications of these
results.
In [4] a matroid N is said to be k-chordal if every circuit C of size l with g(N) +
1 lk has a chord, that is, there exist two circuits C1 and C2 of N and an element x in
C1 ∩ C2 such that |C1|, |C2|< |C| and C = (C1 ∪ C2) − x. This deﬁnition generalizes
the well-known notion of a chordal graph. We say that a matroid N is r-chordal if it is
r(N)-chordal.
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The following theorem gives a sufﬁcient condition for an r-chordal matroid N to be
T-unique. Let M be a matroid T-equivalent to N. Then the T-uniqueness of N reduces to
the existence of a bijection  between the ground sets of N and M such that  maps
circuits of smallest size to circuits. Note that, by Lemma 2.1, condition (b) implies
condition (a).
Theorem 4.1. Assume M and N are matroids on the ground sets S and S′, respectively, and
N is r(N)-chordal. Assume  : S′ → S is a bijection such that for every circuit C of N with
|C|=g(N), its image (C) is a circuit of M. If either of the following two conditions holds,
then N and M are isomorphic and  is an isomorphism.
(a) The matroids M and N have the same girth, the same number of circuits of size g(N),
and, for each integer i with g(N)+ 1 ir(N), the same number of independent sets
of cardinality i.
(b) t (M; x, y)= t (N; x, y).
In Theorem 4.2 the authors address the more general case in which N is k-chordal for
some kr(N). For the matroids M and N in Theorem 4.2 it is only possible to guarantee
that they correspond up to rank k.
Recall that the truncation to rank s of a matroidM is the matroid that has as independent
sets the independent sets of M of rank at most s; it is denoted by T s(M). Note that the
truncation of a k-chordal matroid to rank h is min(k, h+ 1)-chordal.
Theorem 4.2. Assume M and N are matroids on the ground sets S and S′, respectively, and
N is k-chordal. Assume  : S′ → S is a bijection such that for every circuit C of N with
|C|=g(N), its image (C) is a circuit of M. If either of the following two conditions holds,
then M is k-chordal.
(a) The matroids M and N have the same girth, the same number of circuits of size g(N),
and, for each integer i with g(N)+ 1 ik+ 1, the same number of independent sets
of cardinality i.
(b) t (M; x, y)= t (N; x, y).
Furthermore,  is an isomorphism of the truncations of M and N to rank k. The map  is a
bijection between the chordal (k + 1)-circuits of N and the chordal (k + 1)-circuits of M.
Also, M and N have the same number of nonchordal circuits of size k + 1.
In [4] numerical characterizations of wheels, whirls, spikes and their generalizations are
given using Theorems 4.1 and 4.2. We review the deﬁnitions and results here.
Consider the rank-n wheelM(Wn) and the rank-n whirlWn. Their generalizations, the
(n, t)-wheelWn,t and the (n, t)-whirlWn,t , are constructed by adding t − 3 new points
freely to every nontrivial line.
Formally, (n, t)-wheels and (n, t)-whirls are deﬁned by repeatedly applying the operation
of single-element extension generated by a ﬂat (or principal extension). For an introduction
to the theory of single-element extensions see [9,20, Section 7.2].
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(a) (b)
Fig. 1. Geometric representation of the truncation to rank 3 of (a) an (n, t)-wheel, (b) an (n, s, t)-spike.
Given a ﬂat F of the matroid M with ground set S, the principal extension generated by
F is the matroid on the set S ∪ p that has the following rank function rF . For a set X ⊆ S
rF (X)= r(X),
rF (X ∪ p)=
{
r(X) if F ⊆ cl(X),
r(X)+ 1 otherwise.
Deﬁne the (n, 3)-wheel asWn,3 =M(Wn). Now deﬁne the (n, t)-wheelWn,t for t4
recursively in the following way. Let {a1, a2, . . . , an} be a basis of the (n, t − 1)-wheel
Wn,t−1 such that cl({ai, ai+1}) is a nontrivial line with t − 1 points (where the subscripts
here and below are interpreted modulo n). Set M0 =Wn,t−1 and let Mi be the principal
extension ofMi−1 generated by cl({ai, ai+1}) for all iwith 1 in. Deﬁne the (n, t)-wheel
to be the result of these n principal extensions, that isWn,t=Mn.A geometric representation
of the truncation to rank 3 of an (n, t)-wheel is shown in Fig. 1(a).
The (n, t)-whirl Wn,t is deﬁned in the same way taking the n-whirlWn as the initial
matroid.
A careful study of the circuits of (n, t)-wheels and (n, t)-whirls proves the following
proposition from [4].
Proposition 4.3. The (n, t)-whirlWn,t is (n + 1)-chordal and the (n, t)-wheelWn,t is
(n− 1)-chordal. The (n, t)-wheel has exactly one nonchordal circuit of size n.
The following theorem from [4] gives a numerical characterization of (n, t)-wheels and
(n, t)-whirls in terms of parameters than can be deduced from the Tutte polynomial. Since
(n, t)-wheels are not r-chordal, the more general Theorem 4.2 is required for them.
Theorem 4.4. Let n and t be integers with n, t3 and either n> 3 or t > 3. Assume that
M is a geometry on the ground set S that satisﬁes the following properties:
(1) r(M)= n;
(2) |S| = (t − 1)n;
(3) there are exactly n lines +1, +2, . . . , +n with |+i | = t ;
(4) for s with 2sn− 1, ﬂats of rank s have at most (s − 1)(t − 1)+ 1 points;
(5) for each s with 3sn, the geometry M has the same number of independent sets of
size s asWn,t .
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Then M is isomorphic to the (n, t)-wheelWn,t .
Assume that M is a geometry on the ground set S that satisﬁes properties (1)–(4) and
(5′) for each s with 3sn, the geometry M has the same number of independent sets of
size s asWn,t .
Then M is isomorphic to the (n, t)-whirlWn,t .
Corollary 4.5. The (n, t)-wheelWn,t and the (n, t)-whirlWn,t are T-unique.
The other family of matroids studied in [4] is the family of (n, s, t)-spikes that generalize
n-spikes as deﬁned in [21].With this new deﬁnition, (n, n, 3)-spikes correspond to n-spikes.
In Fig. 1(b) we show a geometric representation of an (n, s, t)-spike.
Deﬁnition 4.6. Assume n, s, and t are integers with n3, sn− 1, and t3.An (n, s, t)-
spike with tip a is a rank-n geometry whose ground set is the union of s lines +1, +2, . . . , +s
for which the following properties hold:
(1) a ∈ +i for 1 is;
(2) |+i | = t for 1 is;
(3) for any k <n and any integers 1 i1< i2< · · ·< iks, we have r(+i1 ∪ +i2 ∪ · · · ∪
+ik )= k + 1.
Condition (3) in Deﬁnition 4.6 implies that every nonspanning circuit of size less than n
is either a 3-subset of the line +i , or a 4-set containing two points in +i − a and two points
in +j − a. Thus, in general, (n, s, t)-spikes are (n− 1)-chordal.
The free (n, s, t)-spike is the (n, s, t)-spike that has no n-circuits. The binary n-spike is
the n-spike that contains 2n−1 n-circuits (in this case, these circuits are circuit-hyperplanes).
In [4], it is proved that the maximum number of circuit-hyperplanes in an n-spike is 2n−1
and that binary n-spikes are the only n-spikes with 2n−1 circuit-hyperplanes (see [21] for a
binary representation of this spike).
The following theorem of [4] shows that certain (n, s, t)-spikes are distinguished among
all other matroids by their Tutte polynomials. The proof of this theorem does not require
the theory of k-chordal matroids.
Theorem 4.7. Assume n, s, and t are integers with n5, sn− 1, and t3. Assume that
M is a rank-n geometry that has:
(1) s(t − 1)+ 1 points;
(2) s lines that each have exactly t points;
(3) s ( t3) circuits with three elements;
(4) ( s2 ) ( t−12 )2 circuits with four elements;
(5) ( s2 ) planes with 2t − 1 points;(6) for each j with jn− 1, no hyperplane with j (t − 1)+ 1 points.
Then M is an (n, s, t)-spike.
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Let Skn,s,t be the set of all (n, s, t)-spikes that satisfy condition (6) in Theorem 4.7
and for which the number of n-circuits is exactly k. By Lemma 2.1 and Theorems 4.7
and 4.2, the matroids in Skn,s,t are distinguished from all other matroids by their Tutte
polynomials.
Corollary 4.8. If N is an (n, s, t)-spike in Skn,s,t and t (M; x, y) = t (N; x, y), then M is
an (n, s, t)-spike inSkn,s,t . If N is the only (n, s, t)-spike inSkn,s,t , then N is T-unique. In
particular, the free (n, s, t)-spike and the binary n-spike are T-unique.
5. Complete bipartite graphs and truncations of complete graphs
In this section we apply Theorem 4.1 to two families of r-chordal matroids related to
complete graphs: the truncations to rank s5 of the cycle matroid of a complete graph,
T s(M(Kn)), and the cycle matroid of a complete bipartite graph,M(Km,n). We give char-
acterizations of both matroids in terms of numerical invariants that can be deduced from
the Tutte polynomial, thus proving their T-uniqueness.
As we mentioned before, a numerical characterization of M(Kn) was given by Bonin
and Miller in [5]. The sketch of their proof is the following. First, they take a geometry
M sharing some basic statistics about low-rank ﬂats with M(Kn) and deduce structural
properties of M. Then they use these properties to show that M satisﬁes the axioms of
a Dowling geometry over the trivial group. To characterize T s(M(Kn)) we modify this
argument slightly; the key point is that M(Kn) and T s(M(Kn)) have the same statistics
about low-rank ﬂats if s is not too small. Therefore, the ﬁrst part of the proof of Bonin and
Miller is still valid. In particular, the following lemma is a consequence of their proof of
[5, Theorem 3.2].
Lemma 5.1. Assume that a rank-s geometry M has, for some integer n> s,
(1) (n2 ) points;
(2) (n3 ) lines with three points;
(3) no 5-point planes, (n4 ) planes with six points, no planes with more than six points;(4) no rank-4 ﬂats with more than 10 points.
Then
(i) all 6-point planes in M are isomorphic toM(K4);
(ii) for every point x in M, there exist exactly n− 2 3-point lines +1, . . . , +n−2 through x;
(iii) there exist two disjoint sets of points {x1, . . . , xn−2} and {y1, ..., yn−2} such that +i =
{x, xi, yi} for all i, and {xi, xj , zij } and {yi, yj , zij } are 3-point lines, where zij is the
only point in cl(+i ∪ +j )− (+i ∪ +j ), for all i, j with i < j .
Note that T s(M(Kn)) satisﬁes assumptions (1)–(4) of Lemma 5.1 if 5s <n. Now we
use the previous lemma to establish the bijection needed by Theorem 4.1.
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Theorem 5.2. Assume that a rank-s geometry M has, for some integer n> s5,
(1) (n2 ) points;
(2) (n3 ) lines with three points;
(3) no 5-point planes, (n4 ) planes with six points, no planes with more than six points;(4) no rank-4 ﬂats with more than 10 points;
(5) the same number of rank-i independent sets as T s(M(Kn)) for 4 is.
ThenMT s(M(Kn)).
Proof. We follow the notation given in Lemma 5.1. Since
|{x, x1, ..., xn−2, y1, ..., yn−2} ∪ {zij : 1 i < jn− 2}| =
(
n
2
)
,
the points given in Lemma 5.1 are all the points ofM. Nowwe deﬁne the following bijection
from the ground set of T s(M(Kn)), {(i, j) : 1 i < jn}, to the ground set S of M.
((n− 1, n))= x,
((i, n− 1))= xi for 1 in− 2,
((i, n))= yi for 1 in− 2,
((i, j))= zi,j for 1 i < jn− 2.
It only remains to show that the image under  of a 3-circuit of T s(M(Kn)) is a 3-
circuit of M, that is, that the image of {(i1, i2), (i2, i3), (i1, i3)} is a 3-circuit of M for all
1 i1< i2< i3n. ByLemma5.1, this is equivalent to showing that {x, xi, yi}, {xi, xj , zij },
{yi, yj , zij } and {zi1i2 , zi2i3 , zi1i3} are circuits ofM. It only remains to prove that {zi1i2 , zi2i3 ,
zi1i3} is a circuit of M for all 1 i1< i2< i3n.
To prove this consider the lines {xi1 , xi2 , zi1i2} and {xi2 , xi3 , zi2i3} and apply the circuit
elimination axiom to get that {xi1 , xi3 , zi1i2 , zi2i3} is a 4-circuit. Its closure is a 6-point plane
= {xi1 , xi2 , xi3 , zi1i2 , zi2i3 , zi1i3}. By Lemma 5.1, this plane is isomorphic toM(K4); we
obtain that {zi1i2 , zi2i3 , zi1i3} is a 3-point line by studying the possible lines in . 
Since conditions (1)–(5) of Theorem 5.2 can be deduced from the Tutte polynomial, we
have the following corollary.
Corollary 5.3. The geometry T s(M(Kn)) is T-unique for all n> s5.
Our next aim is to give a numerical characterization of the cycle matroid of a complete
bipartite graph, M(Km,n). The rest of this section is devoted to the proof of Theorem 5.4.
For the matroid M in this theorem, let Fi,j denote the set of all rank-i ﬂats of M with j
points, and let f i,j be |Fi,j |.
Theorem 5.4. Assume M is a geometry with ground set S and nm2 are integers such
that:
(1) r(M)=m+ n− 1;
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(2) |S| =mn;
(3) the girth g(M) of M is 4;
(4) M has (m2 ) (n2 ) 4-point planes, and no planes with 5 or more points;
(5) M has (m2 ) (n2 ) (nm − 4) rank-4 sets with 5 points, M has (m3 ) (n2 ) + (m2 ) (n3 ) rank-4ﬂats with 6 points, and no rank-4 ﬂats with more than 6 points;
(6) M has the following statistics on rank-5 ﬂats:
f 5,7 = (m− 3)(n− 2)
(
m
3
)(
n
2
)
+ (m− 2)(n− 3)
(
m
2
)(
n
3
)
,
f 5,8 =
(
m
4
)(
n
2
)
+
(
m
2
)(
n
4
)
,
f 5,9 =
(
m
3
)(
n
3
)
,
and f 5,k = 0 for all k10;
(7) the maximum size of a rank-s ﬂat F is given by
|F | =
{
k(k + 1) if s2m− 1 and s = 2k,
(k + 1)2 if s2m− 1 and s = 2k + 1,
m(s −m+ 1) if s2m,
(8) for each i with 4 im+n−1, the geometries M andM(Km,n) have the same number
of independent sets of cardinality i.
ThenMM(Km,n).
Since conditions (1)–(8) of Theorem 5.4 can be deduced from the Tutte polynomial and
the T-uniqueness ofM(K1,n) is immediate, we have the following corollary.
Corollary 5.5. The geometryM(Km,n) is T-unique for all integers m, n with 1mn.
From here on, letM denote a geometry satisfying conditions (1)–(8) in Theorem 5.4 for
ﬁxed integers m, n with 2mn. To prove that MM(Km,n) we ﬁnd a bijection of the
ground set of M(Km,n) with S, the ground set of M, such that the image of 4-circuits of
M(Km,n) are 4-circuits of M. The background needed to deﬁne this bijection is given in
the following series of propositions. A set A ⊆ S will be called a plane if it is a nontrivial
plane, that is, a 4-point plane.
Proposition 5.6. All sets in M of rank four with ﬁve elements consist of a plane  and an
element not in the closure of . Therefore, there are no 5-circuits in M.
Proof. By assumption (5), M has (n2 ) (m2 ) (nm − 4) subsets with rank 4 and size 5. Note
that, by assumption (4), if  is a 4-point plane and x is a point outside , the set  ∪ {x}
has rank 4 and size 5. These sets account for the
(
n
2
) (
m
2
)
(nm− 4) subsets with rank 4 and
size 5, and therefore, M has no circuit of length 5. 
As a consequence we obtain the following proposition.
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Proposition 5.7. If two planes 1 = {a, b, c1, d1} and 2 = {a, b, c2, d2} meet in exactly
two points, then {c1, c2, d1, d2} is a plane. EveryA ⊆ S inF4,6 is isomorphic toM(K2,3).
From here on, the sets inF4,6 are called prisms.
Proposition 5.8. If  and ′ are two planes meeting at a single point, then the closure
cl( ∪′) is isomorphic toM(K3,3).
Proof. Deﬁne the set
A= {(A, x) : A ∈F4,6, x /∈A}.
By assumptions (2) and (5), |A| = ((m3 ) (n2 )+ (m2 ) (n3 )) (nm− 6).
Note that the closure cl(A∪ x) for (A, x) ∈A belongs to one ofF5,7,F5,8 orF5,9 by
assumption (6).We abuse notation and say that a set B contains the pair (A, x) ifA∪x ⊆ B.
In the following three claims we count the number of pairs ofA that are contained in ﬂats
belonging toF5,7,F5,8 orF5,9.
Claim 1. Every ﬂat B ∈ F5,7 contains at most one pair belonging to A, with equality
holding if and only ifM|BM(K2,3)⊕ y, where y is an isthmus ofM|B.
Proof. Suppose that x ∈ B is such that B − x ∈ F4,6; since the rank has gone down by
one, x is an isthmus ofM|B. If two or more subsets of B belong toF4,6, thenM|B has at
least two isthmuses, say x and y. Then B − {x, y} has rank 3 and size 5, thus contradicting
assumption (4). The case of equality follows easily. 
Note that in Claim 1, we do not need B to be a ﬂat, so the result applies as well to all sets
with rank 5 and size 7.
Claim 2. Every ﬂat B ∈ F5,8 contains at most 8 pairs belonging to A, with equality
holding if and only ifM|BM(K2,4).
Proof. For every x ∈ B ∈F5,8, we have that B − x has rank 5 and size 7. By the remark
after Claim 1,B−x contains at most one pair inA; since |B|=8, the upper bound follows.
Suppose now that B = {b1, b2, ..., b8} ∈F5,8 contains exactly 8 pairs; this implies that
there are exactly four 6-subsets of B that are prisms. Since B has 8 points, it follows that
any two prisms T1 and T2 in B are such thatM|(T1 ∩ T2) is a plane. It is easy to prove now
that M|(T1 ∪ T2) is either isomorphic to M(K2,4) or to M(K−3,3), the cycle matroid of a
complete graph K3,3 minus an edge. Since this last matroid contains only two prisms, we
deduce thatM|BM(K2,4). 
Claim 3. Every ﬂat B ∈ F5,9 contains at most 18 pairs that belong toA, with equality
holding if and only ifM|BM(K3,3).
Proof. If every point x ∈ B is such that B − x contains at most two prisms, we have at
most 18 pairs. So assume that for some x ∈ B, B − x contains at least three prisms.
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Fig. 2. A graphical representation of the closure of two x-intersecting planes 1 = {x, a1, b1, c1} and
2 = {x, a2, b2, c2}.
As in the proof of the case of equality in Claim 2, any two prisms T1, T2 ⊆ B − x are
such that M|(T1 ∩ T2) is a plane; we deduce that M|(B − x)M(K2,4). The closure in
M|(B − x) of any ﬁve points contains at least one ﬂat with rank 4 and size 6. Hence the
point x cannot belong to any prism and therefore the number of pairs inA contained in B
is 12.
Suppose now that B contains exactly 18 pairs inA. This means that the deletion of any
point of B is isomorphic toM(K−3,3). It is easy to show now that BM(K3,3). 
The previous 3 claims imply that
((
m
3
)(
n
2
)
+
(
m
2
)(
n
3
))
(nm− 6)= |A|f 5,7 + 8f 5,8 + 18f 5,9. (1)
Using the values of f 5,7, f 5,8 and f 5,9 given in assumption (6), we see that equality
must hold in (1), and thus in Claims 1, 2 and 3.
To prove that cl( ∪ ′) is isomorphic to M(K3,3), note that it has rank 5 and size at
least 7. SinceM(K2,3)⊕ y andM(K2,4) contain no pair of planes intersecting in only one
point, the closure must be isomorphic toM(K3,3). 
We say that the planes1, ...,t are x-intersecting ifi ∩j ={x} for all 1 i < j t .
Let 1 = {x, a1, b1, c1} and 2 = {x, a2, b2, c2} be a pair of x-intersecting planes. By
Proposition 5.8 cl(1 ∪ 2) is isomorphic to M(K3,3). Let y and z be the two points in
cl(1 ∪2)− (1 ∪2). We can choose the notation such that the planes in cl(1 ∪2)
are, as shown in Fig. 2,
{x, a1, b1, c1}, {x, a2, b2, c2}, {x, a1, b2, y},
{x, a2, b1, z}, {c1, c2, y, z}, {a1, a2, c2, y},
{a1, a2, c1, z}, {b1, b2, c1, y} and {b1, b2, c2, z}.
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The following propositions prove several properties of x-intersecting planes.
Proposition 5.9. Let 1,2 be a pair of x-intersecting planes. Let P be the only
plane in cl(1 ∪ 2) that contains both of the points in cl(1 ∪ 2) − (1 ∪ 2);
then for every point p ∈ P , there is exactly one plane of M containing
x and p.
Proof. We use the notation introduced in Fig. 2. We thus have to prove that there exists
only one plane containing x and y, and only one plane containing x and c1 (the cases of z
and c2 follow analogously).
Suppose that  is a plane containing x and y, and that 1,2 and  are x-intersecting;
since cl(1 ∪2) contains no such plane,  = {x, y, a, b} with a, b /∈ cl(1 ∪2). The
closure cl(1 ∪ 2 ∪ ) has rank 6; we prove that it contains at least 13 points, thus
contradicting assumption 7.
Since {x, y, a1, b2} is a plane, b2 belongs to cl(1∪) and a1 belongs to cl(2∪). Let
c and d be the only points in cl(1 ∪)− (1 ∪∪ b2) and cl(2 ∪)− (2 ∪∪ a1),
respectively. We prove that c and d are two new points. It is easy to check that if c was any
of z, a2 or c2, then cl(1 ∪) would have more than nine points; similarly, d is different
from z, b1 and c1. To see that c and d are different, note that cl(1 ∪) is isomorphic to
M(K3,3) and therefore there exists a 4-circuit containing c, b2, one of {a, b, y} and one of
{b1, c1}. If c = d , then cl(2 ∪) would contain at least 10 points. Therefore, c and d are
different and |cl(1 ∪2 ∪)|13.
For the case of c1, note that c1 plays the role of y if we take the planes {x, y, a1, b2} and
{x, z, a2, b1}. 
The following is an easy consequence of Proposition 5.9.
Proposition 5.10. Let i = {x, ai, bi, ci}, 1 i4, be four x-intersecting planes, and let
yij and zij be the points in cl(i ∪j )− (i ∪j ) for 1 i < j4. Then all the points
yij and zij are different.
Corollary 5.11. Any set of x-intersecting planes contains at most m− 1 planes.
Proof. Let1, ...,t be a collection of x-intersecting planes. The rank of cl(1∪· · ·∪t )
is 2t+1 and, by Proposition 5.10, we have that |cl(1∪· · ·∪t )|1+3t+2
(
t
2
)=(t+1)2.
If t >m− 1, then 1+ 2t > 2m; by assumption (7) the maximum size of a ﬂat with rank
1+ 2t is m(2t −m+ 2), which is less than (t + 1)2. Therefore, tm− 1. 
Proposition 5.10 implies that given a collection of x-intersecting planes, {i =
{x, ai, bi, ci} : 1 i t} with tm − 1, there are points yij and zij for 1 i < j t , all
of them different, and such that cl(i ∪j )=i ∪j ∪{yij , zij }. By Proposition 5.9 and
the fact that the closure of two x-intersecting planes is isomorphic to M(K3,3), we know
that only one of ai, bi, ci is contained in exactly one plane with x. We choose the notation
such that ci is that point for every plane i . The structure of planes of M(K3,3) implies
now that {ci, cj , yij , zij } is a plane for all 1 i < j t .
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Proposition 5.12. Let 1,2 and 3 be three x-intersecting planes as above. Suppose
the notation is chosen so that {x, a1, b2, y12} and {x, a1, b3, y13} are planes. Then
either {x, a2, b3, y23} or {x, a2, b3, z23} is a plane.
Proof. Since cl(2 ∪ 3) is isomorphic to M(K3,3), if neither {x, a2, b3, y23} nor
{x, a2, b3, z23} is a plane, then either {x, b2, b3, y23} or {x, b2, b3, z23} is a plane; as-
sume {x, b2, b3, y23} is a plane. Proposition 5.7 applied to the planes {x, a1, b2, y12} and
{x, a1, b3, y13} implies that {b2, b3, y12, y13} is a plane. Applying Proposition 5.7 to this
plane and to {x, b2, b3, y23} we obtain that {x, y13, y12, y23} is a plane, thus contradicting
Proposition 5.9. 
Let {i = {x, ai, bi, ci} : 1 i t} be a collection of x-intersecting planes as above.
Proposition 5.12 implies that we can choose the notation such that the nine planes of
cl(i ∪j ), 1 i < j t , are the following:
ij= {{x, ai, bi, ci}, {x, aj , bj , cj }, {x, ai, bj , yij },
{x, aj , bi, zij }, {ci, cj , yij , zij }, {ai, aj , cj , yij },
{ai, aj , ci, zij }, {bi, bj , ci, yij }, {bi, bj , cj , zij }}.
Proposition 5.13. Through any point x ∈ S there are exactly (n − 1)(m − 1) planes.
Among these planes we can choose (m − 1) x-intersecting planes 1, . . . ,m−1, with
i = {x, ai, bi, ci}, and n − m planes P1, . . . , Pn−m, with Pk = {x, a1, dk, ek}, such that
M = cl(1 ∪ · · · ∪m−1 ∪ P1 ∪ · · · ∪ Pn−m) .
Proof. The average number of planes through a point is (m − 1)(n − 1). Choose a point
x ∈ S such that the number of planes through x is at least (m − 1)(n − 1). Let t be the
maximum size of a collection of x-intersecting planes; by Corollary 5.11, tm − 1. Let
{i = {x, ai, bi, ci} : 1 i t} be such a collection of x-intersecting planes, with the same
notation as above.
Consider the set spanned by these planes,P=cl(1∪· · ·∪t ).We have that r(P)=1+2t
and |P|(t + 1)2; since tm − 1, assumption (7) implies that |P| = (t + 1)2 and thus
P =1 ∪ · · · ∪t ∪ {yij , zij : 1 i < j t}. Therefore, the number of planes through x
contained in P is t + 2 ( t2 )= t2. We now distinguish two cases.
Case 1. The number of planes through x is t2.
Since tm−1n−1 and t2(m−1)(n−1),we necessarily have that t=m−1=n−1 and
that there are (m−1)2 planes through any point. Since |P|=|cl(1∪· · ·∪m−1)|=m2=|S|,
the geometry M is spanned by
⋃
1 im−1i .
Case 2. The number of planes through x is at least t2 + 1.
In this case, there is at least one more plane P1 through x; this plane must intersect one
of 1, ...,t in two points. Assume P1 ∩ 1 = {x, a1} and P1 = {x, a1, d1, e1}, with e1
such that x and e1 lie in exactly one common plane. Since {x, a1, bj , y1j } is a plane for all
2j t , each of the closures cl(j ∪P1) with 2j t contains only one new point, wj1,
and a new plane through x, {x, aj , d1, wj1}. Therefore, we have now t2+1+(t−1)= t2+ t
planes through x.
Suppose now that the number of planes through x exceeds t2+ t . This means that there is
at least one more plane P2 through x; as before, this plane must intersect one of1, ...,t
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in two points. Note that if1 ∩P2={x, b1}, then P1, P2,2, ...,t would be a collection
of t+1 x-intersecting planes, thus contradicting the choice of1, ...,t . It is easy to prove
that we can choose this second plane P2 such that P2∩1={x, a1} (if P2 does not intersect
1, we can ﬁnd a plane in cl(1 ∪P2) that contains x and a1). As before, the closure of P2
and j provides (t − 1) new planes through x.
We repeat this process until we reach the number of planes through x, which is at least
(m−1)(n−1). Suppose we have added l new planes P1, ..., Pl , with Pk={x, a1, dk, ek} for
1k l. The number of planes through x is then t2+lt , and in cl(1∪· · ·∪t∪P1∪· · ·∪Pl)
there are at least (t + 1)2 + l(t + 1) points. We have the following two inequalities:
(t + 1)2 + l(t + 1)nm, (2)
(n− 1)(m− 1) t2 + lt . (3)
Combining these two inequalities we get lm+n−2t −2. Putting this in (3) we obtain
(m−1)(n−1)− t2+ t (m+n−2). If t <m−1, the right-hand side of this last expression
is strictly less than (m− 1)(n− 1), a contradiction. Therefore, t =m− 1 and, in order to
satisfy (3), l = n − m. The total number of planes through x is (m − 1)(n − 1), thus the
same for every point of M. We now have equality in (2) and from this we get that the set(⋃
1 im−1i
) ∪ (⋃1kn−mPk) spans M. 
Before proving Theorem 5.4 we need the list of all the planes inM. In cl(1 ∪Pk), only
the plane P1k={b1, c1, ek, dk} appears as new. For i, k with 2 im−1 and 1kn−m,
let wik be such that cl(i ∪Pk)=i ∪Pk ∪ {y1i , wik}; then the planes in cl(i ∪Pk) that
are not in cl(1 ∪i ) are the following:
Pik= {{x, a1, dk, ek}, {x, ai, dk, wik}, {ci, ek, y1i , wik},
{a1, ai, ek, wik}, {ci, bi, dk, wik}, {bi, ek, dk, y1i}}.
Starting with the planes listed inij and in Pik and repeatedly applying Proposition 5.7,
we obtain the list of planes displayed in the following corollary. Since they account for(
m
2
) (
n
2
)
planes, by statement (4) of Theorem 5.4 they are the complete list of planes ofM.
Corollary 5.14. The planes in M are the following:
(i) the planes inij for 1 i < jm−1, those inPik for 2 im−1 and 1kn−m,
and the plane {b1, c1, dk, ek} for 1kn−m;(ii)
{ai1 , ai2 , yi1i3 , yi2i3}, {ai1 , ai3 , yi1i2 , zi2i3}, {ai2 , ai3 , zi1i2 , zi1i3},
{bi1 , bi2 , zi1i3 , zi2i3}, {bi1 , bi3 , zi1i2 , yi2i3}, {bi2 , bi3 , yi1i2 , yi1i3},
{ci1 , yi1i3 , yi2i3 , zi1i2}, {ci1 , yi1i2 , zi1i3 , zi2i3}, {ci2 , yi1i2 , yi1i3 , yi2i3},
{ci2 , zi1i2 , zi1i3 , zi2i3}, {ci3 , zi1i2 , zi1i3 , yi2i3}, {ci3 , yi1i2 , yi1i3 , zi2i3},
for 1 i1< i2< i3m− 1;
(iii)
{yi1i3 , yi2i3 , yi1i4 , yi2i4}, {yi1i2 , yi1i4 , yi3i4 , zi2i3}, {yi1i2 , yi1i3 , zi2i4 , zi3i4},
{zi1i2 , zi1i3 , yi2i4 , yi3i4}, {zi1i2 , zi1i4 , zi3i4 , yi2i3}, {zi1i3 , zi1i4 , zi2i3 , zi2i4},
for 1 i1< i2< i3< i4m− 1;
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(iv) {c1, ek, z1i , wik}, {b1, dk, z1i , wik}, for 2 im− 1 and 1kn−m;
(v) {dk1 , dk2 , ek1 , ek2}, for 1k1<k2n−m;
(vi) {dk1 , dk2 , wik1 , wik2}, {ek1 , ek2 , wik1 , wik2}, for 2 im−1 and 1k1<k2n−m;
(vii)
{ai1 , ai2 , wi1k, wi2k}, {ci1 , zi1i2 , wi1k, wi2k},
{ci2 , yi1i2 , wi1k, wi2k}, {bi2 , dk, yi1i2 , wi1k},
{ek, y1i2 , yi1i2 , wi1k}, {ek, y1i1 , zi1i2 , wi2k}, {bi1 , dk, zi1i2 , wi2k},
for 2 i1< i2m− 1 and 1kn−m;
(viii) {wi1k1 , wi1k2 , wi2k1 , wi2k2}, for 2 i1< i2m− 1 and 1k1<k2n−m;
(ix)
{yi1i3 , yi2i3 , wi1k, wi2k}, {yi1i2 , zi2i3 , wi1k, wi3k},
for 2 i1< i2< i3m− 1 and 1kn−m;
(x) {zi1i2 , zi1i3 , wi2k, wi3k}, for 1 i1< i2< i3m− 1 and 1kn−m.
Now we are ready to complete the proof of Theorem 5.4.
Proof of Theorem 5.4. In order to apply Theorem 4.1, we have to deﬁne a bijection  :
S′ → S from the ground set ofM(Km,n) to the ground set ofM such that the image under
of a 4-circuit ofM(Km,n) is a 4-circuit ofM. Take the set {(i, j) : 1 im, 1jn} as the
ground set ofM(Km,n). Let x be a point inM, and leti ={x, ai, bi, ci}with 1 im−1
and Pk = {x, a1, dk, ek} with 1kn − m be as in Proposition 5.13 and Corollary 5.14.
Deﬁne  as follows:
((m,m))= x,
((i,m))= ai for 1 im− 1,
((m, i))= bi for 1 im− 1,
((i, i))= ci for 1 im− 1,
((i, j))= yij for 1 i < jm− 1,
((j, i))= zij for 1 i < jm− 1,
((m,m+ k))= dk for 1km− n,
((1,m+ k))= ek for 1km− n,
((i,m+ k))= wik for 2 im− 1 and 1km− n.
Using the list of planes given in Corollary 5.14 it is easy to check that the image of the set
{(i1, i2), (i3, i2), (i3, i4), (i1, i4)} is a 4-circuit for all 1 i1, i3m and 1 i2,
i4n. Since M satisﬁes condition (a) in Theorem 4.1, we conclude that MM
(Km,n). 
6. Large families of T-unique matroids
All graphs in this section are simple. A graph is series–parallel if it can be obtained from
K2 by a sequence of operations, each of which is either a series or a parallel extension.
It is well known that G is series–parallel if and only if it does not contain K4 as a minor
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(see [20, Section 5.4] for deﬁnitions and results). If a simple series–parallel graph G has n
vertices, then it has at most 2n − 3 edges; if it has precisely this number of edges, then G
is called a 2-tree. 2-trees can be obtained, starting with a triangle, by repeatedly adding a
new vertex adjacent to the two ends of an existing edge.
A graph is outerplanar if it is planar and can be drawn in the plane in such a way that all
the vertices are in the outer face. It is maximal outerplanar if, in addition, all the internal
faces are triangles. It is easy to see that a maximal outerplanar graph G on n vertices has
2n − 3 edges and n − 2 internal faces (in fact, it is a special type of 2-tree). Also, if we
exclude the outer face, the dual of G is a tree (G) with maximum degree at most 3; we say
that (G) is the dual tree of G.
Two 2-connected graphs G and H are 2-isomorphic if one can transform G into H by a
series of Whitney twists (see [20, Section 5.3] for deﬁnitions, and note that 2-isomorphism
is deﬁned more generally for any pair of graphs, but here we only deal with 2-connected
graphs). Whitney’s theorem says that two 2-connected graphs have isomorphic cycle ma-
troids if and only if they are 2-isomorphic.
Lemma 6.1. Two maximal outerplanar graphs G and H have isomorphic cycle matroids
if and only their dual trees (G) and (H) are isomorphic.
Proof. If M(G)M(H) by Whitney’s theorem G and H are 2-isomorphic. It is easy
to see that a Whitney twist in a maximal outerplanar graph has to be performed on the
two extremes of a chord, that is, an edge not on the boundary of the outer face. But
then it is clear that such a twist in G does not change the isomorphism type of
(G).
To prove the converse, if (G)(H), then clearlyG∗H ∗, whereG∗ denotes the dual
graph of G. ThenM(G)∗M(H)∗ and soM(G)M(H). 
Before proving the next result, we need the following lemma from Brylawski [6]. Recall
that the beta invariant (M) of a matroid M is the coefﬁcient of x in t (M; x, y).
Lemma 6.2. A matroid M is the cycle matroid of a 2-connected series–parallel graph if
and only if (M)= 1.
Lemma 6.3. If a matroid M is T-equivalent to the cycle matroid of a maximal outerplanar
graph, then M is also the cycle matroid of a maximal outerplanar graph.
Proof. Suppose t (M; x, y) = t (M(H); x, y), where H is a maximal outerplanar graph
on n vertices. Since the  invariant is determined by the Tutte polynomial, we have that
(M) = 1 and so M is the cycle matroid of a 2-connected series–parallel graph G by
the previous lemma. By Lemma 2.1, G has n vertices and 2n − 3 edges, hence it is a
2-tree.
The number of C4 with a chord in G is a Tutte invariant, since they are the only simple
subgraphs of rank 3 and size 5; hence it is exactly n−3 as inH. But it is easily checked that
among 2-trees with n vertices, maximal outerplanar graphs are characterized by having the
minimum number n− 3 of C4 with a chord. 
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Fig. 3. A graph in the family O; internal faces are labeled S or B, according to their type in the dual tree.
Consider the special family O of maximal outerplanar graphs satisfying the following
two conditions:
1. The dual tree is a caterpillar, that is, is such that removing all the leaves (vertices of
degree one) what results is a path, called the spine.
2. The two extremes of the spine are adjacent to two leaves in the dual tree.
At this point we need some notation. Given a maximal outerplanar graph G, a vertex of
(G) is called of type E (end-node) if it has degree 1 in (G); type S (series) if it has degree
2; and type B (branching) if it has degree 3. Alternatively, we refer to them as E-vertices,
S-vertices and B-vertices. Denote by e(G), s(G) and b(G), the number of vertices in (G)
which are of type E, S and B, respectively.
The following relation is easy to establish by induction:
e(G)= b(G)+ 2.
We also need the following simple result, whose proof is omitted.
Lemma 6.4. A maximal outerplanar graph G is in O if and only if every B-vertex in (G)
is adjacent to exactly one E-vertex, except for two B-vertices (the extremes of the spine),
which are adjacent to exactly two E-vertices.
Graphs inO can be encoded, up tomatroid isomorphism, as a word in the alphabet {B, S},
corresponding to the type of the vertices in the spine of the dual tree. For example, the cycle
matroid of the graph in Fig. 3 is encoded as BSBBSB. Clearly, a word and its reversal
encode the same matroid.
We next prove that the class O can be characterized in terms of Tutte polynomials.
Lemma 6.5. If G is a graph inO andM is amatroidT-equivalent toM(G), thenMM(H)
for some graph H in O.
Proof. By Lemma 6.3 we know that MM(H) for some maximal outerplanar graph H,
so it only remains to show that H is in O.
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Fig. 4. Subgraphs of rank 2 and size 4 in H∗.
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Fig. 5. Subgraphs of rank 3 and size 6 in H∗.
The number of E-vertices in the dual tree of a maximal outerplanar graph is a Tutte
invariant, since they correspond to circuits of size 2 in the dual graph. Thus (G) and (H)
have the same number of E-vertices; since
e(G)= b(G)+ 2, e(G)+ s(G)+ b(G)= |V (G)| − 2,
they also have the same number of vertices of type S and B.
The goal now is to count the number of adjacencies in (H) involving vertices of type E
and B, and then apply the previous lemma.
Suppose xy is an edge of (G) and x is of typeE, yof typeS. Ifw is the vertex corresponding
to the outer face, then {x, y,w} induce a subgraph in H ∗ of size 4 and rank 2. The only
subgraphs which also contribute to [x2y4]R(H ∗; x, y) are those induced by two E vertices
andw (see Fig. 4). Of these,H ∗ andG∗ contain the same number, namely
(
e(G)
2
)
=
(
e(H)
2
)
.
Since in G∗ there is no adjacency between vertices of type E and S, we deduce that the
same happens in H ∗. Hence all E-vertices in (H) are adjacent only to B-vertices.
Suppose next xy and yz are edges in (H) with x, z of type E and y of type B. If w is as
before, then {x, y, z, w} induce a subgraph in H ∗ of size 6 and rank 3. The only subgraphs
which also contribute to [x3y6]R(H ∗; x, y) are those shown in Fig. 5. Of the second kind,
G∗ and H ∗ contain the same number, namely
(
e(G)
3
)
=
(
e(H)
3
)
. Of the third and fourth
kinds, G∗ contains none as proved in the previous paragraph. Since in (G) there are
exactly two B-vertices adjacent to precisely two E-vertices, we deduce that his holds in
(H) too.
We conclude that H satisﬁes the hypothesis in Lemma 6.4 and belongs to O as
needed. 
LetG be a graph in O. We say thatG is symmetric if the word encodingG in the alphabet
{B, S} is equal to its reversal. For instance, the graph in Fig. 3 is symmetric.
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Now comes the main result in this section.
Theorem 6.6. If G is a graph in O which is symmetric, then the matroidM(G) is T-unique.
Proof. Let M be a matroid T-equivalent to M(G). By the previous lemmas we know that
MM(H), where H is a graph in O. Thus it is enough to prove the following claim.
Claim. If G and H are in O and have the same Tutte polynomial, and G is symmetric, then
(G)(H).
Let a0a1a2 · · · a2a1a0 be theword in the alphabet {B, S} encodingG, and let b0b1b2 · · · c2
c1c0 be the one encodingH. The goal is to prove that bi =ai = ci for all i, and we do this by
induction. By deﬁnition of the class O, we have a0= b0= c0=B. Assume bj = aj = cj for
j i, and let us prove that bi+1 = ai+1 = ci+1. The basic tool is the following easy claim
whose proof is omitted.
Claim. LetG′ be a graph inO, let {x0, x1, x2, . . . y2, y1, y0} be the (ordered set of) vertices
in the spine of (G′), and let w be the vertex in (G′)∗ corresponding to the outer face.
Then, for any r, the only subgraphs of rank r and size 2r in (G′)∗ are those induced by
{x0, x1, ..., xp, y0, y1, ..., yq, w} ∪ V0 ∪ V1 for some p, q, where V0 is the set of E-vertices
that are adjacent to some vertex in {x0, x1, ..., xp, y0, y1, ..., yq}, and V1 is any set of E-
vertices disjoint from V0.
Let ri be the rank of the subgraph in G∗ induced by w and the vertices corresponding to
the labels {a0, a1, ..., ai} in either extreme of the spine. By inductive hypothesis, the ver-
tices in H ∗ corresponding to the outer face and the labels {b0, b1, ..., bi} or {c0, c1, ..., ci}
also span a rank-ri subgraph. By the previous claim and the fact that e(G) = e(H), the
graphs G∗ and H ∗ have the same number of edge-sets with rank ri and size 2ri . Again
by the claim above, if ai+1 = S then the number of subgraphs in G∗ of rank ri + 1
and size 2(ri + 1) increases by 2, corresponding to those induced by w and the labels
{a0, ..., ai, ai+1} in either extreme of the spine; however, if ai+1 = B then the number of
such subgraphs does not change. But the number of rank-(ri+1) edge-sets of size 2(ri+1)
is determined by the Tutte polynomial, and this implies that bi+1 = ai+1 = ci+1, as was to
be proved. 
The above result implies the existence of exponentially many T-unique matroids with the
same rank and size.
Theorem 6.7. For odd r7, the number of connected T-unique matroids of rank r and size
2r − 1 is at least r for some > 1 .
Proof. We count how many symmetric graphs are there in O such that the dual tree has
n+6 vertices; this is the same as counting matroids of rank n+7. There are 6 vertices in the
dual tree that are ﬁxed (three at each end). The remaining n can be split as n= 2e+ 2b+ 2s
with e=b. Since the word codifying the tree is symmetric, it is enough to choose b positions
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Fig. 6. The dual trees of two T-equivalent non-2-isomorphic outerplanar graphs.
among n/2− e. This leads to the following formula for the number of symmetric graphs in
O of rank n+ 7, for even n.
sn =
 n4 ∑
i=0
(
n
2 − i
i
)
.
It is straightforward to check that sn + sn+2 = sn+4. Therefore, sn is the Fibonacci number
Fn/2, and thus grows as n/2, where  is the golden ratio. 
At this stage, the reader might wonder whether it is necessary to work with the class O
to get a large family of T-unique graphs. In other words, could it be that all series–parallel
networks, or all outerplanar graphs, are T-unique? Giménez [12] showed that this is not
the case by ﬁnding several pairs of maximal outerplanar graphs having the same Tutte
polynomial. One such pair is shown in Fig. 6.
Let us ﬁnish by mentioning that it has been recently shown that for each q there are
exponentially many T-unique matroids that are not representable over any ﬁeld GF(q ′) for
all q ′q (see [18]). Since cycle matroids of graphs are representable over all ﬁelds, it would
be interesting to complete the picture by ﬁnding an exponentially large family of connected
T-unique matroids not representable over any ﬁeld.
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