Abstract-This paper introduces a novel approach for early recognition of human actions using 3D skeleton joints extracted from 3D depth data. We propose a novel, frame-by-frame and real-time descriptor called Body-part Directional Velocity (BDV) calculated by considering the algebraic velocity produced by different body-parts. A real-time Hidden Markov Models algorithm with Gaussian Mixture Models state-output distributions is used to carry out the classification. We show that our method outperforms various state-of-the-art skeleton-based human action recognition approaches on MSRAction3D and Florence3D datasets. We also proved the suitability of our approach for early human action recognition by deducing the decision from a partial analysis of the sequence.
I. INTRODUCTION
Human action recognition has been widely studied in the field of computer vision and machine learning. It can be applied in many domains such as video surveillance, video games, ambient assisted living. Several studies exploit image sequences provided by standard cameras to recognize actions [1] - [4] . These approaches deal with 2D information and present some limitations such as color sensitivity, complex background and illumination changes. The arrival of low-cost 3D capturing systems, has motivated researchers to investigate in action recognition using RGB-D sensors. In addition to RGB data, they provide depth maps to address the issues revealed by 2D cameras. Most of these sensors also include embedded skeleton extraction algorithms to provide data.
In real-world applications, early action recognition is very important. For elderly people, a fall may cause injury and induce a long hospitalization. Early recognition of fall before the person hits the ground is necessary to prevent injuries, by triggering the inflation of a wearable airbag for example [5] . In video games applications, latency is important [6] and the prior knowledge of the action is necessary to improve the response time. In the field of video surveillance and security problems [7] , a suspicious activity has to be almost instantly detected. This challenge requires a system able to analyze the ongoing human action in real-time and recognize it before it completely appears. Our propositions are: first, we propose a new feature related to moving direction of body-parts to describe human actions. Then, a classifier using continuous HMMs is learned allowing the calculation of the likelihoods associated to each class for frame received. We evaluate the effectiveness of our method on two reference datasets. We demonstrate that our system is able to recognize the ongoing actions before the end of their execution to provide an early recognition.
The remainder of this paper is organized as follows. Section II reviews existing methods for human action recognition. Section III details the proposed descriptor named Body-part Directional Velocity (BDV). Section IV describes the continuous HMMs and the real-time recognition step. Section V discusses the experimental results and finally Section VI concludes the paper and sum up our results.
II. RELATED WORK
Approaches using RGB-D cameras for human action recognition can be divided into two major classes by using depth frames of human body movements and using a skeleton sequence.
Li et al. [8] are among the first to work on depth images for action recognition. They proposed an action graph to model the dynamics of the actions and a bag of 3D points to describe salient postures. Gaussian Mixture Models (GMMs) are employed to capture the statistical distribution of the features. In [9] , a 4D histogram over depth, time, and space is used to capture the changes of the surface normal orientation (HON4D). The final descriptor is the concatenation of the HON4D computed for each cell. Chen et al. [10] extracted the features using the depth motion maps (DMMs). Each depth frame in a depth video sequence is projected onto three orthogonal Cartesian planes and the absolute difference between two consecutive projected images was accumulated through an entire depth video.
To deal with the huge amount of data of depth-based approaches and the expensive computation of training, validation and testing steps, the skeleton approaches use higher-level information extracted from each depth frames for a more compact representation. For the Kinect, the extraction of the skeleton is done in real-time using Shotton et al.'s method [11] embedded in the sensor. An human action is thus constituted [12] uses 3D joints located by spherical coordinates. It computes a posture vocabulary by clustering the spatial histograms of joint location which space is reduced by a linear discriminant analysis. The temporal evolution of the posture sequences has been modeled using discrete hidden Markov models (HMMs).
Some authors have used deep learning techniques. For instance, Huang et al [13] incorporate the Lie group structure into a deep network architecture to learn more suitable features. Du et al. [14] propose a Hierarchical Bidirectional Recurrent Neural Network (HBRNN) to classify human action. They divide the skeleton into five groups of joints representing two arms, two legs and the trunk. Each group is fed into five BRNNs. The generated hidden states are combined and fed into another set of BRNNS as inputs. A softmax classifier layer is used to recognize actions. In Cippitelli et al. [15] , the feature extraction step involves a normalization of the skeleton using the Euclidean distance between the torso and the neck joint. Groups of similar postures are defined thanks to clustering and a multiclass Support Vector Machine (SVM) is applied to identify human actions. In [6] , Devanne et al. compute the similarity between shapes of skeleton joints trajectories in a Riemannian manifold. The classification is performed using a k-NN-based classifier. Miranda et al. [16] introduce a realtime method based on a spherical coordinates representation of skeleton joints. A multiclass SVM classifier with a tailored pose kernel is performed to identify key poses while a random forest based decision process allows the recognition of gestures from the key pose sequences. In [17] the authors propose a k-NN based approach based a moving pose descriptor containing 3D joint positions, velocities and accelerations.
III. BODY-PART DIRECTIONAL VELOCITY (BDV)
Our new approach is illustrated in Figure 1 . It fulfills an early human action recognition by providing a frame-by-frame decision. As emphasized by authors in [18] , preprocessing step is very important to reach high performance. A new descriptor has been designed for its suitability for early action recognition application. Indeed, the whole skeleton sequence is not needed in order to build BDV. In this section, we detail the calculation of BDV descriptor.
A skeleton sequence p represents a series of N temporal ordered poses as described by Equation 1. At an instant t, the skeleton pose is referred to p t .
At each instant t, p t is composed of a set of n joint position, as described by Equation (2) (where p i t represents the position of i th joint position at an instant t).
First, since the 3D skeleton data are not always accurate due to the noise and the occlusions, a preprocessing of smoothing is carried out. Therefore, a Savitzky-Golay filter is applied to all joint positions as described below. ∀(i, t) ∈ 1, n × 1, N ,
where P i t refers to the position of the joint i at an instant t after the filtering process.
Then, the velocity at an instant t of each joint i, considered as a very discriminative feature, is computed as in [17] using Equation (4) .
Since different motions imply the movement of different joints, we propose to divide the human body into five bodyparts, namely, right arm (B 1 ), left arm (B 2 ), right leg (B 3 ), left leg (B 4 ) and spine (B 5 ), as illustrated in Figure 2 . The set of body-parts is therefore denoted by B = {B 1 , B 2 , B 3 , B 4 , B 5 }. Then, for every body-part, the sum of the negative and positive velocity of associated joints are respectively computed and are respectively denoted by D
as depicted by Equation (5) and (6) . The separation of negative and positive values is very informative since it indicates the direction of the motion.
The final descriptor obtained at an instant t, denoted by D(t) is computed as described by Equation (7) .
Therefore, the dimension of the proposed descriptor BDV descriptor denoted by D(t) at an instant t is equal to d D = 30.
IV. CLASSIFICATION USING CONTINUOUS HMMS
In this work, HMMs with GMMs state-output distributions (illustrated in Figure 3 ) are used to model the BDV distribution of each human action. A Hidden Markov Model (HMM) [19] is a statistical model used to describe the evolution of observable events, it is especially used to model time sequential data for speech, gesture and activity recognition. HMM is based on two stochastic processes, one is an observable process which represents the sequence of observed symbols. The second process is unobservable (hidden) and can be indirectly inferred by analyzing the sequence of observed symbols. In this work, an HMM is learned for every action a.
For every HMM a learned for the action a, let us denote by:
• N a : Number of states in the model.
• M : Number of observation symbols.
• S a = {s Each HMM a can be written in a compact form as
where π a is the vector of initial state distribution:
and A a is the matrix of state transition probability distribution, represent transition from state i to state j:
B a is the matrix of observation symbol probability distribution, represent the probability of observation k being generated from the state i:
The Discrete HMM (DHMM) considers that the observations are discrete symbols from a finite alphabet. The symbols are obtained by applying unsupervised classification algorithm to extracted features. In [12] , it is performed by clustering method as k-means. The symbol number and the centroid of each cluster form a codebook. The vector quantization involves the degradation of the model, leading to poor accuracy. To overcome this problem, continuous probability distribution functions are used to model Body-part Directional Velocity features as depicted by Equation (12) .
Where w ir , μ ir and C ir represent respectively the weight, the mean vector and the covariance matrix of the Gaussian model r in the state i.
N g is the number of mixture densities. In our experiments, we fix it empirically to N g = 3. We recall that d D represent the dimension of the descriptor BDV.
The probability density function employed is a mixture of multivariate Gaussian (GMMs), where each one is defined as follows:
ir (ot−μir) (13) As specified before, for every action a, an HMM a is separately trained.
The likelihood estimation of the feature vector sequence is calculated for each HHM a , at each instant t using the forward algorithm. then the most likely HMM is selected as the correct label a * , as described by Equation (14) .
V. EXPERIMENTAL RESULTS
This section is divided into two parts. In the first part, our method is compared to state-of-the-art approaches using MSRAction3D [8] and Florence3D [20] datasets. Descriptors computed on the entire sequences are used for testing. The second part concerns the early recognition of human action. For this purpose, descriptors are computed in real-time on incomplete sequences. Our tests are performed on two popular datasets, namely MSRAction3D [8] and Florence3D datasets [20] .
MSRAction3D dataset represents one of the most used benchmark for RGB-D based human action recognition. It is formed by depth maps and skeleton sequences. This dataset has been collected by Microsoft Research and includes 20 actions. Each action is performed by 10 subjects 2 or 3 times for a total of 567 sequences. As discussed in [8] and to realize a fair comparison with state-of-the-art methods, the dataset has been divided into three subsets: AS1, AS2, AS3 as shown in Table I . The training and testing is therefore done in each subset separately, and the average recognition obtained is reported. Also, the cross-splitting of [8] is followed: the data realized by half of the subjects have been used for training, while the rest of the data has been used for testing.
Florence 3D dataset has been collected at the university of Florence. It contains depth maps and skeleton sequences. It includes 9 different actions. Each action is performed by 10 subjects, 2 or 3 times, for a total of 215 sequences. We followed the experimental protocol of [20] , where a leaveone-out subject validation is performed. of the previous methods. As presented in the confusion matrix ( Figure 5 ), most of the actions are well recognized. Confusion occurs only among very similar actions. For example, for "hand catch" action (a04), the good classification rate is 0.5. One explanation is that the "hand catch" action is mostly characterized by the catching part of the sequence and this moment is not captured by the skeleton that has just one joint per hand. A comparison with the state-of-the-art methods is presented in Table III for Florence 3D dataset.
1) Human action recognition:
As presented in this table, our approach performs well in terms of accuracy in comparison with the literature methods. As shown in the confusion matrix presented in Figure 4 , it Algorithm Accuracy (% ) Seidenari et al. [20] 82.00 Anirudh et al. [25] 89.67 Devanne et al. [6] 87.04 Cippitelli et al. [15] 76.10 Vemulapalli et al. [23] 90.88 Ours 90.32 can be observed that the classes (5, 6, 7, 9) are perfectly classified, while the classes 2 and 3 (drink from a bottle versus answer phone), present a high confusion rate. We can explain it because both classes involve human-object interaction which is not captured by the skeleton data.
2) Early recognition of human actions:
To perform early recognition of human action, we propose to compute a classification likelihood at each frame. Our system extracts the corresponding BDV descriptors for each frame and applies a forward algorithm to estimate the likelihood for each HMM. The class that gives the maximum likelihood corresponds to the inferred ongoing action. To evaluation the early recognition performance for our approach, we select the percentage of necessary frames to recognize the ongoing action. For instance, Figure 6 illustrates the output likelihoods obtained for each HMM in real-time during the execution of the action "Side kick". In this case "Side kick" action is recognized early: from 20% of the global sequence, the likelihood of the HMM corresponding to the action "Side kick" exceed other HMMs until the end of the action.
As presented on Figure 7 , we visualize the early recognition property of the method for MSRAction3D dataset, thanks to a boxplots representation of the smallest number of frames for recognition, the lower quartile, the median, the upper quartile and the largest number of frames. The Interquartile range (IQR) represents the difference between the third and the first quartile, i.e. the length of the box. Comparing to the mean and the standard deviation, the median and the IQR are robust to outliers and non-normal data.
Globally, we observe that the time property of the recognition depends on the subset. The median value separating the higher half of distribution from the lower half is represented by a segment inside the rectangle. For the subset AS1, Med ∈ [4%, 52%], for the subset AS2 Med ∈ [15%, 42%], and for the subset AS3 Med ∈ [4%, 41%]. The maximal values of the medians for each subset indicate that the half of each class can be recognized with 52% of seen frames for AS1, 42% for AS2 ,and 41% of AS3. 52% means that our system recognizes the half actions of each class at almost the middle of the ongoing action. The fastest recognized classes for the three subsets are the actions "Forward punch", "Twohand wave" and "Side kick" with respectively 4%, 15% and 4% as a median value. These promising results are related to the quality of our feature extraction algorithm. In the boxplots, the IQR indicates the variability of the number of frames required for action recognition. The classes "High throw", "Hand Catch" and "Golf swing" present the largest IQRs in each subset with respectively 40%, 45% and 32%. This might be due to the complexity and the variability to perform the actions from one person to another. The lowest IQRs in each subset is achieved for the classes "Hand clap", "Draw X " and "Side kick" with respectively 10%, 7% and 3%. These actions are performed with low variability by the subjects consequently the system recognized the classes with almost the same part of percentage frames.
The three subsets share the following actions, "High throw", "Pick up and throw", "Forward kick" and "Tennis serve". The boxplots of the first two classes show that depending on which subset these actions belong (AS1 or AS3), the distribution of the required percentage of frames is different. On the other hand the classes "Forward kick" and "Tennis serve" present the same distribution in the boxplots.
VI. CONCLUSION
In this paper, we present a new method that performs early recognition of human action based on skeleton joints extracted from 3D depth data. A novel real-time feature extraction algorithm called Body-part Directional Velocity (BDV) is proposed and a Hidden Markov Models classifier with Gaussian Mixture Models state-output distributions is trained to classify human actions. Our system has been designed to provide, at each frame, a recognition likelihood of an ongoing action. To compare our method to the state of the art, we apply it to complete actions i.e. by using all frames of each action sequence. The experimental results obtained on two reference datasets show that our approach is effective and outperforms various well-known skeleton-based human action recognition techniques. The second part of experiment deals with the ability of the method to produce an early recognition. The performance is measure by calculating the number of frames required to recognize each action. The obtained results show promising performance for all actions and even by recognizing them before the end of their execution. Some classes have been recognized with only 4% of the frames and most of the actions do not need more than 50% to be classified.
