Computing the Euler genus of a graph is a fundamental problem in graph theory and topology. It has been shown to be NP-hard by Thomassen [27] and a linear-time fixedparameter algorithm has been obtained by Mohar [20]. Despite extensive study, the approximability of the Euler genus remains wide open. While the existence of a constant factor approximation is not ruled out, the currently best-known upper bound is a trivial O(n/g)-approximation that follows from bounds on the Euler characteristic.
INTRODUCTION
A drawing of a graph G into a surface S is a mapping ϕ that sends every vertex v ∈ V (G) into a point ϕ(v) ∈ S and every edge into a simple curve connecting its endpoints, so that the images of different edges are allowed to intersect only at their endpoints. The Euler genus of a surface S, denoted by eg(S), is defined to be 2 − χ(S), where χ(S) is the Euler characteristic of S. This parameter coincides with the usual notion of genus, except that it is twice as large if the surface is orientable. For a graph G, the Euler genus of G, denoted by eg(G), is defined to be the minimum Euler genus of a surface S, such that G can be embedded into S.
In this paper we consider the following basic problem: Given a graph G, approximate eg(G). This is a fundamental problem in graph theory and its exact version is one of the basic problems listed by Garey and Johnson [10] . Part of the original motivation for the study of the genus of graphs goes back to the Heawood problem which concerns the maximum chromatic number of graphs embeddable in a fixed surface. The solution of the Heawood problem turned out to be equivalent to determining the genus of complete graphs (cf. [23] ). The practical interest for planar embeddings, and more generally, embeddings into low-genus surfaces arises, for instance, in problems concerning VLSI. Moreover, "nearly planar" networks can be used to model a plethora of natural objects and phenomena. Algorithmic interest comes from the fact that graphs of bounded genus naturally generalize the family of planar graphs and share many important properties with them. Moreover, graphs of small genus play a central role in the seminal work of Robertson and Seymour on graph minors and the proof of Wagner's conjecture.
Apart from bounds on the genus of specific families of graphs, there are no general results available. This can be explained by the result of Thomassen [27] who showed that computing the genus of a given graph exactly is NP-hard. Nevertheless, closely related problems have been extensively studied by many researchers. For example, a seminal result of Hopcroft and Tarjan [13] gives a linear time algorithm for testing planarity of graphs, and for computing a planar embedding if one exists. Extending this planarity result, many researchers have focused on the case when the Euler genus g is a fixed constant. Filotti, Miller, and Reif [9] were the first to give a polynomial time algorithm for this problem. In their solution, the degree of the polynomial bound on the time complexity depends on g. Djidjev and Reif [7] improved the result of [9] by presenting a polynomial time algorithm for each fixed orientable surface, where the degree of the polynomial is fixed. In addition, linear time algorithms have been devised for embedding graphs into the projective plane [18] and the torus [14] . Mohar [19, 20] finally gave a linear time algorithm for embedding a graph into an arbitrary fixed surface. This is one of the deepest results in this area, generalizing linear time algorithms for planarity [3, 5, 13, 29] . A relatively simple linear-time algorithm was given by Kawarabayashi, Mohar, and Reed [15] . From the work of Robertson and Seymour [25] , the family of graphs of genus at most g is characterized as the class of graphs that exclude as a minor all graphs from a finite family. However, this family of excluded minors is not known explicitly even for small values of g and can generally be very large (it contains two graphs for g = 0 [16, 28] , and 35 graphs for g = 1 [1, 11] ). The dependence of the running time of all the above mentioned exact algorithms is at least exponential in g.
Our results..
We consider the problem of approximating eg(G), when eg(G) is not fixed. Perhaps surprisingly, despite its central importance, essentially nothing is known for this problem on general graphs. Let us first briefly describe what is currently known. Euler's characteristic implies that any nvertex graph of Euler genus g has at most O(n + g) edges.
Since any graph can be drawn into a surface that has one handle for every edge, this immediately implies a O(n/g)approximation, which is a Θ(n)-approximation in the worst case. In other words, even though we currently cannot exclude the existence of an O(1)-approximation, the state of the art only gives a trivial O(n)-approximation.
We give the first non-trivial approximation algorithm for eg(G) on general graphs. Our result can be summarized as follows.
Theorem 1.1. There exists a polynomial-time algorithm which given a graph G and an integer g, either correctly decides that eg(G) > g, or outputs an embedding of G into a surface of Euler genus O(g 256 log 189 n).
Combined with the above trivial O(n)-approximation, our result implies the first non-trivial approximation algorithm for approximating the Euler genus of general graphs.
Corollary 1.2. There is a polynomial-time O(n 1−α )-approximation algorithm for Euler genus, for some universal constant α > 0.
Kawarabayashi, Mohar and Reed [15] gave an exact algorithm for computing eg(G) with running time 2 O(eg(G)) n. This implies a polynomial-time algorithm when eg(G) = O(log n). Combining this result with Theorem 1.1, we immediately obtain the following Corollary.
Corollary 1.3. There exists a polynomial-time algorithm which given a graph G and an integer g, either correctly decides that eg(G) > g, or outputs an embedding of G into a surface of Euler genus g O(1) .
Previous work on approximating the genus of graphs..
For special classes of graphs, some o(n)-approximation guarantees are known. Chekuri and Sidiropoulos [4] recently obtained a polynomial-time algorithm which given a graph G of maximum degree ∆ computes an embedding of G into a surface of Euler genus at most ∆ O(1) (eg(G)) O(1) log O(1) n. This result does not imply anything better that a Θ(n)approximation for the Euler genus of general graphs. Mohar has obtained a O(1)-approximation for graphs G that contain a vertex a such that G − a is planar and 3-connected (note that this is a special class of 1-apex graphs). Finally, Makarychev, Nayyeri, and Sidiropoulos [17] obtained an algorithm that given a Hamiltonian graph G along with a Hamiltonian path P , computes an embedding of G into a surface of Euler genus g O(1) log O(1) n where g is the orientable genus of G. We remark that the Hamiltonicity assumption is a major restriction of this algorithm. On the lower-bound side, Mohar [21] showed that computing eg(G) remains NP-hard even when the input is a 1-apex graph. We emphasize that essentially no inapproximability result is known for eg(G), even on graphs of bounded degree.
Further algorithmic implications..
Our result has a general consequence for the design of algorithms on graphs of small genus. Most of the known algorithms for problems on such graphs require that an embedding of the graph is given as part of the input. Our result implies that many of these algorithms can be implemented even when the embedding is unknown. Prior to our work, such a general reduction was known only for the case of graphs of bounded degree (see [4] ). As an illustrative example, consider the Asymmetric TSP. For this problem, Erickson and Sidiropoulos [8] recently gave a O(log g/ log log g)approximation algorithm for graphs embedded into a surface of Euler genus g. Our result implies a polynomial-time algorithm with the same asymptotic approximation guarantee for the case of graphs that are embeddable into a surface of Euler genus g (that is, without having an embedding as part of the input). We refer the reader to [4] for a more detailed discussion of such implications.
Related problems in topological graph theory..
The approximation algorithm for Euler genus of bounded degree graphs by Chekuri and Sidiropoulos [4] gave rise to qualitatively similar approximation algorithms for related graph parameters, such as orientable genus, minimum edge / vertex planarization, and crossing number. However, the reductions used in [4] do not seem to be directly applicable in the case of unbounded degree. We believe that our techniques can lead to similar results for the above problems on general graphs.
Overview of the algorithm
We now give a high-level description of our approach. Our algorithm is inspired by and builds on the recent approximation algorithm for the bounded degree case, due to Chekuri and Sidiropoulos [4] .
Tools from the bounded-degree case.. The approach from [4] is based on ideas from the fixedparameter case and the theory of graph minors [15, 24, 26] . However, we remark that the implementation of certain steps from the exact case is quite challenging due to the fact that the parameters are not fixed in the approximate setting.
The algorithm of [4] proceeds as follows. First, while the input graph has sufficiently large treewidth, it finds a subgraph that can be removed without significantly affecting the solution. This is done by computing a flat grid minor. Here, a planar subgraph Γ of some graph G is called flat (w.r.t. G) if there exists a planar drawing ϕ of Γ, such that for all edges {u, v} ∈ E(Γ), with u ∈ V (Γ), and v ∈ V (G)\V (Γ), u is on the outer face of ϕ. Eventually, they arrive at a graph of small treewidth. For such a graph they can compute a small set of vertices X whose removal leaves a planar graph. Since in their case the degree is bounded, they can add X back to the planar graph by introducing at most a constant number of handles for every vertex in X. In summary, the approach of Chekuri and Sidiropoulos [4] reduces the problem of computing the genus of a graph to the following two sub-problems:
Sub-problem 1: Computing flat grid minors. Suppose that we are given a graph G of genus g and large treewidth, say t > g c , for some sufficiently large constant c. We wish to find a flat subgraph that contains a (c g × c g)-grid minor, for some sufficiently large constant c . This turns out to be significantly easier than sub-problem 2 outlined below.
Sub-problem 2: Embedding k-apex graphs. This is the main technical contribution of our work is in the resolution of the following sub-problem. Given a graph G and some X ⊆ V (G), such that H = G\X is planar, we wish to compute an embedding of G into a surface of genus g O(1) · |X| O(1) . In general, there might be edges between the vertices in X. We may remove all such edges, and add them to the final embedding by increasing the resulting genus by at most an additive factor O(|X| 2 ), which does not affect our asymptotic bounds. We may therefore assume in the rest of the this high-level overview that X is an independent set.
Chekuri and Sidiropoulos [4] obtain algorithms for both of these sub-problems. Indeed, the second problem is trivial for them. Unfortunately, since we are dealing with graphs of unbounded degree, their algorithms are not applicable in our case. We next describe our algorithms for these subproblems on general graphs.
Computing flat grid minors..
Our algorithm for Sub-problem 1 follows an approach similar to the one used for the bounded-degree case in [4] . We start by removing a small number of vertices that make the graph planar. Since the original graph has large treewidth, it must also have a large grid minor. The removal of a small number of vertices can only destroy a small part of this grid minor. The main difficulty is to prove that some part of this remaining grid minor must be flat in the original graph. We establish this property by arguing that if no such flat grid minor exists, then the graph must contain a K 3,b·eg(G) minor, for some sufficiently large constant b, which contradicts the fact that the Euler genus of G is eg(G).
Embedding k-apex graphs..
We now discuss our algorithm for Sub-problem 2. Recall that a graph G is called k-apex if there exists some 
Our algorithm for approximating the Euler genus of k-apex graphs is the main technical contribution of this work. Indeed, prior to our work, a similar algorithm was only known for special cases of 1-apex graphs, and even the case of 2apex graphs was completely open. The problem is that each apex in X may have many (e.g. Ω(n)) neighbors in G \ X. This makes a major difference between our proof and the bounded-degree case in [4] . This is because in the latter case, there is only a small number of edges between X and G−X, so it is possible to add a handle for each edge. On the other hand, in our case, we cannot do this simply because we may have to add linearly many handles for each vertex in X. Most of the technical effort in this paper goes into bounding the number of handles added in this step.
Our algorithm for k-apex graphs proceeds in several steps. At each step we simplify the graph via a sequence of operations. Roughly speaking, every simplification operation either reduces the number of apices, or it simplifies the structure of the planar piece H. Let us now describe the key ingredients of our approach in more detail.
1. Simplification via vertex splitting. We introduce an operation called vertex splitting. This allows us to "split" a vertex of the planar piece into two vertices, as depicted in Figure 1 . The benefit of this operation is that given an embedding of the new graph, we can efficiently compute an embedding of the original graph, without significantly increasing the Euler genus of the underlying surface (see Figure 1 ).
2. Reduction to the 2-apex case. A key step in our algorithm is to reduce the problem of embedding kapex graphs to the problem of embedding 2-apex graphs. This is done in several steps, by performing appropriate sequences of splitting operations. We first compute a sequence of splitting operations such that in every resulting planar piece, every connected component is either incident to at most two apices, or every 1-separator is incident to at most one apex. In the former case, we have obtained a 2-apex instance, which we show how to handle below. In the latter case, we compute another sequence of splitting operations such that in the resulting graph, every component is either "nearly locally 2-apex" or has a 2-connected planar piece. We shall deal with each one of these cases separately.
3. Embedding 2-apex graphs and their generalizations. Our algorithm for 2-apex graphs starts by decomposing the input graph into simpler pieces using a sequence of splitting operations. In the resulting graph every piece is either 2-connected planar, or it has a 2-connected planar piece. Therefore, the case of 2-apex graphs is reduced to the case of 2-apex graphs with a 2-connected planar piece, which we addressed below. In reality, our algorithm has to embed graphs that can be more complicated than 2-apex graphs. More specifically, we need to design an algorithm for embedding graphs that have at most one maximal 2-connected component that is k-apex, and a small number of remaining components (not necessarily 2-connected) that are 2-apex. We call these graphs nearly locally 2-apex. Our algorithm for embedding these graphs uses similar ideas to the 2-apex case, but needs to perform a significantly more complicated decomposition step.
4. Embedding k-apex graphs with a 2-connected planar piece. Next, we obtain an algorithm for embedding k-apex graphs where the planar piece H is 2-connected. This is done by splitting any 2-connected k-apex graph of small genus into a small number of simpler structures, that we call centipedes and butterflies. These are special subgraphs with at most four apices. Ultimately, the problem of embedding these graphs can be reduced to the problem of embedding 1-apex graphs, which we address below.
6. Embedding 1-apex graphs. Finally, after the above sequence of reductions, we arrive at a small number of instances that are 1-apex. Unfortunately, even the case of approximating the Euler genus of 1-apex graphs was open prior to our work. In fact, the only previous result was a O(1)-approximation for the orientable genus of 1-apex graphs where the planar piece is 3-connected, due to Mohar [21] . We remark that the 3-connectedness assumption simplifies the problem significantly. We overcome this limitation by generalizing Mohar's argument using the theory of SPQR decompositions (for the definition of an SPQR decomposition and further exposition we refer the reader to [2] ). Finally, since we are dealing with the Euler genus instead of orientable genus, we also have to extend Mohar's argument to the non-orientable case.
7. Further complications: Extremities. In the above description of the key steps of our approach we have omitted certain complications that arise when splitting the input graph into simpler subgraphs. More specifically, performing a splitting operation can occasionally create a certain number of components that are simple to embed. We call such components extremities (see Figure 2 ). This does not significantly affect our approach at the high level, but makes the statements of our intermediate reduction steps somewhat more technical.
Organization
The rest of the paper is organized as follows. Section 2 gives some basic definitions and facts. Section 3 states for-mally the reduction of the problem to Sub-problem 1 (computing a flat grid minor) and Sub-problem 2 (embedding k-apex graphs), and presents our main algorithm. Section 4 presents the vertex splitting operation and proves some of its basic properties. It also formalizes the issues concerning extremities that arise when performing vertex splitting operations. Section 5 presents our algorithm for embedding k-apex graphs (i.e. Sub-problem 1). This algorithm uses several other algorithms as sub-routines. Due to lack of space, these algorithms are deferred to the full version of the paper, which is attached at the end of this extended abstract. All the proofs can be found in the full version.
PRELIMINARIES
Before proceeding, we review some basic definitions and facts used throughout this paper. We use n to denote the number of vertices. For basic graph theoretic definitions we refer the reader to the book by Diestel [6] , and for an indepth treatment of topological graph theory, to the monograph by Mohar and Thomassen [22] . We will only consider 2-cell embeddings of graphs into surfaces; that is, we always assume that every face is homeomorphic to a disk. Such embeddings can be represented combinatorially by means of a local rotation and signature (see [22] for details). The local rotation and signature define a rotation system.
A biconnected component tree decomposition of a given graph G consists of a tree-decomposition (T , R) such that for every {t, t } ∈ E(T ), Rt ∩ R t consists of a single vertex and for every t ∈ T , Rt consists of a 2-connected graph (i.e., a block). T is called a biconnected component tree.
) denotes the set of edges with one endpoint in X and the other endpoint in Y .
We recall the following result on the genus of the complete bipartite graph [12] . 
THE ALGORITHM
In this section we present our algorithm for approximating the Euler genus of a graph. We begin by stating formally the reduction from the general problem to Sub-problems 1 and 2, due to [4] . For a graph G and a minor Γ of G we say that a mapping µ : V (Γ) → 2 V (G) is a minor mapping for Γ if for each u ∈ V (Γ) the graph G[µ(u)] is connected, and by contracting G[µ(u)] into a single vertex for each u ∈ V (Γ), we obtain Γ. The reduction can now be stated as follows.
Lemma 3.1 ([4]). Suppose that the following conditions hold:
(1) There exists a polynomial-time algorithm which given a n-vertex graph G of treewidth t and an integer g ≥ 1, either correctly decides that eg(G) > g, or outputs a flat subgraph G ⊂ G, such that G contains a (Ω(r) × Ω(r))-grid minor M , for some r = r(n, g, t). Moreover, in the latter case, the algorithm also outputs a minor mapping for M .
(2) Given an n-vertex graph G, an integer g, and some X ⊂ V (G) such that G \ X is planar, either correctly decides that eg(G) > g, or it outputs a drawing of G into a surface of Euler genus at most γ, for some γ = γ(n, g, |X|).
Then there exists a polynomial-time algorithm which given a n-vertex graph G and an integer g ≥ 1, either correctly decides that eg(G) > g or outputs an embedding of G into a surface of Euler genus at most γ(n, g, k) + k, for some k = O(t g log 3/2 n), where t is some integer satisfying r(n, g, t ) = O(g).
The next lemma states our result for computing a flat grid minor.
Lemma 3.2 (Computing a flat grid minor). There exists a polynomial-time algorithm which given a graph G of treewidth t, and an integer g ≥ 1, either correctly decides that eg(G) > g, or it outputs a flat subgraph G ⊂ G, such that G contains a (Ω(r) × Ω(r))-grid minor M , for some r = Ω t 1/2 g 4 log 15/4 n . In the latter case, the algorithm also outputs a minor mapping for M .
The next theorem gives our approximation algorithm for embedding k-apex graphs. This is the main technical result of our paper. The proof is discussed in subsequent sections. Theorem 3.3. Let G be a graph of Euler genus g and let X ⊆ V (G) such that H = G \ X is planar. Then there exists a polynomial-time algorithm which given G, g, and X, outputs an embedding of G into a surface of Euler genus O(g 25 · |X| 21 ).
Given the above results, we are now ready to prove our main Theorem.
Proof of Theorem 1.1. The algorithm given by Lemma 3.2 satisfies condition (1) of Lemma 3.1 with r(n, g, t) = Ω t 1/2 g 4 log 15/4 n . The algorithm given by Lemma 3.3 satisfies condition (2) of Lemma 3.1 with γ(n, g, |X|) = O(g 25 ·|X| 21 ). Let t be some integer satisfying r(n, g, t ) = O(g). We have t = O(g 10 log 15/2 n). It now follows by Lemma 3.1 that there exists a polynomial-time algorithm that either correctly decides that eg(G) > g or outputs an embedding of G into a surface of Euler genus at most g = γ(n, g, k) + k, for some k = O(t g log 3/2 n) = O(g 11 log 9 n). Therefore, g = O(g 25 · k 21 ) = O(g 25 · (g 11 log 9 n) 21 ) = O(g 256 log 189 n), completing the proof.
VERTEX SPLITTING
We now formalize the notion of vertex splitting that was discussed in the Introduction. We also say that the splitting operation is performed on v with partition {E1, E2}. If H is a subgraph of some graph G, then when performing a splitting operation on v ∈ V (H) we also remove all edges in E(G) between v and V (G)\V (H) (see Figure 1 for an example). Note that if σ has length k, then there are at most k + 2 fragments of H .
The following lemma shows how to compute an embedding of a graph given an embedding of the graph obtained after performing a sequence of splitting operations. 
Extremities
We now introduce some machinery that allows us to handle some issues that arise from splitting operations. More specifically, when performing a spitting operation, we might create a certain number of pieces that are easy to embed, called extremities. We formalize this notion next. Definition 4.5 (Extremity). Let G be a graph and let X ⊆ V (G) such that H = G \ X is planar. Let C be a collection of maximal 2-connected components of H such that C = A∈C A is connected. Suppose further that there exist some 1-separator v of H such that all edges between C and H \ C are incident to v. Moreover, suppose that there exists x ∈ X such that NG[V (C) \ {v}] ∩ X ⊆ {x}. Finally, assume that that G[C ∪ {x}] admits a planar drawing such that x and v are in the same face. Then we say that C is an extremity (w.r.t. X). Figure 2 depicts an example of an extremity. We refer to v as the portal of C. The extremity number of G is defined to be the minimum integer M such that any family of pairwise edge-disjoint maximal extremities of G has size at most M . Finally, we argue that splitting operations cannot create a significant number of extremities.
Lemma 4.7. Let G be a graph and let X ⊆ V (G) such that H = G \ X is planar. Suppose that the extremity number of G is M . Let ϕ be a planar drawing of ϕ. Let H be the graph obtained by performing a splitting sequence σ of length on H, where each splitting operation in σ is performed on some 1-separator of H, and let G be the corresponding graph obtained from G. Then the extremity number of G is at most M + 2 · |X|.
EMBEDDING K-APEX GRAPHS
In this section we present our algorithm for embedding k-apex graphs. This uses several other algorithms as subroutines, that we discuss in the full version. We first state a preliminary result that allows us to assume that every vertex of the planar piece is incident to at most two apices.
Lemma 5.1. Let G be a graph of genus g and let X ⊂
The following lemma allows us to reduce the k-apex case to two sub-cases: (1) 2-apex graphs, and (2) k-apex graphs where every 1-separator of the planar piece is incident to at most one apex.
Lemma 5.2. Let G be a graph of Euler genus g and let X ⊂ V (G) be an independent set such that H = G \ X is planar. Let ϕ be a planar drawing of H. Suppose that every vertex v ∈ V (H) is incident to at most two vertices in X, that is |N (v) ∩ X| ≤ 2. Then there exists a (H, ϕ)-splitting sequence σ of length O(g · |X| 3 ) such that if we let H be the graph obtained by performing σ on H, then for every connected component C of H at least one of the following conditions is satisfied:
(1) C is incident to at most two vertices in X, that is |NG(C) ∩ X| ≤ 2.
(2) Every 1-separator v of C is incident to at most one vertex in X, that is |N (v) ∩ X| ≤ 1.
The next two lemmas summarize our embedding algorithms for the above two cases.
Lemma 5.3. Let G be a graph and let X ⊆ V (G), with |X| = 2, such that H = G \ X is planar. Then there exists a polynomial-time algorithm which given G and X, outputs a drawing of G into a surface of Euler genus O((eg(G)) 15 ).
Lemma 5.4. Let G be a graph of genus g and let X ⊆ V (G) such that H = G \ X is planar. Suppose that every 1-separator v of H is incident to at most one vertex in X, that is |NG(v) ∩ X| ≤ 1. Suppose further that the extremity number of G is M . Then there exists a polynomial-time algorithm which given G, g, M , and X outputs an embedding of G into a surface of Euler genus O(g 24 · |X| 18 + g 22 · |X| 14 · M ). Given all the above results, we are ready to present our algorithm for embedding k-apex graphs.
Proof of Theorem 3.3. The algorithm consists of the following steps.
Step 1: Deleting edges between vertices in X. There can be at most O(|X| 2 ) edges between the vertices in X. We remove all such vertices, and we extend the drawing at the end to include these edges by adding at most O(|X| 2 ) additional handles. We can therefore assume for the remainder that there are no edges between the vertices in |X|.
Step 2: Contracting extremities. We compute a maximal collection E of pairwise edge-disjoint maximal extremities in G. For every extremity C ∈ E let vC be its portal. There exits xC ∈ X such that NG(V (C)\{vC })∩X ⊆ {xC }. We contract C into vC , thus replacing G[C ∪ {xC }] by a single edge eC between xC and vC . Repeating for all C ∈ E, we obtain a graph G with extremity number 0. We will show next how to compute an embedding for G into a surface of Euler genus γ. Given this embedding we can extend it to G using Lemma 4.6, obtaining an embedding of G into a surface of Euler genus γ. We may therefore assume for the remainder of the algorithm that the extremity number of G is 0.
Step 3: Bounding the number of apices that are incident to any vertex in H. By Lemma 5.1 for any three distinct vertices x1, x2, x3 ∈ X there can be at most O(g) vertices in V (H) that are incident to all of x1, x2, x3. Therefore, there can be at most O(g · |X| 3 ) vertices in V (H) that are incident to at least three vertices in X. For every such a vertex v we remove all except for two edges between v and X. The total number of edges we remove is O(g · |X| 4 ). Since we leave at least two edges between v and X, it follows that the extremity number of G remains 0. We next show how to compute an embedding for the resulting graph. We will extend the drawing to these edges at the end of the algorithm, by adding at most O(g · |X| 4 ) additional handles. We may therefore assume for the remainder that every v ∈ V (H) is incident to at most two vertices in X.
Step 4: Splitting into pieces that are either 2apex or contain only simple 1-separators. Fix any
