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Abstract--Recently,  Chawla et al. [1] have obtained a one-parameter family of double-stride 
L-stable methods of fourth order by the coupling of three Linear Multistep Methods (LMMs). Here we 
present an alternative derivation technique based on mono-implicit Runge-Kutta (MIRK) methods. 
The MIRK method provides aframework within which all families of double- and triple-stride L-stable 
methods of fourth order can be expressed. The well-established theory for Runge-Kutta methods can 
then be used to derive these families in a straightforward manner. 
Keywords - -ODE,  Initial-value problems, Linear multistep methods, Runge-Kutta methods, 
Mono-implicit Runge-Kutta methods, L-stability, A-stability, Simpson's rule, One-step, Double- 
stride, Triple-stride. 
1. INTRODUCTION 
For the numerical integration of the first-order initial-value problem 
y' = f (x ,y) ,  y(a) = Ya, (1.1) 
Chawla et al. [1] derived, by coupling three Linear Multistep Methods (LMMs), the following 
two-parameter family of double-stride fourth-order methods based on Simpson's rule. For the 
n th step, let Yn be the approximation to y(xn), h be the size of the n th step, and compute Yn+l 
by 
1 (1 + 450) y~ + 1 (3 - 450) Yn+l q- h Yn+l/2 : ~ ~ ~ [250fn + (250 - 1) fn+l],  
Ynq-1/' : OtoYnq-(1- OL0),nq- 1_~_h [(1 q-4o~0)fn ~-8 (2°'~0 - 1)]n+l/2-]-(4o~0- 5 ) fn+l ] ,  (1.2) 
yn+l = yn + -g f,~ + 4]n+1/2 +/n+i  , 
where ]n+1/2 = f (xn + h/2, ~n+1/2), ]n+1/2 = f(x~ + h/2, 7)n+1/2), f,~ = f(x,~, yn), and fn+l = 
f(xn+t, yn+l). This method is implicit only in Yn+l. Note that the nodal points are at equal 
distance h/2, and therefore, the method (1.2) can be seen as a single-step method with double- 
stride h. It is also called an extended method since it clearly generalizes the standard Simpson's 
rule. 
Also, the above family of methods has been found by extending to Simpson's rule the ideas 
of Usmani and Agarwal [2] and Jacques [3] originally developed with the aim of constructing 
A-stable and L-stable [4-6] extended trapezoidal rules. 
Typeset by .4h/cS-TEX 
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In order to ensure that methods of the type (1.2) are suited for the integration of stiff initial- 
value problems, i.e., problems for which explicit methods do not work [5], it is natural to impose 
the condition of L-stability. Previously, Chawla et al. [7,8] had already demonstrated the existence 
of L-stable extended one-step methods of fourth order, and in [1], it is shown that the subfamily 
of methods (1.2) with 
1 
c~0 < ~ and ~f0 = 0 (1.3) 
is a one-parameter family of L-stable methods. 
It is the objective of the present paper to generalize the work of Chawla et al. [1] by considering 
methods of the type 
Yn+c~ = (1 - ~)Yn + ~Yn+l + h [(~fn +/~fn+l] , 
[ ,- ] ~)n+~ = (1 - v)yn + v yn+~ + h d.f,~ + ~ fn+~, + ~"f .+ i  , 
Yn+l =Yn + h (blfn + b2]n+c2 + b3]n+cs + b4fn+l) ,  
which are also unambiguously described by the following table: 
(1.4) 
c2 ~ a 0 0 
c3 u a ~ ~l 0 7~ 
bl b2 b3 b4 
(1.5) 
These methods are mono-implicit [9] with respect o Yn+x. 
It is also clear that any method defined by system (1.4) can be rewritten in the form of a 
general implicit four-stage Runge-Kutta Method (RKM) [4,6] {c, A, b T } as follows [10]: 
4 





Y i=yn+h~ai j f (xn+c jh ,  Yj), i = 1,2,3,4, (1.7) 
j= l  
cl = 0, c4 = 1, 
al j  = 0, j = 1,2,3,4, 
a21 -~ #bl + a, a22 -~ ~b2, 
a31 ---- ubl + a ~, a32 ---- vb2 + ~t, 
a4j = bj, j = 1,2,3,4, 
a23 = #b3, a24 -- #b4 +/3, (1.8) 
a33 ~- vb3, a34 = vb4 + 7~, 
and whereby c2, c3, bl, b2, b3, b4 are the same as in (1.4). For any particular choice of these 
coefficients, method (1.4) still depends upon seven parameters #, v, a, f~, a t, 13 ~, and 7~. The 
MIRK method (1.4) must satisfy the (stage order 1) conditions which require the abscissas to 
equal the row sum, i.e., 
c2=#+a+~, c3 = u + c~ + /3~ +"/~, 
and in order for it to be 4 th order, it must satisfy the four equations 
(1.9) 
4 
1 k = 0,1,2,3 (1.10) b~c~ = k+l '  
i= l  
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relating only bi'c and ci's, and the four equations 
4 4 4 4 
1 
i=2 j=2 i=2 j=2 
4 4 4 4 4 
1 1 
i=2 j=2 i=2 j=2 k=2 
(i.ii) 
a ' of which three are linear and one is quadratic in the ij s. 
Furthermore, the Runge-Kutta pproach allows an easy checking of the weak stability proper- 
ties. Indeed, the linear stability function R(a) is given by [6] 
R(a) = det ( I  - aA + aeb T) 
det(I - aA) ' e = (1, 1, 1, 1) T, (1.12) 
and a one-step method is said to be A-stable if [6] 
IR(a)l < 1 for Re(a) < 0, (1.13) 
and L-stable if, in addition to (1.13), 
lim IR(a)l = O. (1.14) 
Re(a)--~oo 
This technique of exploring stabilized extended one-step methods of prescribed order has already 
been applied by some of the present authors in the case whereby the c's take integer values [11]. 
Recently, a general treatment of MIRK methods has been given by Burrage et al. [10]. In their 
paper, classes of MIRK schemes of order 1 to 6 are presented. Although in the present paper only 
MIRKs of order 4 are considered which are equivalent to certain extended multistep methods, 
some special cases not considered in [10] are filled. 
In the next section, we shall derive, in a systematic way, all double-stride and triple-stride 
fourth-order methods of the type (1.4) and we shall determine the conditions which guarantee 
their L-stability. In Section 3, we shall report on the numerical testing and comparison of the 
L-stable methods obtained. 
2. DOUBLE-  AND TR IPLE-STR IDE FOURTH-ORDER METHODS 
The requirement that a method of type (1.4) is double stride implies that c2 and c 3 take values 
contained in the set {0, 1/2, 1} and additionally, that at least one of these two ci's equals 1/2. 
This leaves us with five possible choices for c2 and c3, and for each of them, the bi's should satisfy 
the order conditions (1.10) which at the same time guarantee that the double-stride methods 
obtained are extensions of Simpson's rule. It is easily verified that for each of the five cases, not 
all of the bi's are uniquely determined by (1.10), which enables us to to keep one of them as a 
free parameter. 
We now give an explicit description of the five cases, each giving rise to a parametrized class 
of methods. 
Methods  of Class I 
These are the methods corresponding to the choice c2 -- c3 = 1/2. Solving (1.10) for the bi's 
gives 
1 2 
bl - b4 = ~, b2 -t- b3 = ~, (2.1) 
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and they constitute the immediate generalization of Chawla's family (1.2) which corresponds to 
the case b2 = 0 and b3 = 2/3. We then apply the remaining conditions (1.9) and (1.11). Methods 
of Class I belong to a three-parameter family, described by the table 
1 t 3q  - 4 t  0 0 q - 4 t  
~ 8q 8q 
1 3s -10 - 24t + 12s  -{- 27q 2(-1 + 3t + 3s) 0 2 - 24t -{- 12s  + 9q 
2 - 3q 24(-2 + 3q) 3(-2 + 3q) 24(-2 + 3q) 
1 2 1 
q 3 q 
(2.2) 
with q ~ 0 and q ~ 2/3. The conditions for L-stability are 
3q 
t = -~- and 12s + 9q - 4 > 0, (2.3) 
showing that  there exists a two-parameter family of L-stable methods of Class I. 
The limiting case q --* 2/3 corresponds to b3 --* 0 and yields a reduction of the number of 
stages in (1.4) or (1.6),(1.7). However, the resulting method is not A-stable. On the other hand, 
if q --* 0, then also t ~ 0 and t /q  approaches a finite value which can be interpreted as a new 





In this way, the class of methods reduces to the two-parameter 
3(1 - 2t) 0 0 1 - 6t 
8 8 
5-  6s 1 - 3s -1 - 6s 
0 
24 3 24 
1 2 1 0 ~ 
and the supplementary conditions for L-stability are 
(2.4) 
1 1 
t 2 and s > ~. (2.5) 
This one-parameter family of methods (2.5) coincides with that  of Chawla in (1.2), as can be 
seen by putt ing c~0 = 1 - 3s /2  and ~0 = 3(1 - 2t)/4. 
Methods  o f  C lass  I I  
These methods are obtained when either c2 or c3 is zero. Therefore, we can consider the 
following two subclasses. 
CLASS I IA .  The values of c2 and c3 are chosen in increasing order, i.e., c2 = 0 and c3 = 1/2. It  
follows from (1.10) that  
1 2 1 
bl + 52 = ~, b3 = ~, b4 = ~. (2.6) 
The following three-parameter family of methods is found by applying conditions (1.9) and (1.11): 
0 -3 t  
1 1 -t- 9tq 
2 
3t 3t 
- -  0 0 - -  
2 2 
1 -8s+4q - 18tqW36tq 2 2s -q -  9tq 2 0 -1 -18tq  
8 2 8 
1 2 1 
6 q q ~ 
(2.7) 
These methods are A-stable, but not L-stable. 
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CLASS I IB.  The values of c2 and c3 are chosen in decreasing order, i.e., c2 = 1/2 and c3 = 0. It  
follows from (1.10) that 
1' 2 i 
bl + b3 = ~, b2 = ~, b4 = ~, (2.8) 
and the corresponding three-parameter family of methods atisfying the conditions (1.9),(1.11) 
1 3t 3(1 - 2t) 
~- s 
s -2  + 6t - 3s 
0 
q 
is described by 
1 - 6 t  
0 0 
8 
2(1 - 3 t -  3s) 0 -2+ 6t -  3s 
18q 9q 18q 
1 2 1 
6 q 3 q 
(2.9) 
whereby q ~t 0. The limiting case q --* 0 is, for the same reasons as above, of no practical interest. 
In contrast with Class IIA, there exists a two-parameter subfamily of L-stable methods, namely 
when 
1 1 
t 2 and s > 6" (2.10) 
Methods  of  C lass  I I I  
These methods are obtained when c2 or c3 is one. Again two subclasses can be distinguished 
as follows. 
CLASS I I IA .  These methods correspond to the natural order of the c's, i.e., c2 = 1/2 and c3 = 1. 
The b,'s resulting from (1.10) are 
1 2 1 
bl = ~,  b2 = ~,  b3 + b4 = ~, (2.11) 
and by further imposing conditions (1.9) and (1.11), the following three-parameter family of 
methods is obtained: 
1 3t 3(1 - 2t) 
6s -1  + 4t- -  2s - 2q 
1 
1 --6q 2(1 - 6q) 
1 
1 -- 6t 
0 0 
8 
2(1 -- 2t--  2s- -  2q) 0 --1 +4t - -  2s- -  2q 
1 - 6q 2(1 - 6q) 
2 1 
(2.12) 
with q # 1/6. The limiting case q --* 1/6 is again of no practical interest. The two-parameter 
subfamily satisfying the conditions 
1 
t = ~, and s + q > 0 (2.13) 
is a family of L-stable methods. 
CLASS I I IB .  These methods correspond to the reverse order of the ci's, i.e., c2 = 1 and c3 = 1/2. 
Solving (1.10) for the bi's yields 
1 1 1 2 
c2 = 1, c3 = ~, b, = ~, b2 + b4 - ~, b3 = ~, (2.14) 
and the application of the conditions (1.9),(1.11) results in in the three-parameter family 
1 6(t - -  q) 
1 - -  6q 
1 3(1 - -  21) 
4 
1 - 61 1 - 6t 
0 0 
2(1 -- 6q) 2(1 -- 6q) 
3t - -1+2t+8s+6q- -12tq  - -1+4t - -8s - -6q+12tq  
- -  0 
4 8 8 
(2.15) 
1 1 2 
6 q ~ q 
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with q # 1/6. The limit q --+ 1/6 yields the two-parameter subfamily 
1 t 
1 1 
1 - t  1 - t  
0 0 
2 2 
1 -1  - 8s 
s o 8 
1 2 1 g o g g 
(2.16) 
However, all the methods of Class IIIB are A-stable, but none of them is L-stable. 
Besides two-stride rules, Table (1.5) includes the possibility for the construction of triple-stride 
methods which are based on Simpson's 3/8-rule. They are obtained by the division of the interval 
of length h in three equal parts, and again two subclasses can be distinguished according to the 
order in which the values 1/3 and 2/3 are attributed to c2 and c3, respectively. 
Methods  o f  Class IV  
CLASS IVA. These methods correspond to c2 = 1/3 and c3 = 2/3. From (1.10), one obtains 
1 3 1 
bl = ~, b2 = 53 = ~, 54 = ~, (2.17) 
and by means of (1.9) and (1.11), one derives the two-parameter family of methods 
1 8t 
2 8s 
5 - 24t 1 - 24t 
0 0 
18 18 
-1  + 24t 3 - 8t - 8s -1  + 24t - 24s 
0 
lS 4 36 
1 3 3 1 
(2.18) 
Among these, the L-stable methods constitute a one-parameter subfamily determined by the 
conditions 
5 1 
t = 2--4 and s > ~. (2.19) 
CLASS IVB. With the choice c2 = 2/3 and c3 = 1/3, the bi's satisfy 
1 3 1 
51 = ~, 52 = b3 = ~, 54 = ~, (2.20) 
and solving (1.9),(1.11) for the other parameters yields the two-parameter family of methods 
described by the table 
2 8t 
1 8s 
4(1 - 3t) 0 0 2(1 - 6t) 
9 9 
1 + 24t  - 24s  3 - 8t - 8s 0 4(-1 + 3t) 
36 4 9 
1 3 3 1 
g g g g 
(2.21) 
and the one-parameter subfamily of L-stable methods atisfies the conditions 
1 1 
t = ~ and s > ~-~. (2.22) 
It is known that in the application of numerical methods for stiff initial value ODE problems, 
the phenomenon oforder reduction can occur. In this situation, the effective order of the method 
can be reduced to the stage order of the method [4]. All methods presented in the present paper 
have, because of the conditions (1.9), at least stage order 1. Moreover, it has been verified that 
all L-stable methods from Classes I, IIB, IIIA, IVA, and IVB have stage order 2. 
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3. NUMERICAL  I LLUSTRATIONS 
In this section, we illustrate certain of the fourth-order methods proposed in this paper. As a 
first test set, we consider the same two nonlinear problems as in [1]. 
PROBLEM 1. 
y'  = Y ln(y), 0.5 < x < 3, y(0.5) -- e -1, (3.1) 
x 
with the exact solution y(x) = e -2~. 
PROBLEM 2. 
y, = _y2, 0 < x < 1, y(0) = 0.1, (3.2) 
with the exact solution y(x) --- 1/(10 + x). 
The integration is carried out with constant stepsize h. In each step, Yn+l is calculated by a 
Newton-Raphson iteration until convergence to 14 decimal digits is obtained and the iteration 
process is started with the value obtained from linear extrapolation. 
The numerical results for Problems 1 and 2 are shown in Tables 1 and 2, respectively. Four 
L-stable methods and one nonstable method are considered: 
(a) method (2.2) belonging to Class I with q = 1/3, t = 1/4, and s = 1; 
(b) method (2.4) belonging to Class I with t = 1/2 and s = 5/6. This is also the method 
denoted MS4( -1 /4 ,0 )  (see [1]); 
(c) method (2.12) belonging to Class I I IA  with q = 0, t = 1/2, and s = 1; 
(d) methods (2.18) belonging to Class IVA with t = 5/24 and s = 1; 
(e) methods (2.18) belonging to Class IVA with t = 1/24 and s = 1. 
Notice that  case (e) is the nonstable method. The choice t = 1/24 means that the numerator of 
its linear stability function is of degree one higher than the denominator. For the other L-stable 
methods, the degree of the numerator is one less than the degree of the denominator. It should 
be clear that  the choice of the remaining free parameters (q and s in cases (a) and (c), and s in 
cases (d) and (e)) was random, hence, not dictated by error considerations or any other numerical 
particularities. 
Table 1. Absolute rrors at x = 3 for Problem 1. 














Table 2. Absolute rrors at x = 1 for Problem 2. 
(a) (b) (c) (d) (e) 
1.1(-12) 5.3(-13) 1.6(-12) 7.1(-13) 1.6(-12) 
1.8(-11) 8.5(-12) 2.5(-11) 1.1(-11) 2.5(-11) 
From these results, it can be concluded that for the two test problems considered, all methods 
perform comparatively well. In fact, the small differences in accuracy can be attr ibuted to 
differences in the error constants. Also, the stability properties of the method are of minor 
relevance since the test problems, although nonlinear, are nonstiff problems.. Finally, one can 
observe from the results in Tables 1 and 2 that for each method, halving the stepsize yields 
absolute errors which are approximately 16 times smaller. This is in agreement with the fact 
that  the methods are 4 th order; hence, the local error and global error are proportional to h 5 
and h 4, respectively. 
In order to illustrate the need for L-stable methods in the case of stiff systems of equations, 
the following (linear) test problem [6] is considered. 
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PROBLEM 3. 
[ly] [__2 l i l lY ]  r =sin:  1 rl,(°)l [23] = + = (3 .3 )  2y 998 -999 2y [999(cosx - sinx) J' L2Y(0) J ' 
with exact solution 
2y(x)J  = 2e -x  + LCOSXj • 
The numerical integration is carried out from x = 0 to x = 10 by means of methods (d) and (e). 
In Tables 3 and 4, the absolute rrors at the endpoint of both components of the solution vector 
are shown. 
Table 3. Absolute rrors obtained with method (d) at x = 10 for the components ly











Table 4. Absolute rrors obtained with method (e) at x = 10 for the components ly
and 2y of Problem 3. 
h Ilynum(lO) _ lyexact(lO)l ]2ynum(lO ) _ 2y . . . .  t( lO) I 
0.005 5.6(--12) 3.4(--9) 
0.007 1.5(--10) 8.9(--8) 
0.oo72 4.0(-10) 3.6(-r) 
0.00729 1.5(--2) 1.5(+1) 
Clearly, with the nonstable method (e), the numerical integration of system (3.3) can only 
be carried out for sufficiently small stepsizes. In this particular example, for a stepsize greater 
than or equal to 0.0073, the Newton-Raphson iteration process is no longer convergent at all the 
intermediate nodes of the integration interval. 
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