Purpose. This paper highlights aspects of the current state of research and thinking about ethical issues in relation to Brain Computer Interface (BCI) and Brain-Neuronal Computer Interfaces (BNCI) research through the experience of one particular project, BrainAble, which is exploring and developing the potential of these technologies to enable people with complex disabilities to control a computer. It describes how ethical practice has been developed both within the multidisciplinary research team and with participants.
Introduction
A Brain Computer Interface (BCI) is a system that enables interaction with a computer, based on changing electrical signals that occur in the brain. The signals can be taken invasively (from inside the brain) or non-invasively (from the scalp). Non-invasive BCI systems take signals that are present at microvolt levels on the scalp and then amplify and digitise them so that they can be used by the computer. In a typical BCI setting, participants are presented with stimuli or asked to undertake thinking strategies so that distinctive patterns of electrical activity are generated. Specific signals are extracted and feedback is provided to the user, for example by on-screen activity or through a peripheral device [1] . BCI systems have been identified as having potential as an assistive technology as they make it possible to perform basic commands using thinking strategies alone and they are not reliant on voluntary muscular movement, making them suitable for people with severe communication difficulties [2] [3] [4] and in neurological rehabilitation [5] and enabling greater social inclusion [6] . While the effectiveness of these systems is recognised as varying widely, with user motivation being a key determinant of success [7] , results have been sufficiently promising [8] [9] [10] to warrant further exploration with different groups of users. However, enthusiasm for BCI-based assistive technology based on successful use by non-disabled users has not been fully realised, a recent review stating that combinations of technological and economic constraints mean that "optimism in relation to applications for healthy users is more appropriate than in relation to BCI-based assistive technology" [11] , and other authors have suggested that "non-medical" applications of BCI systems such as user state monitoring and gaming may hold more promise [12] .
Hybrid BNCI Systems and the BrainAble Project
Current non-invasive BCI systems differ in how they record the neural activity of the brain and in how signals are translated into device commands. Concerns about high levels of 'BCI Illiteracy' leading to the unpredictable individual levels of performance (about 20% of users fail to successfully use any given BCI system) [13] has led to interest in hybrid Brain Computer Interfaces which use combinations of input signals [14] .
BrainAble is an international research and development project funded under the European 7th Framework ICT-2009 Call 4 (Accessible and Assistive ICT); BCI research is highly funded under EU frameworks compared with many other technologies: Euro 34 Million in the current 7th Framework (2007 Framework ( -2013 [15] .
BrainAble is unique in that it is a hybrid system and uses different BCI signals in an effort to enable people with complex disabilities to communicate, control environmental systems and ultimately achieve greater levels of independence in everyday living, its broad aims being couched in terms of social inclusion and participation in online and realworld activities. It uses three types of brain activity: sensorimotor rhythms (SMRs), which are associated with imagined movement; steady state visual evoked potentials (SSVEP); and P300 signals. Approaches based on SSVEP and P300 signals require the user to focus their attention on a target that either oscillates or flashes along with other objects with different signals resulting according to whether the object is attended to or ignored. This is the basis of a range of interfaces including environmental control consoles, text-entry systems, navigation systems for virtual reality environments and those for the control of peripheral devices such as robots [16] .
Using all three sets of signals improves the reliability of the device and work at the TUGraz BCI laboratory has demonstrated that if one signal is unreliable it was possible to switch to another, significantly reducing the problem of BCI illiteracy [17] . Further work is necessary to understand the causes of BCI illiteracy and to explore the best combinations of EEG signals to use in helping users achieve desired goals and implement reliable systems. Brainable is also technically a Brain-Neuronal Computer Interface (BNCI) system. BNCI's integrate other types of biometric signals such as heartbeat, EOG (Electrooculogram) and EMG (Electromyography). The term BNCI is used to refer to the combination of all these different technologies and the BCI signals. The additional biometric signals are used for indirect interaction and can potentially provide indications of boredom, fatigue or frustration. The system developed by the BrainAble project is intended to be 'context-aware' (predicting users' interactions based on previous patterns and offering the most likely options on screen) [18] as well as providing real time feedback to the user regarding success and failure but to also adapt to the user's cognitive state: for example if there is repeated failure and resulting frustration. Self adaptive tools such as fatigue and spasticity control switches whilst in an early stage of development are being tested to see the value and application of providing users with opportunities to change tasks, have instructions repeated and to effectively 'pause' the system. It is against a background of rapidly evolving technologies; high expectations on the part of funders, the public and potential users; and questions about what directions BCI and BNCI research and development should take, that the BrainAble project took place. The project used participatory design approaches and iterative cycles of user testing and evaluation of the BrainAble prototype in the UK: this was managed by AbilityNet UK and took place at Liverpool John Moores University, who provided a dedicated and accessible site in which the system could be set up and testing conducted. A group of ten non-disabled participants and another group of eight disabled participants with motor disabilities, neurological conditions, and acquired and traumatic brain injuries were involved in a total of three iterations of testing and evaluation. This process had two elements: one focused on developing understandings of the individual users' needs and the ways in which the BCI system might support them; and a second relating their experiences to wider populations, informing further development, and assessing the potential of such systems to support different groups of users. This work was also concerned to feed into the broader research agenda about the nature and distribution of 'BCI Illiteracy' and to explore whether, as some research as suggested, it is more common among people with severe disabilities than in the general population and therefore might limit BCI or BNCI systems' potential as assistive technologies.
The project was required to develop a framework for ethical practice, and it is this that is the focus of the remainder of this paper, which describes how this was developed and implemented in the UK-based research, for which NHS National Research Ethics Service consent was given. Later versions of the BrainAble prototype were also tested at the Guttmann Institute in Barcelona, Spain: here, established ethical guidelines based on practice in Spain and already in place at the Institute provided the basis of their work.
Ethical Issues and BCI Systems
The development and growing public awareness of and interest in BCI research has contributed to a neuro-ethical debate that extends beyond the specifics of particular BCI systems to encompass more wide-ranging discussions about "personhood", mind-reading technologies and polygraphs, surveillance and privacy, the determination of cognitive functioning and 'locked-in' syndrome, and decisions about the termination of life-support systems [19] [20] [21] . At the same time, media attention has raised expectations of the potentially transformative and liberating potential of BCI for people with quadriplegia or who are in the advanced stages of progressive conditions such as ALS/MND, leading for calls for researchers to focus on developing better relationships with the media and fostering more accurate reporting of progress and prospects [22] . It is against this background it has been argued that that attention needs to be paid not only to the immediate concerns of researchers or participants as BCI systems are developed, but that their broader impact on decision-making on the part of patients and carers, together with longer-term quality-of-life issues, needs also to be considered [23] .
The BrainAble project's ethical framework drew upon this work, as well as conforming to the WMA Helsinki Declaration [24] and other ethical guidance produced to aid researchers in ICT projects such as the EU's own ETICA and EGAIS projects [25; 26] and the general funding programme ethical guidelines on 'sensitive areas' of which 'implants and wearable computing' is one [27] . A subsequent review by the Future BNCI project of the programme of which BrainAble is a part has generated further guidelines drawing on more recent BCI and BNCI research and development [15] .
As well as the research literatures, EU guidelines, and more general issues that were raised by virtue of the research taking place under UK National Health Service (NHS) research governance, the ethical framework of the project also drew on the experience of assistive technologists (AbilityNet uses the term 'assessor-consultants'). This role involves maintaining an awareness of product developments and research but also a wideranging practice-knowledge, which draws on repertoire of technological expertise as well as a sensitivity to the needs and preferences of people with disabilities [28] . The ethics framework that was developed, then, also reflected this practical experience of working with participants who might be vulnerable or be prone to emotional lability as an aspect of a progressive condition. It also recognised the importance of 'timely' introduction of assistive technologies [29] and the need to avoid accidentally or insensitively conveying prognosis by drawing attention to features of the BCI system through observations along the lines of "you might not need this yet but …".
Developing the BrainAble Project Ethical Framework
The ethical framework was articulated, for the purposes of submission through the Integrated Research Application System (IRAS) for review by a specialist NHS Research Ethics Committee (REC), as a research protocol, site-specific information about location and nature of the testing process, and a complete set of supporting documentation including copies of all the research instruments, surveys and questionnaires; inclusion and exclusion criteria; consent forms; and participant information documents, leaflets and recruitment posters. The REC selected to scrutinise the application was one whose members had experience both of work with participants considered 'vulnerable' and that involving medical devices.
The various documents presented synthesised information from a wide range of sources and, particularly in the case of recruitment and information documents, deliberately addressed issues raised by then-current media coverage of BCI systems. This synthesis is exemplified in the following extracts, which give an indication of how the project was presented both to the Research Ethics Committee and, subsequently, to potential participants.
The issues of how participant wellbeing would be safeguarded and the avoidance of any emotional distress were discussed, particularly given the potential role of participation in provoking participants to re-examine their physical or cognitive capacities or to become aware of the progress of conditions, an issue highlighted by Pape et al. [30] and reflected in the submission as follows:
"The participants in our study may be severely disabled people and will not be able to comfortably manage long sessions. At all times, users wishes will be observed with regard to testing periods of time and frequency so may be subject to changes based on their individual circumstances. An extended series of interviews and testing also allows opportunities to explore existing patterns of technology use and to allow reflective evaluation on the part of the participants" (Submission to Research Ethics Committee) "We wish to ascertain what meanings the prototype has for people but with sensitivity and not by causing them emotional discomfort. There are important issues around conveying prognosis for people with progressive conditions and especially with MND, by discussing a prototype that has widespread literature that discusses the potential course of the condition and the potential for The state of development of the BrainAble system in particular was also made clear: "A prototype is an early model to test a concept and is something to be learned from; it is not a finished product. The BrainAble prototype has been put together by our research teams … It is a working prototype that includes a groundbreaking but existing safety marked Brain Computer Interface with a P300 system which includes the electrode cap and amplifier. This is being used in a new way to control a computer with software that we are testing.
This controls smart home, virtual reality and communication components."
Information sheets, flyers and recruitment posters all illustrated the system being used so that participants were aware of the appearance of the components, the fact that gel electrodes were used, and that the computer system was complex and not an 'off the shelf' system.
The prototypical nature of the system and the tentative claims that were made about how close to market the prototype was were also highlighted in relation to the research approaches to be used: The second area where misconceptions existed about medical conditions and disability, both in general and amongst BCI researchers, concerned the cognitive abilities of people with ALS/MND. While ALS/MND patients, even those in a 'Locked-in' state (in the strict sense) have widely been regarded as being cognitively intact, although they have lost the ability to communicate by traditional means, this has been challenged [31; 32] and ALS/MND is increasingly being seen as a "complex multi-systems disorder" [33] . The submission argued that the fact of a spectrum of cognitive impairment, and associated lack of motivation or attention, might make it difficult to make meaningful judgements about the performance of the BCI system [34] or, for that matter, about its suitability as a long-term AT solution, and highlighted the relevant research:
"This is significant for our research in several further respects. BCI studies of The experience of completing such a detailed and rigorous ethical submission and addressing the questions and issues it raised was very valuable and led to clearer articulations of methodological issues and research relationships on the part of project researchers. NHS ethical approval processes understood and categorised the project, the BCI system and BCI research in general. As far as the REC was concerned, participants with disabilities were 'vulnerable' (regardless of their self-assessment) and a broad duty of care on the part of researchers was more important than obtaining ethical 'clearance'.
And however much advocates of BCI systems might want to present them as new (noninvasive) interfaces, input devices, or assistive technologies, the involvement of the EEG cap and the collection of brain activity and other participant data firmly located the BCI system as a 'medical device' and this determined the standards of ethical practice to which the project should conform.
The REC responses to the specific research plans of project raised a number of issues about working with emergent technologies about which there was public interest and that care should be taken to reflect the newness of the field, the fact that the system was combining a number of elements for the first time (possibly with unpredictable outcomes) and that participants should be made very aware that what was being tested was a prototype that most likely would have few tangible benefits to them as individuals. In particular, they highlighted the issue 'BCI Illiteracy' and recommended that participants' expectations be managed, and support provided, in relation to this: "The committee expressed concern over the statistic that you expect that up to 10% of participants will not be able to 'train their brains' to use the device and will be left disappointed following their participation in the study, particularly the disabled participants, and wanted clarification that there would be someone available to talk them through their disappointment and discuss any options with them." (REC Committee Ethical Opinion Statement)
It was confirmed that someone would be available as suggested, and they were satisfied that this tasks of managing expectations prior to participation, and supporting participants afterwards, could be undertaken by an experienced Assistive Technology Assessor-Consultant.
Ethical Issues in Practice
Once the testing of the BNCI system began with participants, some of the issues raised in research and practice and included in the ethical submission did indeed manifest themselves and were reflected in the way that the actual testing was conducted.
In response to the REC requirement that the prototypical nature of the BrainAble system was made clear, this was further elaborated in the Participant Information and this helped participants and researchers in managing expectations. This proved useful during the extended periods needed for setup and calibration, and on those occasions when the equipment or software did not work reliably. The system was set up with not only user interfaces but also programming elements and the developer environment clearly visible.
Whilst there was a monitor for participant use they were also nearly all interested in the researcher interface as well, although towards the end of the study one participant observed that he would not want to see the programming elements in any end product.
All participants were very patient when computers needed rebooting and offered to continue beyond points that seemed reasonable junctures at which to suspend efforts.
At the same time, the prototypical nature of the system meant that there was a reluctance on the part of many participants to voice any real criticisms and that the researcher often needed to make inferences and then suggest these to solicit participants' agreements or disagreements. One participant was with his parents on one occasion and their response to the system had been that "it's marvellous for him take part in such a study". They also requested a record of the study as they kept a scrapbook for their son and it was touching that, as well as more general project information, they wanted a personalised record of his participation. But, when they were asked (in an inferential, 'what-if' way) how they would feel if they were offered such a system for personal use, his mother's reaction was clear, and she exclaimed "What, with that cap?" When questioned further, she finally offered that she didn't like the "medical" nature of the EEG equipment but that if it did offer him some independence then its advantages might outweigh this. However, as it stood, the aesthetics of the EEG cap and the medical connotations it carried were, in her view, a significant barrier to adoption.
Other participants also discussed the EEG cap: all participants wanted to see how they looked with it on and mirrors were provided for this purpose: some also wanted to see photographs of themselves wearing the cap. For some it generated some nervous laughter and in the case of two friends who came together some hilarity; something like a "baseball cap" was felt to be preferable, not only for aesthetic purposes but, again, because of the medical connotations of the electrode-laden EEG cap, the complexity of which was identified as an area of concern by several of the participants' carers. The dependence of the cap on gel electrodes was also an issue for some participants, and for females in particular, who proved difficult to recruit, possibly as a result: most of the participants had wanted to see and touch the gel at the recruitment interview stage, and its use may have been a reason for their lack of engagement. One female participant brought with her to a testing session a beret, which she said she'd brought to wear afterwards, although in the event, she didn't feel she needed it as the gel had brushed out. We can conclude from this that it was important to inform potential participants about nature of the cap and the use of the gel, and to specifically mention it in the consent form.
Participant responses to the prototypical nature of the system did, however, bring about a significant decision about the conduct of the testing process. After a hardware failure during a test session with a non-disabled but expert participant (who had a good knowledge of the issues around ALS/MND), they expressed the view that involving participants in working with a prototype was acceptable, but that "people should feel part of something that worked and which was taking things forward". These concerns were conveyed to the wider project team and after some discussion of these events, the particular iteration of testing (the first) was concluded so that issues of build quality and reliability could be addressed. The EU programme reviewers ratified this decision as appropriate on methodological and ethical grounds when the project made its annual reports.
As had been expected, 'BCI Illiteracy' proved to be an issue: one participant was unable to use the system despite multiple attempts across test sessions. Test session data were sent to project partners for analysis, and use of other input methods revealed that this particular pattern of 'Illiteracy' was associated with reduced information processing speed, an aspect of the participant's underlying condition [35] . The participant was disappointed and suggested that he was wasting project time and resources, but was reassured that his contribution was both valid and valued, not only by the UK-based researchers but also by project partners when they visited Liverpool. Most importantly, the participant continued to be involved in the project, offered feedback and evaluation of aspects of the BCI system and was not excluded on the grounds that he had been unable to use the BCI consistently or reliably.
Another area highlighted in the ethics submission was that of recruitment, reimbursement and obtaining informed consent from participants. Disabled participants had travel expenses reimbursed for expenses and were given an additional payment recompense for their time. Some expressed a view that this was unnecessary and were initially vague about whether they wanted to be paid or how best this could be achieve, but as testing progressed, it became clear that they all did want payment. This suggests that in studies involving disabled participants processes and procedures should be set out clearly from the outset, and participants should not be placed in potentially difficult or embarrassing positions in relation to remuneration. Interestingly, the approach adopted by BrainAble differs from that in some other BCI/BNCI projects, where it is non-disabled participants who are paid and disabled ones not, on the ground that the latter are potential beneficiaries of the research.
Rather in contrast, obtaining informed consent proved less problematic, although a number of strategies were developed in order to answer questions raised by participants, to obtain and revisit consent (particularly in the cases of participants who had short-term memory loss following traumatic brain injury), and to make sure that views on the system were adequately expressed. Some of participants could be described as severely disabled, so obtaining informed consent was not straightforward. In the submission to the REC it had been suggested that videoing consent could be an option to help ensure consent was given, whereby an independent witness could watch the process on video and verify that they felt that consent had been expressed; however this method was not in fact used and instead we involved carers and witnesses. An independent witness watched the process on video and verified that they felt that consent had been expressed; when additional witnesses and carers (many of whom were used to communicating with the disabled participants) were present, they were also asked to confirm that they felt informed consent had been given. In one instance, where a severely disabled participant was testing the system, there was also a prior case conference and close relatives as well as caseworkers were also asked to provide consent. It was agreed that he should be involved; he was able to use the BCI device; and once engaged, regular pauses and questions determined through his limited and inconsistent voluntary movement, that he wished continue to test the system.
One of the participants with AAC needs did suggest that being able to ask for additional information on certain aspects of the study and the system would be useful. The BrainAble project researcher then explored the idea of using "Speakbook", a low-cost, low-tech communication tool that works by following the direction of gaze at a board [36] . Working together, the researcher and participant were able to identify some of the questions that other participants might wish to ask, so that the researcher could elaborate.
This could also be used in the future to help with informed consent where, while participants have little muscular control or speech, there is a discernible gaze direction.
The key point that this process demonstrated was that, rather than simply replicating informed consent documents in new forms, things like "SpeakBook" work best when expert participants with insights into the concerns of disabled people have a role in their design.
While each of the forgoing issues had been identified (in broad terms, if not in detail) in the ethical framework and submission, unexpected issues also emerged, and it was here that broad ethical principles had to be enacted in practice as the project proceeded with its work.
The ethics submission had suggested that, should the need arise, participants could be referred for an assessment by AbilityNet. In fact, this did not happen, although participation in the project enabled participants to improve their awareness of Assistive Technologies and computer systems in general: one adopting "Speakbooks" and another setting up their home computer with multiple monitors and enlarged text. In another example, a participant had increasing communication difficulties but did not currently have a computer system that he wanted to use. Here, the potential for an assessment or intervention seemed more obvious, and as he was able to use the P300-based system accurately and comparatively rapidly, one of the commercial partners in the BrainAble Consortium offered a BCI system for the participant for his own use at no cost. This was offered informally to the participant through an intermediary, but was not accepted: the participant's responses were based on concerns that the system was still in too early a stage of development to be something he could use confidently and independently; that its high cost and perceived 'cutting edge' nature would make it an insurance risk; and, following from both these, that he would prefer something more 'mainstream' and widely used. The informality and discretion with which the offer was made was well-advised: the participant was in the process of trying to obtain funding for Assistive Technology and the appearance of a high-cost system from a 'third party' supplier might well have compromised this funding or other support. Again, as Dobkin argues, the ethical scope of decisions made about particular technological systems may extend far beyond the research site and impinge on the lives and life-chances of patients and carers [23] .
The UK-based user testing, from the outset, had been concerned with exploring and developing the potential of the BCI system as an Assistive Technology, and much of the data collection was oriented towards this aim. However, in the course of testing, the emergent nature of the technologies meant that the research took unexpected trajectories and generated outcomes that had not been predicted -either in the overall project design or the ethical framework. The potential of the system to identify information processing issues has already been mentioned; but with another participant, engagement with the BCI system and the testing processes associated with it, led not only to insights into their individual condition and needs, but also offered a pointer to an alternative role for BCI systems more generally. This participant had suffered a traumatic brain injury and had recently moved into a rehabilitation setting where his needs were being defined, and rehabilitation and care plans drawn up. Set against a background of uncertainty about his level of cognitive functioning, successful use of the BrainAble prototype provided information that was shared beyond the project and informed these plans.
This example highlights how important it is for researchers to recognise that, because a technology is emergent and prototypical, its role may not ultimately be what we predict and the relationships established with participants may lead in entirely different directions. The two examples offered here both challenged the premises of the BrainAble project (that BCI systems could act as Assistive Technologies and that disabled people would welcome them) and raise questions about how to be responsive to such unpredictability while still behaving ethically. When technologies are emergent, it is difficult to predict what affordances will be recognised in them, and project-level ethical practices need, in these situations, to be grounded in broader ethical frameworks and commitments.
Conclusions
The original BrainAble project proposal to its funders conveyed the potential of BCI systems through the presentation of a 'persona': an ideal user who was a young female student who had a motorbike accident and was consequently paralysed. Had the project then been construed as largely (or even entirely) concerned with technical development, there would have been a danger that ever more sophisticated BCI systems and peripherals would have emerged, still premised on plausible fictions and heroic narratives of transformation and independence. Were this to be the case, the danger is that methodologically and ethically significant issues emerging from research (such as potential side effects of prolonged use of BCI systems, or of the possibility that people with ALS/MND are not all cognitively unimpaired) would be drowned out by popular media hype and enthusiasm.
By conceptualising and enacting the testing of the Brainable system as an iterative and participatory process in which disabled participants are involved as "active empowered partners" [37] , they have been far more than test subjects. Their voices have contributed to the direction of the project and the authentic accounts of their lives, the role that Assistive Technologies and BCI systems might play, and the meanings that they might convey, have introduced ethical issues into the cross-disciplinary debates that are inherent in a project of this kind. Rather than seeing participants as representatives of ideal user types, aggregating data collected from them and anonymising their contributions, it was evident across our participant group that they were both keen to have their stories told, have their participation acknowledged and to act as representatives and advocates.
As we have demonstrated, ethical issues were identified by the literature on BCI systems; by Assistive Technologists; NHS Ethicists; and participants themselves varied. In short, new technologies, and the ethical practices and discourses that accompany them need to be seen as co-constituted, rather than with ethical practice subordinated to technological development and deployment, or financial imperatives. Ethical frameworks and practices in general need to reflect rapidly changing technologies, not only so that users can be offered the best possible experience, but also so that new research about potential side effects or impacts of participation can be reflected in research designs, and incorporated into participant information and informed consent arrangements.
Central to this information exchange and development of practice are the voices of disabled people. This article represents not only a contribution to debates about the importance of those voices, but has tried, itself, to give voice to participants and contributors -not only to a process of technological development and evaluation, but to the ethical practice too. We are sharing these as part of a programme of ethical practice we hope continues to develop. There are no conflicts of interest in relation to the publication of this work, and all data presented here as been collected in accordance with the project ethical code of practice.
