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Abstract
Non-commutative differential geometry allows a scalar field to be regarded as a gauge connec-
tion, albeit on a discrete space. We explain how the underlying gauge principle corresponds
to the independence of physics on the choice of vacuum state, should it be non-unique. A
consequence is that Yang–Mills–Higgs theory can be reformulated as a generalised Yang–
Mills gauge theory on Euclidean space with a Z2 internal structure. By extending the Hodge
star operation to this non-commutative space, we are able to define the notion of self-duality
of the gauge curvature form in arbitrary dimensions. It turns out that BPS monopoles,
critically coupled vortices, and kinks are all self-dual solutions in their respective dimen-
sions. We then prove, within this unified formalism, that static soliton solutions to the
Yang–Mills–Higgs system exist only in one, two and three spatial dimensions.
1. Introduction
A theory of scalar fields, possessing some symmetry, is said to undergo spontaneous
symmetry breaking when its potential acquires a family of degenerate minima. In this event,
the vacuum of the theory is not unique, and possible states are related through the symmetry.
Any specific choice of a vacuum state however, breaks this invariance.
Scalar fields with spontaneously broken symmetry play an important roˆle in modern
Yang–Mills gauge theory. Through the Higgs mechanism [1], they generate masses for the
gauge bosons as required by phenomenology. Baring its experimental success however, the
form and content of the Higgs sector lacks motivation from gauge principles so vital to
the corresponding Yang–Mills sector. Because of this, it is often regarded as an ad hoc
and aesthetically unappealing feature in the otherwise geometrically beautiful backdrop of
Yang–Mills theory, and there has been several attempts in the literature to address this
problem.
In the early 1980s, several authors [2, 3] proposed a Kaluza–Klein unification of Yang–
Mills and Higgs fields. Gauge theory was formulated on a higher-dimensional space-time, and
components of the gauge connection in the extra dimensions identified as Higgs fields. A di-
mensional reduction yielded four-dimensional Yang–Mills theory together with a symmetry-
breaking potential for the Higgs fields. These models offered predictions for otherwise free
parameters like the Higgs mass, but failed to reproduce the standard model of electroweak
interactions.
It was more recently realised that one could replace the higher-dimensional spaces of
these Kaluza–Klein theories by discrete structures [4], on which a generalised notion of dif-
ferential geometry can be set up using non-commutative geometry [5, 6, 7, 8, 9]. Already,
the simplest case of space-time with an internal structure consisting of two points is suffi-
cient to exhibit the desired behaviour [10, 11]. Gauge theory formulated on this extended
geometry yields a connection form, whose internal component between the two points can be
interpreted as a scalar field on space-time. We may then define an extended curvature form,
and construct gauge-invariant actions from it. The usual choice leads to Yang–Mills theory
and a Higgs field transforming in the adjoint representation, with the familiar symmetry-
breaking potential appearing naturally. In contrast to the Kaluza–Klein models, an arbitrary
truncation of continuous space degrees of freedom is now unnecessary.
More complicated Higgs sectors have been derived by generalising the two-point space
to other discrete structures [12]. There has also been much effort devoted to constructing
a realistic model [13, 14, 15], that would reproduce the standard electroweak theory. It
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was hoped such a formulation of the Yang–Mills–Higgs system was constrained enough to
predict a classical value for the Higgs mass [5], thus raising the possibility of experimental
verification. However, it is now generally accepted that there is enough freedom in the
theory to make ‘different’ numerical predictions. As emphasised in ref. [14], what emerges
is precisely the standard electroweak model, with not one free parameter less. It seems non-
commutative differential geometry just furnishes a new and somewhat arcane way to rewrite
models of particle physics.
Yang–Mills–Higgs theories are also important in that they admit a variety of soliton so-
lutions whose existence and stability are due to topological factors. They are non-dissipative,
finite-energy field configurations possessing boundary conditions at infinity which are topo-
logically different from those of a vacuum. The prototype is the ’t Hooft–Polyakov monopole
in three spatial dimensions [16, 17]. Its two-dimensional analogue are vortices, discovered
by Nielsen and Olesen [18]. In one dimension where the Yang–Mills sector becomes trivial,
an example is the kink solution of ϕ4 theory.∗
Each of these solutions has an energy which is bounded from below by a non-zero
quantity depending only on the topology or boundary conditions of the system, hence its
stability against decay to the vacuum. This so-called Bogomol’nyi bound is saturated by
field configurations satisfying certain first-order equations, which imply the full equations of
motion but are in general much easier to solve and analyse [20]. Monopoles in the BPS limit
[21] and vortices with critical coupling are examples when the energy is minimised.
The most well-known example of this in fact comes from pure Yang–Mills theory in a
four-dimensional Euclidean space. Denote by F the gauge curvature two-form and ∗F its
Hodge dual. The non-negativity of the inner product (F∓∗F, F∓∗F ) implies the inequality
(F, F ) ≥ |(F, ∗F )| , (1.1)
the left-hand side being the action functional or energy of the system. Equality occurs if
and only if the curvature is self-dual or anti-self-dual:
∗ F = ±F . (1.2)
Solutions to this set of first-order equations are known as Yang–Mills instantons [22], and
their energy is proportional to the Pontryagin index of the geometry.
∗Strictly speaking, the kink is not a soliton but a ‘solitary wave’ (see for example, ref. [19]). This difference
need not concern us here.
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Unfortunately, this elegant geometrical interpretation has found limited application to
Yang–Mills–Higgs systems. In the case of BPS monopoles, one can regard the Higgs field ϕ as
the last component of a four -dimensional gauge connection (A,ϕ). The self-duality condition
(1.2) is then equivalent to the Bogomol’nyi equations governing these monopoles [23]. Such
an argument has not been extended to other examples like vortices, as this construction is
peculiar to four-dimensional systems.
The aim of the present paper is to generalise this type of self-duality property to Yang–
Mills–Higgs systems in arbitrary dimensions. To do so, we exploit the fact that scalar fields
with a ϕ4 potential can be reformulated as a two-dimensional Yang–Mills theory on a discrete
Z2 geometry. A Yang–Mills–Higgs theory in n Euclidean dimensions is therefore equivalent
to a pure (n+ 2)-dimensional Yang–Mills theory on the Euclidean space with a Z2 internal
structure. We define a generalised notion of Poincare´ duality on this non-commutative
geometry, as well as what is meant by self-duality of the gauge curvature form in arbitrary
spatial dimensions. It is then shown that critically coupled vortices and kinks are self-dual
solutions in the extended sense. BPS monopoles and instantons also emerge as self-dual
examples of this unified formalism.
We should point out there is a rather loose sense of ‘self-duality’ in use in the literature
(see for example, ref. [24]). It refers to theories which have special interactions and cou-
pling strengths, such that the second-order equations of motion reduce to first-order ones.
Solutions in general minimise a Bogomol’nyi-type bound for the energy. It is in this sense
that critically coupled vortices have hitherto been referred to as self-dual. Our notion of
self-duality is a more exacting one which requires the concept of a Hodge star operation, as
in (1.2), on the appropriate geometry.
We begin by reviewing how differential geometry on the Z2 geometry can be set up, as
per Coquereaux et. al. [11]. In doing so, we shall recast the formalism, as far as possible, in
a language that makes it (formally) similar to ordinary differential geometry. This is in line
with the general philosophy of Madore et. al. [4, 25], and would lead to two new results.
The first is we are able to define a Hodge star operator for this case, in direct analogy with
the usual one. The second is we can now identify the Maurer–Cartan one-form θ of this
geometry. Unlike the ordinary case, it has a non-vanishing curvature which can ultimately
be identified as the Higgs mass [26]. Using this interpretation, we explain how the gauge
principle underlying Higgs fields corresponds to the independence of physics on the choice
of vacuum state.
In the second part of the paper, we consider some explicit examples to which this
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formalism can be applied. In particular, kinks in n = 1 spatial dimension, vortices in n = 2,
monopoles in n = 3 and instantons in n = 4 are studied. We show that the appropriate
self-duality condition on the generalised curvature form Ω takes the general form
∗ Ω ≃ ±Ω ∧ θn−2, (1.3)
and that its solutions minimise the energy functional. The corresponding topological bound
is calculated for each case, and verified to be in agreement with standard results. We finally
prove, within our unified formalism, that static soliton solutions to the Yang–Mills–Higgs
system can only exist when n ≤ 3 [27, 28]. This is a generalisation of the well-known result
for pure Yang–Mills theory [29], which states that n = 4 is the only dimension in which
solitons are allowed.
2. Differential geometry on Z2
2.1. Differential forms
Consider the cyclic group of order two, Z2 = {e, r | r2 = e}, which has the explicit
matrix representation [30]
π(e) =
(
1 0
0 1
)
, π(r) =
(
1 0
0 −1
)
. (2.1)
The algebra of complex functions on Z2 can therefore be realised as the algebra M+2 of
diagonal 2×2 matrices, with the usual rules of addition and multiplication. It is a subalgebra
of the algebra M2 of complex 2× 2 matrices generated by the Pauli matrices τi.
The exterior derivative of an element a ∈M+2 is defined to be the commutator
da = im [η, a] , (2.2)
where m is a mass scale and η a real linear combination of τ1 and τ2. It is actually sufficient
to set
η = cos γ τ1 + sin γ τ2 , (2.3)
for some angle parameter γ, since a global factor can be absorbed into m [11]. Note that
the usual Leibniz rule is satisfied by this definition.
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A one-form on Z2 has the general form a db, where a, b ∈ M+2 , and is an off-diagonal
2× 2 matrix in the present representation. A basis for the space of one-forms is supplied by
θ1 = 1
2
dτ3 , (2.4)
although another possible choice is
θ2 = iτ3θ
1. (2.5)
Together, they span the space over the complex numbers C.
The exterior derivative of a one-form α on Z2 is given by the anti-commutator
dα = −m {η, α} . (2.6)
The nilpotency condition d2 = 0 follows from the identity η2 = 1. Further requiring dτ3 ∧
dτ3 = d(τ3 dτ3) to hold implies that the wedge product between one-forms α and β is their
matrix product, with an extra factor of i:
α ∧ β = iαβ . (2.7)
The graded Leibniz rule, given by d(aα) = da∧α+ adα and d(αa) = dαa−α∧ da, applies.
The space of two-forms on Z2 consists of elements a db ∧ dc, where a, b, c ∈ M+2 . Any
two-form Ω can be written as
Ω = Ω12 θ
1 ∧ θ2, (2.8)
with Ω12 ∈ M+2 . Note that θ1∧ θ2 = − θ2∧ θ1 = m2τ3. This means the space of two-forms is
isomorphic to the algebra M+2 itself. The universal algebra of forms on Z2 is therefore M2.
It has a graded structure, whereby forms of even degree are diagonal matrices and forms of
odd degree are off-diagonal. The exterior derivative operator takes even forms into odd ones,
and vice versa. We shall extend the definition of the wedge product (2.7) so that it denotes
matrix multiplication between an even and an odd form, or between two even forms.
The above definitions of the exterior derivative operator have been chosen so it satisfies
(da)† = da†, (2.9)
for any a ∈ M2, where the involution † denotes Hermitian conjugation. As a consequence,
θ1 and θ2 are Hermitian. We also have
(a ∧ b)† = (−1)deg adeg b b† ∧ a†, (2.10)
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where a, b ∈ M2. These Hermiticity properties are identical to those obeyed by ordinary
differential forms.
The one-form θ = −θ2 will turn out to play an important roˆle in the construction of a
gauge theory below. The exterior derivative of a ∈M2 can be rewritten in terms of θ as [4]
da = −i[θ, a] , (2.11)
where [a, b] = a∧b−(−1)deg adeg b b∧a henceforth denotes the graded commutator. It respects
the graded Leibniz rule
d(a ∧ b) = da ∧ b+ (−1)deg aa ∧ db . (2.12)
Observe that (2.11) implies the identity
dθ + i θ ∧ θ = m2. (2.13)
θ is the analogue of the Maurer–Cartan form in ordinary differential geometry (see for
example, ref. [31]). We shall return to this fact in sec. 3.3.
2.2. Metric structure
There is a natural metric structure on Z2 given by [4, 25]
gab =
1
2m4
Tr (θa†θb) , (2.14)
where a, b = 1, 2. gab has been normalised so that it is the two-dimensional Euclidean metric,
with physical dimensions of inverse-mass squared.
A Hodge ∗ operation can be defined on the universal algebra of forms on Z2 by a
straightforward application of the usual formula [31]
∗ (θa1 ∧ · · · ∧ θap) = 1
(n− p)!
√
g ǫa1···apap+1···an θ
ap+1 ∧ · · · ∧ θan . (2.15)
Here, n = 2 is the dimension of the geometry in question, ǫa1···an the n-dimensional anti-
symmetric tensor, and g = 1
m4
the determinant of the metric. Indices are raised and lowered
with gab. Note that ∗ maps p-forms into (n − p)-forms, hereby extending the notion of
Poincare´ duality to this case. The even–odd grading of the universal algebra is preserved
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under this duality transformation. Explicitly, we have ∗ 1 = √g θ1 ∧ θ2, ∗ θ1 = θ2, and their
inverse relations which follow from the property ∗2 = (−1)p(n−p).
An invariant volume element on Z2 is provided by
√
g θ1 ∧ θ2. We define the integral of
a two-form Ω to be its matrix supertrace [11]:
∫
Ω = STrΩ . (2.16)
The appearance of the supertrace should not be surprising as we are dealing with graded
matrices. It is equivalent to the formula
∫
a
√
g θ1 ∧ θ2 = Tr a . (2.17)
An inner product on M2, which immediately follows, is
(a, b) =
∫
a† ∧ ∗b . (2.18)
It is identical to the one usually adopted for complex matrices.
2.3. Gauge theory
Let U = {g ∈M+2 | g†g = 1} be the group of unitary elements ofM+2 . We would like to
construct a gauge theory on Z2, with U as the group of symmetry transformations. Multiply-
ing a function on Z2 by g ∈ U corresponds to performing two global U(1) transformations,
one for each element of Z2.
This gauge symmetry is a local one, since, in general, dg 6= 0. As in ordinary gauge
theory, we have to introduce a covariant derivative D = d + i[ω, · ], where ω is a Hermitian
one-form known as the gauge connection. We require it to gauge-transform covariantly under
the adjoint action of U , namely D→ g−1Dg, so that
ω → g−1ωg − g−1idg . (2.19)
The curvature two-form is then defined to be
Ω = dω + i ω ∧ ω . (2.20)
It is Hermitian and transforms covariantly under (2.19).
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We shall write the gauge connection as [4]
ω = θ + φ , (2.21)
with θ as the preferred origin. The gauge transformation of θ is defined to be
θ → g−1θg − g−1idg . (2.22)
But since the right-hand side equals the left by (2.11), θ is in fact a gauge-invariant quantity.
φ therefore transforms covariantly as
φ → g−1φg . (2.23)
In this case, the covariant derivative of an element a ∈M2 takes the form
Da = da + i[ω, a] = i[φ, a] . (2.24)
Using the identity (2.13), we see the curvature form (2.20) is explicitly
Ω = m2 − φ2. (2.25)
Thus, the term on the right-hand side of (2.13) is non-zero because θ has curvature. Because
it is gauge invariant, we cannot make θ vanish by a choice of gauge. Note that the Bianchi
identity DΩ = 0 is trivially satisfied.
The usual starting point for the study of Yang–Mills theory is the action, normally
taken to be the norm-square of the curvature form. In the present case, such a term is
(Ω,Ω) = Tr (Ω†12Ω
12) . (2.26)
It is clearly invariant under the gauge transformation (2.19). There is however, another
possible choice, absent in the Yang–Mills case, given by∗
|(θ ∧ θ,Ω)| = Tr (ǫ12Ω12τ3) . (2.27)
∗In the Yang–Mills case, the analogue of this term is the contraction of the metric tensor gαβ with the
Yang–Mills field strength Fαβ , which, of course, vanishes identically.
9
That such a term should not be ignored in non-commutative geometry was pointed out by
Sitarz [32, 33].
3. Yang–Mills–Higgs theory
3.1. Differential geometry on M × Z2
The geometry of interest in this paper is an n-dimensional Euclidean spaceM with a Z2
internal structure. The algebra of functions on this extended geometry is the tensor product
of the algebra M+2 , introduced in the preceding section, with the algebra C of complex
functions on M . An element of M+2 ⊗ C has the explicit form
(
f1 0
0 f2
)
, (3.1)
where f1 and f2 are functions on M .
Let a be a form on Z2, and A one on M . We denote by a ⊗ A a generalised form on
M ×Z2, with total degree deg a+degA. The space of generalised one-forms can be written
as the direct sum [4]
Λ1 = Λ1H ⊕ Λ1V . (3.2)
The so-called horizontal part Λ1H = M+2 ⊗ Λ1(C) consists of diagonal 2 × 2 matrices with
each component a one-form on M , while off-diagonal matrices with scalar entries make up
the vertical part Λ1V = Λ
1(M+2 ) ⊗ C. Let {θα, α = 1, . . . , n} and {θa, a = n + 1, n + 2}
be generators of Λ1H and Λ
1
V respectively. We shall take the former to be the usual basis
of one-forms dxα on M , and latter to be given by (2.4) and (2.5). The complete set of
generators of Λ1 will be denoted by θi = {θα, θa}.
The wedge product between two forms on this extended geometry is defined to be [11]
(a⊗ A) ∧ (a′ ⊗ A′) = (−1)deg a′ degA (a ∧ a′)⊗ (A ∧ A′) . (3.3)
The wedge product between A and A′ is the ordinary wedge product between horizontal
forms, while the wedge product on Z2 is understood between a and a
′. Forms of higher
degree can then be systematically constructed from θi. For example, a two-form Ω has the
general expansion
Ω = 1
2
Ωij θ
i ∧ θj = 1
2
Ωαβ θ
α ∧ θβ + 1
2
Ωαa θ
α ∧ θa + 1
2
Ωaα θ
a ∧ θα + 1
2
Ωab θ
a ∧ θb, (3.4)
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where Ωij ∈M+2 ⊗C. Ωαβ is the horizontal component of Ω, Ωab the vertical component, and
Ωαa and Ωaα the mixed components. Note that (3.3) implies the relation θ
α∧ θa = −θa∧ θα,
and so Ωαa = −Ωaα.
When written as a matrix, a generalised n-form has the form
(
A +B C
C ′ A′ +B′
)
, (3.5)
where A, A′ are horizontal n-forms, B, B′ are (n− 2)-forms, while C, C ′ are (n− 1)-forms.
Thus, the components of (3.5) need not have homogeneous degree, although it can be written
as a sum of matrices which do. The wedge product (3.3) in terms of such matrices is
(
A C
D B
)
∧
(
A′ C ′
D′ B′
)
=
(
A ∧A′ + (−1)degCiC ∧D′ C ∧B′ + (−1)degAA ∧ C ′
D ∧A′ + (−1)degBB ∧D′ B ∧ B′ + (−1)degDiD ∧ C ′
)
.
(3.6)
The exterior derivative operator on M ×Z2 can be decomposed into a direct sum of its
horizontal and vertical parts:
d = dH ⊕ dV , (3.7)
where dH = ∂α dx
α is the ordinary exterior derivative operator on M , and dV is that corre-
sponding to Z2, given by (2.11). Demanding that d
2 = 0 requires dH and dV to anti-commute.
The exterior derivative of a generalised form is given by [11]
d(a⊗A) = dVa⊗ A+ (−1)deg a a⊗ dHA , (3.8)
or
d
(
A C
D B
)
=
(
dHA −dHC
−dHD dHB
)
−m
(
eiγC + e−iγD ie−iγ(A− B)
−ieiγ(A−B) eiγC + e−iγD
)
, (3.9)
in terms of matrices.
A duality operation on the universal algebra of forms onM×Z2 can also be constructed
in a straightforward manner. The dual of a⊗A is
∗ (a⊗ A) = (−1)deg adegA ∗ a⊗ ∗A , (3.10)
where ∗ acting on A denotes the usual Hodge star operation onM , while that on a is defined
by (2.15). Explicitly, it reads
∗
(
A C
D B
)
=
( ∗A (−1)degCi ∗ C
−(−1)degDi ∗D − ∗B
)
. (3.11)
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On the other hand, the involution on M and that on Z2 extend to this case by the formula
(a⊗ A)† = (−1)deg adegA a† ⊗ A†, (3.12)
or, equivalently, (
A C
D B
)†
=
(
A† (−1)degDD†
(−1)degCC† B†
)
. (3.13)
An invariant volume element and inner product on this extended geometry follow in the
usual way.
The calculus developed in this subsection is similar to that of ref. [11]. There are
some minor differences in the above formulae, because we start off with a slightly different
definition of the exterior derivative operator in (2.6).
3.2. Gauge-invariant action
We shall construct a generalised Yang–Mills gauge theory on M with unitary Lie group
G, tensored with a Z2 internal structure. Let us write the combined connection one-form as
[4]
ω = A+ θ + φ , (3.14)
where the horizontal component A can be identified as the usual (Hermitian) Yang–Mills
gauge connection. The vertical component θ + φ is the gauge connection corresponding to
U , which has already been discussed in sec. 2.3. Under a generalised gauge transformation,
we have
ω → g−1ωg − g−1idg , (3.15)
where g ∈ G×U . This can be decomposed into transformations of the individual components
of ω:
A → g−1Ag − g−1idHg ,
θ → g−1θg − g−1idVg ,
φ → g−1φg . (3.16)
Moreover, θ is invariant under this gauge transformation. The curvature two-form is
Ω = dω + i ω ∧ ω = F +DHφ+m2 − φ2, (3.17)
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where F = dHA+ iA ∧A is the usual Yang–Mills curvature, and DHφ = dHφ + i[A, φ] the
Yang–Mills gauge-covariant derivative of φ.
Now, we shall write
A =
(
A 0
0 B
)
, φ =
(
0 ϕ
ϕ† 0
)
, (3.18)
where A and B are one-forms on M , and ϕ a scalar field on M . These component fields take
values in the Lie algebra of G. If we set
g =
(
g1 0
0 g2
)
, (3.19)
for group elements g1, g2 ∈ G, the gauge transformations (3.16) become
A → g−11 Ag1 − g−11 idHg1 ,
B → g−12 Bg2 − g−12 idHg2 ,
ϕ → g−11 ϕg2 . (3.20)
A is therefore the gauge connection associated with the left action of G on ϕ, while B is that
associated with the right action of G on ϕ. The curvature form is [11]
Ω =
(
F +m2 − ϕϕ† −DHϕ
−DHϕ† G+m2 − ϕ†ϕ
)
, (3.21)
where F = dHA + i A ∧ A, G = dHB + i B ∧ B, and DHϕ = dHϕ + i(Aϕ − ϕB). It can be
checked to satisfy the generalised Bianchi identity
DΩ = 0 , (3.22)
where the covariant derivative is, as usual, given by D = d + i[ω, · ].
In the notation of tensors, the n(n−1)
2
+ n + 1 non-vanishing components of Ω can be
taken to be
Ωαβ =
(
Fαβ 0
0 Gαβ
)
,
Ωα(n+1) =
i
m
(
eiγDαϕ 0
0 −e−iγDαϕ†
)
,
Ω(n+1)(n+2) =
1
m2
(
m2 − ϕϕ† 0
0 −m2 + ϕ†ϕ
)
. (3.23)
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In particular, Ωα(n+2) = 0. The norm-square of Ω is
1
2
∫
dnxTr (Ω†ijΩ
ij) =
∫
dnx
{
1
2
FαβF
αβ + 1
2
GαβG
αβ + 2Dαϕ
†Dαϕ+ 2(m2 − ϕ†ϕ)2
}
, (3.24)
where the integral is over M and trace over the Lie algebra of G is implied. This functional
is extremised when the condition
D ∗ Ω = 0 , (3.25)
is satisfied. It translates into the component equations
DβFαβ = i(Dαϕϕ
† − ϕDαϕ†) ,
DβGαβ = i(Dαϕ
†ϕ− ϕ†Dαϕ) ,
DαDαϕ = −2(m2 − ϕϕ†)ϕ . (3.26)
Suppose g1 = g2 and Aα = Bα. Following the usual case, we may take the action to
be I = 1
4e2
(Ω,Ω), where the dimensionless parameter e plays the roˆle of a gauge coupling
constant. Under the rescaling ω → eω, it becomes
1
4
(Ω,Ω) =
∫
dnx
{
1
4
FαβF
αβ + 1
2
Dαϕ
†Dαϕ+ V (ϕ)
}
, (3.27)
where now Fαβ = ∂αAβ − ∂βAα + ie [Aα, Aβ], Dαϕ = ∂αϕ + ie [Aα, ϕ], while Ω(n+1)(n+2) has
acquired an extra factor of e. The potential is
V (ϕ) = −µ2ϕ†ϕ+ 1
2
λ(ϕ†ϕ)2. (3.28)
Here, µ = em and λ = e2 are the two parameters of the theory. This familiar action
describes Yang–Mills theory coupled to a scalar field possessing a quartic self-interaction,
with the latter transforming under the adjoint representation of G. The usual field equations
arise naturally from (3.25).
Observe that the potential acquires a minimum at a non-vanishing value ϕ0 of ϕ, which
satisfies
ϕ†ϕ =
µ2
λ
. (3.29)
This traces out a sphere of minima in the space of complex ϕ, which corresponds to an
infinity of degenerate vacuum states. Any particular choice of a vacuum state ϕ0 on this
sphere however, breaks the gauge symmetry.
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As anticipated earlier, there is another term which can be added to the action, propor-
tional to
|(θ ∧ θ,Ω)| = em2
∫
dnx (m2 − ϕ†ϕ) . (3.30)
Let us denote this constant of proportionality by 1
4
ρ. We obtain an action again of the form
(3.27), but with the parameter µ2 = (e + 1
4
ρ)em2 no longer constrained to being positive.
When it is negative, the scalar field acquires a mass and its potential has a unique minimum.
There is no spontaneous symmetry breaking.
We close this subsection by pointing out when the gauge group G is Abelian, we have
to take Bα = −Aα, and so Gαβ = −Fαβ . The action remains unchanged, although the
covariant derivative is now given by Dαϕ = ∂αϕ+ 2ieAαϕ. These facts will be needed when
we consider the Abelian Higgs model below.
3.3. Gauge principle underlying Higgs fields
If the group G were trivial in the foregoing analysis, the action
I = 1
4
{(Ω,Ω) + ρ |(θ ∧ θ,Ω)|} , (3.31)
reduces to ∫
dnx
{
1
2
∂αϕ
∗∂αϕ− µ2ϕ∗ϕ+ 1
2
λ(ϕ∗ϕ)2
}
. (3.32)
It describes pure scalar field theory with a quartic self-interaction. The gauge symmetry in
question is given by the group U , which translates into the global U(1) symmetry ϕ→ eiΛϕ.
When ρ is chosen such that µ2 is positive, we may absorb ρ into e to leave an action purely
of the form 1
4
(Ω,Ω). Thus, scalar field theory with a symmetry-breaking potential is a gauge
theory on M ×Z2 with the usual quadratic action. In this subsection, we will show that the
underlying gauge principle corresponds to the requirement that physics does not depend on
the choice of vacuum out of a degenerate infinity of possible states.
Observe that the curvature form (2.25) is minimised when
φ = −θ . (3.33)
θ thus parametrises the non-trivial vacuum of the theory, through the angle parameter γ
in (2.3). As pointed out in sec. 2.1, it resembles a Maurer–Cartan form. Recall that in
ordinary Yang–Mills theory of a Lie group G, the Maurer–Cartan form can be written as
15
θ = −h−1idHh, for an element h ∈ G [31, 25]. It satisfies the equation dHθ+ i θ ∧ θ = 0, and
so has zero curvature. In the present case however, θ has a non-vanishing curvature (2.13),
which is ultimately responsible for the appearance of a circular vacuum in the potential, of
radius m in the complex-ϕ plane. Fixing a value of γ is tantamount to choosing a particular
vacuum state on this circle, which breaks the U(1) symmetry, since θ is not invariant under
the transformation θ → g−1θg.
It therefore follows from (2.21) that ω describes the physical excitation of φ about a
chosen vacuum state −θ. Like θ, it does not respect the U(1) symmetry. However, local
variations of ω, given by
δω = −iDVε = [φ, ε] , (3.34)
for some infinitesimal ε ∈ U , coincide with those of φ, as to be expected.
Having identified the physical meanings of the fields θ and ω, let us summarise the
general situation. We first demand a field theory of φ which has the symmetry
φ → g−1φg . (3.35)
Suppose φ has a non-trivial vacuum structure. We then encounter the problem that any
choice of a vacuum state −θ does not respect this symmetry. However, physics has to be
independent of the choice of vacuum. To ensure this, we extend the transformation (3.35)
to one of the form
ω → g−1ωg − g−1idVg , (3.36)
where dVg = −i[θ, g], and demand that physical quantities be invariant under this transfor-
mation. In particular, θ respects the new symmetry. We may regard a field ω transforming
under (3.36) as a fluctuation of φ about its vacuum state:
φ = −θ + ω . (3.37)
A field theory of φ with symmetry (3.35) has thus been turned into one of ω with a symmetry
given by (3.36).
Written in this form, the symmetry (3.36) looks uncannily like the generic transforma-
tion law of a Yang–Mills gauge connection. Indeed, as we have seen, such an interpretation
can be realised on some non-commutative geometry, where dV is the exterior derivative
operator on this geometry, and ω a connection one-form. From ω, we may construct the
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curvature two-form Ω, which transforms as Ω→ g−1Ωg. Gauge-invariant candidates for the
action of the theory, like (Ω,Ω) and |(θ ∧ θ,Ω)|, then follow immediately.
As we shall only be interested in Yang–Mills–Higgs theory for the rest of this paper, our
starting action would be given by (3.31), with the condition ρ > −4e implicitly assumed.
4. Topological solitons
4.1. Kinks
Let us first consider the case n = 1. Because Yang–Mills theory is trivial in one spatial
dimension, we are left with a pure scalar field theory
I =
∫
dx
{
1
2
dϕ∗
dx
dϕ
dx
+ 1
2
e2(m2 − ϕ∗ϕ)2
}
, (4.1)
from an action of the form 1
4
(Ω,Ω). We may neglect the linear term in (3.31), since its
presence simply corresponds to a rescaling of e. The only two non-vanishing components of
the curvature form are∗
Ω12 = − 1m ddx(Reϕ+ i Imϕ τ3) ,
Ω23 =
1
m2
e(m2 − ϕ∗ϕ)τ3 , (4.2)
where we have fixed γ = pi
2
for definiteness.
Since this is a three-dimensional system, the usual notion of a self-dual or anti-self-dual
curvature form does not hold. But as we shall see, it has an appropriate generalisation.
Consider the equation between two-forms:
∗ Ω ∧ θ = ± i4√gΩ , (4.3)
where the fourth root of g is present to ensure that both sides of the equation have the same
physical dimensions. Solutions to (4.3) would automatically satisfy the field equation (3.25),
provided Dθ = 0. This condition holds when ϕ is real.†
∗As explained in section 3.1, we set θ1 = dx. The forms θ1 and θ2 introduced in section 2 are, in this
case, denoted by θ2 and θ3 respectively. This shift in the discrete geometry indices generalises appropriately
when we consider cases with higher n below.
†Should we prefer ϕ to be imaginary, the appropriate choice of γ is 0. This freedom lies in the choice of
vacuum.
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Using the relations ∗(θ1∧θ2) = θ3 and ∗(θ2∧θ3) = 1√
g
θ1, and recalling that θ = −iτ3θ2,
we have
∗ Ω ∧ θ = −iΩ12τ3θ2 ∧ θ3 − i√gΩ23τ3θ1 ∧ θ2. (4.4)
(4.3) in component form then reads
Ω12 = ∓ 14√gΩ23τ3 , (4.5)
which is equivalent to the first-order equation
dϕ
dx
= ±e(m2 − ϕ2) . (4.6)
If we obtain the equation of motion by varying I with respect to ϕ, we would find that it is
integrable and in fact identical to (4.6). It admits the kink (anti-kink) solution [19]
ϕ(x) = ±m tanh(emx) , (4.7)
which approaches ±m as x→ ±∞, and so has finite energy.
Now, it can be checked that
√
g(∗Ω ∧ θ, ∗Ω ∧ θ) = (Ω,Ω) , (4.8)
by explicit expansion in terms of the curvature components. This identity, together with the
non-negativity of the inner product (Ω∓ 4√g ∗ Ω ∧ θ,Ω∓ 4√g ∗ Ω ∧ θ), implies the following
lower bound for the energy functional:
(Ω,Ω) ≥ 4√g|(Ω, ∗Ω ∧ θ)| . (4.9)
It is saturated for the kink solution (4.7), and its energy is given by
1
4
4
√
g|(Ω, ∗Ω ∧ θ)| = 2
3
em2 |ϕ(∞)− ϕ(−∞)| = 4
3
em3. (4.10)
As this quantity depends only on the asymptotic values of ϕ, the kink is stable against decay
to the vacuum.
We therefore conclude that (4.3) provides a suitable notion of self-duality of Ω. Like
the case of Yang–Mills instantons described in the introduction, the energy is topologically
bounded from below. This bound is reached when and only when the curvature form is
self-dual.
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4.2. Vortices
The Yang–Mills–Higgs system in n = 2 spatial dimensions, known as the Abelian Higgs
model, describes a scalar field interacting with a U(1) gauge field. Nielsen and Olesen
have found finite-energy solutions to this model [18], which they interpret to be vortices or
magnetic flux tubes.
The action of the Abelian Higgs model is [28]
I =
∫
d2x
{
1
4
FαβF
αβ + 1
2
Dαϕ
∗Dαϕ+ 1
2
λ(m2 − ϕ∗ϕ)2
}
, (4.11)
for some positive coupling constant λ. The vortex solutions are recovered by solving the
field equations, together with the asymptotic conditions
Dαϕ = 0 , m
2 − ϕ∗ϕ = 0 , (4.12)
for finite energy. They have a non-trivial magnetic field B = F12, whose total flux
Φ =
∫
d2xB , (4.13)
is quantised in units of π/e, with charge k.
In the special case when λ = e2, Bogomol’nyi has shown that the action functional of
the system satisfies [20]
I ≥ em2|Φ| = πm2|k| , (4.14)
with equality if and only if
D1ϕ = ±iD2ϕ , B = ±e(m2 − ϕ∗ϕ) . (4.15)
It has been established that these first-order equations admit solutions for each value of
integer k [28]. They describe k vortices (or anti-vortices) in equilibrium, balanced by the
nett effect of the repulsive magnetic field and the attractive Higgs field.
We would like to recast this model in the language of non-commutative geometry. As
we have seen, I is recovered from the action (3.31), where the four non-vanishing gauge
curvature components on this four-dimensional M × Z2 geometry are
Ω12 = Bτ3 ,
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Ω13 = − 1mD1(Reϕ+ i Imϕ τ3) ,
Ω23 = − 1mD2(Reϕ+ i Imϕ τ3) ,
Ω34 =
1
m2
e(m2 − ϕ∗ϕ)τ3 . (4.16)
When ρ = 0, we obtain the critical case λ = e2. That the action is bounded from below is
then a consequence of the inequality
(Ω,Ω) ≥ |(Ω, ∗Ω)| . (4.17)
It is minimised when and only when the curvature form is self-dual (anti-self-dual):
∗ Ω = ±Ω . (4.18)
Such field configurations obey the field equations by virtue of the Bianchi identity (3.22). In
components, the self-duality condition becomes
Ω13 = ±iΩ23τ3 , Ω12 = ± 1√gΩ34 , (4.19)
which is easily seen to be precisely the equations (4.15). Also observe that
(Ω, ∗Ω) =
∫
d2x
{
4eB(m2 − ϕ∗ϕ) + 2i(D1ϕ∗D2ϕ−D2ϕ∗D1ϕ)
}
=
∫
d2x
{
4em2B + 2i∂1(ϕ
∗D2ϕ)− 2i∂2(ϕ∗D1ϕ)
}
, (4.20)
where we have made use of the identity i(D1ϕ
∗D2ϕ−D2ϕ∗D1ϕ) = 2eBϕ∗ϕ+ i∂1(ϕ∗D2ϕ)−
i∂2(ϕ
∗D1ϕ). The latter two terms become line integrals at infinity, which vanish by the
boundary conditions (4.12). Thus 1
4
|(Ω, ∗Ω)| = em2|Φ|, and so the inequality (4.17) is
equivalent to that in (4.14).
The self-duality condition (4.18) is identical to that for Yang–Mills instantons (1.2),
which is not surprising as both are four-dimensional systems. Indeed, this formal similarity
between the two systems was at the heart of how these results were originally discovered.
4.3. Monopoles
We move on to n = 3 spatial dimensions, and again consider a Yang–Mills–Higgs action
of the form (3.31). The seven non-vanishing components of Ω can be written as
Ωαβ = Fαβ ,
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Ωα4 = − 1m
(
Dαϕ 0
0 Dαϕ
†
)
,
Ω45 =
1
m2
√
λ
(
m2 − ϕϕ† 0
0 −m2 + ϕ†ϕ
)
, (4.21)
for some positive coupling constant λ. The action then reduces to 1
4
(Ω,Ω), and is explicitly
I =
∫
d3x
{
1
4
FαβF
αβ + 1
2
Dαϕ
†Dαϕ+ 1
2
λ(m2 − ϕ†ϕ)2
}
. (4.22)
Following the three-dimensional kink case, we take the condition of self-duality (anti-
self-duality) of Ω in this five-dimensional system to be
∗ Ω = ± 4√gΩ ∧ θ , (4.23)
both sides of this equation being three-forms. The field equation (3.25) follows if Dθ = 0,
namely if ϕ is Hermitian. Now, (4.23) is equivalent to
4
√
gΩαβ = ∓ǫαβγΩγ4 ,
Ω45 = 0 . (4.24)
The former equation implies that
Fαβ = ±ǫαβγDγϕ , (4.25)
while the latter equation ensures the vanishing of the coupling constant λ.
Now, we have the identity
√
g(∗(Ω ∧ θ), ∗(Ω ∧ θ)) = (Ω,Ω) . (4.26)
As before, that the norm-square of Ω∓ 4√g ∗ (Ω ∧ θ) is non-negative then implies
(Ω,Ω) ≥ 4√g|(Ω, ∗(Ω ∧ θ))| , (4.27)
with equality if and only if (4.23) is satisfied. The lower bound for the action is explicitly
1
4
4
√
g|(Ω, ∗(Ω ∧ θ))| =
∫
d3x {F12D3ϕ− F13D2ϕ+ F23D1ϕ} . (4.28)
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Using the Bianchi identity ǫαβγDαFβγ = 0, and partial integration, the right-hand side can be
turned into a surface integral on the two-sphere at infinity. It is thus a topological quantity,
and is in fact quantised in units of magnetic charge.
It is well-known that the action (4.22) admits a monopole solution, discovered in ap-
proximate form by ’t Hooft [16] and Polyakov [17] for the case of G = SU(2). In the BPS
limit λ→ 0, exact solutions are known [21, 20]. These BPS monopoles satisfy the first-order
equation (4.25). They have energy given by (4.28), and are topologically stable.
The latter equation in (4.24) actually imposes that one of the two discrete dimensions
is trivial. In this sense, BPS monopoles are solutions of a generalised four-dimensional gauge
theory, while ’t Hooft–Polyakov monopoles belong to the full glory of the five-dimensional
system.
4.4. Instantons
The case of n = 4 is in many ways similar to the previous one, with eleven non-trivial
curvature components Ωαβ , Ωα5 and Ω56. The natural generalisation of the self-duality
(anti-self-duality) condition on Ω is
∗ Ω = ∓√giΩ ∧ θ ∧ θτ3 , (4.29)
where the extra factor of τ3 is needed for consistency. It implies the field equation (3.25),
provided Dθ = D(θτ3) = 0. The former ensures that ϕ is Hermitian, while the latter that ϕ
is anti-Hermitian. Together, they imply that the Higgs field must vanish. Indeed, (4.29) in
components reads
Fαβ = ±12ǫαβγδFγδ ,
Ωα5 = Ω56 = 0 . (4.30)
Thus, the Higgs sector becomes trivial, leaving a four-dimensional Yang–Mills theory whose
curvature form Fαβ satisfies the familiar self-duality constraint. Solutions to (4.29) are but
Yang–Mills instantons [22], which were briefly discussed in the introduction.
There is another possible definition of self-duality in this case, of the form
∗ Ω ≃ ±Ω ∧ Ω , (4.31)
which has previously been considered by various authors [34, 35] in the context of six-
dimensional Yang–Mills theory. However, this over-constrained set of equations does not
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admit any non-trivial finite-energy solutions, as discovered in ref. [36] by analysing the
asymptotics of these equations. This is a consequence of a virial theorem for Yang–Mills–
Higgs solitons that we shall prove in the following subsection.
4.5. A virial theorem
A well-known theorem of Derrick [37] states that there are no static soliton solutions to
pure scalar field theory, except in one spatial dimension where we have the kink solutions,
amongst others. On the other hand, Deser [29] has shown that there are no such solutions
in pure Yang–Mills theory, apart from the instanton in four spatial dimensions. These non-
existence results are due to the attractive nature of scalar fields and the repulsive one of
Yang–Mills fields respectively. When the two interactions are combined, we would expect
these conditions to be relaxed. It turns out that static solitons in Yang–Mills–Higgs theory
only exist in one, two and three spatial dimensions, a result previously proved in refs. [27, 28].
Kinks, vortices and monopoles are therefore a complete list of the different types of soliton
solutions to this theory. We shall briefly show how this result can be obtained, by directly
extending Deser’s arguments to the generalised Yang–Mills case on space-time with a Z2
internal structure.
We shall extend the Euclidean Yang–Mills–Higgs system, given by (3.27), to (n + 1)-
dimensional Minkowski space-time, with signature (−1, 1, . . . , 1) and the space-time index
given by µ, ν = 0, 1, . . . , n. We also denote by α, β = 1, . . . , n the spatial index, and i, j =
0, . . . , n+ 2 the combined space-time and discrete geometry index. The generalised energy-
momentum tensor is
Θµν =
1
2
{
−Ω†(µiΩν)i + 14gµνΩ†ijΩij
}
, (4.32)
whose trace is equal to the usual energy-momentum tensor of Yang–Mills–Higgs theory.
Consider static solutions with finite energy, other than the vacuum. To ensure
∫
dnxΘ00
<∞, we need all Ωij to fall off faster than r−n/2. This, together with the fact that ∂0Θ0α = 0,
implies the identity ∫
dnxTrΘαα =
∫
dnxTr ∂β(x
αΘα
β) = 0 . (4.33)
Now, it can be checked that
Θαα =
1
2
{
2−n
2
Ω†α0Ωα0 +
n−4
4
Ω†αβΩαβ − n2Ω†a0Ωa0 + n−22 Ω†αaΩαa + n4Ω†abΩab
}
. (4.34)
In the static gauge where the solution is time-independent, we have Ωα0 = 0 [29]. A similar
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argument can be used to show that Ωa0 = 0. In this gauge, D0ϕ = ie[A0, ϕ]. It follows from
the equation of motion DαF0α = i(D0ϕϕ
† − ϕD0ϕ†) = i(D0ϕ†ϕ− ϕ†D0ϕ) that
Tr
[
(D0ϕϕ
† − ϕD0ϕ† +D0ϕ†ϕ− ϕ†D0ϕ)A0
]
= 0 , (4.35)
or
Tr
[
(D0ϕ)
†D0ϕ
]
= 0 . (4.36)
Thus, D0ϕ = 0 and we obtain the desired result. (4.33) reduces to the spatial integral
∫
dnxTr
{
n−4
4
Ω†αβΩαβ +
n−2
2
Ω†αaΩαa +
n
4
Ω†abΩab
}
= 0 . (4.37)
Observe that (4.37) is a weighted sum of positive-definite terms whose coefficients de-
pend on n. In the case of pure Yang–Mills theory, Ωαa and Ωab both vanish, and so n = 4 in
order for (4.37) to hold. Ωαβ vanishes for pure scalar field theory, and we require n < 2 so
that the remaining two terms have a chance of cancelling each other. This is another way
of proving Derrick’s theorem, at least for a ϕ4 potential. In the general case, at least one of
the coefficients n−4
4
or n−2
2
has to be negative. Non-trivial solutions can therefore exist only
when n < 4.
5. Discussion
By adding a two-dimensional Z2 structure to space-time, it is possible to recover scalar
fields as components of a gauge connection along the discrete direction. In particular, Yang–
Mills–Higgs theory in n spatial dimensions emerges from a generalised Yang–Mills theory on
this (n+2)-dimensional non-commutative geometry. It is in this sense that kinks are solutions
to a three-dimensional gauge theory, vortices to a four-dimensional one, and monopoles to a
five-dimensional one.
The case of vortices is formally very similar to that of ordinary four-dimensional Yang–
Mills theory, and the usual self-duality condition yields critically coupled vortices. We have
further defined the notion of self-dual gauge fields in three and five dimensions, and showed
that kinks and BPS monopoles obey the respective self-duality equations.
It is possible to generalise the notion of self-duality to six dimensions (and even higher),
but it imposes the condition that the Higgs sector is trivial. We thus recover ordinary Yang–
Mills instantons. This, we have shown, is the consequence of a virial theorem which states
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that static soliton solutions of Yang–Mills–Higgs theory exist only when the number of spatial
dimensions is n ≤ 3.
This formalism is equally well-suited to pure scalar field theory. Consider, for example,
the two-dimensional CPN model [19]. It consists of N +1 complex scalar fields, with a U(1)
gauge symmetry, and which are subject to an orthonormality condition. By introducing an
auxiliary gauge field, it is possible to write the action in the form (4.11), where, of course, Fαβ
vanishes. Like the Abelian Higgs model, the CPN model enjoys many topological properties.
In the case of critical coupling λ = e2, the energy functional has the same lower bound
(4.17), which is saturated by analytic functions satisfying the self-duality condition (4.18).
The reader may have discerned some connections between the results of this paper and
certain supersymmetric theories—in particular, the fact that self-dual field configurations
are precisely those which admit N = 2 supersymmetric extensions. Recall that in N = 2 su-
persymmetric Yang–Mills theory, the chiral multiplet has, in addition to a vector gauge field,
scalar and pseudoscalar components which can be identified as Higgs fields. This provides
an alternative superspace unification of Yang–Mills and Higgs fields. The Bogomol’nyi-type
bound also appears naturally as a consequence of the supersymmetry algebra [39]. What
then is the relationship between supersymmetry and non-commutative geometry?
In fact, the bosonic part of N = 2 supersymmetric Yang–Mills theory has been shown to
arise from considering pure Yang–Mills theory on anM×Z2×Z2 geometry [40]. This result
should not be surprising as two copies of Z2 are needed to give the scalar and pseudoscalar
fields. The non-commutative geometry we consider is embedded in this larger geometry.
Thus our results, at the level of the action, should be consistent with N = 2 supersymmetry.
More precisely, it corresponds to the special case when the pseudoscalar field is set to zero.
The key difference is, of course, our approach builds upon the geometrical foundations of
Yang–Mills theory, while that of supersymmetry revolves around its algebra. Our formalism
is also a minimal one in the sense that just one scalar field and no fermions are required for
the theory to be self-consistent and exhibit the desired properties.
We hope to have conveyed to the reader, a sense of the power and elegance of a concep-
tual unification of Yang–Mills and Higgs fields, as afforded by non-commutative differential
geometry. By using a simple and well-defined computational procedure, it is possible to
extend some very important topological ideas of Yang–Mills theory to the Yang–Mills–Higgs
system. No doubt, we have only just scratched the surface; the potential of this formal-
ism may be further realised in areas such as Chern–Simons models [24] and quantum gauge
theories [38].
25
Acknowledgement
E.T. wishes to acknowledge helpful discussions with John Madore and Andrzej Sitarz.
References
[1] P.W. Higgs, Phys. Rev. 145 (1966) 1156
[2] D.B. Fairlie, Phys. Lett. B82 (1979) 97
[3] N.S. Manton, Nucl. Phys. B158 (1979) 141
[4] M. Dubois-Violette, R. Kerner and J. Madore, Class. Quantum Grav. 6 (1989) 1709
[5] A. Connes, in The Interface of Mathematics and Particle Physics, ed. D.G. Quillen et.
al. (Clarendon Press, Oxford, 1990)
[6] A. Connes, Noncommutative Geometry (Academic Press, London, 1994)
[7] J.C. Va´rilly and J.M. Gracia-Bond´ıa, J. Geom. Phys. 12 (1993) 223
[8] A.H. Chamseddine and A. Connes, The Spectral Action Principle (hep-th/9606001)
[9] A.H. Chamseddine and A. Connes, A Universal Action Formula (hep-th/9606056)
[10] A. Connes and J. Lott, Nucl. Phys. B (Proc. Suppl.) 18B (1990) 29
[11] R. Coquereaux, G. Esposito-Fare`se and G. Vaillant, Nucl. Phys. B353 (1991) 689
[12] M. Dubois-Violette, R. Kerner and J. Madore, J. Math. Phys. 31 (1990) 323
[13] B.S. Balakrishna, F. Gu¨rsey and K.C. Wali, Phys. Rev. D44 (1991) 3313
[14] R. Coquereaux, G. Esposito-Fare`se and F. Scheck, Int. J. Mod. Phys. A7 (1992) 6555
[15] C.P. Mart´ın, J.M. Gracia-Bond´ıa and J.C. Va´rilly, The Standard Model as a Noncom-
mutative Geometry: The Low Energy Regime (hep-th/9605001)
[16] G. ’t Hooft, Nucl. Phys. B79 (1974) 276
[17] A.M. Polyakov, JETP Lett. 20 (1974) 194
[18] H.B. Nielsen and P. Olesen, Nucl. Phys. B61 (1973) 45
26
[19] R. Rajaraman, Solitons and Instantons (North–Holland, Amsterdam, 1982)
[20] E.B. Bogomol’nyi, Sov. J. Nucl. Phys. 24 (1976) 449
[21] M.K. Prasad and C.H. Sommerfield, Phys. Rev. Lett. 35 (1975) 760
[22] A.A. Belavin, A.M. Polyakov, A.S. Schwartz and Yu.S. Tyupkin, Phys. Lett B59 (1975)
85
[23] N.S. Manton, Nucl. Phys. B135 (1978) 319
[24] G. Dunne, Self-Dual Chern–Simons Theories, Lectures presented at the XIIIth Inter-
national Symposium “Field Theory and Mathematical Physics”, Mt. Sorak, Korea,
June–July 1994 (hep-th/9410065)
[25] J. Madore, An Introduction to Noncommutative Geometry and its Physical Applications
(Cambridge University Press, Cambridge, 1995)
[26] M. Dubois-Violette, J. Madore and R. Kerner, Class. Quantum Grav. 8 (1991) 1077
[27] P. Goddard and D.I. Olive, Rep. Prog. Phys. 41 (1978) 1357
[28] A. Jaffe and C. Taubes, Vortices and Monopoles (Birkha¨user, Boston, 1980)
[29] S. Deser, Phys. Lett. B64 (1976) 463
[30] G. Landi, N.A. Viet and K.C. Wali, Phys. Lett. B326 (1994) 45
[31] T. Eguchi, P.B. Gilkey and A.J. Hanson, Phys. Rep. 66 (1980) 213
[32] A. Sitarz, Phys. Lett. B308 (1993) 311
[33] A. Sitarz, J. Geom. Phys. 15 (1994) 1
[34] D.H. Tchrakian, J. Math. Phys. 21 (1980) 166
[35] F.A. Bais and P. Batenburg, Nucl. Phys. B269 (1986) 363
[36] P. Batenburg and R.H. Rietdijk, Nucl. Phys. B313 (1989) 393
[37] G.H. Derrick, J. Math. Phys. 5 (1964) 1252
[38] C.-Y. Lee, D.S. Hwang and Y. Ne’eman, J. Math. Phys. 37 (1996) 3725
27
[39] E. Witten and D. Olive, Phys. Lett. B78 (1978) 97
[40] B. Chen, T. Saito, H.-B. Teng, K. Uehara and K. Wu, Prog. Theo. Phys. 95 (1996) 1173
28
