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a b s t r a c t
An efficient algorithm, based on the LDL∗ factorization, for computing {1, 2, 3} and {1, 2, 4}
inverses and the Moore–Penrose inverse of a given rational matrix A, is developed. We
consider matrix products A∗A and AA∗ and corresponding LDL∗ factorizations in order to
compute the generalized inverse of A. By considering the matrix products (R∗A)ĎR∗ and
T ∗(AT ∗)Ď, where R and T are arbitrary rational matrices with appropriate dimensions
and ranks, we characterize classes A{1, 2, 3} and A{1, 2, 4}. Some evaluation times for
our algorithm are compared with corresponding times for several known algorithms for
computing the Moore–Penrose inverse.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Let C(x) (respectively R(x)) denote the set of rational functions with complex (respectively real) coefficients. Then the set
of m × n matrices with elements in C(x) (respectively R(x)) is denoted by C(x)m×n (respectively R(x)m×n). For an arbitrary
matrixA ∈ C(x)m×n weconsider the followingmatrix equations in the unknownX , where∗denotes the conjugate transpose:
(1) AXA = A (2) XAX = X (3) (AX)∗ = AX (4) (XA)∗ = XA.
Consider a set S ⊂ {1, 2, 3, 4}. Then the set of matrices satisfying the equations with indices from S is denoted by A{S}.A
matrix from A{S} is called the S-generalized inverse of A. The matrix X = AĎ is the Moore–Penrose inverse of the matrix
A if it satisfies Eqs. (2.1)–(2.4). The rank of the generalized inverse AĎ is often used, so it is necessary to consider the subset
A{i, j, k}s of the set A{i, j, k}, containing {i, j, k}-inverses of rank s (see [1]).
Cholesky decomposition assumes that a symmetric positive definite matrix A can be decomposed as A = LL∗, where
L is a lower triangular matrix with strictly positive diagonal entries. Obviously, entries of L can be square roots, which
causes difficulties in symbolic processing. For this reason, we use the square-root-free Cholesky decomposition in the form
A = LDL∗. Any given rational Hermitian matrix A can be decomposed as A = LDL∗, where L is lower triangular and D is
diagonal matrix. This form bypasses the usage of the elements containing square roots. Denote that in the case of a positive
definite matrix A, the elements of the matrix Dmust be positive.
For the complex Hermitian matrix A, the following recursive relations for the entries of D and L are valid:
dj = ajj −
j−1
k=1
ljkl∗jkdk, lij =
1
dj

aij −
j−1
k=1
likl∗jkdk

, for i > j.
Notice that these calculations only have to be carried out for j = 1, r , where r = rank(A). This allows the full-rank
factorization of A, where the matrix L is without zero columns, and the matrix D is without zero rows and zero columns.
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Therefore, for the given matrix A ∈ Cm×nr = {X ∈ Cm×n | rank(X) = r}, its full-rank square-root-free Cholesky
decomposition is A = LDL∗, where L ∈ Cm×r and D ∈ Cr×r is the diagonal matrix.
In this work, we continue the idea from [2], where the LU factorization is used for the pseudo-inverse computation. Our
objective is to develop a newalgorithm for symbolic computation of the generalized inverse byusing the LDL∗ decomposition
of a rational matrix A ∈ C(x)m×n. Themainmotivation is to take advantage of the square-root-free decomposition and apply
the algorithm to the sets of polynomial and sparsematrices. In this way difficulties with symbolic evaluations of polynomial
matrices, which arise from the appearance of square roots, will be avoided. Also, we will show that LDL∗ decomposition
enhances the performance in computing generalized inverses, and is very flexible and easy to use.
The work is organized as follows. In the second section we introduce some representations of {1, 2, 3}, {1, 2, 4} inverses
and the Moore–Penrose inverse of a given rational matrix A, using the LDL∗ decomposition. In this way, we give three
corollaries for the case of a polynomial matrix Awhose elements are polynomials with real coefficients. Also, the algorithm
for computation of the aforementioned inverses, called LDLGInverse, is introduced. In the third section we consider some
testmatrices from [3] and compute their {1, 2, 3}, {1, 2, 4} andMoore–Penrose inverses. Also, the evaluation times for some
well known algorithms are compared with the processor times achieved by our algorithm.
2. Computation of {i, j, k} inverses and the generalized inverse of a rational matrix
In the following lemma from [2], representations for {1, 2, 3}, {1, 2, 4} inverses, introduced in [1], are modified. We also
extend these representations, known for complex matrices, to the set of one-variable rational matrices.
Lemma 2.1. Let A ∈ C(x)m×nr and m1, n1 ≥ r be chosen integers. Then the following statements are valid for the sets A{1, 2, 4},
A{1, 2, 3} and the Moore–Penrose inverse:
(a) A{1, 2, 4} = {(YA)ĎY | Y ∈ C(x)n1×m, YA ∈ C(x)n1×nr }.
(b) A{1, 2, 3} = {Z(AZ)Ď | Z ∈ C(x)n×m1 , AZ ∈ C(x)m×m1r }.
(c) AĎ = (A∗A)ĎA∗ = A∗(AA∗)Ď.
Here we propose the next few theorems for computing {1, 2, 3} and {1, 2, 4} inverses of a given matrix A ∈ C(x)m×nr .
Theorem 2.1. Consider the rational matrix A ∈ C(x)m×nr , and an arbitrary m× n1 rational matrix R, where n1 ≥ r. Assume that
LDL∗ is the full-rank square-root-free Cholesky factorization of the matrix (R∗A)∗(R∗A), where L ∈ C(x)n×r and D ∈ C(x)r×r . Then
the following statement holds:
A{1, 2, 4} = {L(L∗LDL∗L)−1L∗(R∗A)∗R∗ | R ∈ C(x)m×n1 , R∗A ∈ C(x)n1×nr }. (2.1)
Proof. Consider the following expression for computing the Moore–Penrose inverse of the matrix product (AB)Ď from [4]:
(AB)Ď = B∗(A∗ABB∗)ĎA∗. (2.2)
By applying this equation in the case A = R∗A, B = I , the Moore–Penrose inverse (R∗A)Ď can be found as
(R∗A)Ď = ((R∗A)∗(R∗A))Ď(R∗A)∗. (2.3)
We use the square-root-free Cholesky decomposition (R∗A)∗(R∗A) = LDL∗. By applying this identity in (2.3), we get
(R∗A)Ď = (LDL∗)Ď(R∗A)∗. (2.4)
By making the replacements A = L, B = DL∗ in Eq. (2.2), we get
(LDL∗)Ď = (DL∗)∗(L∗LDL∗(DL∗)∗)−1L∗ = LD∗(L∗LDL∗LD∗)−1L∗.
Then by multiplying (R∗A)Ď with R∗ from the right, in accordance to the last equation and Eq. (2.4), we obtain
(R∗A)ĎR∗ = LD∗(L∗LDL∗LD∗)−1L∗(R∗A)∗R∗ = L(L∗LDL∗L)−1L∗(R∗A)∗R∗.
Notice that L is without zero columns, L∗ is without zero rows, D is without zero rows and zero columns, and the matrix
L∗LDL∗L is a square matrix, which implies that it is invertible. Now the proof follows from Lemma 2.1, part (a). 
Corollary 2.1. Consider the rational matrix A ∈ R(x)m×nr and an arbitrary m×n1 real matrix R, where n1 ≥ r. Assume that LDLT
is the full-rank square-root-free Cholesky factorization of the matrix (RTA)T (RTA), where L ∈ R(x)n×r and D ∈ R(x)r×r . Then the
following statement is valid:
A{1, 2, 4} = {L(LT LDLT L)−1LT (RTA)TRT | R ∈ Rm×n1 , RTA ∈ R(x)n1×nr }. (2.5)
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Theorem 2.2. Consider the rational matrix A ∈ C(x)m×nr , and an arbitrary m1× n rational matrix T , where m1 ≥ r. Assume that
LDL∗ is the full-rank square-root-free Cholesky factorization of the matrix (AT ∗)(AT ∗)∗, where L ∈ C(x)m×r and D ∈ C(x)r×r .
Then the following statement is valid:
A{1, 2, 3} = {T ∗(AT ∗)∗L(L∗LDL∗L)−1L∗ | T ∈ C(x)m1×n, AT ∗ ∈ C(x)m×m1r }. (2.6)
Proof. The proof is similar to the proof of Theorem 2.1, only diverging in applying the statement (b) from Lemma 2.1. By
putting A = I and B = AT ∗ in Eq. (2.2), we get
(AT ∗)Ď = TA∗(AT ∗(AT ∗)∗)Ď. (2.7)
Considering the assumption that LDL∗ is the decomposition of the matrix (AT ∗)(AT ∗)∗, we observe that
(AT ∗)Ď = TA∗(LDL∗)Ď. (2.8)
Now, the proof follows from the statement (b) of the Lemma 2.1, in analogy with the proof of Theorem 2.1. Notice that,
in this case,m andm1 appear instead of n and n1, respectively. 
Corollary 2.2. Consider the rational matrix A ∈ R(x)m×nr and the arbitrary m1 × n real matrix T , where m1 ≥ r. Assume that
LDLT is the full-rank square-root-free Cholesky factorization of the matrix (AT T ) (AT T )T , where L ∈ R(x)m×r and D ∈ R(x)r×r .
Then the following expression holds:
A{1, 2, 3} = {T T (AT T )T L(LT LDLT L)−1LT | T ∈ Rm1×n, AT T ∈ R(x)m×m1r }. (2.9)
Theorem 2.3. Consider the rational matrix A ∈ C(x)m×nr . If LDL∗ is the full-rank square-root-free Cholesky factorization of a
matrix (A∗A)∗(A∗A), where L ∈ C(x)m×r and D ∈ C(x)r×r , then the following is satisfied:
AĎ = L(L∗LDL∗L)−1L∗(A∗A)∗A∗. (2.10)
If LDL∗ is the square-root-free Cholesky factorization of thematrix (AA∗) (AA∗)∗, L ∈ C(x)m×r and D ∈ C(x)r×r , then the following
is satisfied:
AĎ = A∗(AA∗)∗L(L∗LDL∗L)−1L∗. (2.11)
Proof. The proof follows from Lemma 2.1, statement (c). 
Corollary 2.3. Consider the rational matrix A ∈ R(x)m×n. Assume that LDLT is the full-rank square-root-free Cholesky
factorization of the matrix (ATA)T (ATA), where L ∈ R(x)m×r and D ∈ R(x)r×r . Then the following statement is valid:
AĎ = L(LT LDLT L)−1LT (ATA)TAT . (2.12)
If LDLT is the full-rank square-root-free Cholesky factorization of the matrix (AAT )(AAT )T , where L ∈ R(x)m×r and D ∈ R(x)r×r ,
then the following is satisfied:
AĎ = AT (AAT )T L(LT LDLT L)−1LT . (2.13)
According to the previously stated theorems, we propose the Algorithm 2.1 called LDLGInverse for the computation of
classes A{1, 2, 4} and A{1, 2, 3} for the given rational m × n matrix A, as well as the computation of the Moore–Penrose
inverse of the matrix A.
Algorithm 2.1 (LDLGInverse) Computation of {i, j, k} andMP inverses of a rational matrix
Require: The matrix A ∈ C(x)m×nr .
1: if Ě = {1, 2, 4} then
2: Randomly generate a matrix R ∈ Cm×n1 , n1 ≥ r
3: G := (R∗A)∗(R∗A)
4: else if Ě = {1, 2, 3} then
5: Randomly generate a matrix T ∈ Cm1×n,m1 ≥ r
6: G := (AT ∗)(AT ∗)∗
7: else
8: G := (A∗A)∗(A∗A) {this step is forMP-inverse}
9: end if
10: Generate the full-rank LDL∗ factorization of the matrix G.
11: if Ě = {1, 2, 4} then
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12: M = L(L∗LDL∗L)−1L∗(R∗A)∗R∗
13: else if Ě = {1, 2, 3} then
14: M = T ∗(AT ∗)∗L(L∗LDL∗L)−1L∗
15: else
16: M = L(L∗LDL∗L)−1L∗(A∗A)∗A∗
17: end if
18: return The resulting matrixM .
3. Test examples
Example 3.1. Consider the following matrix A6 from [3], where a is a constant number. In order to generate {1, 2, 4} and
{1, 2, 3} inverses of A6, the constant matrix R = T T is randomly generated.
A6 =

a+ 5 a+ 3 a+ 2 a+ 4 a+ 3 a+ 2
a+ 3 a+ 4 a+ 2 a+ 3 a+ 3 a+ 2
a+ 2 a+ 2 a+ 2 a+ 2 a+ 2 a+ 1
a+ 4 a+ 3 a+ 2 a+ 3 a+ 3 a+ 2
a+ 3 a+ 3 a+ 2 a+ 3 a+ 2 a+ 2
a+ 2 a+ 2 a+ 1 a+ 2 a+ 2 a
a+ 1 a a+ 1 a+ 1 a+ 1 a− 1
 , R = T
T =

1 5 3 1 2 −1
1 −1 4 1 −2 1
3 1 −3 1 2 −1
−2 −1 3 2 −2 1
1 −1 3 −1 2 −1
3 −1 −1 6 −2 1
−3 4 −3 2 −2 −1
 .
The results for {1, 2, 4}, {1, 2, 3} andMP-inverses of A6, obtained by LDLGInverse, are as follows:
A(1,2,4)6 =

−3− a −754+ 543a
55
479+ 433a
55
4+ a 3+ a 3(233+ 181a)
55
−589+ 488a
55
−3− a −847+ 543a
55
57
5
+ 433a
55
3+ a 3+ a 77
5
+ 543a
55
−737+ 488a
55
−2− a −2− 543a
55
433a
55
2+ a 2+ a 1+ 543a
55
−488a
55
4+ a 413+ 543a
55
−138+ 433a
55
−5− a −3− a −358+ 543a
55
8(31+ 61a)
55
3+ a 3(382+ 181a)
55
−871+ 433a
55
−3− a −4− a −1091+ 543a
55
981+ 488a
55
2+ a 695+ 543a
55
−530+ 433a
55
−2− a −2− a −695+ 543a
55
585+ 488a
55

,
A(1,2,3)6 = AĎ6 =

−3− a −3(3+ a)
4
−11+ 5a
4
4+ a 3+ a 5+ 3a
4
3+ a
4
−3− a −3(2+ a)
4
−5(2+ a)
4
3+ a 3+ a 3(2+ a)
4
2+ a
4
−2− a −5+ 3a
4
−3+ 5a
4
2+ a 2+ a 1+ 3a
4
3+ a
4
4+ a 3(3+ a)
4
11+ 5a
4
−5− a −3− a −5+ 3a
4
−3+ a
4
3+ a 3(3+ a)
4
11+ 5a
4
−3− a −4− a −5+ 3a
4
−3+ a
4
2+ a 5+ 3a
4
7+ 5a
4
−2− a −2− a −5+ 3a
4
−3+ a
4

.
Observe that the resulting {1, 2, 3}-inverse and generalized inverse of A6 are equal in this example.
Example 3.2. Let us compare some different algorithms for the computation of generalized inverses. In Table 1 there are
given processor times obtained by applying these algorithms to the test matrices in MATHEMATICA. We use some test
matrices from [3], and consider the partial case of a = 1.
The first row of the table contains the name of the test matrix from [3]. Notice that three groups of test matrices are
examined. The last row contains the timings obtained by the LDLGInverse algorithm. The symbol ‘–’ means that a long
processor time needed for the computation.
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Table 1
Processor times (in s) obtained by various algorithms and the LDLGInverse algorithm.
Test matrix A10 A50 A100 S10 S50 S100 F10 F50 F100
PseudoInverse [5] 1.344 – – 1.031 – – 1.094 – –
Partitioning [6] 0.015 0.484 2.750 0.031 1.187 9.204 0.016 0.485 2.812
Lev.-Faddeev [7] 0.001 2.766 43.781 0.001 2.516 44.375 0.001 2.672 42.844
Courrieu [8] 0.015 0.766 5.844 0.015 0.375 2.297 0.015 0.703 5.782
ModCholesky [2] 0.015 2.218 16.954 0.015 0.687 5.781 0.015 2.328 17.594
LDLGInverse 0.015 1.875 11.672 0.014 0.487 4.553 0.014 1.966 12.643
Table 2
Mean processor times (in s) for randomly generated sparse matrices.
m 128 256 512
kr 16 256 4096 16 256 4096 16 256 4096
LDL∗ full rank 4.259 4.539 4.681 30.011 30.248 30.312 227.387 233.908 234.298
LDL∗ rank deficient 3.044 3.754 3.862 25.101 25.241 25.537 185.907 190.369 190.462
Table 3
Mean processor times (in s) for some test matrices from the MatrixMarket collection.
Matrix gr_30_30 illc1850 watt__1 well1033 well1850
Size 900× 900 1850× 712 1856× 1856 1033× 320 1850×712
Density 0.0096 0.0066 0.0033 0.0143 0.0066
Timings 233.3 122.1 40.4 11.9 127.5
Example 3.3. We considered various random sparse matrices A ∈ R(x)m×nr of different sizes and densities, where the
greatest eigenvalue of A∗A is equal to kr , and the lowest non-zero eigenvalue of A∗A is equal to 1 (see [9]). Some of the
results are depicted in Table 2. In Table 3 we show the difference between the processor times for some matrices from the
MatrixMarket collection (see [10]).
It has been observed that certain very fast methods are numerically unstable when the matrix is (not singular but)
strongly ill-conditioned (see [9,11]). The proposedmethod in this work is quite fast; however it is not the fastest one. Notice
that rank deficient matrices are processed faster than full-rank matrices of the same size, which is a result of the smaller
dimensions of the matrices L and D used by the LDLGInverse algorithm. However, processor times rapidly grow with the
increase of thematrix sizes and densities. Computing the inverse of a general matrix is computationally expensive (an O(n3)
problem), and very sensitive to ill-conditioned matrices.
It is well known that the condition number for matrix inversion with respect to a matrix norm ‖ · ‖ of a square matrix A,
defined by κ(A) = ‖A‖ ‖A−1‖, is a measure of the stability or sensitivity of the inverse matrix to numerical operations [12].
Matrices with condition numbers near 1 are said to bewell-conditioned, and the oneswith condition numbersmuch greater
than 1 are said to be ill-conditioned. Notice that five matrices from ‘‘MatrixMarket’’ tested in Table 3 have conditional
numbers greater then 1, andMATHEMATICA displays the information that ‘‘the result for inverse of badly conditioned matrix
may contain significant numerical errors’’. Our algorithm is developed primarily for symbolic computation of rational and
polynomial matrices and avoiding square roots, rather than for numerical evaluation.
4. Conclusion
We have developed an efficient algorithm for computing {1, 2, 3}, {1, 2, 4} inverses and the Moore–Penrose inverse of
a given rational matrix, based on LDL∗ factorization. This algorithm is easily implementable in the symbolic programming
language MATHEMATICA. However, because of the difficulties with the simplification of the rational expressions, it is not
practical to implement this algorithm in the procedural programming languages. By using the LDL∗ factorization we avoid
computations of square roots in the Cholesky decomposition and develop an efficient algorithm for symbolic computation
of generalized inverses of polynomial matrices.
There are a variety of algorithms for solving matrix problems that avoid explicitly computing a matrix inverse. In our
further research we will consider a similar algorithm based on LDL∗ decomposition that deals with the ill-conditioned
systems.Wewill consider a set of polynomialmatrices using the technique described in [6], whichwill simplify the symbolic
computation in procedural programming languages.
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