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a b s t r a c t
Very low concentrations (pg mL1 or sub-pg mL1 level) along with the high salinity are the main
problems in determining trace metal contents in seawater. This problem is mainly considered for
investigations of naturally occurring YLOID (Y and Lanthanides) and Zr and Hf in order to provide precise
and accurate results. The inductively coupled plasma mass spectrometry (ICP-MS), both in high and low
resolution, offers many advantages including simultaneous analyses of all elements and their quantita-
tive determination with detection limits of the order of pg mL1. However in the analysis of YLOID in
seawater, a better determination needs an efﬁcient combination of ICP-MS measurement with a pre-
concentration technique. To perform an ultra-trace analysis in seawater, we have validated an analytical
procedure involving an improved modiﬁed co-precipitation on iron hydroxides to ensure the simulta-
neous quantitative recovery of YLOID, Zr and Hf contents with measurement by a quadrupole ICP-MS.
The validity of the method was assessed through a series of co-precipitation experiments and
estimation of several quality control parameters for method validation, namely working range and its
linearity, detection limit, quantiﬁcation limit, precision and spike recoveries, and the methodological
blank choice, are introduced, evaluated and discussed. Analysis of NASS-6, is the ﬁrst report on the latest
seawater reference material for YLOID, hafnium and zirconium.
& 2013 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, increasing attention has been paid to the
behaviour and distribution of Y, La and Lanthanides in marine
systems because of their unique chemical properties. Their geo-
chemical similarities make them a useful proxy to trace geochem-
ical processes along the water column, ocean circulation and to
understand solid–liquid interface processes, as well as to study
external sources, physical mixing and scavenging removal pro-
cesses [1–4].
Further useful elements may be obtained combining informa-
tion from the behaviour of YLOID and high ﬁeld strength elements,
like Zr and Hf. The interest in these last two elements is due to
their high reactivity and short residence time in the ocean making
them potential tracers of water masses or in establishing a ﬁrm
proxy in paleoceanography [5]. Unfortunately, their distributions,
dominated by hydroxide species, Zr(OH)5 and Hf(OH)5 and the
difﬁculty in their analysis with conventional methods, have
limited their study in the hydrological cycle.
Understanding geochemical processes in marine systems is
only possible if the identiﬁcation and quantiﬁcation of these
elements in seawater is obtained using reliable and comparable
chemical measurements. For this reason the ability of an analytical
protocol to obtain reproducible values is paramount. Determina-
tion of trace elements in seawater is a challenge mainly for two
reasons: ﬁrst of all because the concentration of these elements
ranges from pg mL1 to fg mL1 and, secondly, because the high
salt matrix gives rise to analytical interferences and severe
instrumental conditions, i.e. in QICP-MS (Quadrupole Inductively
Coupled Plasma-Mass Spectrometry) polyatomic ions mass spec-
tral overlapping, instrumental drift, signal suppression and clog-
ging of the sample introduction system of the instrument. Any of
these analytical issues can be solved; for example with the more
expensive high-resolution ICP-MS or through suitable systems
which, by removing the matrix, allow analytical determinations
above the instrumental quantiﬁcation limits.
To pre-concentrate YLOID or Zr and Hf in water samples several
methods were developed, including co-precipitation [6], solvent
extraction [7] and solid phase extraction [8,9]. Unfortunately, only
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a few studies were carried out with suitable control procedures
involving the overall experimental measurements. Often, the
assessment of data quality was obtained only by calculating the
percentage amounts of YLOID or Zr and Hf recovered from
solutions in which the elemental concentration of the spikes
added were higher with respect to their natural contents in
seawater, or with the procedural blank composition not being
clearly or exactly deﬁned and not really simulating the seawater
matrix [10–14]. Therefore, it is very problematic to compare the
results obtained from different studies lacking the traceability of
results of the complete analytical procedure that should be
established using an appropriate Certiﬁed Reference Material
(CRM). At present, seawater CRMs are not certiﬁed for YLOID, Zr
and Hf, nor is the concentration of these elements given as
information values. Therefore, the analytical results cannot be
assessed, compared, or interpreted if they are not accompanied by
a series of indicators that provide information on the perfor-
mances of the used method. In recent years “…The processes used
to demonstrate the ﬁtness for purpose of analytical methods, thus
the ability of a method to produce reliable results, and hence the
adequacy for the intended application, deﬁned as validation of the
analytical method, is integrated in the quality criteria adopted by
every laboratory…” and with the name Quality Assurance are
collected and described as “…All the actions undertaken for
planning the proper execution of an analytical task” [15,16].
General requirements for the performance characteristic for a
quantitative method are calibration, involving the goodness of
the ﬁt of the calibration function, sensitivity, detection and
quantiﬁcation limits, accuracy study involving trueness, precision,
as repeatability or reproducibility, speciﬁcity and selectivity.
Furthermore, the implementation of the quality criteria allows
one to monitor and demonstrate the performance characteristics
of methods, to have control over the analytical errors, to avoid
erroneous results and to identify the source of errors more
satisfactorily.
In order to contribute to the recent efforts to generate validated
methods, the aim of this work was to control an analytical
methodology for a Fe(OH)3 pre-concentration technique modiﬁed
to ensure the simultaneous quantitative recovery of YLOID, Zr
and Hf contents in a complex matrix like seawater with
a quadrupole ICP-MS, chosen as the analytical technique. The
main parameters evaluated as quality criteria in the validation
were: the working range and its linearity, the detection and
quantiﬁcation limits, recoveries, and precision as repeatability
and accuracy.
2. Experimental
2.1. Materials and equipment
All chemicals were of ultrapure grade. Ultrapure water (resistivity
of 18.2 MΏ cm) was obtained using an EASY pure II puriﬁcation
system (Thermo, Italy). Nitric acid 65% (w/w), ammonia 25% (w/w)
and hydrochloric acid 30% (w/w) were purchased from VWR Interna-
tional. Working standard solutions for each element (Zr, Y, La, Ce, Pr,
Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb, Lu and Hf) were prepared on a
daily basis by stepwise dilution of the multi-element stock standard
solution DBH, Merck or CPI International (100075 μgmL1) in a
1 mmol mL1 HCl medium. All lab-wares were polyethylene, poly-
propylene or Teﬂon and the calibration of all volumetric equipment
was veriﬁed. A calibrated E42-B balance (Gibertini, Italy) was used to
weigh all samples and standards. All pH measurements were carried
out with HI 991300 pHmeter (Hanna Instruments, Italy). The seawater
samples were ﬁltered through a 0.45 μm ﬁlter and acidiﬁed to pHo2
with nitric acid before use.
2.2. Instrumentation and operational parameters
An ICP-MS instrument (Agilent Technologies 7500ce Series
Spectrometer) equipped with a collision cell was used for the
analyses of all of the investigated trace elements. All parameters
were optimised for the studied elements.
Because both samples and calibration standards were prepared
in HCl 1 M, we have carefully tuned the mass spectrometer with a
solution containing 1 ng mL1 of Ce and Ba in HCl 1 M following
and optimising both the ratios 140Ce16Oþ/140Ce+, 140Ce16O1Hþ
/140Ceþ , 138Ba16O+/138Ba+, 138Ba16O1H+/138Ba+(o0.5–1.0%) and
the ratios 135Ba35Clþ/135Ba+, 135Ba37Clþ/135Ba+, 137Ba35Clþ/137Ba+,
137Ba37Clþ/137Ba+, 138Ba35Clþ/138Ba+, 138Ba37Clþ /138Ba+, the higher
amount of which was below 5%. Successively we have determined,
in our co-precipitated samples, the amount of barium residue and
because this one was always lower than 500 pg mL1, we have
estimated an essentially negligible interference of barium [17].
Each solution was measured three times and ICP-MS analyses
were carried out with a classical external calibration approach. It
was carried out from 2.5 to 500 pg mL1 for each investigated
element using 205Tl (1000 pg mL1) as an internal standard to
compensate for any signal instability and all data in cps were
normalised to the internal standard. The operating conditions are
shown in Table 1.
2.3. Reference material
To the best of our knowledge, a seawater CRM certiﬁed for
YLOID, Zr and Hf, or at least one in which concentrations are given
as information values, was not available. For this reason, according
to the IUPAC technical report [18], nine aliquots (one liter each
one) of two spiked seawater solutions, A1–A9 and S1–S9, with
concentrations of 19.9270.31 pg mL1 for each studied element,
were prepared to test and validate the proposed method. Solutions
A1–A9 were made spiking nine procedural blanks (PB1–PB9), which
were obtained by twice treating natural seawater by co-
precipitation with Fe-hydroxide until the concentrations of YLOID,
Zr and Hf were below the instrumental quantiﬁcation limit, while
solutions S1–S9 were obtained by directly spiking seawater matrix.
2.4. Co-precipitation procedure
To test and validate the co-precipitation procedure, 1.000
70.006 mL of the Fe standard solution (100075mgmL1, Merck,
Table 1
ICP-MS operating conditions and measurement parameters.
RF power 1550 W
Sample uptake rate 0.400 mL min1
Coolant argon ﬂow rate 15 L min1
Carrier argon ﬂow rate 0.80 L min1
Make-up argon ﬂow
rate
0.25 L min1
Torch Quartz
Nebuliser MicroMist 200 μL
Sampler and skimmer
cones
Nickel
Number of scans 3
Ion lens settings Adjusted daily to obtain max. signal intensity
Washing time 1 min (5% v/v HNO3)
Oxide 156CeOþ/140Ceþ
ratio
o0.8%
Double charged
70Ceþ þ/140Ceþ ratio
o0.5%
Measured isotope 89Y, 90Zr, 139La, 140Ce, 141Pr, 143Nd, 147Sm, 151Eu, 158Gd,
159Tb,163Dy, 165Ho, 166Er, 168Tm, 172Yb, 175Lu, 178Hf.
Internal standard 205Tl 1000 pg mL1
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Italy) was added to the nine aliquots of spiked seawater, Ai and Si,
prepared as described in Section 2.3, then the pH was adjusted to
8.070.2 using concentrated ammonia. To allow the homogenisation
and precipitation of Fe-hydroxide, the samples were stirred for 2 h and
then matured for two days. The samples were ﬁltered on acid pre-
cleaned 0.45 μm Nucleopore membrane and the Fe-hydroxide ﬁltrate,
washed with two portions of 25 mL of ultrapure water, was dissolved
in 10 mL of HCl 6 mmol mL1. Prior to measurement by ICP-MS, the
solution was diluted six times with ultrapure water. The overall
concentration factor of YLOID was approximately 16-fold.
3. Results and discussion
3.1. Detection limit (DL), quantiﬁcation limit (QL) and procedural
blank (PB)
The ﬁrst step of method validation was to verify the perfor-
mances and the instrumental response of our ICP-MS. Calibration
curves were calculated by regression analysis assuming a homo-
geneous variance of measured values over the whole investigated
mass range (Table S1 supplementary data). The R2 values,
indicating linearity between signal and concentration, were con-
sidered satisfactory when equal to 0.998 or better for all of the
isotopes monitored. Also, if there is still no full agreement
between researchers, publishers, professional and statutory
bodies, in general, the detection limit is the smallest amount of
analyte concentration in the test sample that can be reliably
distinguished from zero [19].
The instrumental detection limit (IDL) should be differentiated
from the method detection limit (MDL). Indeed, the former is
based on the measurement of a solution prepared as a calibration
standard without the analyte, i.e. the calibration blank, while the
latter, on the measurement of a solution, matching a real sample
without analyte, subjected to the overall method, i.e. the proce-
dural blank. IDL is often far smaller than an MDL and inappropriate
for method validation because it does not take into account the
matrix contribution and the entire analytical procedure.
To carry out IDL analyses, nine different aliquots of calibration
blank (HCl 1 mmol mL1) were measured. The behaviour of the
collected data were analysed according to Shapiro–Wilk's test
(P¼0.05) to verify the normal distribution of obtained data and
according to David's (P¼0.05), Grubb's (P¼0.05) and Huber's tests
(P¼0.05) to verify the presence of outliers.
The IDL in pg mL1, was calculated according to the following
expressions: yIDL¼yBþ3sB and combined into IDL¼yIDL-inter-
ceptdb1, where yIDL is the detection limit in cps, yB is the mean
value of the signal of blank in cps, sB is the standard deviation of
the blank measurements and b is the slope of the calibration curve.
Instrument quantiﬁcation limit (IQL), which is deﬁned as the
smallest amount of analyte in a test sample that can be quantiﬁed
with suitable precision and accuracy under previously established
method conditions, was calculated according to the following
expressions: yIQL¼yBþ10sB and IQL¼yIQL-interceptdb1 where
yB, sB, b are as above and yIQL is the quantiﬁcation limit in cps
and IQL in pg mL1 (Table S2 supplementary data).
All of the results highlight the very good performances of our
ICP-MS. In particular, the instrumental DL and QL were compar-
able or lower than the mean concentration estimated in natural
seawater for all elements and therefore, for most of the elements,
the performances of our ICP-MS were suitable for a correct
quantiﬁcation also without a pre-concentration method if there
are no interferences from matrix.
The choice of an appropriate procedural blank in trace and
ultra-trace analytical determination is paramount to assess con-
taminations and matrix interferences, mostly if the concentrations
are close to the MQL. To obtain MDL and MQL, the calibration
blank (nitric or hydrochloric acid solutions) or ultrapure water
were not taken into account because they could not estimate
matrix interferences. On the other hand, we discarded the idea of
synthetic seawater because not all salts of ultrapure grade were
available for preparation, which, consequently, could generate
more and/or different interferences than a real matrix.
For these reasons, the procedural blank was obtained by twice
subjecting nine aliquots of real seawater to the entire method. The
amounts determined in the precipitate obtained at the second co-
precipitation procedures (B′ solution) are close or less than IQL for
90Zr (40.8876.83 pg mL1) and for the elements from 147Sm
(3.1870.85 pg mL1) to 178Hf (1.0270.84 pg mL1); in contrast,
concentrations for the elements from 89Y to 146Nd were slightly
higher than IQL. On these considerations, we supposed that in the
resulting solution the analytes were in concentration below the
quantiﬁcation limit and hence we did not carry out further co-
precipitations.
Method detection and quantiﬁcation limits calculated as above,
with mean values and standard deviations in pg mL1 of proce-
dural blank, are reported in Table 2.
The achieved values were signiﬁcantly higher than IDL and IQL,
due to matrix contribution. Comparing our data to previous works
[8,10,20], describing methods on the determination of YLOID, Zr
and Hf in seawater, we obtained higher procedural blank, MDL and
MQL values, which, we believe, were also due to the different
analytical methods employed, but essentially due to the different
matrix chosen as procedural blank.
3.2. Recovery
In order to evaluate the accuracy of the entire procedure, the
amount of recovery was calculated on YLOID, Zr and Hf spiked
seawater solutions Ai and Si, as the ratio between analysed and
spiked concentrations for each element. Data of procedural blank
and seawater without YLOID, Zr and Hf were subtracted from
sample analysis values in the calculation of recovery amounts.
At the low concentration of seawater in our experiment
(20 ng L1) we consider that the recovery obtained for Zr and
Hf were inﬂuenced by the speciation of the two elements present
as Zr(OH)5 and Hf(OH)5 and after the co-precipitation on Fe
hydroxide essentially as Zr and Hf oxy-hydroxide. We used HCl
Table 2
Mean values (CB, CB′) and standard deviation (sB, sB′) of procedural blanks (B and B′),
method detection limit (MDL) and method quantiﬁcation limit (MQL) all in
pg mL1.
B B' method
CB sB CB′ sB′ MDL MQL
89Y 337 13 15.7 3.7 27.2 54.4
90Zr 296.0 6.6 40.9 6.8 61.0 109.6
139La 2264 715 124 97 408.3 1076.6
140Ce 190.4 6.9 42.3 16.1 92.3 208.6
141Pr 24.87 0.57 5.2 2.0 11.5 25.9
143Nd 109.2 5.4 13.95 4.6 28.4 62.1
147Sm 25.35 1.1 3.18 0.85 5.3 11.6
151Eu 6.40 0.04 1.40 0.62 3.2 7.5
158Gd 50.5 3.6 5.1 2.0 11.9 26.3
159Tb 4.66 0.22 1.30 0.67 3.5 8.2
163Dy 28.5 1.2 3.5 1.7 8.3 20.2
165Ho 6.52 0.20 1.30 0.71 2.1 4.8
166Er 19.65 0.63 2.3 1.3 3.7 7.7
169Tm 2.77 0.14 2.21 0.84 4.5 10.1
172Yb 17.00 0.47 2.15 1.2 6.0 14.2
175Lu 3.05 0.15 1.04 0.44 2.9 7.5
178Hf 2.37 0.27 1.02 0.84 3.8 9.7
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6 M to completely dissolve on the membrane, the Fe hydroxide
co-precipitated but it is well known that to better dissolve and
maintain Zr and Hf in solution the addition of HF is useful. We
have tried to optimise this way but the low reproducibility of the
results convinced us to leave it and to accept the lower but more
reproducible ones. With higher Zr and Hf concentrations
(100 pg mL1) the results, with only HCl 6 M and without HF,
were better but without utility for our studies on seawater where
the Zr and Hf concentration are very low. On the other hand, the
stability problem for YLOID is negligible in the ﬁnal acid solution
by HCl 1 M, as it is in our case.
We think that the recovery values (4100%) for the YLOID in
our experimentation can be due to both low concentration used as
spike and seawater, YLOID depleted or not, used as procedural
blank. In fact, frequently in literature, more concentrated spikes
(100–1000 ng L1) [11,21] and procedural blank made with ultra-
pure water or HNO3 diluted solution [12,22] were used. Higher
spike YLOID concentrations improve the precision of the overall
procedure and/or use of procedural blank, very different from
seawater, cannot consider the matrix effect and improve the
repeatability precision of the determinations drastically. We have
carried out in the early stage of the validation procedure several
trial with more concentrated spike (50 pg mL1) in seawater with
the same procedural blank and we also have obtained recovery
percentage in the range 95–100, but we think that the extrapola-
tion of this result to NASS-6 or other seawater CRMs analysis to be
a coarse error.
After controls according to Shapiro–Wilk's (P¼0.05), David's
(P¼0.05), Grubb's (P¼0.05) and Huber's tests (P¼0.05), the mean
value of the nine replicates (Am and Sm) and the standard
deviations (sA and sS) (Table 3) were calculated.
These values were higher than MQL and into the linearity range
of the calibration adopted. Mean values, standard deviations, and
recovery percentage (in the range 75–108% and 88–117%), with a
good repeatability (o10%) for Am and Sm solutions were listed in
Tables 4 and 5, respectively. Subjecting both Ai and Si solutions to
the entire method, matrix contribution and role of interferences
were highlighted; in spiked natural seawater, S solutions, we
obtained values slightly higher than A solution, which conﬁrmed
that our procedural blank also brought about signiﬁcant differ-
ences mostly in ultra-trace analytical determination, despite the
high likeness to the real matrix.
To verify whether the results obtained for A and S solutions can
be accounted for by random or systematic errors, a t-test was
employed. In order to decide whether the difference between two
sample means, A and S, was signiﬁcant, that is to test the null
hypothesis, H0¼μA¼μS, the tcalc was calculated for each element
(Table S3 supplementary data)
tcalc ¼
jAmSmj
s
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1=naÞþð1=nsÞ
p ð1Þ
where na and ns are the samples size and s, assuming that the
samples are drawn from populations with equal standard devia-
tion, was calculated from
s2 ¼ ðnA1Þs
2
AþðnS1Þs2S
nAþnS2
ð2Þ
if tcalc exceeds the critical value tth (for a conﬁdence level of 0.05
and degree of freedom ν¼naþns2 as reported in Supplementary
Table S3) the null hypothesis is rejected.
Because tcalc4tth for all elements, meaning that the null
hypothesis is rejected, differences between A and S solutions are
due to systematic errors, conﬁrming that the two matrices are
signiﬁcantly different. On the other hand, according to Gonzales
[23], recoveries were acceptable in the range 40–120% if the
analyte level was less than 1 ng mL1. Therefore, following these
criteria, analyses of results for A and S solutions demonstrated that
the investigated elements were almost completely recovered after
co-precipitation in a seawater matrix.
Successively we also decided to evaluate recovery statistically
by t test, using the following equation:
tcalc ¼
jCspikedxmjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðs2r =NÞþsspiked2
q rtthðp ¼ 0:05;νÞ ð3Þ
where xm is the mean value, sr is the standard deviation of
repeatability, Cspiked is the concentration of spiked solution
(19.9270.31 pg mL1), sspiked is the standard deviation and tth
(p¼0.05,ν) is the theoretical value of t with a conﬁdence level of
0.05 and a degree of freedom value, ν, calculated by
ν¼
ððs2r =NÞþu2spikedÞ2
ðs2r =NÞ2
ðN1Þ ð4Þ
where N is the number of replicates.
The tcalc value, the degree of freedom and tth for Am and Sm
solution are listed in Tables S4 and S5 supplementary data,
respectively.Table 3
Mean value (CA, CS), standard deviation (sA, sS) in pg mL1 and relative standard
deviation percentage (RSD%) of the nine replicates obtained by the co-precipitation
of Ai and Si solutions.
A solutions S solution
CA sA RSD % CS sS RSD %
89Y 332 12 4 368 17 5
90Zr 248 14 6 325 16 5
139La 348 50 14 390 30 8
140Ce 336 16 5 370 20 5
141Pr 342 16 5 316 2 1
143Nd 340 16 5 362 16 5
147Sm 354 5 1 372 11 3
151Eu 342 16 5 374 10 3
158Gd 348 15 4 373 19 5
159Tb 344 17 5 370 10 3
163Dy 340 17 5 364 10 3
165Ho 342 16 5 365 9 3
166Er 344 16 5 366 9 3
169Tm 342 17 5 362 10 3
172Yb 334 18 5 356 10 3
175Lu 343 17 5 362 9 3
178Hf 337 16 5 293 15 5
Table 4
Mean concentration values (Am) and standard deviations (sAm) in pg mL1, relative
standard deviations percentage (RSD%), repeatability limits (r), recovery percen-
tages (Rec%) and standard deviations of recovery percentage (sRec%) of A solutions.
Am sAm RSD% r Rec% sRec%
89Y 20.08 0.68 3 2.37 101 5
90Zr 14.94 0.65 4 2.54 75 7
139La 21.05 2.0 10 9.92 106 21
140Ce 20.24 0.68 3 2.55 102 5
141Pr 21.06 0.75 3 2.47 106 5
143Nd 20.95 0.82 4 2.77 105 5
147Sm 21.12 0.27 1 1.00 106 2
151Eu 21.05 0.71 3 2.33 106 4
158Gd 21.42 0.92 4 3.03 108 6
159Tb 21.18 0.75 4 2.46 106 5
163Dy 20.93 0.73 4 2.41 105 5
165Ho 21.07 0.72 3 2.35 106 5
166Er 21.18 0.77 4 2.52 106 5
169Tm 21.06 0.71 3 2.32 106 5
172Yb 20.58 0.70 3 2.28 103 5
175Lu 21.11 0.75 4 2.46 106 5
178Hf 20.77 0.87 4 2.84 104 6
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When tcalcotth the recovery can be assumed equal to unity, i.e.
100%. The results indicate that in Ai solutions 89Y, 139La, 140Ce,
146Nd, 163Dy, 172Yb and 178Hf and in Si solutions 90Zr are fully
recovered, being tcalcotth. Except for 90Zr in Ai solutions, we
believe that negative results obtained for the other elements were
due to mathematical problems and not chemical ones, for which,
paradoxically, if the difference between mean value and Cspiked is
small and the standard deviation is very low in tcalc formula, the
ratio will be large.
In this study, as indicated above, we achieved the same
recovery for all elements when spiking both the procedural blank
and the seawater sample. Furthermore, the data are in agreement
with literature values obtained using other analytical methods
[20,21].
3.3. Natural water reference materials
To the best of our knowledge, there are no seawater Certiﬁed
Reference Materials for YLOID, Zirconium and Hafnium all
together. Only a few published data obtained by treating seawater
CRM (CASS-4, NASS-5) are available, but, unfortunately, the
comparison is not possible because CASS-4 and NASS-5 are no
longer commercially available.
After validating the method as previously discussed, we
decided to apply it to three aliquots of 1L NASS-6, which is a
CRM that the National Research Council of Canada has distributed
in substitution of NASS-5.
The analytical results for the natural water CRM are sum-
marised in Table 6, with standard deviations of the set of our
replicate measurements, while Post-Archaean Australian shale
(PAAS)-normalised [24] YLOID patterns are shown in Fig. 1. Gen-
erally, the seawater YLOID pattern is characterised by various
anomalies in the shale-normalised pattern: La is present at higher
concentration than the neighbouring YLOID, Y is highly enriched
over Ho and Eu, Gd and Lu are also usually over-abundant, but to a
much lesser extent [25]. The resulting anomalies can be quantiﬁed
by comparing the measured value to that extrapolated from
neighbouring elements of “normal” abundance (i.e., the ratio Ln/
Lnn where Ln represents a YLOID element). The choice of normal-
ising element is important and, as reported by Lawrence and
Kamber [26], we calculated Ln/Lnn assuming constant the ratio of
neighbouring elements but avoiding other anomalous elements in
the calculation. Therefore, both Lan and Cen were calculated from
Pr and Nd. As reported always by Lawrence and Kamber [26] “The
main purpose of this exercise in the context of method evaluation
is that the reproducibility of the calculated YLOID anomalies is a
strong reﬂection of data quality (but not an independent mea-
sure)”. Calculated anomalies are listed in Table 7. A value greater
than 1 is considered a positive anomaly while a value less than 1 a
negative anomaly. The anomalies obtained with our data agree
with the known seawater patterns [27]. There is a strong positive
La and Y anomaly and a strong negative Ce anomaly in the
samples. We also observed weak positive Gd anomalies. These
values are consistent with theoretical considerations [28]. The Eu
anomaly calculated from Tb and Dy is indistinguishable from
unity. Because the prime purpose of seawater YLOID studies is to
understand and trace exactly the extent of YLOID anomalies, the
validation of the analytical protocol that is able to obtain repro-
ducible values is paramount. Our method was capable of easily
resolving the La, Ce and Y anomalies, and also consistently
resolved the smaller Gd anomaly. A comparison of the NASS-6
data with those of Lawrence et al. [10] for NASS-5 shows that the
calculated anomalies agreed: the La anomaly was 2.3 compared
with 1.65, Ce was 0.48 compared with 0.34, and Gd was 1.18
compared with 1.19.
Contrary to the observed and variously interpreted large Sm
anomaly in reference materials comparing oceanic behaviour,
NASS-6 shows a more common slightly negative Sm anomaly
(0.64 compared with 2.49).
Table 5
Mean concentration values (Sm) and standard deviations (sSm) in pg mL1, relative
standard deviations percentage (RSD%), repeatability limits (r), recovery percen-
tages (Rec%) and standard deviations of recovery percentage (sRec%) of S solutions.
Sm sSm RSD% r Rec% sRec%
89Y 21.85 1.03 5 6.47 110 10
90Zr 19.48 0.98 5 6.25 98 9
139La 23.4 1.8 8 7.15 117 9
140Ce 22.21 1.19 5 5.87 111 9
141Pr 23.04 0.13 1 0.55 116 1
143Nd 21.73 0.97 4 4.14 109 6
147Sm 22.33 0.65 3 2.26 112 4
151Eu 22.44 0.61 3 2.02 113 3
158Gd 22.16 0.62 3 1.89 111 3
159Tb 22.04 0.57 3 1.98 111 3
163Dy 21.88 0.60 3 1.81 110 3
165Ho 21.94 0.55 2 1.85 110 3
166Er 21.73 0.54 2 1.95 109 3
169Tm 21.36 0.59 3 2.13 107 3
172Yb 21.71 0.62 3 1.85 109 3
175Lu 17.62 0.56 3 2.93 88 5
178Hf 17.76 0.89 5 2.93 89 4
Table 6
Measured YLOID, Zr and Hf concentrations and standard deviations (in pg mL1)
for blank and NASS-6 seawater reference material.
Blank NASS-6
pg ml1 s pg ml1 s
89Y 0.34 0.03 17 1
90Zr 1.9 0.3 23 3
139La 0.621 0.005 12.7 0.4
140Ce 0.48 0.01 6.2 0.3
141Pr 0.01 0.02 2 2
143Nd 0.10 0.04 6 3
147Sm o IDL – 0.81 0.07
151Eu o IDL – 0.24 0.04
158Gd 0.03 0.03 1 2
159Tb 0.01 0.01 0.2 0.2
163Dy 0.22 0.02 1.6 0.2
165Ho o IDL – 0.31 0.02
166Er 0.14 0.02 1.7 0.3
169Tm 0.03 0.01 0.24 0.09
172Yb 0.062 0.007 1.3 0.2
175Lu 0.052 0.009 0.26 0.04
178Hf o IDL – 0.9 0.1
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Fig. 1. PASS normalised YLOID pattern for NASS-6 seawater reference material.
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It is probable that NASS-6, a new reference material, is not
affected by the contamination that, according to authors, was
responsible for the Sm over-abundance in CASS-2, CASS-3, NASS-2,
NASS-4 and NASS-5 [29–34].
On the other hand, the obtained values on NASS-6, 22.7373.32
and 0.06370.008 pg mL1, for Zr and Hf respectively, agree very
well with those reported for the Atlantic Ocean by different
authors [35,36].
4. Conclusion
To implement the quality criteria that allows one to monitor
and demonstrate the performance characteristics of methods, we
have validated an analytical methodology for a pre-concentration
technique to ensure the simultaneous quantitative recovery of
YLOID, Zr and Hf content in a complex matrix like seawater using
QICP-MS. The working range and its linearity, the detection and
quantiﬁcation limits, recoveries, precision as repeatability and
accuracy were analysed.
All of the results show the very good performances of ICP-MS.
In particular, the instrumental DL and QL were comparable or
lower than the mean concentration estimated in natural seawater
for all elements. The method was accurate and precise, and the
investigated elements were almost completely recovered after co-
precipitation in the seawater matrix (in the range 75–117%), with a
good repeatability (o10%). The YLOID, zirconium and hafnium
concentrations of the seawater reference material NASS-6 are
reported for the ﬁrst time.
The concentrations obtained for NASS-6 are consistent with the
most reliable literature data. Shale-normalised YLOID patterns for
NASS-6 are consistent with the known seawater patterns.
As YLOID, Zr and Hf were never simultaneously investigated in
the marine natural system, this validated method allows to obtain
results about YLOID, Zr and Hf distributions in seawater to more
deeply understand the marine and geochemical behaviour of these
elements. Accordingly, we propose our data with related uncer-
tainties for all naturally occurring YLOID, Zr and Hf to be
considered for future compilations and reference values.
Appendix A. Supplementary materials
Supplementary data associated with this article can be found in
the online version at http://dx.doi.org/10.1016/j.talanta.2013.08.019.
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Table 7
YLOID anomalies calculated from PASS-normalised values.
Lnn NASS-6
La anomaly Pr3/Nd2 2.28
Ce anomaly Pr2/Nd 0.49
Sm anomaly Nd3/Pr2 0.65
Eu anomaly Tb3/Dy 0.98
Gd anomaly Tb2/Tm 1.18
Y/Ho Y/Ho 55.19
Y/Ho is the mass ratio, without normalisation.
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