Introduction
The theory of global pointwise transformations of homogeneous linear differential equations was developed in the monograph of F. Neuman [6] (see historical remarks, definitions, results and applications). The criterion of global equivalence of the second order equations was published by O. Borůvka [1] , of the third and higher order equations by F. Neuman [6] . Transformations of functional-differential equations were studied in [2, 3, 4, 5, 7, 8] . In this paper we derive criteria of equivalence for ordinary differential equations and functional-differential equations of the first and higher orders, exploiting some results from [6, 9] . Similarly P (j,...,k) = [ p j , . . . , p k ] means a submatrix, P Q = P (0,...,n) Q (0,...,n) is the matrix multiplication. Consider real functions y ∈ C n+1 (I), I ⊆ Ê being an interval, ξ 1 , ξ 2 , . . . , ξ m ∈ C n (I), ξ j : I → I, ξ 0 = id I , ξ j = ξ k for j = k; j, k ∈ {0, . . . , m}; m, n ∈ AE = {1, 2, . . .}. We denote (y(ξ j (x)))
Notation
for each
Preliminary results
Lemma 1 (A modification of Lemma 8.5.1, [6] ). Let n ∈ AE and let the relation
be satisfied where the real functions y : I → Ê, z : J → Ê belong to the classes
, L(t) = 0 on J, and ϕ is a C r diffeomorphism of J onto I for some integer r n + 1. Then
where a 00 (t) = L(t), . . . , a i0 (t) = a i−10 (t), i 1;
. . .
ÈÖÓÓ . From the relation
we have z (t) = a 00 (t)y(ϕ(t)) + a 00 (t)ϕ (t)y (ϕ(t)) = a 10 (t)y(ϕ(t)) + a 11 (t)y (ϕ(t)).
Suppose by induction that
Hence
a ii (t) = a i−1i−1 (t)ϕ (t); i ∈ {0, 1, . . . , r}.
By induction we get
Similarly
We have
and by induction we get
Then
and
In the same way,
Using the above results we can suppose that
We can suppose by induction that
for every k, 0 < k i + 1.
Finally,
for j > 0, with respect to the assumptions L, ϕ ∈ C r (J).
Linear differential equations
Consider two ordinary homogeneous linear differential equations
with real coefficients, defined on an interval I ⊆ Ê, J ⊆ Ê, respectively.
Definition 1 ([6], p. 15). We say that (1) is globally transformable into (2) if there exist two functions L, ϕ such that -the function L is of the class C n+1 (J) and is nonvanishing on J,
-the function ϕ is a C n+1 diffeomorphism of the interval J onto I, and the function
is a solution of (2) whenever y is a solution of (1).
If (1) is globally transformable into (2) then we say that (1), (2) are equivalent equations. We say that (3) is a stationary transformation if it globally transforms an equation (1) 
) whenever y is a solution of y n+1 (x) = ( p(x), y(x)), x ∈ I. Theorem 1. Let n, r ∈ AE and r n + 1. Let L, ϕ satisfy the assumptions of Lemma 1. Then (1) is globally transformable into (2) by means of a transformation z(t) = L(t)y(ϕ(t)) if and only if
T where the functions a ij (t) are defined by Lemma 1.
ÈÖÓÓ . Using Lemma 1, we obtain
= ( a n+1 (t), y(ϕ(t))) + a n+1n+1 (t)( p(ϕ(t)), y(ϕ(t)))
= ( q(t), z(t)) = ( q(t), A(t) y(ϕ(t))), t ∈ J.

Hence ( a n+1 (t), y(ϕ(t))) = (A T (t) q(t) − a n+1n+1 (t) p(ϕ(t)), y(ϕ(t)))
i.e. a n+10 (t) = a 00 (t)q 0 (t) + a 10 (t)q 1 (t) + . . . + a n0 (t)q n (t) − a n+1n+1 (t)p 0 (ϕ(t)),
Corollary 1. If (1) is globally transformable into (2) by means of the transformation (3), then the (n + 1)-st derivatives (n 1) of the functions L and ϕ satisfy differential equations
We obtain the assertion using the first two equations in (5) together with the definitions of the functions a ij (t) in Lemma 1.
Corollary 2. The transformation (3) is a stationary transformation of (1) if and only if ϕ(I) = I and the functions L, ϕ ∈ C n+1 (I) satisfy the conditions
where the functions a ij are defined by Lemma 1; i, j ∈ {0, 1, . . . , n + 1}.
Remark 1. Using Theorem 1, if we suppose that
where the symbol {ϕ, t} := 1 2
2 is used for the Schwarzian derivative of ϕ; t ∈ J (See [6] , p. 7). In the case n = 1 we obtain for ϕ ∈ C 3 (J) the Kummer equation q 0 (t) = p 0 (ϕ(t))ϕ (t) 2 − {ϕ, t}, t ∈ J (see [6] , p. 89). We can obtain more useful formulas (as in [6] , pp. 49-52) using (5).
Linear functional-differential equations
Let y ∈ C n+1 (I); ξ 1 , ξ 2 , . . . , ξ m ∈ C n (I), I ⊆ Ê being an interval, ξ j : I → I, ξ 0 = id I , ξ j = ξ k for j = k; j, k ∈ {0, . . . , m}; m, n ∈ AE. We consider a homogeneous linear functional-differential equation with real coefficients p i , p ij and m delays ξ 1 , . . . , ξ m of the form
Consider two such equations
In accordance with Definition 1 (see [2] , [5] , [7] , [8] ), an equation (6) is globally transformable into an equation (7) with respect to the transformation
and the function z is a solution of (7) whenever y is a solution of (6). Moreover,
is true for the deviations ξ j (x), η j (t) and the function ϕ.
Theorem 2. Let m, n, r ∈ AE and r n + 1. Let L, ϕ satisfy the assumptions of Lemma 1. Then (6) is globally transformable into (7) by means of a transformation z(t) = L(t)y(ϕ(t)) if and only if the function ϕ is a solution of
are satisfied on J, where a ij (t) are the functions defined by Lemma 1, a n+1 (t) = [a n+10 (t), a n+11 (t), . . . , a n+1n (t)]
T , p j (ϕ(t)) and q j (t) denotes the j-th column of the matrix P (ϕ(t)) and Q(t) respectively.
ÈÖÓÓ . By using Lemma 1 we have
and for ξ j (ϕ(t)) = ϕ(η j (t)) we get
where p j denotes the j-th column of the matrix P . Hence
Comparison of the last two expressions yields
on J and the assertion of Theorem 2 is proved.
Corollary 3. If (6) is globally transformable into (7) by means of the transformation (3), then the (n + 1)-st derivatives (n ∈ AE) of the functions L, ϕ satisfy the differential equations
Moreover,
We obtain the assertion using the first two equations in (9) and the first equation in (10) together with the definitions of the functions a ij (t) in Lemma 1.
Corollary 4. The transformation (3) is a stationary transformation of (6) if and only if the functions L, ϕ ∈ C n+1 (I) satisfy the conditions
where the functions a ij are defined by Lemma 1 and p j denotes the j-th column of the matrix P ; i, j ∈ {0, 1, . . . , n + 1}, x ∈ I.
Remark 2 (see [7] ; pp. 355, 357.). In a situation when the deviating arguments in equation (6) are constant deviations ξ j (x) = x − c j , c j ∈ Ê − {0}; j = 1, 2, . . . , m, the condition ξ j (ϕ(t)) = ϕ(η j (t)) become a system of Abel equations ϕ(η j (t)) = ϕ(t) − c j ; j = 1, 2, . . . , m.
When the deviating arguments in (7) are
If we require that the delayed arguments be converted into delayed ones (or the advanced into advanced), then we need ϕ (t) > 0, t ∈ J. Let d j /d k be irrational for a pair j, k ∈ {1, 2, . . . , m}. Then for each fixed j ∈ {1, 2, . . . , m}, the Abel equation ϕ(t − d j ) = ϕ(t) − c j has a general solution ϕ ∈ C n+1 (J), ϕ (t) > 0, ϕ(J) = I, of the form ϕ(t) = c j d j t + k, k ∈ Ê.
For the existence of a simultaneous solution ϕ it is then sufficient and necessary to have = c j /d j (a constant not depending on ϕ) for all j ∈ {1, 2, . . . , m}.
Example. Consider two equations
y (x) = p 0 p 1 , y(x) y (x) + p 01 p 02 p 11 p 12 , y(x − c 1 ) y(x − c 2 ) y (x − c 1 ) y (x − c 2 ) ,
x ∈ I = [a, ∞) and z (t) = q 0 q 1 , z(t) z (t) + q 01 q 02 q 11 q 12 ,
with constant coefficients and deviations; c 1 , c 2 ,
d2 being irrational. Due to Theorem 2 they are equivalent with respect to the transformation (3) if and only if ϕ(t − d j ) = ϕ(t) − c j , a 20 (t) a 21 (t) = a 00 (t) a 10 (t) 0 a 11 (t) · q 0 q 1 − a 22 (t) p 0 p 1 , a 00 (t − d j ) a 10 (t − d j ) 0 a 11 (t − d j ) · q 0j q 1j = a 22 (t) p 0j p 1j , j = 1, 2, where a 00 (t) = L(t), a 10 (t) = L (t), a 11 (t) = L(t)ϕ (t), a 20 (t) = L (t), a 21 (t) = 2L (t)ϕ (t) + L(t)ϕ (t), a 22 (t) = L(t)ϕ (t) 2 , t ∈ J. In accordance with Remark 2 we have ϕ(t) = t+k, = c1 d1 = c2 d2 > 0, k ∈ Ê−{0} and ϕ(t) = ·(t−b)+a
q 1j L(t − d j ) = p 1j L(t), j = 1, 2; t ∈ J.
