Abstract. We present a novel approach to fluid simulation over complex dynamic geometry designed for the specific context of virtual surgery simulation. The method combines a surface-based fluid simulation model with a multi-layer depth peeling representation to allow realistic yet efficient simulation of bleeding on complex surfaces undergoing geometry and topology modifications. Our implementation allows for fast fluid propagation and accumulation over the entire scene, and runs on the GPU at a constant low cost that is independent of the amount of blood in the scene. The proposed bleeding simulation is integrated in a complete simulator for brain tumor resection, where trainees have to manage blood aspiration and tissue/vessel cauterization while they perform virtual surgery tasks.
Introduction
The key challenge in virtual surgery simulation lies in the large amount of computer resources required for real-time interactive simulation of complex physics and for realistic haptic and visual feedback. This paper contributes a technique for the efficient integration of a proven and low-cost fluid simulation approach to the context of bleeding simulation for surgery, where the fluid must adapt to the constantly transforming geometry associated with the tissue simulation.
The research presented in this paper was performed in the context of the development of a complete patient-specific brain tumor resection simulator, shown in Figure 1 . The simulator provides haptic feedback for two hands/tools, finite element (FE) tissue modeling and simulation with topological adaptation during resection, and realistic visual feedback including high resolution texturing and lighting, smooth cast shadows, depth of field, lens distortion, and bleeding. The simulator is currently being evaluated in hospitals for resident training.
Significant research efforts have already been targeted at fluid simulation in the context of bleeding for surgery training. Andersson [1] surveys the various fluid effects required by surgery simulation. Our specific requirement, established with clinical partners, was for a model supporting fast and realistic surface blood flow and accumulation over the entire simulated surface of the surgical zone. 4. Blood accumulation and cauterization. 5. Final blood aspiration, bleeding has been stopped. 6. Simulator prototype with haptic tools and stereoscopic display.
Among particle-based fluid simulation techniques, many recent contributions expand on the Smoothed Particle Hydrodynamics method [7] [10] [11] , but such techniques were too slow for our application. Most other solutions are grid-based approaches in either 3D or 2D. In full 3D, good results have been achieved with 3D simulations using cubic interpolated propagation [13] that allows the use of a coarser simulation grid. Among 2D techniques, Basdogan [2] presents a real-time model of blood flow over soft tissues that projects a two-dimensional grid placed over the region of interest of the geometric tissue model. Kerwin [5] uses a twodimensional Eulerian fluid simulation performed on the GPU which is integrated with a volume renderer. Numerous works build on height field (water column) methods where fluid equations are implemented in two dimensions using hydrostatic pressure pipe models [4] [9] [12] . These methods allow for fast computation, wave-like behavior, net fluid transport, and dynamic boundary conditions, but due to their inherent 2D nature their application scope is limited. Such approaches are also used with physically-based erosion simulation models [15] [6] . For gaming, simpler models have also been proposed for fluid simulation on textures [8] . But such methods usually rely on surface parameterizations that could not easily be maintained under major surface topology changes.
In this paper, we adapt the class of water column surface models to the case of complex and deforming/transforming scene geometries by applying them over a layered depth image version of the geometric model produced using a depth peeling approach [3] . The mesh is rendered at each frame into a stack of height maps. Then, an extended version of the GPU implementation of a grid-based fluid model proposed by Mei [6] is used to propagate blood on the surface. The resulting fluid images are used when rendering the deforming geometry to add proper color, shading and elevation to the mesh. This approach brings many benefits:
-By working on images on the GPU, we achieve a fast and low-cost simulation, thus leaving most resources available for other tasks. -Independence from the simulated mesh: by working in image space, we do not need to compute contact with the geometry, but only to be able to render it. We simply need to receive vertex offsets at each frame and a list of changed/new vertices when the topology is modified. In fact, the mesh's physical deformation could actually be simulated on a different machine. -There is no need for a surface parameterization.
-Performance is independent of the amount of blood in the scene.
The remainder of the paper describes how a grid-based fluid model can be efficiently mapped onto a deforming and topology-changing mesh, using a watercolumn model for our application. The integration of the fluid simulation with the rendering as well as the performance of the method are also discussed.
Bleeding Simulation
In order to run an image-based fluid simulation on the deforming surface mesh computed for haptics and tissue simulation, we repeat the following sequence for each frame (Fig. 2) . The mesh is first converted on the GPU into a stack of depth images rendered from a view direction aligned with gravity. We then run the modified column-based simulation on those multiple interconnected depth layers, fetching information from the image stack of the previous frame as the base for the simulation step. We finally render the mesh with the bleeding by using the simulation layers as input texture. During this process, one important challenge is to maintain a mapping between consecutive frames so that inter-frame fluid propagation takes into account mesh displacement and transformation.
Mesh to Depth Maps:
The conversion of the mesh into a depth image stack is achieved by a process called depth peeling [3] : the polygonal mesh is first rendered at a chosen resolution under an orthographic view aligned with gravity and closely encompassing the entire scene. Depth/height rendered from that viewpoint is stored in a floating-point GPU buffer. This process is repeated in a sequence of additional buffers, but each time all the geometry located above or at the previous height map is culled at the fragment/pixel level. We therefore end up with a decomposition of the mesh into a stack of occluding depth layers (color-coded in Fig. 3) . If the 3D model is closed and not self-intersecting, the peeling process will naturally produce an alternation of front and back facing layers. In our implementation, we use the front (upward) facing layers to run the actual simulation, and keep the information of the back facing layers to insure that blood cannot accumulate beyond the upper surfaces of an enclosed area. To accelerate computations, we pack front facing layers in a single texture buffer and back facing layers in another.
Fluid Simulation: The core of the fluid simulation is similar to the work of Mei [6] , but with the added difficulty that fluid must propagate properly between the different layers of the stack representing the model at a given frame and, as previously stated, between the layers associated with consecutive frames as they deform. The equations are also adapted to our application context, but the physics remains the same: cells exchange fluid with their 4 neighbors through virtual pipes, and a flow velocity, or flux, is updated at each frame based on hydrostatic pressure in the virtual pipe between the neighboring cells. Fluid propagation is computed in two rendering steps. After generating new depth layers, a first step computes a set of outflow flux (velocity) textures, setting the amount of outgoing fluid in all 4 directions and properly identifying the depth layer where the fluid must be transferred for each direction, taking into account the amount of fluid available in the cell, and the remaining available height in the target cell. Initial blood amount and flux/velocity are obtained from the last frame textures as described in the next section. Flux equations are controlled by application-specific parameters. For example, in the blood flux computation, we set a minimum amount of blood in a cell before it can be transferred to another one, in order to force trainees to clean tissue surfaces with the suction device. Figure 3 illustrates different cases of inter-layer fluid exchange within a frame. As can be seen in the figure, continuous surfaces can be located on different layers of the depth image stack. When computing output flux for a cell, one target layer is selected separately in each 4 directions. However, a cell can receive fluid from the same direction from multiple neighbors located in different layers (Fig. 3(c) ). The case in Figure 3(b) illustrates that, as blood accumulates, it may be sent to different layers even if the geometry does not change. When computing target layers for fluid output in one direction, we compare the height of the cell (including blood) to the height of neighboring cells (also with blood) of all layers in that direction. By integrating the maximum height (back faces) information in the comparison process, the correct target can be deterministically selected.
The second fluid simulation step computes the resulting amount of blood in a cell by gathering the flux value for each cell into a set of textures representing fluid amounts, and then modifying that value based on new bleeding and aspiration that may occur within that frame. The amount of new blood generated for a given layer cell is obtained from other components of the simulation. In our implementation, the FE volume structure from which the rendered surface mesh is extracted is associated through a fixed parameterization to a set of 3D volumetric textures. A high resolution texture is derived from medical imaging enhanced with synthetic data and provides vascularization information at the given location. Another 3D texture storing cauterization levels is updated locally at each frame based on the location of active cauterization tools. We also tag vertices in the mesh based on their creation or modification time, which correspond to the time of the last tissue cutting. All this information is combined to compute the amount of new blood at each cell. Information on the location and orientation of the blood aspiration tools is passed to the same GPU program to apply suction. Figure 4 shows the content of the flux and fluid amount textures for two simple illustrative models.
Inter-Frame Fluid Propagation:
The depth image layers corresponding to consecutive simulation frames have different shapes since the rendered surface mesh undergoes continuous transformation. We therefore must establish a mapping between these stacks to propagate the fluid and its velocity from frame to frame. To achieve this, each vertex in the geometric model retains its coordinates in the previous frame as a vertex attribute. After the peeling, we render all the vertices into a dedicated floating-point texture to store that information for the next frame.
During the fluid simulation step, a texture position and depth in the previous frame's depth image stack is computed for each cell to allow texture fetches in the previous frame data. This position is produced on the GPU by interpolating the spatial position of the surrounding vertices in the last frame. Since the texels are generally not aligned between frames, proper sampling and filtering must be applied when fetching values from those previous frame texture stacks to avoid any aliasing effect, as well as to account for discontinuities between layers that might lead to inconsistencies in the simulation. When fetching values in the previous frame stack, all layers are sampled and depth values in the stack are used to prune out invalid samples.
Bleeding Rendering: During the final rendering, blood information is fetched from the simulation results using a custom texture filtering approach similar to the one used in inter-frame propagation, since the changing observer viewpoint does not in general match the fluid simulation viewpoint and texture resolution. At that stage, we first displace the vertices on the GPU to account for the amount of blood at that location. This is mostly a simple step, but in areas at risk of numerical uncertainty errors, such as areas where the mesh is almost aligned with gravity (e.g. the left side of the surface in Fig. 3 ), a validation test is applied to insure that the displaced mesh is coherent with the elevation computed by the image-based simulation. This allows for example multiple vertices located on a vertical wall to be displaced to the same position when under the fluid surface. For meshes that are too coarse to support this approach, we have experimented with surface subdivision in a GPU geometry shader based on PN triangles [14] . This allowed the mesh displacement to be sufficiently fine, and reduced performance only slightly more than if using the finer mesh without GPU subdivision. To deal with lighting in areas where the blood has accumulated, we compute on the GPU a set of n surface normal maps (one per front-facing layer) by taking the derivative on the n layers of depth map, again taking into account the surface connectivity between the maps. These normals progressively replace the ones computed from the mesh as a factor of blood accumulation. Such normal maps are displayed in Figure 4 . In the same manner, we blend the original tissue color with the blood color as a function of the amount of fluid. The blending parameters are variables in the simulator.
Results and Discussion
For the results discussed here (Fig. 1) , we used a stack of five depth layers, three front facing and two back facing, and a monoscopic final rendering window at 1280 × 1024 resolution. Tests were run on a quad-core Intel i7 PC and with one core of a NVIDIA GeForce GTX 295 GPU. Figure 1 illustrates the typical steps followed by a trainee learning to perform cauterization and aspiration for hemostasis during tumor resection. Videos are available at http://Neurotouch.ca. Since the mesh may need to be rendered with the fluid many times per frame due to special effects such as cast shadows, times required for fluid propagation and rendering are given separately. For the 128 × 128 simulation grid used in the videos, the fluid simulation time is of 3.2 ms per frame + 1.7 ms for rendering of the global scene including the vertex displacement of a 30K polygon deformable surface mesh. With much larger 512 × 512 blood and depth textures, bloodrelated simulation time only increases to 9 + 4.4 = 13.4 ms. As can be seen from those numbers, the algorithm allows interactive simulation of the bleeding process at a relatively large simulation resolution. But for our application we get a bleeding that is more realistic by using smaller textures and better texture sampling/filtering at the final stage of rendering. This allows blood to propagate more quickly and at a more realistic granularity given the surgery scale (3-5 cm). Alternately, one could run two iterations of fluid simulation for each iteration of rendering. The complete visual simulation including bleeding, shadows and depth of field effects runs at a refresh rate of 60 Hz with more than 15 rendering passes per frame.
The current approach does have some limitations. Performance will diminish rapidly as the number of required layers increases, so the technique may not be practical for very intricate geometric models. This is due mainly to the fact that the custom texture filtering associated with the rendering and inter-frame texture fetches require comparison and combination of all layers in the stack. There would also be a benefit in expanding the method to be able to change the viewpoint for the depth peeling, to increase the rendering quality when observer viewpoints are too far away from the gravity axis. Finally, the vertex displacement approach used for the final rendering can lead to discontinuities in the geometric mesh in specific cases. These issues do not affect the validity of the simulation, but can lead to visual artefacts that need to be mitigated by modifying color and normal attributes on the mesh. This will happen when an enclosed pool of fluid gets filled and a part of the mesh closes on itself due to the blood displacement (e.g. Fig. 3(b) ). A vertex displacement strategy also makes it difficult to assign different levels of transparency to the fluid columns in the final rendering, which may be an issue for rinsing/dilution simulation.
Conclusion
We have presented a method to efficiently integrate grid-based surface fluid simulation to context of neuro-surgery simulation. The proposed technique allows the realistic simulation of surface bleeding, including aspiration and cauterization, over the entire operating field at a low computational cost. Future work will include the implementation of a ray-traced final render pass to allow a more complete set of visual features for the bleeding simulation, thus enabling the simulation of other important aspects of surgery. Jet bleeding and fluid falling from overhangs could be added using localized special effects or small amounts of particles at relatively low cost. Finally, the method proposed here could be adapted to other contexts, from gaming to scientific simulation.
