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Abstract: One of the most toxic pollutant gases produced by fossil fuels is carbon monoxide. Hence, the accurate 
and regular estimation and control of CO in the cities such as Tehran is inevitable. In this research, for the first 
time, CO concentration in ambient air was predicted based on 12 important urban and meteorological parameters 
by neural network. Also, the sensitivity analysis of the factors that effect on the concentration of carbon monoxide 
in Tehran was investigated based on the pollutant concentration predictive model. In this research, the daily 
statistical data of Tehran metropolis over the course of five consecutive years from 12 factors affecting the amount 
of carbon monoxide in Tehran, such as population, density, precipitation, temperature, urban traffic, wind speed, 
gasoil consumption, moisture, air flow, effective vision and air pressure was used. Based on this database, the 
artificial neural network with the best possible algorithm had been trained to predict this contaminant and root 
mean square error of model was equal to 2.54. Then, sensitivity analysis was done to find the most effective factor 
on the concentration of carbon monoxide, urban density and air pressure. In order to control this hazardous 
contaminant in urban management, these parameters should be taken into account. Based on the result, by 
preventing the construction of high towers in Tehran, wind speed average will increase and increasing in wind 
speed (25%) caused to reducing in carbon monoxide concentration (about 12%). Also, prevention of urban density 
(25%) will cause to prevention of increasing CO concentration (about 10%). 
Keywords: Carbon monoxide; Sensitivity analysis; Artificial neural network. 
 
 
1. Introduction 
 
Experiments and prediction in environmental issues are important. Water, wastewater and air pollutions are the 
main subjects of environmental engineering. Many researchers study this subject in recent years. Air pollution has 
become an undeniable problem in many countries. The world's policy makers, especially in the United States and 
Europe, have drafted international laws and treaties to reduce air pollution [1–3]. The rapid growth of countries' 
economies through industry and non-compliance with the international laws have exposed these countries into air 
pollution as a global environmental challenge [4]. One of the toxic and dangerous air pollutants is carbon monoxide, 
produced by incomplete combustion of hydrocarbons [5]. The sources of entry of this greenhouse gas can be 
different sources like as the car exhausts, steam boilers, smoke and tobacco and incorrect use of generators and 
charcoal furnaces [6, 7]. 
This highly dangerous gas can have a great destructive impact on human health, for example, its hazardous 
effects on respiration can be noted [8–10]. Tehran is the largest city in Iran. It also is polluted due to the expansion 
of residential areas caused by urbanization and rapid population growth [11, 12].  
In recent years, artificial neural network was used in environmental phenomena prediction [13]; especially in 
air quality prediction. Boznar et al. first predict SO2 concentration by this method in Slovenia industrial are as in 
the early 1990s [14]. Then, after studying the relationship between carbon monoxide dispersion and transport 
parameters using artificial neural network, Dorzdowicz in 1997 presented a model for predicting the CO 
concentration using an artificial neural network [5]. In addition, Gardner and Dorling, in 1997, used a multi-layered 
perceptron neural network in the central part of London to predict nitrogen oxide and nitrogen dioxide 
concentrations [15].  
In the past researches, the effect of different parameters on the dependent environmental variables have been 
investigated [16–21]. A lot of studies were conducted on sensitivity analysis to determine the effect of each 
parameter. For instance, a study by Banimahd et al (2005) used the sensitivity analysis for the soil behavior and 
obtained acceptable results [22]. Moreover, Yeh (2007) conducted research on the modeling of slump ﬂow in 
concrete using second-order regressions and artiﬁcial neural networks, this research showed that artificial neural 
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network models can be used for numerical experiments and sensitivity analysis can be done on the parameters by 
this methods [23].  
According to previous research, the simultaneous effect of urban parameters and meteorological parameters on 
the air pollution has not been studied so far. Previous research only provided an air pollution prediction model 
with limited factors. Also, they did not determine the important factors affecting carbon monoxide concentration. 
In this paper, for the first time, 12 urban and meteorological parameters affecting the CO concentration in 
Tehran metropolis are investigated. The 12 important parameters affecting the air pollution studied in this paper 
are urban traffic, rainfall, population, air humidity, wind speed, gasoline and gasoil consumption, air pressure, 
temperature, urban density, air traffic, and urban green space. In this study, using data collected on a daily basis 
for 5 years by stations located in the city predicts the carbon monoxide concentration through artificial neural 
network. In this study, carbon monoxide concentration modeling was designed with the least error, and the closest 
model was presented to the reality. For the first time, the factors influencing the increase of CO concentration have 
been determined by sensitivity analysis to reduce the amount of this toxic and dangerous pollutant. 
 
2. Materials and methods 
 
2.1 Location  
Some previous environmental papers worked on case studies [24,25]. In this research Tehran was selected as a 
case study. Tehran is located at 35 degrees 35 minutes to 35 degrees and 48 minutes of North latitude and 51 
degrees and 17 minutes to 51 degrees 33 minutes of East longitude with an area of about 800 square kilometers 
and with 22 municipalities. The population of Tehran is over 8 million. This city is bounded from the North to the 
central Alborz Mountains and from the South to the Northwest margins of the central desert of Iran, and is bounded 
from the East to Jajrood Valleys and from the West to Karaj Valleys.  
 
2.2 Data collection 
One of the most important issues in the artificial neural network is the provision of the initial data for network 
training, and the ability of the neural network to respond to the new issues largely depends on the initial data. 
Therefore, it is necessary to collect data that is relevant in terms of the mechanism to the desired output and also 
to the extent that the network is well trained so that it can have sufficient generalization power. In research papers, 
the data can be prepared from the experiments in laboratory or the site [18, 26–28]. As a result, the data have been 
collected daily for five consecutive years. In this study, 12 parameters affecting the increase of carbon monoxide 
concentration in Tehran have been investigated. These include urban traffic, rainfall, population, moisture, wind 
speed, gasoline and gasoil consumption, air pressure, temperature, urban density, air traffic, and urban green space. 
The statistical data has been collected from 2012 to 2016. These 12 parameters are statistically categorized into 
two categories of urban parameters like as population, density, green space, etc., and meteorological parameters 
like as temperature, air pressure, wind speed, etc. Urban parameters have been collected daily from Tehran's 
Central Statistical Center and meteorological parameters were collected by Tehran weather stations. Furthermore, 
the CO concentration monitored by Tehran Air Quality Control Company has been monitored and collected daily.  
 
2.3 Data normalization 
In some previous researches, the data have been investigated or normalized before modeling in order to reaching 
to the best optimization or prediction [29–31]. Some parameters affecting the CO concentration change in different 
seasons, such as rainfall, temperature and moisture, and since data is recorded on a daily basis, data input is 
normalized to help training of artificial neural network. Data normalization is a process to standardize it. In this 
way, the data will be matched to each other. This method is only suitable for the use in and modeling smart methods, 
since during the training of the smart grids, the numerical learning rate is diminished, and if output of the model 
changes are not significant in a few rounds of training, the learning process stops. Many of the techniques used to 
test the statistical assumptions, such as regression and parametric tests, have several initial assumptions. If these 
assumptions are not met, the results cannot be guaranteed with the accuracy desired. One of the most important 
assumptions is to have a normal distribution of an independent or dependent variable in the absence of which, the 
use of statistical techniques is endangered. Assume that by using graphing methods and good fit tests, this 
assumption was checked and the normalization of some variables was rejected. However, we have a variable that 
doesn’t have a normal distribution and we want to convert it with the appropriate method to transform the 
observations of the variable normally distributed. If the assumption of normalization is rejected, at first, the 
pertinent observations or errors in the data should be identified. To detect the pertinent observations, Chebyshev 
Boxed and Inequal Diagrams or Tests of Distribution Free can be used. After the removal of the pertinent 
observations, data distribution may be normalized immediately. Therefore, data normalization was done by Box-
Cox transformation. 
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2.4 Artificial neural network 
An artificial neural network is built on the basis of a computational unit called perceptron. Scientists have 
introduced artificial neuron by natural neuron Inspiring. Three basic components of weight (w), bias (b) and the 
stimulus (f) function are in neural network. These three components are unique to each neuron, using this artificial 
neuron to respond to its inputs.  
The algorithm used in this research is to model the feed-forward back propagation problem which is shown in 
Figure 1 as a schematic image of this algorithm. In an artificial neuron, depending on the problem, we can use 
various propulsion functions that can be linear or nonlinear. The function used in this research is LOGSIG. This 
function is expressed by the general equation 1. 
 
a = f (n) = 1
1+e−cn
  ,  c >0                                                                                                                                      (1) 
 
 
Figure 1. Feed-forward back propagation Algorithm of ANN 
 
In this research, the data are divided into two dependent and independent categories. Air pollution data 
introduced as dependent data and 12 parameters affecting carbon monoxide concentration introduced as 
independent data were reported daily to the network. In order to train the neural network, 10% of the data was 
separated. The rest was used as neural network input, which was trained to training, validation, and TEST 
categories with ratios of 75, 15 and 15 percent. There are also statistical indicators like Mean Absolute Error 
(MAE), Random Error (R2), Root Mean Square Error (RMSE) and Mean Squared Error (MSE) used for evaluating 
performance of network, in learning process [2] .  
 
2.5 Sensitivity analysis 
The purpose of the sensitivity analysis is to examine the rate of output variation for minor variations in the input 
data. As presented in the proposed algorithm, the search has been done to select an optimal neural network with 
an appropriate response from the perspective of the estimation error. In order to analyze the sensitivity of the 
network, the following process has established the results of which are presented. At first, the network selection 
was performed with a number of specific layers, then some data was selected as random samples of the test. In the 
next step, for the simulation, performance and output tests, an estimation was done for each item of the test data. 
Then, each of the characteristics of the test data with the normal distribution function was audible. There were 40 
test data in this study, and each data element had 20 parameters that affect air pollution. Then, in order to verify 
the output sensitivity to curve 1 in the table of the values of the 40 items, 40 × 100 new values were generated. 
These values are with average initial values of 10%. A neural network was then evaluated for every 4,000 new 
samples, and the deviation of new responses or initial network responses was obtained for 40 test data. This amount 
of distortion will be plotted in terms of the percentage of noise entered into the input. This process is repeated for 
the 20 transition parameters affecting the Tehran’s air pollution and the sensitivity of the network is plotted for 
changes in each characteristic. Equation 2 represents the function used in sensitivity analysis. 
 yn =  f(x1 + x2  + x3  +  … … +  x12)  yn +  ∆yjn =  f(X1n + ∆X1jn +  X2n + … … + X12n )                                                                                             (2) 
 
where y represents the amount of contamination, ∆X =  ±10% Xn, j = 1 − 100 Represents the number of random 
reproduced. x1 is traffic, x2 is temper, x3 is precipitation, x4 is humidity, x5 is wind speed, x6 is visibility, x7 is 
petrol, x8 is gasoline, x9 is airport, x10 is population, x11 is dense and x12 is pressure.  
 
3. Discussion and results 
 
Normally, the logarithmic transformation makes the normal data distribution. This is clearly apparent from the 
four examples of histogram data in Figure 2. The volume of data in this study was very high, it made it possible 
to checking histograms of data and normalized graphs or QQ Plot for normalization. Diagram A represents the 
79
F. Qaderi et al. Journal of Modeling and Optimization 2019;11(2):77-85
wind speed, which indicates that the maximum wind speed is between 0.8 and 1.3 meters per second, Diagram B 
represents the air pressure in Tehran, with the highest statistical pressure of 6.76 and Diagram C represents the 
moisture of the city of Tehran, monitored daily by observation stations over the course of five consecutive days. 
As can be seen, the highest moisture density is between 3.2 and 3.8. 
 
 
Figure 2. Illustration of Histogram diagram, traffic, humidity, wind speed and fuel 
 
Figure 3 shows the amount of carbon monoxide concentration changes for 5 consecutive years. These changes 
were collected by 45 air pollution monitoring stations. The closer stations to the city center, the higher the 
concentration is as a result of crowded traffic and traffic jams. As it can be see, in October, CO concentration 
increases considerably, due to the sudden drop in temperature in Tehran and the arrival of winter. And the lowest 
carbon monoxide concentrations are in May each year. The average carbon monoxide concentration is 36.61 ppm 
in 2012, 38.52 ppm in 2013, 40.22 ppm in 2014, 38.73 ppm in 2015, and 40.21 ppm in 2016. Thus, this diagram 
represents the fact that in the cold seasons, the CO concentration increases, which actually increases with the 
decrease of the temperature and decreases with the increase of the temperature. 
 
 
Figure 3. CO concentration changes for 5 years period  
 
Modeling of carbon monoxide concentration was done using artificial neural network. It this research, the feed-
forward back propagation was used. Then, repeated attempts were done and errors were made in selecting the 
number of intermediate layers and the number of neurons to select the optimum neural network for CO 
concentration prediction, and in each layer, different functions such as TanSig, LogSig and Pureline were 
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performed. The MAE, R2, RMSE and MSE errors were extracted for each test performed in the function and 
number of different neurons. Among the 415 tests, the lowest error was found to be 2.54. Among the 415 tests, the 
feed-forward back propagation algorithm with TanSig function and 3 intermediate layers was selected and 10 
neurons were in the first hidden layer, seven neurons were in the second hidden layer and the third hidden layer 
had three neurons. This mode has lowest error value. As a result, this network is the best way for prediction of CO 
concentration in the Tehran air. 
As shown in Figure 4, in the process of training, the network first has been trained with regard to input 
parameters, then, the average square error of the error has decreased and the generalization power has also 
increased. When the network begins to fix an error to a constant value, this progress goes downward because the 
goal is to increase the generalization power. Where the network begins to fix the errors to a constant value, the 
training should be disconnected, and is the method of crossover weighting. Epoch’s number is specified in 
horizontal axis. In each epoch, the inputs are initially applied and the result is created, and then error values are 
calculated and the correction in network parameters were done based on error rate. 
In Figure 5, the time series of carbon monoxide concentration is observed and time series caused by model is 
shown in the time interval of test data and network accuracy is seen, obviously. Error rate of best training of 
network, were respectively 0.17, 0.03, 0.13, 0.99 for R2, MAE, RMSE and MSE. This model is predicted CO 
concentrations in Tehran, carefully. 
 
 
Figure 4. Result of training of neural network in Train, Validation and Test 
 
 
Figure 5. Comparison between CO concentration in model and real values  
 
According to Figure 6, the most suitable network was obtained with three hidden layers and with a correlation 
coefficient of 0.663. There were 10 neurons in the first layer, seven neurons in the second layer and three neurons 
in the third layer, respectively. To obtain this result, coding in MATLAB environment was used. In Figure 5, the 
horizontal axis of the measured data is observed on the vertical axis of the predicted data by the neural network 
based on the inputs. 
Figure 7 consists of 12 graphs, and each of which shows the sensitivity of various parameters affecting the air 
pollution of Tehran. The horizontal axis of the graphs represents the magnitude of the percentage of variations in 
each of parameters. All parameters were reconstructed randomly and with a normal distribution with a mean of 0 
and a standard deviation of 10%. Then, in each parameter, the output value is obtained for the reconstructed data 
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and compared with the initial output, and the percentage of the error estimate is shown in the vertical axis. As it 
can be seen, the amount of rainfall, effective vision and temperature are low due to the fact that the rate of change 
between the initial data and the reconstructed data is very low and the graph has changed linearly, which has the 
least effect on the Tehran’s pollution. In Graph 3, the parameters of wind speed, air pressure and density parameters 
have not only changed nonlinearly, but also the degree of variation in the vertical axis, which indicates the error 
rate between the initial data and the reconstructed data, is very high, resulting in the highest sensitivity. They have 
the highest effect on Tehran’s air pollution. 
 
 
Figure 6. Distribution of predicted CO concentration through the model 
 
 
Figure 7. Sensitivity analysis of parameters affecting Tehran’s air pollution 
 
As stated earlier, wind speed, air pressure, and density have the most effect on the pollution of Tehran. Figure 
8 and Table 1 show the increase of the wind speed, air pressure, and urban density in Tehran. According to the 
observations, as the wind speed increases, the CO concentration decreases so that by increasing the wind speed by 
10%, the CO concentration decreases by 9.96%. According to Tehran's meteorological data, the average wind 
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speed monitored before the last 10 years has been 2.38 and over the past 10 years, it has been 1.92 meters per 
second and over the past five years, it has reached to 1.62 meters per second. One of the major causes of wind 
speed is the construction of uncontested high-rise buildings in Tehran, which is like a barrier to the flow of winds 
and prevents the increase of wind speed entering the city. Air pressure is one of the most influential parameters of 
Tehran’s air pollution. Considering that the temperature of pollutants is higher than the air temperature on the 
ground, the pollutant moves upward and to the higher altitudes and this upward movement continues till the air 
temperature gets higher than the pollutants temperature and at that point, there will be an accumulation of different 
pollutants. Therefore, with the increase of the height, the air pressure decreases and the concentration level of 
pollutants gets higher. This graph proves this issue in Tehran. The amount of urban density at hectare level in 
Tehran is one of the most effective parameters of pollution concentration in Tehran. As it is shown in this graph, 
with increasing the urban density, the concentration of pollutants also increases, so that by increasing the urban 
density to ten, twenty-five and fifty percent, the concentration of the pollutants increases by 1.96%, 10.81% and 
13.08%, respectively. 
 
 
Figure 8. Validation of the most significant parameters of Tehran’s air pollution  
 
Table 1. Analysis of the most influential factor in Tehran's air pollution 
%50 %25 %10  
-12.77 -12.74 -9.96 Wind speed 
13.08 10.81 1.96 dense 
-9.89 -7.25 -7.16 pressure 
 
So far, the conducted studies to reduce the air pollution have had several shortcomings so that without following 
the urban management policies, and preventing urban pollution through risk management and air pollution control, 
only provided passive and cross-sectional responses to the increase of air pollution. The results of such studies 
have not been used by the scientific support system in the management decisions to reduce the air pollution. 
Therefore, due to the importance of reducing the air pollution, the applied analysis of the findings of the artificial 
modeling and sensitivity analysis of the factors influencing the air pollution increase in Tehran city are presented 
in Table 2, using daily data obtained from monitoring the CO concentration in 45 air pollution measurement 
stations in Tehran. Among parameters affecting the concentration of carbon monoxide, 6 parameters are directly 
controlled and managed by humans. These six parameters include urban density, air traffic, population, gasoline 
and gasoil consumption and urban density of Tehran. If any of these parameters are properly managed and 
controlled, the concentration of toxic and hazardous carbon monoxide contaminants in the city will be reduced. 
Each of these six parameters, respectively, urban density, gasoline consumption, population, gasoil consumption 
and traffic volume and air traffic have greater sensitivity and effect on increasing the CO concentration. This table 
increased each of these parameters using the model that was trained in the artificial neural network by 10%, 25% 
and 50%, and presented the rate of change in carbon monoxide concentration for each parameters, so that if the 
gasoline consumption in this city increases by 25%, the CO concentration will increase by 7.25% or if the 
population of Tehran increases by 10% in the coming years, the CO concentration will increase by 0.8%. In another 
case, if the mass production of urban traffic increases by 50%, the CO concentration in the city will increase by 
3.45%. Therefore, as a result of the correct and practical method for controlling the CO concentration in Tehran, 
the parameters should be controlled according to their priority to reduce the concentration of carbon monoxide, to 
develop the urban management and human social interactions, and make sustainable development in the air 
pollution of Tehran. The appropriate results of this study are so that this template can be used in the air quality 
management support system to achieve the ultimate goal of optimal urban transport management in Tehran 
metropolis. 
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Table 2. Analysis of human factors effect on Tehran’s air pollution 
%50 %25 %10  
13.08 10.81 1.96 dense 
8.54 7.25 0.9 Gasoline 
8.08 3.07 0.8 Population 
3.60 1.78 0.7 Petrol 
3.45 1.6 0.5 Traffic 
2.71 1.54 0.66 Airport 
 
4. Conclusion 
 
Tehran’s Air pollution is one of the serious problems in this metropolis. Management issues in metropolises is 
always based on this phenomenon to prevent its dangerous effects by providing executive and economic solutions. 
In the present study, to control the CO concentration in Tehran, 12 factors were studied. The data obtained was 
used as the input data for prediction. A neural network was then used to predict the carbon monoxide concentration 
and sensitivity analysis was performed on these 12 parameters. The most effective parameters were determined to 
be wind speed, urban density and air pressure. The study showed that with an increase of only 10% of the wind 
speed in the city, 9.96% of the carbon monoxide concentration reduced, while the skyscrapers and towers reduced 
about 15.62% of the wind speed over the past 10 years. As a result, with a municipal administration, it is possible 
to reduce the CO concentration by reducing the height of some towers in areas where the inflow of wind dominates 
the city. Also, the amount of urban density greatly affects the CO concentration. Thus, in the densely populated 
areas of Tehran, the CO concentration is very high and the research has shown that if the urban density is increased 
by only 25%, the CO concentration increases by 10.81%. It causes irreparable damage in the long run. 
Consequently, in order to control CO concentration in Tehran, it is necessary to pay attention to three factors of 
urban density and wind speed in the city. 
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