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We consider a nonlinear evolution equation on a Banach space X for which 
the origin is an equilibrium point having a saddle point structure. We give a 
condition guaranteeing that, for a certain neighborhood B, of the origin and 
for any initial point belonging to B, but not to the stable manifold, the corre- 
sponding solution not only leaves B, but, after a certain time t*, never returns. 
INTRODUCTION 
In this paper we are going to consider the Cauchy problem 
(1) 
Here, u(t) and 4 lie in a Banach space X; A is a densely defined closed linear 
operator from X into X; and g is any P-smooth function defined on all of X 
with range in X. We shall assume that A is the infinitesimal generator of a 
strongly continuous semigroup {T(t)} of b ounded linear operators mapping X 
into X. Hence, as we shall explain, Eqs. (1) possess a unique mild solution u(4) 
defined on some interval of the form [0, s(+)) where 0 < s(4) < + co. In this 
sense Eqs. (1) generate a nonlinear strongly continuous semigroup {U(t)} on X. 
We shall also assume that g(0) = 0. Thus, the origin I/ = 0 in X is an equili- 
brium point of (1). With suitable additional assumptions concerning A and g 
we will find that near the origin the phase portrait of (1) has a saddle point 
structure with stable and unstable manifolds M+ and M-. In particular, under 
our assumptions, M- is finite-dimensional and AL?+ has the appropriate finite 
codimension. 
By virtue of its being a stable manifold, Mf also has the following property. 
For any open neighborhood B, of the origin in X there exists an open neigh- 
borhood B, , 0 E Bl C B, , such that (i) if 4 E Bl n M+, then ~(4) = +co, 
U(t) 4 E B, for all t E [0, + co), and U(t) $ ---f 0 as t --f + co; (ii) if 4 E B,\M+ 
then there is a number t, E (0, s(b)) such that U(tl) 4 $ B, . (See Theorem 3.1 
below.) 
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With this in mind we choose any element $ E B,\MT and we consider the 
asymptotic behavior of ~(4) in relation to B, and the origin $ = 0. We already 
know that there exists a time t, E (0, s(C)) such that U(t,) 4 $ B, . Now we ask: 
Does there exist a number t* E (0, s(4)) such that for every t E [t*, s(+)) we have 
L’(t) (b $ B, ? If there does exist such a number t*, then the origin # : 0 does 
not lie in the w-limit set of ~(4) and, hence, we can say that the origin plays no 
significant role in the asymptotic behavior of u($). 
In this paper we shall give a condition quaranteeing that, for a certain open 
neighborhood B, , 0 E B, C X, and for any + E B,\M., there exists a t* E (0, s(C)) 
such that for every t E [t*, s($)) we have U(t) $ $ B, . We state this condition 
under the heading (I,) in Section 4 below and, for convenience’s sake, we also 
state it here. The condition is this: There exists a continous function l-: AY --f R 
such that, if $ is any element in X and if 4 is not an equilibrium point of (I), 
then 1.( L;(t) 4) < V($) for all t E [0, s($)). 
It is easy to verify that the function V whose existence is stipulated in (IJ 
must be nonincreasing along each orbit of (1). For this reason one can say that 1 7 
is a Liapunov function for Eqs. (1). However, we note that our condition places 
no restrictions on the sign of V. 
Our main objective in this paper is to prove that the condition we have just 
stated does indeed guarantee the required asymptotic behavior for solutions 
~(4) with 4 E BJM--. 
The plan of our work is as follows. The precise hypotheses governing Eqs. (1) 
are stated under the headings (I&OS) in Section 1, (I,)-( Is) in Section 2, and (I,) 
in Section 4. Our principal result for Eqs. (1) is Theorem 4.1 in Section 4. This 
is the result we have already described. 
In Section 1 we use Eqs. (1) to generate the nonlinear semigroup ill]. 
Following a recent paper by Pazy [14], we introduce the concepts of a strong 
solution and a mild solution for (1). {U(t)} f 1s ormed from the mild solutions. 
In this connection we note the paper [15] by Segal. 
Sections 2 and 3 concern the saddle point structure associated with Eqs. (1). 
In the recent literature there are several works dealing with nonlinear saddle 
point behavior in a Banach space [I, 4, 9, 10, 121. Taking these works into 
account our treatment in Sections 2 and 3 will be very brief. 
In Section 2 we develop certain spectral properties of the linear semigroup 
(T(t)) generated by A. The outcome of this development is a linear saddle point 
structure for {T(t)]. Our treatment in Section 2 is very much motivated by the 
work of Hale [8]. 
In Section 3 we develop the nonlinear saddle point structure of Eqs. (1). In 
particular, we state those properties of M+ and M- necessary for our proof of 
Theorem 4.1. The material in Section 3 closely parallels the classical treatment 
of saddle point behavior in the theory of ordinary differential equations. This 
close analog is possible by virtue of the results obtained in Section 2, particularly 
formulas (2.1)-(2.3). 
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Section 4 is the central portion of this paper. Here, as already indicated, we 
introduce Hypothesis (I,). Following this we state and prove our main result, 
Theorem 4.1. 
In Section 5 we present an application of Theorem 4.1. That application 
involves the nonlinear parabolic problem 
~=~jp(x)~j+p(x)u+h(x,u) (O<x<7r,O<t<s), 
g (0, t) = ; (77, t) = 0 (0 < t < s), 
4x, 0) = $(x) (0 e x < 57). 
Our investigation of Eqs. (2) stems from our previous work [5], in which we 
studied the asymptotic behavior of solutions of 
au - a”u Jrf(x, u) at - ax2 (0 < x < T, 0 < t < s), 
g (0, t) = ; (77, t) = 0 (0 < t < s), (3) 
4% 0) = 4(x) (0 < x < 7r). 
In Section 5 we will use Theorem 4.1 to study Eqs. (2) and (3). 
1. THE SEMIGROUP (U(t)} 
We let R denote the real number system. X is a real or complex Banach space 
with norm I/ 11 . For any 4 E X and any r > 0 we let B(+; r) be the open ball in X 
centered at $ and having radius Y. When $ = 0 we shall abbreviate notation by 
letting B(r) denote B(0; Y). 
Let D be a linear manifold dense in X and let A be a closed linear operator 
mapping D into X. Also, let g be a function mapping X into X. We shall impose 
the following hypotheses on A and g. 
(II) A is the infinitesimal generator of a strongly continuous semigroup 
(T(t)} of bounded linear operators taking X into X. 
(I,) g is continuously differentiable on its domain X. 
(IJ g(0) = 0 and g’(0) = 0. 
For any C#I E X we can consider the initial value problem 
e(t) = Au(t) + g(W), 
u(0) = 4. 
(I.la) 
(l.lb) 
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Along with (1.1) we can also consider the integral equation 
u(t) = T(t)# + it T(t - T)~(u(T)) d7. 
‘0 
( 1.22 
Following Pazy [14] we shall now introduce the notions of strong and mild 
solutions of (1 .l). 
By a strong solution of (1.1) we mean a function u mapping an interval 
[O, s), 0 < s < + co, into X such that (i) u is continuous on [0, s); (ii) u(0) - 4; 
(iii) u(t) E D for all t E (0, s); ( iv u is continuously differentiable on (0, s); (v) u ) 
satisfies (I. I a) on (0, s). 
By a mild solution of (1.1) we mean a function u continuously mapping an 
interval [0, s), 0 < s S. + CO, into X such that u satisfies (1.2) on [0, s). 
The relationship between the concepts of strong and mild solution is discussed 
in [14]. 
In most of what follows we are going to discuss mild solutions of (1. I). Using 
(II), (Ia), and (1.2) one can prove that, for each (b E X, Eqs. (1.1) have a unique 
noncontinuable mild solution ~(4). This solution is defined on an interval of the 
form [0, s(4)) where 0 < s(d) < +CO. Moreover, if 4 E D then u(4) is a strong 
solution of (1.1); in fact, ~(4) is continuously differentiable on [0, s(4)) and u(d) 
satisfies (l.la) on [0, s($)) [15, p. 353, Theorem 3 and Lemma 3.11. 
Thus, Eqs. (1.1) generate a strongly continuous semigroup (C’(t)) on -\-. 
Specifically, U(t) + =der ~(t; 4) for all C$ E X and all t E [0, ~(4)). 
Solutions of (1.1) are continuous with respect to initial data. More precisely, 
we have the following proposition. 
PROPOSITION 1.1. If 4 E X, if t, E [0, s(4)), and if E > 0, then there esistst 
a number 8 > 0 such that for any 6 E B(4; 6) we have s(d;) >. t, and 
!I Zr(t)$ ~~ l=(t)+ 11 < <for al2 t E [0, tJ. 
The proof involves (II), (I,), and Eq. (1.2). We shall use Proposition I .1 in 
Section 4 below. 
For each C$ E X we shall let ~(4) denote the orbit of the solution u(+). That is, 
y(4) = {U(t) 4: 0 < t < s(4)). 
By an equilibrium point for (1 .l) we mean an element J/ E X such that 
~(4) -~ + x, and U(t) # = 4 for all t E [0, +a). From the condition ~(0) L= 0 
in (I,) it follows that the origin $ = 0 is an equilibrium point for (I .I). 
2. AN EICENSPACE DECOMPOSITION FOR {T(t)] 
iVe are going to study the spectral properties of {T(t)}. In this connection we 
introduce the following hypothesis concerning A and {T(t)}. 
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(I*) There exists a number a, 3 0 such that for each t E [a, , + a) the 
operator T(t) is compact on X. 
(15) The point spectrum Pa(A) of A contains at least one eigenvalue with 
positive real part and no eigenvalue with zero real part. 
We point out some consequences of (IJ. For a given t > a, consider the 
spectrum u(T(t)) of T(t). From known results in functional analysis [ll, p. 182, 
Theorem 5.7.31 it follows that u(T(t)) can be represented as the union of the 
point spectrum Pu(T(t)) and the complex number zero. It also follows that 
Pu( T(t)) is finite or countably infinite and that zero is the only possible accumula- 
tion point of Pu(T(t)). 
Next we consider I%(A). Let p be any nonzero complex number and choose 
any number t > a, . Then, p E Pu(T(t)) if and only if there exists a number 
h E Pa(A) such that t.~ = exp(ht) [II, p. 467, Theorem 16.7.21. Therefore, 
Pa(A) is finite or countably infinite. Also, given any real number b, there exist 
at most finitely many elements h E Pu(A) such that Re(h) > b. 
With this in mind we recall (IJ and explore its consequences. Henceforth we 
shall let /II denote the (nonempty) set of all eigenvalues h E Pa(A) such that 
Re(A) > 0. For any t E R we let exp(tA) denote the set {exp(tA): /\ E /.I}. If 
t~[O,+~~)andifSCXthenbyT(t)IS we mean the restriction of T(t) to S. 
Using arguments of the type employed by Hale [8, pp. 296-2991 one can prove 
the following theorem. 
THEOREM 2.1. There exists a unique pair of closed linear subspaces P and Q 
in X such that (i) P is jinite-dimensional; (ii) P n Q = (0) and P @ Q = X 
where @ denotes direct sum; (iii) P and Q are each invariant under the semigroup 
{T(t)}; (iv) for any t > a, the spectrum of T(t) 1 P is the set exp(tn); (v) for any 
t > a, the spectrum of T(t) / Q is the set u(T(t))\exp(tA). 
Indeed, P is obtained from the generalized eigenspaces associated with the 
eigenvalues in (1. 
From (i), (iii), and (iv) in Theorem 2.1 it follows that the restriction of {T(t)} 
to P can be uniquely extended to form a strongly continuous group of bounded 
linear operators taking P into itself. Thus, for any t > 0 and any 4 E P the ele- 
ment T(--t) 4 is unambiguously defined. 
Since P and Q are complementary subspaces in X, there exists a unique 
continuous linear projection operator Il, mapping X onto P such that the pro- 
jection I7, =defI - 171 has range Q. 
We wish to note certain growth properties of { T(t)} on P and on Q. Specifically, 
let 01 > 0 be such that Re(X) > 01 for all h E /1. Then, there exists a constant 
K,(a) > 1 such that 
II T(--t)+II ~~I(4e-~tl/~/I (0 < t -=c +a) (4 E P). (2.1) 
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Similarly, let p > 0 be such that Re(h) < --/I for all h E Pu(A)\fl. Then, there 
exists a constant K&3) 3 1 such that 
(0 < t c: +m) Cd E $2,). (2.2) 
Both of these results can be deduced from a theorem given by Hale [8, p. 298. 
Theorem 11.11. 
Following Hale [8] we can refer to the pair (P, Q) as the eigenspace decomposi- 
tion of S associated with A. Now we shall indicate how this decomposition can 
be used to study (1.1). 
Let C$ E X. Define functions y($) and x(4) mapping [0, s(4)) into P and Q 
respectively by setting 
Also, set y0 = ~(0; 4) and z0 = ~(0; d). F rom (1.2) there follows the relations 
(2.3) 
4t; 4) .y T(t) ~0 + 1” T(t - T) H,g(U(T) (6) dT (0 ’ ; t --c s(4)). 
0 
These formulas are instrumental in obtaining the results stated in the next 
section. 
3. THE STABLE AND UNSTABLE MANIFOLDS FOR EQS. (1.1) 
In all that follows P and Q are as in Section 2. We begin by stating a stable 
manifold theorem for (1.1). 
THEOREM 3.1. Under Hypotheses (Ii)-(&) there exists a manifold M+ C A 
having the following properties. (i) M+ is homeomorphic to an open ball in Q and 
O~M+.(ii)Foreach~~M+wehaaes(~)=+coandU(t)~~Oast-z+cc. 
(iii) For any number r2 > 0 there exists a number y1 E (0, YJ such that for an3 
4 E B(Y,) we have q5 E M+ if and only if ~(4) C B(Y,). 
The proof of Theorem 3.1 involves Eqs. (2.1)-(2.3) Hypotheses (I,)-(I,), and 
methods appearing in [6, pp. 330-3331. I n a similar manner one can prove an 
unstable manifold theorem for (1.1). In order to state that theorem we must 
first introduce a notion of backward continuation for solutions of (1.1). 
Let (b E X and consider the corresponding solution ~(4) of (1.1). By a back- 
318 NATHANIEL CHAFEE 
ward continuation of u(b) on (-co, 0] we mean a function ii continuously 
mapping (- co, 0] into X such that for any t, E (- co, 0] we have 
4w) = 44) - 4 7 
u(t) qtl> = u(t - tl) (t1 < t e O), 
U(t) w = u(c 4) (0 < t -=c w>. 
Now we state our unstable manifold theorem. 
THEOREM 3.2. Under Hypotheses (I,)-(&) there exists a manzfold M- C X 
having the following properties. (i) M- is homeomorphic to an open ball in P and 
0 E M-. (ii) For each $ E M- the solution u($) h as a unique backward continuation 
~(4) on (-co, 0] such that ti(t; 4) -tOast-+--~~.(iii)Foranynumberr,>O 
there exists a number yg E (0, YJ such that for any 4 E B(YJ we have 4 E M- if and 
only if ~(4) has a backward continuation I%($) on (- co, 0] satisfying a(t; 4) E B(YJ 
for all t E (--co, 01. 
On the basis of Theorems 3.1 and 3.2 one can state suitable local invariance 
properties for M+ and M-. We shall omit these formulations. 
The manifold M- has an important attraction property which we wish to 
state. First, however, we must introduce the following notation. For any + E X 
we denote by dist[$, M-1 the distance from + to M-, that is, 
dist[+, M-1 zf inf(l\$ - I$ I): $ E M-}. 
Also, from Section 2 we recall that .4 denotes the set of all elements h E Pa(A) 
such that Re(h) > 0. Now we state the required attraction property. 
THEOREM 3.3. Let /? be any positive number such that Re(h) < -p for all 
h E P@)\A. Then, there exist numbers p1 , 71~ > 0 such that, if + E B(pJ, if 
t, E [0, s(4)), and ;f U(t)+ E B(pl) for all t E [0, t,], then 
dist[U(t) $, M-1 < vie-et (0 < t < tcl). 
This theorem is proved using Eqs. (2.2) and techniques appearing in [3, 
pp. 669-6711. 
Theorems 3.1-3.3 exhibit a saddle point structure for Eqs. (1.1) in a neigh- 
borhood of the origin $ = 0. With that background we can proceed to the next 
section. 
4. THE BEHAVIOR OF SOLUTIONS u(d) FOR WHICH 4 $ M+ 
We have been assuming that Eqs. (1.1) satisfy Hypotheses (I&-o,). Now we 
impose one more hypothesis on (1.1). 
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(I,) There exists a continuous function V: X -+ R such that, if 4 E X 
and if 4 is not an equilibrium point of Eqs. (1.1) then P( U(t) +) < J’(4) for all 
t E (O~+m. 
We state the following theorem. 
THEOREM 4.1. Under Hypotheses (II)-(la) let M+ be as in Theorem 3.1. Then, 
there exists a number 6, > 0 having the following property. For each element 
+ E B(S,)\M+ there exists a number t*, 0 < t* < s(+), such that fm every t E [t*, 
s(d)) we have U(t)+ $ B(S,). 
Proof. Let j3, pi , and pi be as in Theorem 3.3. Let r1 , Y., , and r3 be as in 
Theorems 3.1 and 3.2. Let M- and P be as in Theorem 3.2. 
For any 6 > 0 let r(S) be the set of all 4 E M- such that 6 < ii4 Ii & 36. 
From Theorem 3.2 we know that M- is homeomorphic to an open ball in P 
and that 0 E M-. Also, from Section 2 we know that P is finite-dimensional. 
Hence, there exists a number 6, such that 
0 < 3S, < min{r, , rs , prj 
and such that r(S,) is nonempty and compact in X. 
Choose any 4 E r(S,) and consider the corresponding backward continuation 
~(4) described in Theorem 3.2. We know that ti(t; 4) -+ 0 as t -+ --. co. Recalling 
(IJ we conclude that V(J) < V(0). 
Let 
Y “” sup{ v(g): $ E r(Q). 
We know that r(S,) is compact, J’ is continuous on r(S,), and v(4) < V(0) for 
all 4 E r(S,). Therefore, 
v < V(0). (4.1) 
Next, for any d .> 0 let G(d) be the set of all 6 E X such that B($; d) n r(S,) 
is nonempty. Since I’@,) is compact in X, since V is continuous on X, and since 
(4.1) holds, we can find a number dl , 0 < dl < 6, , so that 
V(& < iv(o) + iv ‘J$ E G(h). (4.2) 
Since V is continuous at the origin $ = 0, we can choose a number 6, , 
0 < 6, < 6, , so that 
V(4) > $V(O) + gv v+ E BW (4.3) 
Recall p and Q as selected at the beginning of this proof. Choose a number 
T,, , 0 < T,, < +co, so that 
Q exp(-bo) < 4 . (4.4) 
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We know that the origin 1c, = 0 is an equilibrium point for (1.1). By Proposi- 
tion 1 .l there exists a number 6, , 0 < S, < S, , such that for each 4 E B(O; S,) 
we have s(B) > 7. and II U(t)+ II < 6, f or all t E [0, ~~1. We shall prove that this 
number So has the property required by our theorem. 
To this end let $ be any element in B(S,)\M+. We know that So < S, < 36, < 
rr < r2 , where r, and ra are as in Theorem 3.1. Hence, $ E B(r,) and + # &I+. 
Therefore, by Theorem 3.1, ~(4) 8 B(r,). That is, there exists a number t, , 
0 < t, < s(d), such that II U(t,)$ II > y2 . 
Since (I $ II < So , since 11 U(tI) $ jj > ~a , and since So < 26, < r2 , there must 
exist a number t*, 0 < t* < t, , such that 
II UP*)+ II = 2% . (4.5) 
Without loss of generality we can assume that 
II U(t)+ II G 2% (0 < t < t*). (4-e) 
To complete the proof of our theorem we shall show that for every t E [t*, s(+)) 
we have U(t) 4 # B(S,). 
By our choice of So we have 
II U(t)+ II -=c 62 (0 < t d To). (4.7) 
But, we know that 6, < 6, . Hence, (4.6) and (4.7) imply 
t* >To. (4.8) 
By our choice of 6, we have 6, < pr . Hence, by (4.6) and Theorem 3.3, 
dist[ U(t) +, M-1 < TlecBt (0 < t < t*). 
This together with (4.4) and (4.8) yields 
dist[U(t*) 4, M-1 < dl . (4.9) 
By (4.9) there exists an element 6 E AI- such that (( 6 - U(t*) 4 I( < d. From 
this and (4.5) we obtain 
But, we chose dr so that dl < 6, . Hence, 6, < /I 6 11 < 36, and we see that 
6 E r(S,). This together with (4.9) implies U(t*) 4 E G(d,). 
By (4.2) we have 
V(U(t*) 4) < &V(O) + Qv. 
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Hence, recalling (Is), 
V(U(t) $4) < iv(o) + -;v (t* ; t -< s(4)). (4.10) 
From (4.10) (4.5), and (4.1) it follows that for each t E [t*, s(C)) we have 
U(t) 4 g B(S,), which was to be proved. 
5. AN APPLICATION OF THEOREM 4.1 
In a previous paper [5] we studied the asymptotic behavior of solutions for 
the problem 
au - a”u +f(x, IL) t - ax2 (0 < x ‘, ?T, 0 ‘: t ‘: s), (5.la) 
2 (0, t) = 2 (‘rr, t) = 0 (0 < t <, s), 
u(x, 0) = C(x) (0 < x kg 7r). (5.lc) 
we required f to be a P-smooth function mapping [0, T] x R into R, and we 
allowed 4 to be any P-smooth function from [0, T] into R such that d’(O) ;: 
$‘(rr) :== 0. A specific version of (5.1) arises in the mathematical description of 
the diffusion of a genotype [7]. 
Following [5] we shall define an equilibrium solution of (5.1) to be any 
P-smooth function z,k [0, T] + R such that 
V(4 + f (X> e9) = 0 (0 < x s; Tr), 
f(O) = f(T) = 0. 
Given such an equilibrium solution #, we want to study the asymptotic behavior 
of solutions u of (5.1) in a neighborhood of I$. 
Without loss of generality we can assume that I&X) == 0 for all x E [0, T]. 
Hence, .f(x, 0) = 0 for all x E [0, ] z= an our problem is to study the behavior of d 
the solution u near 4 = 0. 
We can write Eqs. (5.1) in a more convenient form: 
i’U 
--- = s + 41(x) 24 +fl(xY 4 
at 
(0 < x -: Tr, 0 . t --I s), (5.2a) 
; (0, t) = g (x, t) := 0 
.* (0 < t -:: s), (5.2h) 
u(s, 0) = c+(x) (0 .c; .1c :: 7-r). (5.2c) 
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Here, 
However, in place of (5.2) we are going to consider a slightly more general 
problem, namely, 
~=~(p(x)~)+4(s)u+h(s,u) (O<x<a,O<t<s), (5.3a) 
g (0, t) = g (7r, t) = 0 (0 < t < s), (5.3b) 
u(x, 0) = $(x> (0 < x < Tr). (5.3c) 
Here, p and p are given functions mapping [0, ~1 into R, and h is a given function 
mapping [0, 7r] x R into R. We shall assume that p, 4, and h satisfy the following 
hypotheses. 
(Jr) p is C”-smooth on its domain [0, ~1, 4 is P-smooth on its domain 
[0, ~1, and h is Ca-smooth on its domain [0, n] x R. 
(J,) p(x) > 0 for all x E [0, ~1. 
(J,) For each x E [0, rr] we have h(x, 0) = [(ah/@) (x, &lt3,, = 0. 
( J4) The Sturm-Liouville problem 
(PC4 W)’ + 4(4 e) = M4 (0 < x < CT), 
v’(0) = d(7r) = 0, 
has no eigenvalue X equal to zero and has at least one eigenvalue h greater than 
zero. 
From (J,) it follows that u = 0 is a stationary solution of (5.3). In that which 
follows we shall interpret (5.3) as an evolution system on an appropriate Hilbert 
space. This system will have an equilibrium point at the origin. On the basis of 
(Jr)-( J4), we shall show that this equilibrium point is subject to Theorem 4.1. 
Let X be the Sobolev space of all absolutely continuous functions 4: [0, V] -+ R 
such that the derivative 4’ is Lebesgue square integrable on [0, rr]. We define 
an inner product ( , ) on X by setting 
CA * E -9 (5.4) 
X is a real Hilbert space under ( , ). By (Ja) the norm /I 11 generated by ( , ) is 
equivalent to the usual Sobolev norm on X. 
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Let D be the set of all 4 E X such that 6’ E X, +“ E X, and (b’(0) = $‘(n) l- 0. 
We note that D is a linear manifold dense in X. 1Ve define a closed linear opera- 
tor A: D - S by setting 
t-w (4 = (M ~‘(4) + 4(x) 4@> (4 E D) (0 cc. x 2s; r). (5.5) 
Using (5.4) and (5.5) one can prove that there exists a number w > 0 such that 
w - .-I is accretive. From this it follows that A generates a strongly continuous 
semigroup {T(t)} of bounded linear operators taking X into itself [13, pp. 16-l 7, 
Theorem 4.51. 
Arguing in a straightforward way, we can show that the spectrum o(A) of --f 
lies on the real axis and is bounded above. Also, using standard techniques, we 
can show that there exist constants a, 6, M > 0 such that any complex number h 
satisfying Re(X) ,d a - b ~ Im(A)/ 1 ies in the resolvent set p(A) of A and 
such that the corresponding resolvent operator R(X; A) satisfies 1: R(h; iz)ii : 
M(1 -- ~ A ) 1. Hence, by [13, p. 61, Theorem 5.21, {T(t)} is a holomorphic 
semigroup on S. Finally, if X is any element belonging to p(il), then R(X; .-1) 
is compact. Hence, for any t > 0, the operator T(t) is compact [13, 13. 47, 
Theorem 3.41. 
?rTow we define a function g: X-t X by setting 
[g($)] (x) = h(x, C(x)) (+J E -q (0 < .r : T). 
We are readv to write down the evolution problem to replace (5.3): 
(5.6) 
c(t) = Au(t) + g(u(t)), 
40) = 4 (cp E X). 
(5.7) 
Here, of course, A and g are as in (5.5) and (5.6) respectively. 
The reader can easily verify that Eqs. (5.7) satisfy Hypotheses (I&o,) in 
Sections I and 2. Hence, for each 4 E X, Eqs. (5.7) possess a mild solution ~(4) 
defined on an interval [0, s(C)) with 0 < s(+) ,< -+ co. But, we have already 
noted that the linear semigroup {T(t)} is h 1 o omorphic. It follows that for each 
4 EX the mild solution u(4) is actually a strong solution of (5.7) [14, Theorem 5.21. 
Our remaining task is to verify that Eqs. (5.7) satisfy Hypothesis (I,) in 
Section 4. We proceed as follows. 
We define a function F mapping [0, z-1 x R into R by setting 
Next, we define a function V: X+ R by setting 
V(4) = 1” {@J(X) C’(xj2 - F(x, 4(x))) h (+ E x-1. (53) 
‘0 
Clearly 1. is continuous on X. 
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We choose any element qS E X and we consider the corresponding solution 
u($) of (5.7). Th is solution u(d) is a function mapping [0, s(+)) into X. For each 
number t E [0, s(d)) the function u(4) has a value u(t; 9) E X. This element 
u(t; 4) is itself a function from [0, V] into A. For each x E [0, ~1 we let U(X, t; 4) 
denote the value of u(t; 4) at x. 
Now we consider the composite function I’($.; 4)) mapping [0, s(4)) into R. 
BY (5.8) 
Since ~(4) is a strong solution of (5.8) we find that I’(u(.; 6)) is differentiable 
with respect to t on (0, s(4)). Indeed, 
V(u(t; 4)) = Ior [P(s) 2 (x9 c C) & (x9 t; $1 
- q(x) $ (x, t; 4) - h(x, 4~ t; $)> 2 (x> t; 911 dx 
(0 < t < w- 
Integrating the first term on the right by parts and using (5.3) we obtain 
%(t; +)) = - 1” @u/at) (x, t; $)I” dx (0 < t < 44)). 
0 
From this it follows that, if $ is not an equilibrium point of (5.7), then 
V(u(t; 4)) < V(4) for all t E [0, s(#J)). 
Thus we have verified that (5.7) satisfies (I& We conclude that (5.7) is subject 
to Theorem 4.1. 
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