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Abstract-A combination of recursive least squares and 
weighted least squares is made which can adapt its structure 
such that a relation between in- and output can he approximated, 
even when the structure of this relation is unknown beforehand. 
This method can adapt its structure on-line while it preserves 
information offered by previous samples, making it applicable 
in a control setting. This method has been tested with compnter- 
generated data, and it b used in a simulation to learn the 
non-linear state-dependent effects, both with good success. 
Keywords-Function approximation, Least Squares, On-line 
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1. INTRODUCTION 
The use of past experience in control can increase the 
performance of the controlled system significantly by avoiding 
an error previously made. When a control system wants to 
‘lea” from its experience, it should he able to (compactly) 
store this experience such that it can use this experience 
to avoid the formerly made mistakes [I]. One possibility to 
store experience is with some kind of neural network that 
realises a mapping. The mapping summarises the examples 
by a function. For example, one might think of identifying 
the force that is required to compensate for the friction as 
function of the velocity in a mechanical setup. The neural 
network stores the mapping between velocity and force based 
on the examples. This mapping represents the experience of 
previously encountered friction forces and it can be used to 
decrease the tracking error due to the friction. 
Roughly speaking, the learning of this mapping can be done 
in two ways: first collect all the samples, then determine the 
mapping; this is called of-line learning. The second way is 
called on-line leaming and tries to find the mapping based on 
one sample a time. 
In this paper, the on-line learning is considered for iden- 
tifying and subsequently compensating for non-linear state 
dependent effects. We are interested in the on-line method 
due to the following advantages: . Possibility to identify time variant functions. . Learning in areas of the input domain not covered by the 
Continuous operation. 
Although there are numerous methods for either adapting 
the parameters with only one example a time, e.g. [2], [3], or 
a-priori gathered examples. 
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adapting the structure with the complete data set, e.g. [4]-[8]. 
the combination of adapting the structure and the parameters 
with only one example a time is rather sparse [9]-[11]. 
However, this combination is useful in a learning control 
setting, because accurate information about the task is often 
unavailable beforehand. The methods mentioned in [ l l ]  are 
the so called ‘lazy’ approximators which require to store all 
the data and they make a model only when a prediction is 
required. The storage of all the data is not possible in a control 
setting because there is a continuous stream of data coming in. 
In [9] and previous work of these authors. the approximation 
is made by a set of local models. The validity of these models 
is determined by a weight matrix that is updated recursively. 
If a region of the input domain is not covered by the models, 
a new model is inserted. However, this method requires that 
some initial regions are constructed, while new ones can be 
included. Instead of dividing the input space in regions in 
which a local model is valid. one can identify a limited set of 
examples depending on an interpolation scheme that represent 
the data. With these samples a global model can be build. 
The goal of this paper is to formulate an on-line approxima- 
tor that construct a global model out of a limited set of selected 
examples. Such an approximator allows for both structural and 
parametric adaptations and can be used in a control setting. 
This paper will .start with some necessary background in 
section I1 on least squares and some variations of these. 
In section 111 various least squares methods are combined 
such that the method is capable of adapting its structure. An 
example will be presented in section IV to test if it is working. 
Furthermore, a simulation is performed in which the function 
approximator has to identify the non-linear state dependent 
effects and compensate for these to show that the approximator 
is capable of doing for which it was designed. In the last 
section conclusions are drawn. 
11. FUNCTION APPROXIMATION 
The goal of a function approximator is to approximate 
a relation between an input and an output based on a 
set of examples. Consider a given set of training samples 
{ x k , y k } k = ~  ... N, in which xk is the input vector and yk is 
the corresponding target value for sample k. After training, a 
function approximator implements a mapping x + C(x) that 
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can he evaluated for any x ,  i.e., it can he used to calculate an 
output for inputs that are not contained in the training set. 
A. Off-he appmximarion 
In the case of an off-line approximator, all the data is 
available to form the mapping. This in contrast to the on-line 
approximator for which the samples become present one at a 
time. The on-line case will he treated hereafter. 
I )  Least Squares: The least squares method searches for a 
linear relation between a set of indicators fk(x), k = 1 . . . n 
and the output 9: 
B(s) = b l f i ( x )  + b z A ( x )  + . . . + b n f n ( x )  (1) 
In this equation, the elements of b are the n parameters that 
will get a value during the training by minimising the summed 
squared approximation error over all examples. The indicators 
can be non-linear functions of the input vectors. Define the 
matrix X and column-vector y containing respectively the 
indicators for all the k samples and the target values: 
f l ( X 1 )  fZ(X1) " '  f n ( x 1 )  
f l ( 4  fZ(X2) ..' f n ( x 2 )  
x = [  I _,, j ) (2) 
1 f i ( x N )  " '  f n ( X N )  
Y =(U1  Y2 . . .  (3) 
in which the subscripts of x and y denote the sample number. 
The target vector y is assumed to be corrupted by inde- 
pendent and identically distributed (i.i.d.) noise, denoted by 
E. Using the matrix notation introduced above, the following 
relation holds: 
y = X b + s  (4) 
with, by the assumption on the noise, 
E(€) = 0 and E(ecT) = 0'1 (5)  
The minimisation of summed squared approximation error is 
given as: 
min IJXb - y 1; (6) b 
The values of b that minimise the above expression can he 
found by setting the derivatives to b equal to zero, resulting 
in the well known normal equations, see e.g. [2], 1121, [13]: 
(X'X) b = X T y  (7) 
2) Weighted Least Squares: In the case of ordinary least 
squares treated in the previous subsection, the examples are 
all weighted equally for the final approximation. However, 
if the variance of the additive noise is not equal for the 
examples, or if the noise is correlated between the samples, 
i.e. E ( E E ~ )  # u'1, then the use of the normal equations as 
stated in  (7) will not give a minimal variance solution. The 
weighted least squares method is introduced to find a minimal 
variance solution when (5)  does not hold. This method assigns 
more weight to samples of which the variance of the additive 
noise is smaller. 
By use of a linear mapping, the variance on all the example 
samples can be made equal, so that the normal equations can 
he use to obtain a minimal variance solution. In the case 
of unequal variance. the relation between the targets and the 
indicators can still he given with y = Xb + E with E(<) = 0. 
However, the variance is given as: E ( E E ~ )  = 02V. Because 
V is symmetric positive definite, there exists a Cholesky 
decomposition PPT with P lower diagonal such that PPT = 
V [13]. Multiplying (4) from the left with P-' results in: 
(8) P-'y = P-'Xb + P-'E 
For this transformed representation the additive noise is given 
as: 
The variance of the additive noise can now he calculated as: 
f = P-'a with E(f) = 0 (9) 
= 12. 
So, by pre-multiplying Xb = y by P-' the noise becomes 
uncorrelated and equal for all samples. The minimal variance 
solution of this transformed problem can be obtained by the 
ordinary least squares method. The minimisation problem is 
formulated as: 
( I  1) min b IIP-'(Xb - y)IIi, 
with the solution 
XTV-'Xb = XTV-'y. (12) 
B. On-line appmximafion 
The above treated methods use all the examples for the 
calculation of the parameter vector b. Whenever the examples 
are offered one at a time, as often happens when approximating 
time series, the above mentioned method have to do all the 
calculations from scratch, whenever a new sample is offered. 
This is computational demanding and requires the storage of 
all the previous samples. Especially if the number of samples 
is large, the second argument makes this method unattractive. 
An on-line, or recursive, method does not require the complete 
data set for its calculations, but uses an update algorithm to 
modify its approximation each time a new sample becomes 
available, thus avoiding the storage of all the samples. 
I )  (Weighted) Recursive Least Squares: The normal equa- 
tion can he easily rewritten to a recursive form. This update 
scheme is known as recursive least squares (RLS). Including 
a new sample x. a row vector, with target y and a variance U 
into equation (12). results in: 
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new sample, - . .  I new sample, ,. . ., . ..’.. 
large variance ~ small variance 
incorporated yuxyl+&5x information ~ j
~ ! key added sample 
Fig. 1. Inclusion af a new sample. The offered sample can be incorporated 
into the existing &la stmuctuce (left) or it can be used IO extend the data 
suuctuce (right) 
The Ab can be calculated by some basic matrix calculations 
and the use of Woodbury’s formula, see e.g. [2]. The resulting 
update law for the parameter vector b is given as 
u ~ ~ T ~ ~  K := K -  I + uxKxT (14) 
b := b+Kx’u(y-xb) (15) 
The matrix K is known as the covariance matrix and is related 
to Kalman filtering [14]. An important observation is that 
size of the covariance matrix and the parameter matrix b do 
not change because the number of indicator functions is kept 
equal. 
111. STRUCTURE ADAPTION 
The functions h(x) to f,,(x) were given beforehand until 
now, and new indicators could not be included during the 
approximation of the data. This requires significant knowledge 
of the underlaying data structure or a very general set of 
indicators. The data structure is not always known beforehand 
and therefore it would be advantageous to have the ability to 
adapt this structure while the current approximation remains 
valid for the processed samples. 
In this section the introduced least squares methods are 
combined such that the adaptation of the structure is made 
possible, without loss of previously stored information. 
be called the set of key samples. The clue for the method 
presented hereafter, is the fact that a key sample may represent 
numerous data points. This is incorporated in its uncertainly: 
when it represents many data points, the uncertainty will be 
small. This uncertainty is incorporated by the updates. 
Whenever a new sample is offered to the approximator, two 
situations can occur: 
The information of the sample is represented by the 
existing key samples. 
The example should be used to expand the existing key 
samples. 
Both these cases are illustrated in figure 1. 
First consider the case where the information of the sample 
is incorporated into the existing data structure. This is given 
with the left path of figure 1. In this figure the top most graph is 
the original situation somewhere in the approximation process. 
In this graph the data is approximated by two suaight lines that 
connect the three key samples. The key samples are denoted 
by the open circles. The training samples are represented by 
the solid dots, and the uncertainty is denoted with the error 
bars. The uncertainty of the key samples is influenced by the 
samples it represents. The right-most point has a uncertainly 
larger than the other key samples in this graph, because it 
only represents itself. In the middle graph a new sample is 
presented. The information of this sample will be incorporated 
into the existing data structure. Due to the inclusion of this 
information, the approximalion will slightly change, as can 
be seen in the left bottom graph, and the uncertainly of the 
right most key sample is decreased. This variance is decreased, 
because the key sample does not represent only itself, but 
represents other samples as well. 
Next to the inclusion of a sample into the existing data struc- 
ture, it might be decided that the newly offered sample cannot 
be represented well enough by the present key samples and 
the new sample should become one of the key samples. This 
is illustrated by the right path of the figure. The uncertainty 
of the key samples and the new sample remain as they were. 
2 )  Using rhe covariance: The inclusion of a new sample 
solely based on the uncertainty. given by the variance, will not 
give a correct result. Next to the variance of the key samples, 
there will also be covariance between the key samples that 
should be considered. This covariance originates from the fact 
that the key samples summarise a larger set of samples that 
make the key samples correlated; the key samples cannot be 
seen as independent observations. Because the key samples 
are coupled by the covariance, a shift in the target of a key 
sample will result in a shift of a target in the other key sample. 
This coupling is illustrated in figure 2. When the target of 
the left key sample is increased due to some example, the 
Iarget of the right key vector is decreased. The covariances 
between the vectors pose no problem for calculations because 
the WLS method uses a covariance matrix, which includes 
both variance and covariance. 
A. Principles 
I )  Using rhe variance: We would like to represent the 
processed samples with a small set of examples that represents 
all the training data obtained so far. This set of samples will 
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. .. ; .,',_- a new example becomes present as XTX + XTX + xTx. 
Furthermore, also the targets of the key samples are required 
to summarise the data. The predicted values of the summarised 
and the full set should be equal. The prediction of the full set 




_'r 4.- *. ** Shift in target of 
Resulting shift 
in target of key - 
key sample I -.; ' 6 5. . - _--- 
_ _ f l  .:-* I _ -  , 
c The predicted value at the key samples as function of its targets 
X 
Fig. 2. Influence of the covariance on an appmximalion. Because the 
approximation of the lefr sample is increased. the approximation of the dghi 
sample is decreased. 9 k s  (Xks) = x k s  (XzsVXka)-'XzsVyks 
is given as: 
xk,(xTx)-'X~x~TXTXX;~Yks 
Yks 
B. Implernenratioii (1% 
In this equation the yks are the targets of the key samples 
while rhe +ks are the values of the predictions at the key 
samples. It is clear that by setting the targets of the key samples 
equal to the prediction of the full case, Yks = f(xk,), the 
approximation will be equal. 
3 )  Include the information: First the inclusion of the infor- 
mation of a sample into the existing data structure is treated. 
The inclusion can be done with the following steps: 
I) Structure of the indicators: In the figures, interpolation 
between the key samples was done with straight lines. Al- 
though this is a valuable option, it is not the only option. The 
indicator functions fi(x) that are used in the least squares 
setting can represent arbitrary functions, from which a linear 
combination should predict the targets as good as possible. 
The method assumes that including a new sample as key 
sample into the data structure, will extend the set of functions 
that can be appmiintated and the new sample can be approxi- 
mated with some accuracy. For example, it would be of no use 
to include more indicators of the form fJx) = x, because this 
I )  Calculate v-' with (I7). 
*) Include new with luget Y and weight " to the 
WLS problem as in (13) and solve. - . ,  
will not extend the set of functions that can be approximated. 
The set of indicators in which we are interested can he 
equalled to the kemel functions of the Support Vector Ma- 
chines [151, 1161. This field offers indicators to approximate 
the data with e.g. splines, radial base functions, polynomials 
and so on. 
2 )  Calculation of the covariance matrix: The ideas for- 
mulated in section 111-A all use the target values and the 
covariance matrix of a set of key samples to represent the 
data. To summarise the complete data by a small subset of 
this data we have to equate the prediction and the variance on 
this prediction for the full data set and the reduced weighted 
data set. These two can be equated by selecting an appropriate 
covariance matrix V and target values for the WLS scheme. 
By equating the variance of the prediction for both cases, 
the following equality is obtained 
xT (XTX)-'xu2 = xT ( XlSV-' Xks)-'xu2 [ 16) 
In  this equation Xks is the indicator matrix of the form (3) in 
which the indicator function is evaluated at the key samples. 
This matrix is n x n in which n is the number of key samples. 
This equation gives us the means to calculate the matrix V, 
such that the approximation variance of the full and reduced 
data set is equal. It follows that: 
Solving this WLS problem can be done non-recursively 
with the use of (12) while it can be done recursively with 
(14 and 15). In equation (14) it can be seen that the mauix V 
is not necessary to be explicitly calculated for an update. In 
the scheme above, it was only included for consistency with 
the ideas formulated in section 111-A. The size of the matrix 
X- does not change due to this update because no key vector 
is included. The same holds for the size of the matrix XTX. 
The inclusion of the information of a sample in the data 
representation is exact, meaning that the solution is identical 
to the solution that is obtained as if all samples are used in 
once. 
4) Adapt the data structure: Next to the inclusion of the 
information of a sample into the existing data StNCture, the 
sample might give rise to a change of this data structure. The 
adaption of the data structure can be done by the following 
steps: 
I )  Calculate V-' with (17). 
2) Adapt Xks to include the new indicator. This new Xks 
has the form ("2 E) 
3) Solve the WLS proble;. 
Due to the inclusion of a new key vector the size of x k s  will 
increase. This will result in a modified version of (13): 
which has a solution when x k s  is not singular. Note that the 
matrix XTX is given in terms of the full data, hut i t  can be 
calculated without storage of the full data. The size is n x n in 
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This equation makes explicitly use of the weight matrix 
V for the update of the structure. The z is a column 
vector that gives the values of the new indicator, z = 
this new indicator is made at the key samples. The x is the 
value of the new indicator function at the new key sample: 
Because the previous examples are omitted, the covariance 
of the new key sample with the other key samples cannot be 
calculated, which leaves (2 undetermined. This freedom can be 
used to include regularisation into the problem. By filling the 
values of this vector with some distance measure, the vector 
has a smoothing effect on the solution. A second option is to 
place zeros in this vector, with this it is assumed that the new 
key sample is uncorrelated to the other key samples. Because 
the true value of a is unknown, the inclusion is not exact 
as is the inclusion of the information into an existing data 
representation. 
T 
(fn+1(x1) fn+l(xz) . . . f n + l ( X N ) )  .The evaluation of 
fn+l(Xnew) 
IV. EXAMPLES 
. In this..section a computer-generated function will be ap- 
proximated with the on-line approximator and a simulation 
result will be given where the approximator identifies and 
compensates for non-linear state dependent effects. 
A. Computer generated function 
The function that is to be approximated is given as 
y(z) =sin  ( ___ +:,06) + tanh (100 (x - 0.5)) (21) 
with xi E @,I). This function consists of two parts, see 
figure 3: First, the left part of the summation that will start by 
fluctuation fast and which fluctuation will lessen, and secondly 
a steep function at x = 0.5. The first part is included to test 
if the number of key samples is indeed found to be larger for 
small values of z, which is required to approximate the data 
well. The second part is included to test if the method can 
approximate a near discontinuous function while it will not 
try to fit the noise. 
The criterion to include or exclude an example as a key 
sample is not treated in this paper because of space limitations. 
Generally speaking, an example is included into the data 
structure if its target is tw far of f  the prediction, considering 
the noise level and the variance of the approximation, while an 
example is excluded from the data structure if the introduced 
error when omitting it, is small relative to the noise level. The 
approximation error is allowed to be of the same magnitude 
as the noise level, to avoid overfitting [17]. 
The above mentioned function is approximated by splines 
that result in a piecewise linear approximation. The result 
is given in figure 3. In this figure the black line is the 
approximation, the gray dots the training data and the open 
circles are the key samples. It is clear that in  the fast fluctuation 
areas more key samples are required. The approximation is not 
overfitting the data. 
31  7 
-3 I 
0 input 1 
Fig. 3. Approximation of data by piecewise linear funclion. 
E.  Learning state dependent disturbances 
Non-linear state dependent dynamics can be learnt and 
compensated for in a Learning FeedForward Control setting 
(LFFC) [181-[21] which is based on Feedback Error Leam- 
ing [22]. This method uies to identify the state dependent 
effects as function of their states and uses the approximation to 
compensate for these by feedforward. Because the effects are 
identified as function of their state, they can he compensated 
for even if the requested motion is non-periodic. One can think 
of identifying the friction force as function of the velocity 
and use this approximation to nullify the effect it has on 
the tracking error. The LFFC-scheme offers examples to the 
learning mechanism to approximate at each time step, and 
requires an estimation of the force to nullify the effect each 
time step. For the interested reader we refer to the above 
mentioned literature. 
The model that is used in the simulation represents a 
linear motor. This motor can be described by the following 
differential equation: 
In this equation m is the (unknown) mass, x is the posi- 
tion, Ffric(Z) is the friction force depending on the velocity, 
Fe,,&) is the cogging force depending on the position, Ffi is 
the applied force due to feedback and Ffi is the force due to the 
learnt feedforward. A PD-controller is used in the simulations 
to give a stable behaviour of the system. 
The learning mechanism in the LWC setting is used to 
compensate for the cogging, friction and the unknown mass. 
The mapping the approximator has to find, is a mapping from 
(x,x7x) to the feedforward force Ffi that will compensate 
for the above mentioned effects. The set of mappings from 
which the approximator searches is the set of piecewise linear 
functions. The reference position that the linear motor had to 
follow was a concatenation of (reproducible) arbitrary third 
order movements. 
The tracking error of this method is depicted in figure 4. It 
can be seen that the tracking error is decreased significantly 
by the LFFC setting. The RMS value of the tracking error 
without learning is 98 [pm] for the last 30 [SI while the RMS 
of the tracking error in the learning case was 4.7 [pm]. Based 
on this, it can be concluded that the approximator was capable 
of finding a good approximation of the state dependent effects. 
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with learning 
I without learning I 
I 
50 IO0 -0.4; 
time [SI 
Fig. 4. Tracking error without (gray) and with learning (black) 
A t  t = 70 [SI i t  can be observed that  t h e  tracking error is 
suddenly rather large. This can be explained because at this 
locat ion the moto r  moves i n  a region that h a s  not been covered 
before and the learning controller does not know what the 
feedforward forces should be. 
In this simulat ion the convergence of t h e  approximation i s  
rather fast. The calculation time of the algorithm is still too 
high to run real time with a sample frequency of 1 [kHz], 
but it is believed that  with a opt imised implementat ion this 
simulation might run at a reasonable sample frequency. The 
simulation in which the dynamics of the system were cal- 
culated together with the on-line adaption of the function ap- 
proximator took ca. 300 [SI at an AMD Athlon 1800+ personal 
computer.  The final approx ima t ion  required approximately 400 
key samples. This result is better than the results obtained 
in [20] 
v. CONCLUSION 
In this paper a combina t ion  of recursive least  squares and 
weighted least squares is presented. This combination can 
approximate a set of data by selecting training samples, the 
key samples, that can represent all t h e  examples. This is done 
in an on-line fashion, making i t  applicable for learning in a 
control setting. 
The representat ion not  o n l y  uses t h e  key  samples ,  but  it 
also assigns a weight to these samples. This weight allows for 
recursive parameter adjustment as well as suuctural changes, 
without  loss of previous information. 
The approximation is used in a simulation in which the 
state-dependent non-linear effects of a linear motor are iden- 
tified and compensated for. The simulation has shown that 
this method works well with t h e  learning feedforward control  
setting to nullify t h e  disturbing effects. With the current 
implementation, the computation time is still too large to be 
used in a real time setting. 
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