ABSTRACT Acute myocardial infarction is one of the most common cardiovascular diseases in the Western world. Fortunately, not all myocardial infarctions are fatal. By early diagnosis of acute myocardial infarction based on symptoms at a patient's presentation in the emergency department, the number of deaths may be further reduced, as life-saving actions can be taken sooner. In this paper, we investigate the application of kernel-based methods to this problem, i.e. we evaluate the performance of support vector machines and kernel logistic regression models and compare these two methods to logistic regression models in terms of discrimination and calibration. The results show that kernel-based methods have higher discriminatory power for early diagnosis of acute myocardial infarction than logistic regression models and that kernel logistic regression models have superior calibration in comparison to logistic regression models and support vector machines.
Introduction
Cardiovascular diseases are a leading cause of death in the Western world. In the United States, they resulted in 831 000 deaths (34% of all deaths) in 2006, the last year for which data is available [1] . Acute myocardial infarction (heart attack) contributed 141 000 deaths to this number (17% of all cardiovascular deaths). Fortunately, not all myocardial infarctions are fatal: at an incidence rate of 1.25 million, only slightly more than 10% of persons suffering a heart attack die from it.
These numbers show that in most cases, mortality after heart attack is avoidable. The single most important factor in preventing death is the timely and accurate diagnosis, and subsequent treatment, of patients presenting with heart attack-like symptoms to the emergency department [2] . These symptoms include radiating pain (arms, shoulders, neck, back, epigastric), oppressive pain, nausea, vomiting, sweating, and the absence of chest-wall tenderness on palpation [3] .
While all of these symptoms may be indicative of a heart attack, the definite (gold standard) diagnosis of acute myocardial infarction is made by electrocardiogram (ECG) and blood tests for the presence of specific cardiac enzyme markers [4] . Because these markers are usually not available until some hours after the patient's initial presentation, it is of vital interest to arrive at an accurate initial diagnosis based on findings and observations that are more easy to come by. Combining and assessing the predictive value of these findings is a matter of expertise. It is thus not surprising that research efforts in the field of artificial intelligence (data mining, machine learning) have strived at recreating this expertise and pattern recognition capability in computer models.
The earliest publications in this area can be traced back to the origin of artificial intelligence in medicine [5] . Since then, a wide variety of algorithms were applied to this diagnostic problem, reflecting the changing landscape of statistical methods and machine learning algorithms. Most notably (and in chronological order, citing only a few of many more publications), there were linear discriminant analysis [5, 6] , logistic regression [7, 8] , artificial neural networks [9, 10] and classification trees [11, 12] . There are, however, up to now no reports of the application of kernel-based methods (see Section 2) to the problem of diagnosing myocardial infarction.
Of all the predictive modeling algorithms available in biomedicine in general, logistic regression is the most prominent [13] . Therefore, we compare the performance of kernel-based methods to that of logistic regression models. This modeling approach is derived from the theory of linear separating hyperplanes, and can be shown to be the correct model for discriminating between two multivariate normal distributions with equal covariance matrices [14] . If this assumption is not met, logistic regression analysis nevertheless computes a seperating hyperplane that is optimal in the sense of minimizing a negative log-likelihood function.
We now introduce some notation for a more formal discussion of logistic regression models.
Let y 1 ) , . . . , (x n , y n ) be a two-class data set, with x i ∈ R m the coordinate vectors of data points (the covariates, in logistic regression terminology), and y i ∈ {−1, 1} the corresponding class labels. For notational convenience, we assume in the following that there is a constant skalar 1 that is attached to the beginning of each covariate vector; the x i are thus now (m + 1)-dimensional vectors. A logistic regression model is parametrized by an (m + 1)-dimensional vector β, with entries corresponding to the contributions on the covariates to the model, and one entry corresponding to a constant offset term. For given β, the posterior class membership probability as determined by logistic regression is
i.e., a value that depends on the perpendicular distance of x from the hyperplane parametrized by β.
Calculating the optimal β coefficients can be achieved by minimizing the negative log-likelihood function
Minimization of L(β) is usually implemented by NewtonRaphson iteration, which has proven to be the optimization method of choice for logistic regression models.
Material and Methods

Myocardial Infarction Data Set
The data set used for our investigations was obtained from consecutive patients attending the emergency department of the Edinburgh Royal Infirmary in Scotland. Only those patients presenting with a principal complaint of nontraumatic chest pain were selected, which resulted in 1253 patients in the study. At the patient's presentation, 39 clinical and electrocardiographic features were recorded. The gold-standard diagnosis was made by three independent experts based on follow-up electrocardiodiagrams, cardiac enzyme studies and the patient's clinical history. Acute myocardial infarction was diagnosed in 274 patients, and ruled out in the remaining 979 patients in the study. A more detailed description of the data set can be found in the original paper by Kennedy et al. [8] .
To evaluate the application of kernel-based methods to the problem of diagnosing myocardial infarction at the patient's initial presentation, we excluded the six electrocardiographic features. This left 33 features in the data set.
Kernel Methods
Over the past decade, a large number of algorithms have been "kernelized", i.e., extended in scope and transformed into nonlinear variants by use of the so-called kernel trick.
The idea behind this method is to replace the scalar product computation x T · y of two vectors x and y with the scalar product Φ(x)
T · Φ(y) of a nonlinear transformation Φ of the original data points. The "trick" is then to replace Φ(x) T · Φ(y) by a kernel function application k(x, y). A large number of possible kernels can substitute for the scalar product computation. An easy-to-check criterion for kernels is that for any set of data points x 1 , . . . , x n the Gram matrix K = k(x i , x j ) 1≤i,j≤n has to be positive semi-definite [15] . The most widely-used kernels are the Gaussian kernel
with width parameter σ, and the polynomial kernel
with degree parameter d. Examples of nonlinear variants of classical algorithms that have recently been proposed are kernel principal component analysis [16] and kernel discriminant analysis [17] . Currently, the most prominent kernel method is the support vector machine (SVM) algorithm, discussed next.
Support Vector Machines
The SVM algorithm combines the idea of maximum margin classification with Lagrangian optimization theory and the kernel trick described above [18, 19] . As before, let (x 1 , y 1 ), . . . , (x n , y n ) be a two-class data set. Briefly, the convex constrained optimization problem for the parameters w and b of a separating hyperplane
where the ξ i are slack variables, and C a regularization constant that specifies the relative contribution of the slack variables to the overall optimization goal. Lagrangian theory leads to the so-called dual problem, formulated in terms of the Lagrangian multipliers α i as
This optimization problem has a unique global optimum, which can be determined efficiently [20, 21] . The solution parameter w has an expansion w = n i=1 α i y i x i , where only few of the α i are non-zero. The corresponding data points are called support vectors. The offset parameter b can be computed from the constraints.
Note that this dual problem can easily be kernelized, because the data points enter the calculation only through their dot products. In the nonlinear (kernelized) form, the decision function is
Kernel Logistic Regression
In contrast to standard logistic regression as described above, kernel logistic regression (KLR) models are based on results of statistical learning theory and kernel methods [22, 15] . In particular, a major theoretical foundation of kernel logistic regression is the representer theorem [23] . This theorem states that the minimum value of a large class of regularized error functions can be expressed as a linear combination of data points x i . In the following, we will give a short overview of the algorithmic aspects of kernel logistic regression.
The negative log likelihood error L R (β) for logistic regression models with L 2 regularization is given by
where L(β) is as defined in Section 1, and λ is the regularization constant. Larger values of λ result in more stringent regularization.
As with support vector machines, nonlinearity is added to regularized logistic regression via a nonlinear mapping Φ. By the representer theorem, the minimizer of L R (β) has an expansion of the form β = n i=1 α i Φ(x i ). We never need explicit knowledge of Φ, nor of the expansion of β, because we can calculate the α i values by minimizing the regularized negative log likelihood
where K i denotes the i-th column of the Gram matrix K. Just as in standard logistic regression, NewtonRaphson minimization can be used to determine optimal values of the α i . In contrast to support vector machines, all α i are non-zero; there are thus no support vectors in kernel logistic regression. Posterior class membership probabilities are calculated as
To incorporate the desirable feature of sparsity that is one of the advantages of support vector machines, Zhu and Hastie proposed import vector machines, a variant of kernel logistic regression that greedily adds data points to the model [24] . Although their approach achieves the sparsity of support vector machines, it is computationally much more expensive, as the number of model constructions grows quadratically with the number of data points. For this reason, we used only regular kernel logistic regression models in our experiments.
Evaluation Metrics
The performance of predictive models is usually judged by its discrimination and calibration. Predictive accuracy has, for quite some time, been recognized as a poor measure of discriminatory ability [25] ; in its stead, ROC analysis has become the method of choice for assessing a classifier's discriminatory power [26] .
The ROC curve is a plot of sensitivity vs.
(1 − specificity) across changing decision thresholds of a diagnostic test. In predictive modeling, the area under the ROC curve (AUC) has been established as an indicator of a model's discriminatory ability. It can be shown that AUC is the probability P (X < Y ) of correctly ranking two outputs X and Y of a classifier on a continuous scale, one from each of the two classes, where values X from the first class are generally lower than the values Y from the other [27] . As such, it is equivalent to Mann-Whitney U-statistics, which can be calculated via the estimator
1 xi=yj for a two-class problem with n 1 cases in the one class and n 2 cases in the other [28] . The symbol 1 denotes the Boolean indicator function, and classifier outputs x i and y j are from the first and second classes, respectively. Perfect discrimination corresponds to an AUC of 1, no better than guessing to an AUC of 0.5.
While discrimination is a measure of how well a classifier can separate (distinguish between) two classes, calibration refers to its ability to produce probability estimates that are close to the true probability (in the sense of relative frequency) of an event. There are a number of goodnessof-fit tests that assess the calibration of a predictive model. The most prominent of these is the Hosmer-Lemeshow Cstatistic, which is a chi-squared measure that is calculated by sorting the classifier outputs, and then arranging them into G groups (usually 10) according to quantiles [13] . Observed and expected frequencies of events (O i , the sums of cases with y = 1, and E i , the sum and classifier outputs, respectively) are calculated for each group; the C-statistic is given by
where n i denotes the number of cases in group i. Through simulation, Hosmer and Lemeshow observed this statistic to be chi-squared distributed with G−2 degrees of freedom.
Results
The original data set was z-transformed to zero-mean and unit variance columns (features), and randomly split into training set (60%) and test set (40%). All numbers reported below were obtained by evaluating the trained model on the test set. To compensate for sample specific perfomance variations, this procedure was repeated 30 times. A grid search with a nested cross-validation to avoid overfitting was applied to find optimal parameter settings for all models. The optimality criterion for this search was a model's cross-validated AUC.
Logistic regression, support vector machines, and kernel logistic regression models were compared based on discrimination and calibration. Table 1 shows a summary of the discrimation performance of these three models over all 30 splits of the data into training and test sets. It can be seen that the discrimination of the kernel-based methods exceeded that of logistic regression, with a difference of about 0.03. Kernel logistic regression achieved the highest AUC, while at the same time displaying the smallest amount of variability. Table 2 shows a summary of the calibration of the three models over the 30 splits. The first column lists the propotion of models that failed to pass the HosmerLemeshow goodness-of-fit test. The second column lists the mean C-statistic (chi-squared value) over all 30 splits. The p-value given in the last column is the p-value of the mean C-statistic. About half of the fitted logistic regression models did not pass the Hosmer-Lemeshow test. Therefore, the p-value of the logistic regression models is below the significance level of 0.05, and we could conclude that on average, the logistic regression models are not well calibrated. For the support vector machines, only a third of the trained models do not fit the data. This results in a pvalue with reference to mean C-statistic of 0.119, which is not significant. In contrast, all models generated by kernel logistic regression pass the goodness-of-fit test. Kernel logistic regression outperforms logistic regression and support vector machines by a difference in p-values of more than 0.3.
A graphical means of visualizing the calibration of a predictive model is given by calibration plots, also known as reliability diagrams. This graphical format plots expected versus observed events in such a manner that all expected events (model output probabilities) are grouped according to the fixed cut-off points 0.1, 0.2,. . . , 1.0 on the x-axis. The x-coordinates of the points on the plot are the mean values of the expected events in each of the groupings; the y-coordinates are the mean values of observed events in each of the groupings on the x-axis. A perfectly calibrated model thus has all the points on the diagonal line. Deviations from this ideal can easily be observed visually, and methods are available for re-calibrating poorly calibrated classifiers [29] . The calibration plots for one logistic regression, one support vector machine, and one kernel logistic regression model are shown in Figure 1 . These Table 2 . Calibration comparison of logistic regression (LR), support vector machines (SVM), and kernel logistic regression (KLR) models, as measured by the HosmerLemeshow C-statistic. models were each selected from the 30 trained models to be representative of the average C-statistic value (given in Table 2 ) each model class. One can observe that the distances from the ideal diagonal line are substantially greater for logistic regression and support vector machines than for kernel logistic regression.
Conclusion
By early diagnosis of acute myocardial infarction based on symptoms at a patient's presentation in the emergency department, the number of deaths may be further reduced, as life-saving actions can be taken sooner. Our evaluation shows that kernel-based methods are better suited for this purpose than logistic regression. This can be attributed, at least in part, to the fact that kernel-based methods search for a non-linear separation of classes, whereas logistic regression searches for a linear separation. The advantage of kernel logistic regression over support vector machines is that posterior class membership probabilities are calculated directly. For support vector machines, posterior class membership probabilities can be obtained by fitting a logistic regression model to the "raw" outputs of the model [20] . Moreover, kernel logistic regression takes all data points into consideration when calculating the separation line, but support vector machines determine an optimal separation based upon only a small number of representative support vectors. Given mostly binary features and a few numerical features, as is the case for the given data in this paper, support vector machines may select outliers as support vectors, and thus fail to represent the actual distribution of the data. The same arguments can be made to explain the superior calibration of kernel logistic regression, compared to the calibration of support vector machines and logistic regression. However, a limitation of our evaluation is that the determination of the model's calibration was done by Hosmer-Lemeshow C-statistic only. Although HosmerLemeshow C-statistic is the standard test for assessing goodness-of-fit, it is highly recommend to test goodnessof-fit by several statistics [30] .
In summary, it can be stated that kernel logistic regression is a valuable method for early diagnosis of acute myocardial infarction and in consequence, may be well suited as a general-purpose predictive modeling approach in the biomedical domain.
