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Abstract
Local and non-local perturbation bounds for real continuous-time coupled algebraic matrix
Riccati equations are derived using the technique of Lyapunov majorants and fixed point prin-
ciples. Asymptotic expansions of non-linear non-local bounds are also presented. Equations
of this type arise in the H2/H∞ analysis and design of linear control systems.
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1. Introduction and notation
The real Continuous-time Coupled Algebraic matrix Riccati Equations (CCARE),
considered below, are related to theH2 andH∞ analysis and design of linear multi-
variable system, see [1,2,5,12]. The numerical solution of these equations is usually
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contaminated with rounding and parameters errors. This may lead to significant loss
of accuracy and, in particular, to divergence of the numerical procedure, carried out
in floating point computing environment. The error in the computed solution depends
on the sensitivity of the solution of CCARE to perturbations in their matrix coef-
ficients. Hence obtaining perturbation bounds for CCARE is important from both
theoretical and computational point of view.
In this paper we present a complete perturbation analysis of CCARE of the form
Fi(X1, X2, Pi) = 0, i = 1, 2, where Fi are matrix quadratic functions in the un-
known matrices Xi , and Pi are collections of matrix coefficients (see (1) for more
details). Suppose that Pi are subject to perturbations Pi → Pi + δPi which lead to
perturbations Xi → Xi + δXi in the solution matrices. Then the perturbation anal-
ysis problem is to estimate the norms of the perturbations δXi as functions of the
norms of the perturbations δPi in the coefficient matrices. In practice, the perturba-
tions δPi may be due to parameter uncertainties as well as to rounding errors when
solving the equations in finite precision arithmetics.
As a result of the perturbation analysis, using the technique of Lyapunov majo-
rants [3,7] and fixed point principles [11], local first order homogeneous as well
as non-local non-linear perturbation bounds are derived. The non-local bounds are
rigorous and they are valid in a certain finite domain in the space of perturbations in
the coefficient matrices. The local bounds are asymptotic, valid for δP → 0. These
local bounds are first order homogeneous non-linear functions and are better than the
bounds, based on individual condition numbers.
An experimental analysis is made to compare the performance of the proposed
perturbation bounds. It is shown that for some particular example the non-local
bounds are slightly more pessimistic than the local ones.
Throughout the paper we use the following notation: Rm×n—the space of m× n
real matrices; Rm = Rm×1; R+ = [0,∞); AT ∈ Rn×m—the transpose of the matrix
A ∈ Rm×n; 	—the component-wise order relation on Rm×n; vec(A) ∈ Rmn—the
column-wise vector representation of the matrix A ∈ Rm×n; Mat(L) ∈ Rpq×mn—
the matrix representation of the linear matrix operator L : Rm×n → Rp×q , i.e.,
vec(L(X)) = Mat(L)vec(X)
for all X ∈ Rm×n; In—the unit n× n matrix; n2 —the n2 × n2 vec-permutation
matrix such that vec(AT) = n2 vec(A) for all A ∈ Rn×n; A⊗ B = [apqB]—the
Kronecker product of the matrices A = [apq ] and B; ‖ · ‖2—the Euclidean norm
in Rm or the spectral (or 2-) norm in Rm×n; ‖ · ‖F—the Frobenius (or F-) norm in
Rm×n; ‖ · ‖—a replacement of either ‖ · ‖2 or ‖ · ‖F; rad(A)—the spectral radius of
the square matrix A; det(A)—the determinant of the square matrix A.
If P = (E1, . . . , Er) is a matrix r-tuple, we denote by
|||P ||| = [‖E1‖, . . . , ‖Er‖]T ∈ Rr+
its generalized norm. We also setR = Rn×n andS = {A ∈ R : A = AT} ⊂ R. The
set of non-negative definite matrices from S is denoted as S+.
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The space of linear operators L1 →L2, where L1, L2 are linear spaces, is
denoted by Lin(L1,L2), while Lin is an abbreviation for Lin(R,R).
We usually identify the Cartesian product Rm×n × Rm×n, endowed with the struc-
ture of a linear space, with any of the spaces Rm×2n, R2m×n and R2mn. In particular,
the ordered pair (A,B) ∈ Rm×n × Rm×n and the matrix [A,B] ∈ Rm×2n are consid-
ered as identical objects. Finally, we use the same notation P for an ordered matrix
r-tuple (E1, . . . , Er) (considered as an element of a linear space) as well as for the
collection {E1, . . . , Er} (a collection is a set with possibly repeated elements). Thus
Z ∈ P means that Z is some of the matrices Ek of P, or that Z varies over the set P.
The notation ‘:=’ stands for ‘equal by definition’.
2. Problem statement
Consider the system of CCARE
F1(X1, X2, P1) := (A1 + B1X2)TX1 +X1(A1 + B1X2)
+C1 −X1D1X1 = 0,
F2(X1, X2, P2) := (A2 +X1B2)X2 +X2(A2 +X1B2)T
+C2 −X2D2X2 = 0,
(1)
where Xi ∈ R are the unknown matrices, Ai, Bi ∈ R, Ci,Di ∈S, i = 1, 2, are
given matrix coefficients and Pi := (Ai, Bi, Ci,Di) ∈ R4.
We set
P :=(P1, P2) = (A1, B1, C1,D1, A2, B2, C2,D2)
=:(E1, E2, E3, E4, E5, E6, E7, E8) ∈ R8.
The generalized norm of the matrix 8-tuple P is the vector
|||P ||| := [‖E1‖F, . . . , ‖E8‖F]T ∈ R8+. (2)
Although the matrices Ci , Di are symmetric, system (1) may have solutions
(X1, X2) in which some of the matrices Xi is not symmetric. In this work we are
interested only in symmetric solutions of system (1), i.e., (X1, X2) ∈S2. The non-
symmetric case is treated similarly.
An important feature of the solutions of (1) is whether they stabilize the corre-
sponding closed-loop system matrices (we recall that a matrix A ∈ R is stable if its
eigenvalues have negative real parts).
Definition 2.1. The solution pair (X1, X2) ∈S2 is called stabilizing if the matrices
G1 := A1 + B1X2 −D1X1 and G2 := A2 +X1B2 −X2D2 are stable.
Note that Fi as defined by (1) are functions fromR×R×R4 = R6 toR. It will
be convenient to write the system of CCARE as one matrix equation. For this purpose
we denote X := (X1, X2), F := (F1, F2). Then the system (1) may be written as
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F(X, P ) = 0. (3)
Here F is considered as a mappingR10 → R2, or equivalently, as a mapping Rn×2n ×
R8 → Rn×2n, see the end of Section 1.
The problem of existence of (stabilizing) solutions (X1, X2) ∈S2+ of system (1)
is a difficult one and is not considered here.
In what follows we assume the following.
Assumption 2.1. The system (1) has a solution X = (X1, X2) ∈S2 such that the
partial Fréchet derivative FX(X, P )(·) of F in X at the point (X, P ) is invertible.
The partial Fréchet derivative of F in X at (X, P ) is a linear operator R2 → R2,
calculated as follows. Let Y = (Y1, Y2) ∈ R2 be arbitrary. We have
FX(X, P )(Y ) = (F1,X(X, P1)(Y ),F2,X(X, P2)(Y ))
and
Fi,X(X, Pi)(Y ) = Fi,X1(X, Pi)(Y1)+ Fi,X2(X, Pi)(Y2).
A direct calculation gives
F1,X1(X, P1)(Z)=GT1Z + ZG1, F1,X2(X, P1)(Z) = X1B1Z + ZTBT1 X1,
F2,X1(X, P2)(Z)=X2BT2 ZT + ZB2X2, F2,X2(X, P2)(Z) = G2Z + ZGT2 .
Further on we use the following abbreviations for the partial Fréchet derivatives
of F and Fi
L(·) := FX(X, P )(·) ∈ Lin(R2,R2),
Li (·) := Fi,X(X, Pi)(·) ∈ Lin(R2,R),
Lij (·) := Fi,Xj (X, Pi)(·) ∈ Lin(R,R).
Thus
FX(X, P )(Y ) = (L1(Y ),L2(Y )) = (L11(Y1)+ L12(Y2),L21(Y1)+ L22(Y2)).
Note that Lii (·) are Lyapunov operators [6]. At the same time Lij (·), i /= j , are
associated Lyapunov operators when Xi ∈S.
Applying the vec operation to the pair FX(X, P )(Y ) and using the identity (A⊗
B)n2 = n2(B ⊗ A) (see [4]) we find that the matrix representation of the linear
operator L(·) is
L := Mat(L(·)) =
[
L11 L12
L21 L22
]
∈ R2n2×2n2 , (4)
where
L11 := In ⊗GT1 +GT1 ⊗ In, L12 := (In2 +n2)(In ⊗ (X1B1)),
L21 := (In2 +n2)
(
(B2X2)T ⊗ In
)
, L22 := In ⊗G2 +G2 ⊗ In. (5)
Here Lij ∈ Rn2×n2 is the matrix representation of the operator Lij (·).
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It follows from Assumption 2.1 and the implicit function theorem [11] that the
solution X is isolated, i.e., there exists ε > 0 such that Eq. (3) has no other solution
X˜ with ‖X˜ −X‖ < ε.
Hereinafter, with certain abuse of notation, we consider Pi as an ordered pair (and
hence as an element of the linear space R4) as well as a collection, i.e., as a set.
The perturbation problem for CCARE (1) is stated as follows. Let the matrices
from Pi be perturbed as Ai → Ai + δAi , Bi → Bi + δBi , Ci → Ci + δCi , Di →
Di + δDi . We assume that the perturbations δCi and δDi are symmetric. This as-
sumption is necessary to ensure that the perturbed equation, considered below, also
has a solution in S2. Symmetric perturbations in Ci and Di arise naturally in many
applications, where these matrices are factorized as Ci = iTi , etc.
Denote by Pi + δPi the perturbed collection Pi , in which each matrix Z ∈ Pi is
replaced by Z + δZ and let δP = (δP1, δP2). Then the perturbed version of Eq. (3)
is
F(X + δX, P + δP ) = 0. (6)
The invertibility of the operator FX and the symmetry of the matrices Ci + δCi ,
Di + δDi implies that Eq. (6) has a unique isolated solution Y = X + δX ∈S2 in
the neighbourhood of X if the perturbation δP is sufficiently small. Moreover, in this
case the elements of δX are analytic functions of the elements of δP , see [9].
Let
δ :=
[
δ1
δ2
]
∈ R8+,
where δi := [δAi , δBi , δCi , δDi ]T ∈ R4+, be the vector of absolute Frobenius norm
perturbations δZ := ‖δZ‖F in the data matrices Z ∈ P .
The perturbation problem for CCARE (1) is to find bounds
δXi  fi(δ), δ ∈  ⊂ R8+, i = 1, 2, (7)
for the perturbations δXi := ‖δXi‖F. Here  is a certain set and fi are continuous
functions, non-decreasing in each of their arguments and satisfying fi(0) = 0. The
inclusion δ ∈  guarantees that the perturbed CCARE (6) has a unique solution Y =
X + δX in a neighbourhood of the unperturbed solution X such that the elements of
δX1, δX2 are analytic functions of the elements of the matrices δZ, Z ∈ P , provided
δ is in the interior of .
First order local bounds
δXi  esti (δ)+ O(‖δ‖2), δ → 0, i = 1, 2, (8)
are first derived with esti (δ) = O(‖δ‖), δ → 0, which are then incorporated in the
non-local bounds (7). Here the functions esti : R8+ → R+ are non-linear first order
homogeneous, i.e., esti (λδ) = λesti (δ) for every λ  0.
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3. Local perturbation analysis
In this section we present a local perturbation analysis for CCARE (1) which
consists in determining the functions esti in (8).
3.1. Condition numbers
Consider first the conditioning of the CCARE (1).
Having in mind that Fi(X, Pi) = 0, the perturbed equations may be written as
Fi(X + δXi, Pi + δPi) =
2∑
j=1
Lij (δXj )+
∑
Z∈Pi
Fi,Z(δZ)+Hi(δX, δPi) = 0,
where Fi,Z(·) := Fi,Z(X, Pi)(.) ∈ Lin, Z ∈ Pi , i = 1, 2, are the Fréchet derivatives
of Fi(X, Pi) in the matrix argument Z, evaluated at the point (X, Pi). The matrix
expression Hi(δX, δPi) = O(‖[δX, δPi]‖2) contains second and higher order terms
in δX, δPi . In fact, for Y = (Y1, Y2) ∈S2, we have
H1(Y, δP1)=(δB1Y2 − δD1Y1)TX1 +X1(δB1Y2 − δD1Y1)
+ Y1δB1X2 +X2δBT1 Y1 − Y1(D1 + δD1)Y1 + Y1δA1
+ δAT1Y1 + Y1(B1 + δB1)Y2 + Y2(B1 + δB1)TY1 (9)
and
H2(Y, δP2)=X2 (Y1δB2 − Y2δD2)T + (Y1δB2 − Y2δD2)X2 +X1δB2Y2
+ Y2δBT2 X1 − Y2(D2 + δD2)Y2 + δA2Y2 + Y2δAT2
+ Y2(B2 + δB2)TY1 + Y1(B2 + δB2)Y2. (10)
We stress that the first four terms in the right-hand sides of (9) and (10) have a
structure (an outer non-perturbed multiplier X1 or X2) which will be exploited later
in the derivation of tighter non-local bounds. Indeed, suppose that we want to bound
from above the 2-norms of the vector Avec(BZC), where A, B and C are given ma-
trices and the only information about the matrix Z is that ‖Z‖F = ‖vec(Z)‖2  δZ .
Then we have the ‘rough’ bound
‖A vec(BZC)‖2‖A‖2‖vec(BZC)‖2 = ‖A‖2‖BZC‖F
‖A‖2‖B‖2‖C‖2‖Z‖F = ‖A‖2‖B‖2‖C‖2δZ. (11)
But we have also the bound
‖A vec(BZC)‖2 = ‖A(CT ⊗ B)vec(Z)‖2  ‖A(CT ⊗ B)‖2δZ. (12)
Since ‖A(CT ⊗ B)‖2  ‖A‖2‖B‖2‖C‖2 and the strict inequality is possible, we see
that the bound (12) is tighter than (11).
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We recall that the matrix representation of Lij (·) is denoted by Lij . We also have,
for (X1, X2) ∈S2,
F1,A1(Z) = X1Z + ZTX1, F1,B1(Z) = X1ZX2 +X2ZTX1,
F1,C1(Z) = Z, F1,D1(Z) = −X1ZX1,
F2,A2(Z) = ZX2 +X2ZT, F2,B2(Z) = X1ZX2 +X2ZTX1,
F2,C2(Z) = Z, F2,D2(Z) = −X2ZX2.
(13)
The inverse M(·) := L(·)−1 ∈ Lin(R2,R2) of the operator L = FX(X, P )(·)may
be represented as L−1(·) = (M1(·),M2(·)), where, for Z := (Z1, Z2) ∈ R2,
Mi (Z) = Mi1(Z1)+ Mi2(Z2),Mij (·) ∈ Lin, i = 1, 2.
Hence δX = −M(W1(δX, δP1),W2(δX, δP2)), where
Wi(Y, δPi) :=
∑
Z∈Pi
Fi,Z(δZ)+Hi(Y, δPi).
In this way
δXi = −
2∑
j=1
Mij (Wj (δX, δPj )), i = 1, 2,
which gives
δXi = −
2∑
j=1
∑
Z∈Pj
Mij ◦ Fj,Z(δZ)−
2∑
j=1
Mij (Hj (δX, δPj )), i = 1, 2.
(14)
Therefore
δXi 
2∑
j=1
∑
Z∈Pj
Kij,ZδZ + O(‖δ‖2), δ → 0, (15)
where the quantityKij,Z := ‖Mij ◦ Fj,Z‖Lin is the absolute condition number of the
solution component Xi with respect to the matrix coefficient Z ∈ Pj . Here ‖.‖Lin is
the induced norm in the space Lin of linear operators R→ R.
The calculation of the condition numbers Kij,Z is straightforward when the
Frobenius norm is used in R. Indeed, let U ∈ Lin. Then
‖U‖Lin := max{‖U(Z)‖F : ‖Z‖F = 1} = ‖Mat(U)‖2.
Let Li,Z ∈ Rn2×n2 be the matrix of the operator Fi,Z ∈ Lin. A direct calculation
in view of (13) yields
L1,A1 = (n2 + In2)(In ⊗X1), L2,A2 = (n2 + In2)(X2 ⊗ In),
L1,B1 = (n2 + In2)(X2 ⊗X1), L2,B2 = (n2 + In2)(X2 ⊗X1),
L1,C1 = In2 , L2,C2 = In2 , L1,D1 = −X1 ⊗X1, L2,D2 = −X2 ⊗X2.
(16)
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Denote the matrix representation of the operator
M(·) = F−1X (X, P )(·) ∈ Lin(R2,R2)
as
M := Mat(M) = L−1 :=
[
M11 M12
M21 M22
]
, Mij ∈ Rn2×n2 . (17)
Then we have the following result.
Theorem 3.1. In the Frobenius norm the absolute condition number of the solu-
tion component Xi relative to the matrix coefficient Z ∈ Pj is Kij,Z = ‖MijLj,Z‖2,
i, j = 1, 2, where the matrices Mij and Lj,Z are defined by (16) and (17) in view of
(4), (5).
Proof. The proof follows from (15) and the exprerssions for the matrix representa-
tions Li,Z of the linear matrix operators Li,Z and for the blocks Mij of the matrix
M = L−1 of M. 
3.2. First order homogeneous bounds
Rewrite Eq. (14) in vectorized form as
vec(δXi) =
2∑
j=1
∑
Z∈Pj
Ni,Zvec(δZ)−
2∑
j=1
Mijvec(Hj (δX, δPj )),
i = 1, 2, (18)
where Ni,Z := −MijLj,Z ∈ Rn2×n2 , Z ∈ Pj .
The condition number based perturbation bounds are an immediate consequence
of (18),
δXi = ‖δXi‖F = ‖vec(δXi)‖2  est(1)i (δ)+ O(‖δ‖2), δ → 0, (19)
where
est(1)i (δ) :=
2∑
j=1
∑
Z∈Pj
‖Ni,Z‖2δZ =
2∑
j=1
∑
Z∈Pj
Kij,ZδZ.
The bounds est(1)i (·) are linear functions in the perturbation vector δ ∈ R8.
Relations (18) also give another perturbation bound
δXi  est
(2)
i (δ)+ O(‖δ‖2), δ → 0, (20)
where est(2)i (δ) := ‖Ni‖2‖δ‖2 and
Ni := [Ni,1, Ni,2] ∈ Rn2×8n2 ,
Ni,j := [Ni,Aj , Ni,Bj , Ni,Cj , Ni,Dj ] ∈ Rn
2×4n2 , i = 1, 2. (21)
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The bounds est(1)i (δ) and est
(2)
i (δ) are alternative, i.e., which one is better depends
on the particular value of δ.
There is a third bound, which is always less or equal to est(1)1 (δ), see also [8].
Indeed, we have δ2Xi = vecT(δXi)vec(δXi) = ηTNTi Niη + O(‖δ‖2), δ → 0, where
η := [vecT(δA1), vecT(δB1), . . . , vecT(δD2)]T ∈ R8n2 . (22)
We shall represent the matrixNTi Ni ∈ R8n
2×8n2+ as a 8 × 8 block matrix with n2 × n2
blocks as follows. Let the n2 × n2 blocks of Ni be denoted as N̂i,k , k = 1, . . . , 8, i.e.,
Ni =
[
N̂i,1, N̂i,2, . . . , N̂i,8
]
, N̂i,k ∈ Rn2×n2 ,
where
N̂i,1 := Ni,A1 , N̂i,2 := Ni,B1 , . . . , N̂i,8 := Ni,D2 .
Then ηTNTi Niη  δTN̂iδ, where N̂i = [ni,pq ] ∈ R8×8+ is a matrix with elements
ni,pq :=
∥∥∥N̂Ti,pN̂i,q∥∥∥2 , p, q = 1, . . . , 8
(note that the non-negative matrices N̂i may be indefinite). Therefore we find a third
type perturbation bounds
δXi  est
(3)
i (δ)+ O(‖δ‖2), δ → 0, (23)
where est(3)i (δ) :=
√
δT N̂iδ.
The overall estimates are summarized in the next theorem.
Theorem 3.2. It is fulfilled that
δXi  esti (δ)+ O(‖δ‖2), δ → 0, i = 1, 2,
where
esti (δ) := min
{
est(2)i (δ), est
(3)
i (δ)
}
, i = 1, 2,
and est(2)i (δ), est
(3)
i (δ) are determined by (20) and (23), respectively.
Proof. We have three local first order bounds, defined by (19) and (23). The bounds
(19) and (20) are alternative, and the bounds (20) and (23) are also alternative. At the
same time we have∥∥∥N̂Ti,pN̂i,q∥∥∥2  ∥∥N̂i,p∥∥2 ∥∥N̂i,q∥∥2 ,
which yields est(3)i (δ)  est
(1)
i (δ) and completes the proof. 
We stress that the local bounds, given in Theorem 3.2, may be very accurate for
certain collections of data and data perturbations. This will be the case when, for
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example, the vector η in (22) is (approximately) proportional to the right singular
vector of the matrix Ni from (21), corresponding to its maximum singular value
‖Ni‖2.
The local bounds considered in this section are continuous, first order homoge-
neous, non-linear functions in δ. Also, for δ /= 0 these functions are real analytic.
All the three bounds est(k)i are in fact majorants for the solution of a complicated
optimization problem, defining the conditioning of the problem as follows. Set ξi :=
vec(δXi) and δ := [δ1, . . . , δ8]T := [δA1 , . . . , δD2 ]T ∈ R8+. Then we have
ξi =
8∑
k=1
N̂i,kηk + O(‖δ‖2), δ → 0
and δXi = ‖ξi‖2  Ki(δ)+ O(‖δ‖2), δ → 0. Here
Ki(δ) := max
{∥∥∥∥∥
8∑
k=1
N̂i,kηk
∥∥∥∥∥
2
: ‖ηk‖  δk, k = 1, . . . , 8
}
is the exact upper bound for the first order term in the perturbation bound for the
solution component Xi (note that Ki(δ) is well defined, since the minimization in η
is carried out over a compact set).
The calculation of Ki(δ) is a difficult task. Instead, one can use a bound above
such as esti (δ)  Ki(δ).
Let γ ∈ R8+ be a given vector. Then we may define the relative conditioning of
the problem as follows.
Definition 3.1. LetXi /= 0. The quantity κi(γ ) := Ki(γ )/‖Xi‖F is the relative con-
dition number of Xi with respect to γ . If |||P ||| is the generalized norm (2) of P, then
κi(|||P |||) is the relative norm-wise condition number of Xi .
Note that if all elements γk of γ are zero except one, equal to ‖El‖F in the lth
position, then the quantity κi(γ ) is the individual relative condition number of Xi
with respect to perturbations in the matrix coefficient El .
4. Non-local perturbation analysis
4.1. Introductory remarks
Local bounds of the type considered in Section 3 are valid only asymptotically,
for δ → 0. But in practice they are usually used simply neglecting terms of order
O(‖δ‖2), e.g., δXi  esti (δ). Unfortunately, such chopped bounds may not be correct
either because they underestimate the true perturbed quantity or because the solution
of the perturbed problem does not exist. The reason is that it is usually impossible
to say, having a small but a finite perturbation δ, whether the neglected terms are
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indeed negligible. Moreover, for some critical values of the perturbations in the co-
efficient matrices the solution may not exist (or may go to infinity when these critical
values are approached). Nevertheless, even in such cases the local estimates will still
produce a ‘bound’ for a very large or even for a non-existing solution which surely
is not desirable.
The disadvantages of the local estimates may be overcome using the techniques
of non-linear perturbation analysis. As a result, we get a domain  ⊂ R8+ and two
non-linear continuous functions f1, f2 : → R+, satisfying f1(0)=f2(0) = 0, and
such that δXi  fi(δ), δ ∈ , i = 1, 2. The inclusion δ ∈  guarantees that the per-
turbed equation has an unique solution in a neighbourhood of the unperturbed solu-
tion. Furthermore, the last estimate is rigorous, i.e., the inequality holds true for all
perturbations with δ ∈ .
A disadvantage of the non-local bounds is that they may not exist or may be
pessimistic for some collections of perturbations.
4.2. The perturbed equation
The perturbed equation F(X + δX, P + δP ) = 0 may be rewritten as an operator
equation for the perturbation δX
δX = (δX, δP ),  = (1,2), (24)
where (Y, δP ) := −M(FP (X, P )(δP )+H(Y, δP )). Here
H(Y, δP ) := (H1(Y, δP1),H2(Y, δP2))
contains second and third order terms in Y and δP , see (9), (10).
Eq. (24) comprises two equations, namely
δXi = i (δX, δPi), i = 1, 2, (25)
where the right-hand side of (25) is defined by relations (14). Setting
ξi := vec(δXi) ∈ Rn2 , i = 1, 2, ξ :=
[
ξ1
ξ2
]
∈ R2n2 ,
we obtain the vector operator equation
ξ = π(ξ, η), (26)
in R2n2 , which is reduced to two coupled vector equations ξi = πi(ξ, η), i = 1, 2, in
Rn
2
.
Next we present a brief description of the method of Lyapunov majorants [3,7]
for the analysis of operator equations of type (26). We recall that our purpose is to
find bounds for δXi = ‖ξi‖2.
Define generalized norms in R2n2 and R8n2 by
|||ξ ||| :=
[‖ξ1‖2
‖ξ2‖2
]
∈ R2+
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and |||η||| := [‖η1‖2, . . . , ‖η8‖2]T ∈ R8+. For all ρ ∈ R2+ let
Bρ :=
{
ξ ∈ R2n2 : |||ξ ||| 	 ρ
}
be the ball centered at the origin and of generalized radius ρ.
Suppose that we can find a continuous function
h =
[
h1
h2
]
: R2+ × R8+ → R2+
such that the following assumption takes place.
Assumption 4.1
1. The components hi are non-decreasing in all of their scalar arguments, for all
δ ∈ R8+ the function h(·, δ) : R2+ → R2+ is differentiable, and
h(0, 0) = 0, rad(hρ(0, 0)) < 1.
2. For all ρ ∈ R2+; ξ, ξ˜ ∈ Bρ and η ∈ Bδ the inequalities |||π(ξ, η)||| 	 h(ρ, δ) and
|||π(ξ, η)− π(˜ξ, η)||| 	 hρ(ρ, δ)|||ξ − ξ˜ ||| hold.
Here hρ(ρ, δ) is the Jacobi matrix of the function ρ → h(ρ, δ) for a fixed value
of δ. In our case the matrix hρ(ρ, δ) is non-negative and according to the Perron–
Frobenius theorem [10] its spectral radius is equal to its maximum (non-negative)
eigenvalue.
Definition 4.1. The function h, satisfying Assumption 4.1, is called a Lyapunov
majorant for the operator equation (26).
If h is a Lyapunov majorant, then there exists a domain  ⊂ R8+ such that for δ ∈
 the vector majorant equationρ = h(ρ, δ)has a solutionρ = f (δ) = (f1(δ), f2(δ)).
Heref : → R2+ is a continuous function, the componentsfi of f are non-decreasing
in each of their scalar arguments (i.e., δ 	 δ˜ implies f (δ) 	 f (˜δ)), and f (0) = 0.
For δ ∈  the operator π(·, η) : Rn2 → Rn2 maps the closed convex set Bf (δ)
into itself. Hence, according to the Schauder fixed point principle [11], there ex-
ists a solution ξ ∈ Bf (δ) of the operator equation (26). Now the desired non-local
perturbation bounds for the solution are
δXi = ‖ξi‖2  fi(δ), δ ∈ .
We have πi(ξ, η) = Niηi + ψi(ξ, η), where
ψi(ξ, η) := −vec
 2∑
j=1
Mijvec
(
Hj
(
vec−1(ξ), vec−1(ηj )
)) .
We next apply the theory of Lyapunov majorants and fixed point principles of
Banach and Schauder [3,7] to show that the operator π(·, η) : R2n2 → R2n2 is a con-
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traction on a certain ‘small’ set of diameter vanishing together with η. An estimate
of this set in terms of δ will give us the desired non-local perturbation bound.
The vectorizations of the matrices Hi(Y, δPi) are
vec(H1(Y, δP1))= (In ×X1)
(
In2 +n2
)
vec(δB1Y2 − δD1Y1)
+ (X2 ⊗ In)
(
In2 +n2
)
vec(Y1δB1)
− vec(Y1(D1 + δD1)Y1)+ vec
(
Y1δA1 + δAT1Y1
)
+ vec (Y1(B1 + δB1)Y2 + Y2(B1 + δB1)TY1) (27)
and
vec(H2(Y, δP2))=(X2 ⊗ In)
(
In2 +n2
)
vec (Y1δB2 − Y2δD2)
+ (In ⊗X1)
(
In2 +n2
)
vec(δB2Y2)
− vec(Y2(D2 + δD2)Y2)+ vec
(
δA2Y2 + Y2δAT2
)
+ vec (Y2(B2 + δB2)TY1 + Y1(B2 + δB2)Y2) . (28)
4.3. Implicit non–local bounds
Let ‖Yi‖F  ρi , i = 1, 2, where ρi are non-negative constants. Then it follows
from (27), (28) that
‖πi(ξ, η)‖2  esti (δ)+
∥∥∥∥∥∥
2∑
j=1
Mijvec(Hj (Y, δPj ))
∥∥∥∥∥∥
2
 esti (δ)+
2∑
j=1
∥∥Mijvec(Hj (Y, δPj ))∥∥2  hi(ρ, δ),
where ρ =
[
ρ1
ρ2
]
∈ R2+
and
hi(ρ1, ρ2, δ) := esti (δ)+ ai1(δ)ρ1 + ai2(δ)ρ2 + 2bi(δ)ρ1ρ2
+ ci1(δ)ρ21 + ci2(δ)ρ22 .
Here
ai1(δ) := 2‖Mi1‖2δA1 + νi1δD1 + νi2δB2 + νi3δB1 ,
ai2(δ) := 2‖Mi2‖2δA2 + νi1δB1 + νi2δD2 + νi4δB2 ,
bi(δ) := ‖Mi1‖2(‖B1‖2 + δB1)+ ‖Mi2‖2(‖B2‖2 + δB2),
ci1(δ) := ‖Mi1‖2(‖D1‖2 + δD1), ci2(δ) := ‖Mi2‖2(‖D2‖2 + δD2),
i = 1, 2,
(29)
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and
νi1 :=
∥∥Mi1(In ⊗X1) (In2 +n2)∥∥2 ,
νi2 :=
∥∥Mi2(X2 ⊗ In) (In2 +n2)∥∥2 ,
νi3 :=
∥∥Mi1(X2 ⊗ In) (In2 +n2)∥∥2 ,
νi4 :=
∥∥Mi2(In ⊗X1) (In2 +n2)∥∥2 .
(30)
The function h : R2+ × R8+ → R2+ is a vector Lyapunov majorant for the operator
Eq. (26), see [3,7].
Consider the majorant system of two scalar quadratic equations
ρi = hi(ρ1, ρ2, δ), i = 1, 2, (31)
which may also be written in vector form as ρ = h(ρ, δ), where
h(ρ, δ) :=
[
h1(ρ, δ)
h2(ρ, δ)
]
.
We have
h(0, δ) =
[
est1(δ)
est2(δ)
]
and
hρ(ρ, δ) =
[
a11(δ)+ 2b1(δ)ρ2 + 2c11(δ)ρ1 a12(δ)+ 2b1(δ)ρ1 + 2c12(δ)ρ2
a21(δ)+ 2b2(δ)ρ2 + 2c21(δ)ρ1 a22(δ)+ 2b2(δ)ρ1 + 2c22(δ)ρ2
]
.
Hence h(0, 0) = 0 and hρ(0, 0) = 0. Therefore, according to the theory of Lyapunov
majorants [3,7], for δ sufficiently small, the system (31) has a solution
ρ = f (δ) =
[
f1(δ)
f2(δ)
]
, (32)
which is continuous, real analytic in δ /= 0 and satisfies ρ(0) = 0. The function f (·)
is defined in a domain  ⊂ R8+ whose boundary  may be obtained by excluding
ρ from the system of equations
ρ = h(ρ, δ), det(I2 − hρ(ρ, δ)) = 0. (33)
The second equation means that the Jacobi matrix hρ(ρ, δ) of h in ρ has an eigen-
value 1. In fact, in this case the spectral radius of hρ(ρ, δ) is equal to 1.
Relations (33) form a system of three scalar functionally independent equations
of 4th degree in 10 unknowns (the elements of ρ and δ). This defines a 7-dimensional
algebraic variety ̂ ⊂ R10+ . In a neighbourhood of the origin the variety ̂ may be
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parametrized as ρ = ρ̂(t), δ = δ̂(t), t ∈ R7, where ρ̂(·) : R7 → R2+, δ̂(·) : R7+ →
R8+ are algebraic functions. In turn, the surface (an algebraic variety of co-dimension
1) in R8+, defined by δ = δ̂(t), t ∈ R7, forms part of the boundary of the set  ⊂ R8+.
The second equation in (33) is equivalent to
ω(ρ, δ) := 1 − ε(δ)+ α1(δ)ρ1 + α2(δ)ρ2
+ 2β(δ)ρ1ρ2 + γ1(δ)ρ21 + γ2(δ)ρ22 = 0,
where
ε(δ) := a11(δ)+ a22(δ)− a11(δ)a22(δ)+ a12(δ)a21(δ),
α1(δ) := −2(c11(δ)(1 − a22(δ))+ b2(δ)(1 − a11(δ))
+ a12(δ)c21(δ)+ b1(δ)a21(δ)),
α2(δ) := −2(c22(δ)(1 − a11(δ))+ b1(δ)(1 − a22(δ))
+ a21(δ)c12(δ)+ b2(δ)a12(δ)),
β(δ) := 4(c11(δ)c22(δ)− c12(δ)c21(δ)),
γ1(δ) := 4(b2(δ)c11(δ)− b1(δ)c21(δ)),
γ2(δ) := 4(b1(δ)c22(δ)− b2(δ)c12(δ)).
Thus for the determination of (part of) the boundary ∂ of the setwe have a system
of three scalar full 2nd degree equations in ρ1, ρ2, whose coefficients are 2nd degree
polynomials in δ. For δ ∈  denote by ρ = f (δ) the smallest non-negative solution
of the majorant system (31). Speaking about the smallest solution, some remarks are
necessary.
Recall that in Rp the component-wise order relation 	 (x 	 y if xi  yi , where
xk and yk are the components of x and y, respectively) is only a partial one, i.e.,
there are vectors x, y ∈ Rn such that neither x 	 y nor y 	 x holds. So, we have to
assume that the system (31) has a smallest solution in R2+. If this is not the case, we
can take any solution ρ = f (δ) ∈ R2+ such that ω(f (δ), δ)  0.
As a result, we have the following result.
Theorem 4.1. The implicit non-local non-linear perturbation bounds
δXi  fi(δ), δ ∈ ,
are valid, where f (δ), as defined by (32), is the smallest solution of (31).
Note that if δ is not on the boundary of , in the sense that ω(ρ, δ) > 0, then
rad(hρ(ρ, δ)) < 1. In this case π(·, δ) is a generalized contraction on Bρ and, ac-
cording to the Banach fixed point principle, the solution for δX is locally unique.
Moreover, its elements are real analytic functions in the elements of the perturbations
in the coefficient matrices.
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4.4. Asymptotic bounds
For δ sufficiently small the perturbation bound ρ = f (δ) which is the solution of
the majorant equation ρ = h(ρ, δ), is analytic in δ and, for every integer m  1, we
have the asymptotic expansions
fi(δ) =
m∑
k=1
fi,k(δ)+ O(‖δ‖m+1), δ → 0, i = 1, 2,
where fi,k(δ) = O(‖δ‖k), δ → 0. The expressions fi,k(δ) may be derived as fol-
lows. Introduce a ficticious ‘small’ parameter ε and replace δ by εδ. Then fi,k(εδ) =
εkfi,k(δ). Substituting these expressions in the majorant system and equating the
coefficients of the corresponding powers of ε we obtain recurrence relations for de-
termining fi,k(δ). Finally, the parameter ε is set to 1. In particular for m = 2 we have
the following result.
Theorem 4.2. The asymptotic estimates
δXi  esti (δ)+ fi,2(δ)+ O(‖δ‖3), δ → 0, i = 1, 2,
are valid, where
fi,2(δ)= ai1(δ)est1(δ)+ ai2(δ)est2(δ)+ 2b0i est1(δ)est2(δ)+ c0i1est21(δ)
+ c0i2est22(δ)
and
b0i := ‖Mi1‖2‖B1‖2 + ‖Mi2‖2‖B2‖2, c0ij := ‖Mij‖2‖Dj‖2.
Proof. The proof is a straightforward calculation and is hence omitted. 
4.5. Explicit non-local bounds
In practice it is not necessary to explicitly determine the domain  and the func-
tions fi . It suffices, for a given δ, to solve numerically the majorant system (31) and
then to check the condition ω(ρ˜, δ)  0, where ρ˜ is the computed solution. Then, if
it exists, one has to choose the smallest non-negative solution of the system (31).
This ‘numerical’ approach to the non-local perturbation analysis may still be
avoided, obtaining explicit perturbation bounds at the price of certain worthening
of the corresponding estimates. The idea is to find a new Lyapunov majorant g, such
that h(ρ, δ) 	 g(ρ, δ) and for which the equation
ρ = g(ρ, δ) (34)
has an explicit form solution. This can be done in many ways. Three of them are
described below.
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Let
est(δ) := max{est1(δ), est2(δ)}, a1(δ) := max{a11(δ), a21(δ)},
a2(δ) := max{a12(δ), a22(δ)}, b(δ) := max{b1(δ), b2(δ)},
c1(δ) := max{c11(δ), c21(δ)}, c2(δ) := max{c12(δ), c22(δ)}.
Hereinafter, in order to simplify the notation, we set aij := aij (δ), ai := ai(δ), b =
b(δ), ci := ci(δ), ei := esti (δ), e := est(δ) thus omitting the explicit dependence of
the corresponding quantities on the perturbation vector δ.
We have the following result.
Theorem 4.3. Let
δ ∈ g :=
{
δ ∈ R8+ : a1 + a2 + 2
√
e(2b + c1 + c2)  1
}
.
Then the non-linear non-local perturbation bounds
δX1 , δX2 
2e
1 − a1 − a2 +
√
(1 − a1 − a2)2 − 4e(2b + c1 + c2)
(35)
hold true,where the quantities in the right-hand side of (35) are defined by (30), (29).
Proof. Consider the function g with components
g1(ρ, δ) = g2(ρ, δ) = e + a1ρ1 + a2ρ2 + 2bρ1ρ2 + c1ρ21 + c2ρ22 .
Obviously g is a Lyapunov majorant for the operator equation (26). Now the majorant
equation (34) has solutions with ρ1 = ρ2, where
e − (1 − a1 − a2)ρ1 + (2b + c1 + c2)ρ21 = 0. (36)
The smaller root ρ1(δ) of (36) is the right-hand side of (35). According to the tech-
nique of Lyapunov majorants, described in Sections 4.2 and 4.3, Eq. (26) has a solu-
tion ξ with ‖ξi‖2, ‖ξ‖2  ρ1(δ) and the proof is complete. 
In Theorem 4.3 one of the bounds (35) is not asymptotically sharp unless e1 = e2.
We next derive two more explicit bounds that are asymptotically sharp in the sense
that their first order terms are equal to esti (δ).
Theorem 4.4. Suppose that
δ ∈ k :=
{
δ ∈ R8+ : dk(δ)  0
}
,
where
dk(δ)=(1 − a1 − a2)2 − 4(a1(b + c2)+ (1 − a2)(b + c1))e1
− 4(a2(b + c1)+ (1 − a1)(b + c2))e2 + 4(b2 − c1c2)(e1 − e2)2.
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Then, in view of (30), (29), we have the bounds
δXi  ρi :=
2
(
aj ej + (1 − aj )ei + cj (e1 − e2)2
)
1 − a1 − a2 + 2(b + cj )(ei − ej )+√dk , i = 1, 2, (37)
Proof. Consider the function k with components
ki(δ, ρ) := ei + a1ρ1 + a2ρ2 + 2bρ1ρ2 + c1ρ21 + c2ρ22 .
It is easy to see that k is again a Lyapunov majorant for Eq. (26). Since h(ρ, δ) 	
k(ρ, δ) 	 g(ρ, δ) the solution of the majorant system ρ = k(ρ, δ) will majorize the
solution of the system ρ = h(ρ, δ) thus producing less sharp bounds, but will give
tighter bounds than those based on the majorant g. To compute this solution we
observe that ρ1 = ρ2 + e1 − e2. Substituting this expression in any of the equations
ρi = ki(ρ, δ) we obtain quadratic equations for ρi . Choosing the smaller solutions,
we obtain the perturbation bounds (37). 
Note that relative to e1, e2 the equation dk = 0 is a parabola (if b2 /= c1c2) or a
straight line (if b2 = c1c2).
The bounds (37) are already asymptotically sharp. However, they can still be
slightly improved as the next theorem suggests.
Theorem 4.5. Let
δ ∈ l :=
{
δ ∈ R8+ : ω1 + 2
√
ω0ω2  1
}
.
Then
δX2  ρ2 :=
2ω0
1 − ω1 +
√
(1 − ω1)2 − 4ω2ω0
(38)
and
δX1  ρ1 := αρ2 + β, (39)
where
ω0 := e2 + a21β + c1β2,
ω1 := a21α + a22 + 2(b + c1α)β,
ω2 := 2bα + c1α2 + c2
and
α := 1 + a12 − a22
1 + a21 − a11 , β :=
e1 − e2
1 + a21 − a11 .
Proof. Consider the Lyapunov function l for (26) with components
li (δ, ρ) := ei + ai1ρ1 + ai2ρ2 + 2bρ1ρ2 + c1ρ21 + c2ρ22
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together with the majorant equations ρi = li (ρ, δ), i = 1, 2. Substracting both sides
of these equations we get
ρ1 − ρ2 = e1 − e2 + a11ρ1 + a12ρ2 − a21ρ1 − a22ρ2.
Supposing that aii < 1 we have
ρ1 = ρ2α + β := ρ2 1 + a12 − a221 + a21 − a11 +
e1 − e2
1 + a21 − a11 . (40)
Substituting this expression in any of the equations ρi = li (ρ, δ) we get the quadratic
equation
ω2ρ
2
2 − (1 − ω1)ρ2 + ω0 = 0
for ρ2. The smaller root of this equation is the desired bound for δX2 and this is the
right-hand side of (38). The other bound (39) now follows from (40). 
5. Experimental results
Consider a pair of CCARE with matrices
A1=
[−0.4503 −0.0027
−0.0027 −0.4648
]
, B1 =
[
0 0
0.4005 0
]
,
C1=
[
2.0258 −0.3951
−0.3951 0.9296
]
, D1 =
[
1.1252 0
0 0
]
,
A2=
[−0.5664 0.0500
0.0500 −0.3383
]
, B2 =
[
0 0
−0.7865 0
]
,
C2=
[
0.9568 0.6865
0.6865 0.6766
]
, D2 =
[−0.1760 0
0 0
]
.
The perturbations in the data are taken as
δAi=δBi = δDi (= δXi) = 10(−k)
[
1 1
1 1
]
,
δC1=10(−k+1)
[−0.0645 −0.1755
−0.1755 −0.2866
]
,
δC2=10(−k)
[−0.7462 −0.7983
−0.7983 −0.8504
]
for k = 10, 9, . . . , 1.
Note that the matrices Xi = In solve the unperturbed CCARE.
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Table 1
Local bounds
k ‖δX‖F est(1) est(2) est(3)
10 2.00 × 10−10 3.02 × 10−9 3.35 × 10−9 3.00 × 10−9
2.00 × 10−10 4.79 × 10−9 7.25 × 10−9 4.57 × 10−9
9 2.00 × 10−9 3.02 × 10−8 3.35 × 10−8 3.00 × 10−8
2.00 × 10−9 4.79 × 10−8 7.25 × 10−8 4.57 × 10−8
8 2.00 × 10−8 3.02 × 10−7 3.35 × 10−7 3.00 × 10−7
2.00 × 10−8 4.79 × 10−7 7.25 × 10−7 4.57 × 10−7
7 2.00 × 10−7 3.02 × 10−6 3.35 × 10−6 3.00 × 10−6
2.00 × 10−7 4.79 × 10−6 7.25 × 10−6 4.57 × 10−6
6 2.00 × 10−6 3.02 × 10−5 3.35 × 10−5 3.00 × 10−5
2.00 × 10−6 4.79 × 10−5 7.25 × 10−5 4.57 × 10−5
5 2.00 × 10−5 3.02 × 10−4 3.35 × 10−4 3.00 × 10−4
2.00 × 10−5 4.79 × 10−4 7.25 × 10−4 4.57 × 10−4
4 2.00 × 10−4 3.00 × 10−3 3.30 × 10−3 3.00 × 10−3
2.00 × 10−4 4.80 × 10−3 7.20 × 10−3 4.60 × 10−3
3 2.00 × 10−3 3.02 × 10−2 3.35 × 10−2 3.00 × 10−2
2.00 × 10−3 4.79 × 10−2 7.26 × 10−2 4.58 × 10−2
2 2.00 × 10−2 3.06 × 10−1 3.41 × 10−1 3.03 × 10−1
2.00 × 10−2 4.84 × 10−1 7.38 × 10−1 4.63 × 10−1
1 2.00 × 10−1 3.3955 4.0889 3.3715
2.00 × 10−1 5.3705 8.8534 5.1612
The perturbation ‖δX1‖F, ‖δX2‖F in the solution is estimated by the local bounds
est(1)i (δ), est
(2)
i (δ), est
(3)
i (δ) from Section 3.2 and the non-local bounds (35), (37)
from Section 4.5. The cases when the non-local bounds are not valid (since the exis-
tence condition is violated) are denoted by asterisk.
The experiments are made in a MATLAB 5.3 environment. The results obtained
for different values of k are shown in Tables 1 and 2. The first quantity in each box corre-
sponds to i = 1 (e.g.,‖δX1‖F, est(1)1 , est(2)1 ,est(3)1 ), and the second one – to i = 2. When
k decreases from 10 to 1 the non-local bounds are only slightly more pessimistic than
the local bounds est(1)i (δ), est
(2)
i (δ), est
(3)
i (δ). We also see that for this particular exam-
ple the bound est(3)(δ) is superior not only to est(1)(δ), which is always the case, but
also to est(2)(δ).
6. Conclusions
In this paper we have presented a complete local and non-local perturbation anal-
ysis of coupled continuous-time matrix Riccati equations, arising in the theory of
H∞ control. It must be pointed out that the results are not a simple extension of
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Table 2
Non-local bounds
k ‖δX‖F (35) (37)
10 2.00 × 10−10 4.57 × 10−9 3.00 × 10−9
2.00 × 10−10 4.57 × 10−9
9 2.00 × 10−9 4.57 × 10−8 3.00 × 10−8
2.00 × 10−9 4.57 × 10−8
8 2.00 × 10−8 4.57 × 10−7 3.00 × 10−7
2.00 × 10−8 4.57 × 10−7
7 2.00 × 10−7 4.57 × 10−6 3.00 × 10−6
2.00 × 10−7 4.57 × 10−6
6 2.00 × 10−6 4.57 × 10−5 3.00 × 10−5
2.00 × 10−6 4.57 × 10−5
5 2.00 × 10−5 4.59 × 10−4 3.01 × 10−4
2.00 × 10−5 4.59 × 10−4
4 2.00 × 10−4 4.81 × 10−3 3.14 × 10−3
2.00 × 10−4 4.81 × 10−3
3 2.00 × 10−3 ∗ ∗
2.00 × 10−3 ∗
2 2.00 × 10−2 ∗ ∗
2.00 × 10−2 ∗
1 2.00 × 10−1 ∗ ∗
2.00 × 10−1 ∗
corresponding perturbation results for single Riccati equations. An important issue
here is the construction of the inverse of the operator L = FX(X, P )(·).
The technique for perturbation analysis presented and in particular the perturba-
tion bounds derived above may be extended to other more general systems of matrix
quadratic equations.
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