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Abstract 
In the analysis of possibly right censored univariate or multivariate lifetime data, het- 
erogeneity or frailty may be present in many situations. If frailty is present but ignored, 
inferences may be misleading. A natural way of modelling frailty parametrically is to 
consider Weibull mixtures. This thesis focuses on tests for detecting frailty in paxametric 
lifetime data, or more general time to event data, based on the Weibull models, where 
the frailty acts multiplicatively on the baseline hazaxd function. 
Some new tests for frailty are developed and their properties are studied and compared 
with some existing tests. Both tests for finite variance and infinite variance frailty axe 
studied. Score, modified score and likelihood ratio tests axe considered. Their asymp- 
totic properties are derived and finite sample null and nonnull properties are investigated 
through extensive simulation experiments for the cases with and without nuisance pa- 
rameters and including the possibility of right censoring. 
Following the slow convergence rate of the Zhu's (1998) score test, two other tests based 
on the PSW (positive stable mixture of Weibull) score function: the modified score test 
and the test based on the logarithm of the Weibull integrated hazaxd are proposed to 
detect infinite vaxiance frailty. The Likelihood Ratio (LR) test based on the PSW model 
is also considered as an alternative test. The modified score test is found as the most 
robust to misspecification of the frailty distribution and least sensitive to the presence 
of censoring. 
To detect finite vaxiance frailty in univaxiate lifetime data, Crowder and Kimber's (1997) 
score test and the LR test based on the GW (gamma mixture of Weibull) model are 
studied via simulation experiments. Both tests have good powers to detect frailty but 
are sensitive to the presence of censoring. In the multivaxiate case, Kimber's (1998) 
covariance test is found more useful than the Crowder and Kimber's (1997) score test 
and the GW based LR test. 
In general the LR tests are optimal for detecting the specified frailty in finite samples 
but the modified score based tests are relatively more robust against misspecified frailty. 
Among the tests considered for multivariate lifetime data, the modified score test (based 
on the PSW model) is found to be the best available parametric test for detecting frailty 
in most situations. 
All the tests can be applied in the presence of covaxiate information and/or in the presence 
of censoring. Expressions are provided for estimating the critical values in the uncensored 
case. Parametric bootstrap-based algorithms axe proposed for the application of the tests 
in the presence of fixed and random censoring. The tests are illustrated using some data 
sets from nutrition, medicine, reliability studies and actuarial science. 
Some models to deal with frailty in non-Weibull lifetime data are also obtained and their 
main features are explored including tests for frailty. The ultimate goal will be to provide 
a complete package for testing for frailty in parametric lifetime data. 
Key words: Frailty, Likelihood ratio test, Score test, Weibull distribution. 
Acknowledgement s 
At first I want to express my heartfelt gratitude and praise to my Rob for His infinite 
mercy upon me by saying His word 'Alhamdulillah'. 
I express my gratitude to my parents, without whom I could not survive until now. 
I would like to give thanks to my supervisor Dr. Alan C. Kimber (School of Applied 
Statistics, University of Reading) and co-supervisor Dr. Ioannis G. Vlachonikolis, 
EIHMS (European Institute of Health & Medical Sciences, University of Surrey) for 
their excellent supervision throughout my PhD research. I am especially indebted to Dr. 
Kimber for his continual support, encouragement, invaluable advice, original thoughts 
regarding my research and for his great initiative in my PhD funding arrangements. I 
also like to mention that during the final year of my PhD program, he took the pain of 
visiting me weekly at the University of Surrey while he was working at the University of 
Reading. Without his encouragement, this work would never have been possible. 
Thanks go to all the staff of the Department of Mathematics and Statistics for offering 
me such a co-operative and pleasant environment. In particular, I would like to thank 
my supervisor (final year) Professor Trevor J. Sweeting; Professor Martin J. Crowder 
(Department of Mathematics, Imperial College), a very nice person, for his supportive 
discussions in the first year and Dr. Anthony W. Ledford, a friendly person, for his help 
in computing. 
I thank Dr. Chang Q. Zhu, a former PhD student of Dr. Kimber, for her co-operation 
and helpful discussions on some occasions. 
I would like to express my gratitude to all the postgraduate students, especially Kyriakos 
V. Georgiou, in the Dept. of Maths and Stats for making these three years enjoyable. 
I also want to thank my post doc supervisor Mrs Anne Whitehead, School of Applied 
Statistics, University of Reading, for granting me some time to finish up the thesis. 
Financial support for my research programme came from the Department of Maths 
& Stats and EIHMS, University of Surrey. I am grateful to the authorities of both 
sponsoring bodies. 
Contents 
Contents vi 
List of Figures .................................... 
ix 
List of Tables ..................................... xviii 
Introduction 1 
1.1 Background .......................... ......... I 
1.1.1 Frailty ......................... ......... 1 
1.1.2 Consequence of ignoring frailty ........... ......... 
9 
1.1.3 Modelling frailty 
................... ......... 1) 
1.1.4 Applications of frailty models ........... .......... 
4 
1.2 Detecting frailty 
...................... .......... 
5 
1.3 Organisation of the thesis ................. .......... 
6 
2 Theoretical Background and Example Data Sets 7 
2.1 Preliminaries on lifetime distributions .................. .. 7 
2.1-1 Functions of lifetime ........................ .. 7 
2.1.2 Multivariate formulation of survival and hazard functions ... .. 8 
2.1.3 Censoring and likelihood function ................. .. 9 
2.2 The W(Ilbull distribution: a brief review ................. .. 9 
2.2.1 Definition and properties ..................... .. 10 
Lifetime regression models ..................... .. 11 
2.2.3 Parameter estin-iation ....................... .. 12 
2.3 General formulation of proportional hazards frailty models ....... .. 12 
2.3.1 Univariate frailty models ..................... .. 1: 3 
2.3.2 Multivariate frailty models .................... .. 14 
2.3.3 Likelihood construction ...................... .. 16 
I 
ii 
2.4 Statistical distributions for frailty ....................... 
16 
2.5 Weibull based proportional hazards frailty models: revisited ........ 17 
2.5.1 The positive stable mixture of Weibull (PSW) model ........ 18 
2.5.2 The gamma mixture of Weibull (GW) model ............ 20 
2.5.3 Bivariate dependence measures .................... 22 
2.6 Concluding remarks .............................. 
24 
2.7 Example data sets ............................... 
24 
2.7.1 Yarn breaking strength data: univariate ............... 
25 
2.7.2 Infant nutrition data: bivariate .................... 27 
2.7.3 Insurance data: bivariate with censoring ............... 29 
2.7.4 Repeated endurance exercise tests data: censored with covariate 
information ............................... 31 
2.7.5 Fibre failure strength data: four variate with missing values .... 33 
3 Some Score Based Tests for Infinite Variance R-ailty in Bivariate Weibull 
Lifetime Data 35 
3.1 Introduction ................................... 35 
3.2 Tests for frailty ................................. 36 
3.3 The asymptotic null properties of the tests in the uncensored case with 
no nuisance parameters ............................ 37 
3.3.1 The null properties ........................... 37 
3.3.2 The critical region ........................... 40 
3.4 The asymptotic null properties of the tests in the uncensored case with 
nuisance parameters .............................. 42 
3.4.1 All Weibull parameters axe unknown ................. 42 
3.4.2 Weibull shape paxameters are known ................. 46 
3.4.3 The critical region ........................... 47 
3.5 The test statistics and their null properties in the censored case ...... 48 
3.5.1 Censored case with no nuisance paxameters ............. 48 
3.5.2 Censored case with nuisance parameters ............... 52 
3.6 Finite sample null properties ......................... 53 
3.6.1 Simple formulae for the first two moments of the modified score 
test statistic in the censored case ................... 53 
3.6.2 Evaluation of the convergence rates .................. 55 
3.6.3 Critical values of the tests ....................... 61 
3.7 Generalisations of the tests for WeibuH regression data ........... 64 
3.8 Concluding remarks .............................. 70 
iii 
4 Power Comparisons of the Score Based Tests and the Likelihood Ratio 
Test for Infinite Variance Frailty: Bivariate Case 72 
4.1 Introduction 
......................... ........... 
72 
4.2 The asymptotic power of the score based tests ................ 
73 
4.2.1 Some expected quantities under the alternative hypothesis ..... 73 
4.2.2 The modified score test . ... ..................... 
74 
4.2.3 The test based on In s......................... 76 
4.3 The practical problem of testing frailty in the censored case with nuisance 
parameters and its solution .......................... 
77 
4.3.1 Size and power verification of the score-based bootstrap tests (with 
nuisance parameters) .......................... 77 
4.3.2 Checking the appropriateness of the uncensored critical values in 
the censored situation with nuisance parameters .......... 
80 
4.4 Comparisons of the finite sample powers of the score based tests for frailty 80 
4.4.1 Power in the case of positive stable frailty .............. 84 
4.4.2 Power in case of misspecified frailty ................. 86 
4.4.3 Power study of Kimber and Zhu's (1999) simple test ........ 88 
4.5 Likelihood ratio test for frailty based on the PSW model .......... 95 
4.5.1 Power study ............................... 96 
4.6 Power comparison of the LR and score based tests ............. 97 
4.7 Applications ................................... 98 
4.7.1 Infant nutrition data .......................... 98 
4.7.2 Insurance data ............................. 100 
4.7.3 Repeated endurance exercise tests data ............... 102 
4.7.4 Fibre failure strength data ....................... 104 
4.8 Summary .................................... 105 
5 The Score Based Tests for Infinite Variance Frailty in High Dimensional 
(p > 2) Weibull Lifetime Data 109 
5.1 Introduction ................................... 109 
5.2 Trivariate tests ................................. 109 
5.2.1 The test statistic in the uncensored case ............... 109 
5.2.2 The asymptotic null properties in the uncensored case ....... 112 
5.2.3 The finite sample null properties ................... 116 
5.2.4 Power comparisons for the uncensored case ............. 118 
IV 
5.2.5 The test statistics in the censored case ................ 118 
5.3 Four variate modified score test ........................ 119 
5.3.1 The test statistic in the uncensored case ............... 119 
5.3.2 The asymptotic null properties in the uncensored case ....... 120 
5.3.3 The finite sample null properties ................... 123 
5.3.4 The test statistic in the censored case ................ 124 
5.4 Five variate modified score test ........................ 124 
5.4.1 The test statistic in the uncensored case ............... 124 
5.4.2 The asymptotic null properties in the uncensored case ... .... 124 
5.4.3 Standardised critical values .................. .... 125 
5.4.4 The test statistic in the censored case ............ .... 125 
5.5 Gener al multivariate (p) tests ..................... .... 126 
5.5.1 The modified score test .................... .... 126 
5.5.2 The test based on In s..................... .... 126 
5.6 Exam ple ................................. .... 127 
5.6.1 Fibre failure strength data ................... .... 127 
5.7 Concluding remarks .............................. 127 
6 Some Tests for Frailty in Univariate Weibull Lifetime Data 129 
6.1 Introduction ................................... 129 
6.2 Univariate score test based on the PSW model ............... 129 
6.3 Tests for finite variance frailty ......................... 130 
6.3.1 Review of Crowder and Kimber's (1997) score test for frailty ... 130 
6.3.2 Likelihood ratio (LR) test based on the GW model ......... 131 
6.4 The finite sample null properties ....................... 132 
6.4.1 Evaluation of the convergence rates .................. 132 
6.4.2 Estimation of critical values ...................... 133 
6.5 Power Study .................................. 135 
6.5.1 Size verification of the bootstrap-based test ............. 138 
6.5.2 Comparison of the finite sample power in the case of Gamma frailty138 
6.5.3 Comparison of the finite sample power in the cases of positive 
stable and log-normal frailty ..................... 140 
6.6 Generalisation of &(I) for the covariate case ................. 140 
V 
6.7 Applications 
................................... 145 
6.7.1 Yarn breaking strength data ...................... 145 
6.7.2 Infant nutrition data .......................... 147 
6.7.3 Fibre failure strength data ....................... 
147 
6.8 Discussion .................................... 14 7 
7 Some Tests for Finite Variance Frailty in Multivariate Weibull Lifetime 
Data 150 
7.1 Introduction ................................... 150 
7.2 Testing for independence 
............................ 
150 
7.2.1 Crowder-Kimber's (1997) score test ................. 
151 
7.2.2 Kimber's (1998) integrated hazard covariance test ......... 
152 
7.2.3 The likelihood ratio (LR) test based on the GW model ....... 
154 
7.3 The finite sample null properties: bivariate case ............... 
154 
7.3.1 Evaluation of the rate of convergence ................. 
154 
7.3.2 Estimation of critical values ...................... 158 
7.4 Power study: bivariate case .......................... 161 
7.4.1 Checking the appropriateness of the critical value approach in the 
censored case with nuisance parameters ............... 161 
7.4.2 Power comparisons ........................... 162 
7.4.3 Power in the case of marginal misspecification ............ 169 
7.5 Finite sample properties: trivariate case ................... 173 
7.5.1 Convergence .............................. 173 
7.5.2 Critical values ............................. 173 
7.5.3 Powers .................................. 173 
7.6 Generalisations of the tests for the covariate case .............. 177 
7.7 Comparison with the tests for infinite variance frailty ............ 178 
7.8 Examples .................................... 179 
7.8.1 Infant nutrition data .......................... 179 
7.8.2 Insurance data ............................. 180 
7.8.3 Repeated endurance exercise tests data ............... 181 
7.8.4 Fibre failure strength data ....................... 181 
7.9 Discussion .................................... 183 
vi 
8 Beyond the Weibull Based Frailty Models 184 
8.1 Introduction 
................................... 184 
8.2 Frailty models based on the log-logistic distribution ............. 185 
8.2.1 The log-logistic distribution 
...................... 
185 
8.2.2 The gamma mixture of log logistic (GLL) model .......... 186 
8.2.3 The positive stable mixture of log-logistic (PSLL) model ...... 188 
8.3 Gompertz based random effects models ................... 190 
8.3.1 The Gompertz distribution ...................... 190 
8.3.2 The gamma mixture of Gompertz (GG) model ........... 192 
8.3.3 The positive stable mixture of Gompertz (PSG) model ....... 195 
8.4 Dependence structures of the bivariate random effects models ....... 198 
8.5 Detecting frailty in non-Weibull lifetime data ................ 202 
8.5.1 Tests for infinite variance frailty ................... 202 
8.5.2 Tests for finite variance frailty ..................... 
203 
8.6 Concluding remarks .............................. 205 
Discussion and Further Work 206 
9.1 Discussion .................................... 206 
9.2 Topics of Further Research .......................... 208 
9.2.1 LR test based on the GW model for censored data ......... 208 
9.2.2 A regular score test for infinite variance frailty ........... 209 
9.2.3 Testing frailty with non-susceptible group .............. 210 
9.2.4 Testing for more general multivariate frailty ............. 210 
9.2.5 Discrete frailty ............................. 210 
9.2.6 Testing for frailty in non-Weibull situations ............. 210 
9.2.7 Score test for infinite variance frailty in multivariate non-parametric 
lifetime data .............................. 211 
References 221 
Appendix 221 
A List of Presentations 221 
List of Figures 
2.1 Welbull densities and hazard functions with ý=1 and various values of ý- 11 
2.2 Densities and hazard functions for the GW distribution with c= 11 6 
and various values of 0.............................. 
2.3 Weibull plots for the breaking strengths of three types of yarn ....... 2.5 
2.4 Weibull plots of the infant nutrition data ................... 2, ý 
2.5 Weibull probability plots of death times of couple lives ........... 29 
2.6 Weibull probability plots of exercise times to angina pectoris on three 
occasions .................................... 39 
2.7 Weibull plots for fibre failure strengths for fibre sections of different lengths. 33 
3.1 (a) Mean p* (for a single observation) and (b) variances U*2 and & *2 (for 000 
a single observation) of bivariate modified score test statistic for various 
censoring points with superimposed fitted line Var/n = ao + ale- d+ a2e- 2d - 54 
3.2 Estimated critical values of the unstandardised modified score test statis- 
tics (a) T*2 and (b) Tý2 (with 30% censoring) with superimposed quadratic (2) (2), c 
fit Ca ý 00 + 0171 + 02n 
2. The figures (al) and (bl) are for sample size 20 
- 100 and (a2) and (b2) are for sample size 100 - 1000 ............ 62 
3.3 The variation of unstandardised critical values of the modified test statistic 
T *2 according to censoring points with superimposed quadratic fit C, (2), c 
-d- 2d ao + ale + a2e ............................... 63 
3.4 Estimated standardised critical values of Zhu's bivariate score test statistic 
T(2) w ith superimposed fit of the equation C,, = ao + a, / rn + a, / V/-n- -- 66 
3.5 Estimated standardised critical values of the bivariate modified score test 
statistic T* ith superimposed fit of the equation C,, = ao + a, /v/n-+ a., /, n 67, (2) W 
3.6 Estimated standardised critical values of the bivariate modified score test 
statistic T** with superimposed fit of the equation C,, = ao + a, /v/n- - a2/n 68 
4.1 Verification of the sizes of bivariate score test 't, 2), modified score test T(*2) 
and ln. q based test T** based on 10,000 replications, for various numbers ý2)' 
of bootstrap samples with superimposed lines for nominal sizes of the tests. 78 
vii 
viii 
4.2 Investigation of the power for the bivariate test statistics T(2), T* and (2) 
T** based on 2000 replications at the 5% level of significance for various (2) 
numbers of bootstrap samples for positive stable frailty with characteristic 
exponent v.................................... 81 
4.3 Plots of power functions at the 5% level of significance with sample size 50 
and 2000 replications. Based on bootstrap quantiles (B=200, c, = C2 = 
1.8: solid line) and uncensored critical value (dotted line) .......... 82 
4.4 Simulated powers (%) (based on critical values) of PSW based likelihood 
ratio test, Zhu's score test and the modified score test for various values of 
frailty parameters; for n= 50, significance level a=. 05 and all the nuisance 
parameters are unknown ............................ 100 
4.5 Simulated powers (%) (using B= 200 bootstrap samples) of the modified 
score test, Ins based test and Zhu's score test according to various values 
of frailty parameters; for n= 20, C1 = C2 = 1.8 for the censored case and 
significance level a=. 05 and all the nuisance parameters are unknown. -- 107 
4.6 Estimated power (%) for various amount of PS(v) frailty and various 
sample sizes of the modified score statistic T* (2) (based on critical values) 
at significance level a=0.05 .......................... 108 
5.1 Power versus PS parameter (v) for the trivariate statistics (nuisance pa- 
rameters are unknown) for n=20,50 and 100 at the 5% level of significance. 111 
5.2 Power versus PS parameter v among the four variate statistics (nuisance 
parameters are unknown) for n=20,50 and 100 at the 5% level of significance. 121 
6.1 Estimated standardised critical values of Crowder and Kimber's univariate 
score test statistic Cl(, )/, \/n- with superimposed fitted curve ......... 135 
6.2 Estimated standardised critical values of Crowder and Kimber's univariate 
score test statistic 0(1)/V/n--(l --6/7r2) with superimposed fitted curve. .. 136 
6.3 Estimated critical values of the univariate LR test statistic ýL(j) with su- 
perimposed fitted curve ............................. 137 
6.4 Simulated powers of A(l) and 6'(1) for the uncensored case (based on critical 
values) and for c 1.2 (based on bootstrap samples) according to various 
values of J; for n 100, significance level a=. 05 ............... 149 
7.1 Estimated standardised critical values of bivariate score test statistic &(2)/, 43n 
with superimposed fit of the equation C,, = ao + al/-, /-n- + a2/n ....... 159 
(I 
VF3-7r 7.2 Estimated standardised critical values of bivariate score test statistic (2)/ n(l - 4/ 2) 
with superimposed fitted curves ........................ 160 
7.3 Estimated standardised critical values of covariance statistic Výn_t(l, 2) with 
superimposed fit of the equation Cc, = ao + aj/V/n_ + a2/n .......... 161 
7.4 Estimated critical values of the bivariate LR test statistic ý(2) with su- 
perimposed fitted curve ............................. 162 
ix 
7.5 Plots of power functions at the 5% level of significance for Gamma(6, ý) 
frailty with n= 50 based on 2000 replications. Based on bootstrap quan- 
tiles (B = 200 and c, = C2 = 1.8: solid line) and uncensored critical value 
(dotted line) ................................... 163 
7.6 Simulated powers (%) (based on estimated critical values) of the test 
statistics according to various values of frailty parameters-, for sample size 
50, significance level a=. 05 and all the nuisance parameters are unknown. 179 
8.1 Densities and hazard functions for the log-logistic distributions with ý=1 
and various values of 0............................. 186 
8.2 Densities and hazard functions for the GLL distribution with ý=1,6 =2 
and various values of 0............................. 187 
8.3 Densities and hazard functions for the PSLL distribution with ý=1, 
v=0.5 and various values of 0......................... 189 
8.4 Densities and hazard functions for the Gompertz distributions with A= 
0.2 and various values of y........................... 191 
8.5 Densities and hazard functions for the GG distributions with A=1,6 =2 
and various values of y............................. 193 
8.6 Density and hazard functions for the PSG distribution with A=1, v=0.5 
and various values of -y ............................. 
196 
8.7 Bivariate density contours for the GW, PSW, GLL, PSLL distributions 
with parameters (ýj, 0j) = (1,2) and for the GG and PSG distributions 
with (Aj, -fj) = (1,2). The frailty parameters were chosen such that r=0.2.199 
8.8 Contour plots of cross ratio r(yi, Y2) for the PSW and PSLL distributions 
with ýj : -- b1 and for the PSG distribution with A, --= A2 = 1. Here, 
,r=1-v=0.5 .................................. 
200 
8.9 Plots of cross ratio r(yi, Y2) for the GW, PSW, GLL, PSLL distributions 
with parameters (ýj, 0j) = (1,2) and for the GG and PSG distributions 
with (Aj, -yj) = (1,2). Frailty parameters were chosen such that 7- = 0.5; 
(a) Y1 = Y2 =y and (b) yj = -L =y...................... 201 Y2 
List of Tables 
2.1 Breaking strengths of three types of yarn ................... -, 
2.2 Summary results of the yarn breaking strengths data ............ 
27 
2.3 Age in months of introduction of fish and egg into the diet of 55 infants - 28 
2.4 Death times of coupled lives .......................... 
30 
2.5 Exercise time to angina (in seconds) on occasions before and after oral 
isosorbide dinitrate ............................... 
31 
2.6 Summary results of the repeated endurance exercise tests data, without 
covariate ..................................... 
392 
2.7 Fibre failure strengths for fibre section of different lengths ..... .... 34 
2.8 Summary results of the fibre failure strengths data ......... .... 34 
3.1 Non-null mean of T*2 ............ (2) .... 41 
3.2 ............ Non-null mean of T*2* (2) .... 41 
3.3 Normalised critical values of the modified score test S(* (2) 55 
3.4 Normalised critical values of Sý2* .......... 
56 (2) 
3.5 Standardised critical values of Zhu's score test ý(2) t(2)/C2 ..... 
57 
3.6 Normalised critical values of the modified score test S* 57 (2) 
3.7 Normalised critical values of the Ins based test Sýý 57 (2) 
3.8 Normalised critical values of the score test 
i; 
(2)/C2 .............. 
51S 
3.9 Normalised critical values of the modified score test 
T np; 
S ý2) 0 (2) 
38 
3.10 Normalised critical values of the Ins based test S** 2 
-np- 0 
," - ' - 59 ( ) ý, 2 0' 7 
3.11 Normalised critical values of the modified score test Sý, (2), c 60 
3.12 Normalised critical values of the modified score test S* (2), c 60 
3.13 Estimated coefficients of the model C,, = (bo + ble-d + b2e-2d) + (b3 + b4e-d + b5C 2d) n- 
(b6 + b-, e-d + b8e-2d) n2 for calculating the unstandardised critical values 
of the bivariate modified score tests when nuisance parameters are known 
i. e. T* 65 (2)* 
x 
xi 
3.14 Estimated expressions for calculating the standardised critical values of 
T(2)/C2 when only shape parameters are known ..... .......... 66 
3.15 Estimated expressions for calculating the standardised critical values of 
T(2)/C2 when all the nuisance parameters are unknown . .......... 66 
3.16 Estimated expressions for calculating the standardised critical values of 
S* when only shape parameters are known ....... (2) .......... 67 
3.17 Estimated expressions for calculating the standardised critical values of 
S* when all the nuisance parameters are unknown ... (2) .......... 67 
3.18 Estimated expressions for calculating the standardised critical values of 
S** when only shape parameters are known ....... (2) .......... 68 
3.19 Estimated expressions for calculating the standardised critical values of 
S** when all the nuisance parameters are unknown ... (2) .......... 68 
3.20 Normalised critical values of Sý2 (2) .......... 70 
3.21 Normalised critical values of S** (2) .......... 70 
4.1 Asymptotic power of T* for PS(v) frailty for n=1000 ............ 76 (2) 
4.2 Asymptotic power of T(*2*) for PS(v) frailty for n=1000 ........... 76 
4.3 Generated censoring (%) for three cases: fixed right censoring times (a) 
C1 = C2 = 2.97, (b) cl = C2 = 1.8 and (c) cl = 1.2, C2 = oo for various 
values of the frailty parameters v16 . ...................... 83 
4.4 Values of Kendall's 7-, in the uncensored case, corresponding to the various 
values of the frailty parameters v and 6 of PS(v) and Gamma(6, J) frailty 
distributions ................................... 84 
4.5 Estimated powers (%) of T(2), T(*2) and T(*ý*) at the 5% level of significance 
for PS(v) frailty for sample size n. [Bold figures indicate the highest 
powers among the corresponding powers of the three tests] ......... 85 
4.6 Estimated powers M Of i; (2)) i; (*2) and 
i; 
(*2*) at the 5% significance level 
for PS(v) frailty. [C. 05 denotes that the power is based on the 5% critical 
values and B. 05 denotes that the power is based on the 5% values of the 
bootstrap samples] ................................ 86 
2) at the 5% significance level 4.7 Estimated powers M Of 
t(2) 
i 
t(*2) 
and t(*ý) 
for PS(v) frailty. [C. o5 denotes that the power is based on the 5% critical 
values and B. o, 5 denotes that the power is based on the 5% values of the 
bootstrap samples] ................................ 87 
4.8 Estimated powers (%) (based on critical values) of Tý2)', and T(2),, at the 
5% significance level for PS(v) frailty. [Bold figures indicate the highest 
powers among the corresponding powers of the two tests] .......... 88 
4.9 Estimated powers M Of i; (2), c7i; (*2), c and 
t(*2*), jor three cases: fixed right 
censoring times (a) cl --= C2 = 2.97, (b) cl = C2 ý 1.8 and (c) cl = 
1.8, C2 = oo; at the 5% level of significance, for PS(v) frailty, for sample 
size n. (Bold figures indicate the highest powers among the corresponding 
powers of the three tests] ............................ 89 
xii 
4.10 Estimated powers M Of t(2), ci 
t(*2), 
c and 
'tj2*), 
c 
for three cases: fixed 
right censoring times (a) cl ý C2 = 2.97, (b) cl =: C2 = 1.8 and (c) cl = 
1.8, C2 = oo; at the 5% level of significance, for PS(v) frailty, for sample 
size n. [Bold figures indicate the highest powers among the corresponding 
powers of the three tests] ............................ go 
4.11 Estimated powers (%) of T(2), T* and T** at the 5% level of significance (2) (2) 
for Gamma(J, J) frailty for sample size n. [Bold figures indicate the highest 
powers among the corresponding powers of the three tests] ......... 91 
4.12 Estimated powers (%) of the statistics T(2), Tý2) and T(*2*) at the 5% sig- 
nificance level for Gamma(5,6) frailty. [Bold figures indicate the highest 
powers among the corresponding powers of the three tests. C. 05 denotes 
that the power is based on 5% critical values and B. 05 denotes that the 
power is based on the 5% values of the bootstrap samples] ......... 91 
4.13 Estimated powers (%) of the statistics T(2) i Tý2) and T(*2*) at the 5% sig- 
nificance level for Gamma(J, J) frailty. [Bold figures indicate the highest 
powers among the corresponding powers of the three tests. C. o5 denotes 
that the power is based on 5% critical values and B. o5 denotes that the 
power is based on the 5% values of the bootstrap samples] ......... 92 
4.14 Estimated powers M Of T(2),,, T(*2),, and Tý2*)', for three cases: fixed 
right censoring times (a) cl ý-- C2 = 2.97, (b) cl --= C2 = 1.8 and 
(c) 
cl = 1.8, C2 = oo; at the 5% level of significance, for Gamma(J, J) frailty, 
for sample size n. [Bold figures indicate the highest powers among the 
corresponding powers of the three tests] .................... 
93 
A 
4.15 Estimated powers (%) of T(2),,, T(*2),,, and T(*2*),, for three cases: fixed 
right censoring times (a) cl " C2 = 2.97, (b) cl = C2 = 1.8 and (c) 
cl = 1.8, C2 = oo; at the 5% level of significance, for Gamma(J, J) frailty, 
for sample size n. [Bold figures indicate the highest powers among the 
corresponding powers of the three tests] .................... 94 
4.16 Estimated powers (%) of Kimber and Zhu's (1999) simple test statis- 
tic at the 5% significance level for PS(v) frailty and for misspecified 
Gamma(ý, J) frailty for sample size n= 20 .................. 95 
4.17 Estimated powers (%) of -2 In 
ý(2) and -2 In 
ý(2),, at the 5% significance 
level for PS(v) frailty. [C. 05 denotes that the power is based on the 5% 
critical values and B. o5 denotes that the power is based on the 5% values 
of the bootstrap samples] ............................ 98 
4.18 Estimated powers (%) of -2 In 
ý(2) and -2 In 
ý(2),, at the 5% significance 
level for Gamma(6,6) frailty. [C. o5 denotes that the power is based on 
the 5% critical values and B. 05 denotes that the power is based on the 5% 
values of the bootstrap samples] ........................ 99 
4.19 Bivariate analysis results of infant nutrition data (n = 55) using the score 
based tests for infinite variance frailty ..................... 99 
4.20 Results of the bivariate PSW based LR test for infinite variance frailty on 
infant nutrition data, n= 55 .......................... 101 
xiii 
4.21 Results of the score based tests for infinite variance frailty on the insurance 
data, n= 119 ................................... 102 
4.22 Results of the bivariate PSW based LR test for infinite variance frailty on 
the insurance data, n= 119 ........................... 102 
4.23 Results of the score based tests for infinite variance frailty on the repeated 
endurance exercise tests data (n = 21), without covariate .......... 103 
4.24 Results of the score based tests for infinite variance frailty on the repeated 
endurance exercise tests data (n 21) with covariate, dose ......... 103 
4.25 Results of the bivariate PSW based LR test on exercise tests data, n 21- 104 
4.26 Bivariate analyses of fibre strength data using the score based tests. -- 105 
4.27 Results of the bivariate PSW based LR test on fibre strength data ..... 105 
4.28 Power (based on critical values) table for t(*2) at the 5% level of significance 
for positive stable frailty with characteristic exponent v for sample size n. 107 
5.1 Simulated critical values of the trivariate standardised modified score 
statistic S(*, 3, ). ...................... 117 
5.2 Simulated critical values of the trivariate Ins based standardised test 
statistic S(*3ý, )' ....................... 117 
5.3 Estimated expressions for calculating the standardised critical values of 
S* when all the nuisance parameters are unknown ............. 117 (3) 
5.4 Estimated expressions for calculating the standardised critical values of 
S** when all the nuisance parameters are unknown ............. 118 (3) 
5.5 Estimated powers (%) of T* and T** at the 5% level of significance for (3) (3) 
PS(v) frailty and for Gamma(J, J) for sample size n. [Bold figures indicate 
the higher of the powers of the two tests] ................... 119 
5.6 Simulated critical values of the fourvariate standardised modified score 
statistic S(*4). ...................... 123 
5.7 Estimated expressions for calculating the standardised critical values of 
S* when all the nuisance parameters are unknown ............. 123 (4) 
5.8 Estimated expressions for calculating the standardised critical values of 
S* when all the nuisance parameters are unknown ............. 125 (5) 
5.9 Multivariate (p = 4) analysis results of fibre failure strength data using 
the score based tests for infinite variance frailty (n = 39) .......... 127 
6.1 Simulated critical values of Crowder and Kimber's normalised score statis- 
tic U(, )/v42-n ................................... 132 
6.2 Simulated critical values of Crowder and Kimber's normalised score statis- 
tic 0(1)/Nfn .................................... 133 
6.3 Simulated critical values of Crowder and Kimber's normalised score statis- 
tic U(, )/Vln-(l --6/7r2) ............................. 133 
x1v 
6.4 Simulated critical values of the univariate likelihood ratio test statistic ý(, ) - 134 
6.5 Estimated expressions for calculating the standardised critical values of 
U(1)/V'n when only shape parameter is unknown ............... 134 
6.6 Estimated expressions for calculating the standardised critical values of 
U(j)/VG(1 --6/ir2) when all the nuisance parameters are unknown. 134 
6.7 Estimated expressions for calculating the standardised critical values of 
A(, ) when ý and 0 are unknown ........................ 135 
6.8 Generated censoring (%) for three cases: fixed right censoring times (a) 
c=2.97, (b) c=1.8 and (c) c=1.2 for various values of the frailty 
parameters v, 5.................................. 137 
6.9 Estimated powers (%) (through bootstrapping) of the score statistics U(j) 
and T(j) at the 5% level of significance, for Gamma(6,6) frailty, for sample 
size n. [bold figures indicate the higher powers for the two tests] ...... 138 
6.10 Estimated powers (%) of U(j) and T(j) at the 5% significance level for 
Gamma(6, J) frailty. [Bold figures indicate the higher powers for the two 
tests obtained by bootstrapping. C. 05 denotes that the power is based on 
critical values and B. 05 denotes that the power is based on bootstrapping]. 139 
6.11 Estimated powers (%) of &(j) and A(, ) at the 5% significance level for 
Gamma(J, J) frailty. [Bold figures indicate the higher powers for the two 
tests obtained based on critical values. C. 05 denotes that the power is 
based on critical values and B. 05 denotes that the power is based on boot- 
strapping] ..................................... 139 
6.12 Estimated powers (%) [through bootstrapping] of the univariate score 
statistics U(j),, and T(j),, at the 5% level of significance, for Gamma(j, J) 
frailty, for sample size n= 50. [Bold figures indicate the higher powers of 
the two tests] ................................... 140 
6.13 Estimated powers (%) [through bootstrapping] of CT(j),, and t(j),, for three 
censored cases at the 5% level of significance, for Gamma(j, J) frailty, for 
sample size n. [Bold figures indicate the higher powers among the two tests]. 141 
6.14 Estimated powers (%) of CT(j),, and A(, ),, for two censored cases based on 
the 5% values of the bootstrap samples for Gamma(J, 6) frailty ....... 141 
6.15 Estimated powers (%) of the statistics U(j) and T(j) at the 5% level of 
significance, for PS(v) frailty, for sample size n. [Bold figures indicate 
the higher powers of the two tests obtained through bootstrapping. Cý05 
denotes that the power is based on critical values and B. o5 denotes that 
the power is based on bootstrapping] ..................... 
142 
6.16 Estimated powers (%) [through bootstrapping] of the statistics U(j),, and 
T(i),, at the 5% level of significance, for PS(v) frailty, for sample size 
n= 50 for three censored cases. [Bold figures indicate the higher powers 
of the two tests] ................................. 142 
6.17 Estimated powers (%) [through bootstrapping] of 0(j) and t(j) for the 
uncensored and censored cases at the 5% significance level for log-normal 
frailty with mean one and variance 1/J. [Bold figures indicate the higher 
powers of the two tests] ............................. 143 
xv 
6.18 Estimated powers (%) of the univariate LR test statistic A(, ) and score 
test statistic 0(j) at the 5% significance level for log-normal frailty with 
mean one and variance 1/J, based on critical values. [Bold figures indicate 
the higher powers of the two tests] ....................... 143 
6.19 Simulated critical values of normalised score statistic (J(j) / \, /n(l - 6/jr2 ). 144 
6.20 Estimated expressions for calculating the standardised critical values of 
U(, )/v/n-(l _-6/ir2) when there is a covariate and all the nuisance param- 
eters are unknown .......... ....................... 144 
6.21 Results of the univariate Score test) (T(j),, on yarn data (n = 110) with 
right censoring ................................. 145 
6.22 Results of the univariate Score test on yarn data with a dummy covariate 146 
6.23 Results of the univariate LR test on yarn data ............... 146 
6.24 Results of the univariate LR test on infant nutrition data ......... 147 
6.25 Univariate analysis results of fibre failure strength data using The CK 
score test .................................... 148 
7.1 Simulated critical values of normalised score statistic U(2)/V/5n ....... 155 
7.2 Simulated critical values of normalised statistic \/n-T(1,2) ......... .. 155 
7.3 T/- Simulated critical values of normalised score statistic C (2) /V 3n ..... .. 155 
7.4 Simulated critical values of normalised statistic V, 'n-t(1,2) ......... .. 
156 
7.5 J V- 7r 156 Simulated critical values of normalised score statistic C (2) / 3n (1 - 4/ 2) - 
7.6 Simulated critical values of normalised statistic V/n-t(1,2) ......... .. 
156 
7.7 Convergence of the bivariate likelihood ratio test statistic ý(2) ..... .. 
157 
7.8 Convergence of the bivariate likelihood ratio test statistic A(2) ..... .. 
158 
7.9 Estimated expressions for calculating the standardised critical values of 
U(2)/V3-n when only shape parameters are known ............ .. 
158 
7.10 Estimated expressions for calculating the standardised critical values of 
U(2)/V/3n(l - 4/7r2) when all the nuisance parameters are unknown. 159 
7.11 Estimated expressions for calculating the standardised critical values of 
Vn-T(1,2) when only shape parameters are known ............. .. 
159 
7.12 Estimated expressions for calculating the standardised critical values of 
-, Fnt(1,2) when all Weibull parameters are unknown ........... .. 
160 
7.13 Estimated expressions for calculating the standardised critical values of 
A(2) when all the nuisance parameters are unknown ........... .. 
160 
7.14 Estimated powers M Of U(2) and T(j, 2) at the 5% significance level for 
Gamma(b, ý) frailty. [Bold figures indicate the higher powers (based on 
critical values) for the two tests. QO. 5 denotes that the power is based on 
critical values and B. 05 denotes that the power is based on bootstrapping]. 164 
xvi 
7.15 Estimated powers (%) Of U(2) and T(1,2) at the 5% significance level for 
Gamma(6, ý) frailty. [Bold figures indicate the higher powers (based on 
critical values) for the two tests. C. 05 denotes that the power is based on 
critical values and BA- 165 . 05 
denotes that the power is based on bootstrappingl 
7.16 Estimated powers M Of U(2)i T(1,2) and A(2) at the 5% significance level 
for Gamma(ý, ý) frailty. [Bold figures indicate the highest powers (based 
on critical values) among the three tests. C. 05 denotes that the power 
is based on critical values and B. 05 denotes that the power is based on 
bootstrapping] 
.................................. 165 
7.17 Estimated powers (%) (through bootstrapping) Of U(2),, and T(1,2), c for 
three cases at the 5% level of significance, for Gamma(J, J) frailty. [Bold 
figures indicate the higher powers for the two tests] ............. 166 
7.18 Estimated powers (%) (through bootstrapping) Of 0(2), c and 
t(1,2), 
c for 
three cases at the 5% level of significance, for Gamma(J, J) frailty, for 
sample size n. [Bold figures indicate the higher powers for the two tests]. . 167 
7.19 Estimated powers (%) (based on bootstrap values) Of U(2), c and T(1,2), c 
for three cases at the 5% level of significance, for Gamma(J, 6) frailty, for 
sample size n................................... 168 
7.20 Estimated powers (%) of the score test and the covariance test at the 5% 
significance level for log-normal frailty with mean one and variance 1/J, 
based on critical values. [Bold figures indicate the higher powers for the 
two tests] ..................................... 169 
7.21 Estimated powers M Of 0(2) and !; (1,2) at the 5% significance level for 
PS(v) frailty. [Bold figures indicate the higher powers (based on critical 
values) for the two tests. C. 05 denotes that the power is based on critical 
values and B. 05 denotes that the power is based on bootstrapping]. .-.. 170 
7.22 Estimated powers M Of Cr(2) , 
t(l, 
2) and Jý(2) at the 5% significance level 
for PS(v) frailty. [Bold figures indicate the highest powers (based on 
critical values) among the three tests. C. o5 denotes that the power is based 
on critical values and B. 05 denotes that the power is based on bootstrapping]. 170 
7.23 Estimated powers (%) (through bootstrapping) Of 
0(2), 
c and 
t(l, 
2), c 
for 
three cases at the 5% level of significance, for PS(v) frailty, for sample 
size n. [Bold figures indicate the higher powers for the two tests] ...... 171 
7.24 Estimated powers (%) (through bootstrapping) of 
0(2),, 
and 
t(l, 
2), c 
for 
three cases at the 5% level of significance, for PS(v) frailty, for sample 
size n. [Bold figures indicate the highest powers among the three tests]. . 172 
7.25 Estimated powers (%) of the bivariate score test and the bivariate covari- 
ance test at the 5% level of significance, for the uncorrelated bivariate 
model with burr marginals, each with Gamma(6, J) frailty, for sample size 
n......................................... 174 
7.26 Estimated power (%) of the bivariate LR test statistic A(2) at the 5% level 
of significance for uncorrelated bivariate model with Burr marginals, each 
with Gamma(b, 6) frailty, based on critical values .............. 175 
xvii 
7.27 Simulated critical values of normalised statistic CT(3)/N/6n(i - 3/ir2), 175 
7.28 Simulated critical values of normalised statistic t(1,2,3) \, /3/n ....... 175 
7.29 Estimated expressions for calculating the standardised critical values of 
U(3)/,, /6n(l - 
3/7r2) when all the nuisance parameters are unknown. 175 
7.30 Estimated expressions for calculating the standardised critical values of 
T(1,2,3)IV3--1n 
when all the nuisance parameters are unknown ....... 176 
7.31 Estimated powers (%) (based on critical values) Of U(3) and T(1,2,3) at the 
5% significance level for Gamma(6,5) frailty. [Bold figures indicate the 
higher powers for the two tests] ......................... 1 716 
7.32 Estimated powers (%) (based on critical values) of 
0(3) 
andt(1,2,3) at the 
5% significance level for PS(v) frailty. [Bold figures indicate the higher 
powers for the two tests] ............................ 176 
7.33 Simulated critical values of normalised statistic(J(2) / VF3n(1-4/7r2)- 177 
7.34 Simulated critical values of normalised statistic , 
/-n-t(j, 2) ........ 177 
7.35 Estimated expressions for calculating the standardised critical values of 
U(2)/, ý/-3n(l - 4/7r2)with covariate information and when all the nuisance 
parameters are unknown ............................ 178 
7.36 Estimated expressions for calculating the standardised critical values of 
Vrn-t(j, 2)with covariate information and when all the nuisance parameters 
are unknown ................................... 178 
7.37 Results of the bivariate GW based LR test for frailty on infant nutrition 
data, n= 55 ................................... 180 
7.38 Results of the score based tests for finite variance frailty on the insurance 
data, n= 119 .................................. 180 
7.39 Results of the tests of the score based tests for finite variance frailty on 
the exercise tests data, n= 21, without covariate .............. 181 
7.40 Results of the score based tests for finite variance frailty on the exercise 
tests data, n= 21, with covariate, dose .................... 181 
7.41 Bivariate analysis results of fibre failure strength data using the score 
based tests for finite variance frailty ..................... 182 
7.42 Results of the bivariate GW based LR test for finite variance frailty on 
fibre failure strength data ........................... 
182 
8.1 Estimated critical values of the normalised score statistic ý(2) (2)/C2 
based on log-logistic basic lifetimes ....................... 
202 
8.2 Estimated critical values of the normalised modified score test statistic 
S* based on log-logistic lifetimes ....................... 203 (2) 
8.3 Estimated critical values of the Ins based normalised test statistic S^ ** for (2) 
log-logistic lifetimes ............................... 203 
xviii 
8.4 Estimated critical values of Crowder and Kimber's normalised score test 
statistic (J(2)/V/-3n(I --4/7r2) for log-logistic lifetimes ............ 
204 
8.5 Estimated critical values of Kimber's normalised covariance test statistic 
when the basic lifetimes follow log-logistic distribution ...... 204 
__ 
1 
Introduction 
1.1 Background 
The analysis of lifetime data or more generally time to event data, is very common in 
applied fields such as medicine, epidemiology, biology, demography, engineering, e, (-()- 
nomics, management, environmental sciences, actuarial sciences and the social scieiices- 
For instance, analysis of time until the death of cancer or AIDS patients, the time to 
breakdown of engineering equipment, employment duration and the length of marriages 
can be mentioned. Multivariate examples include survival of married couples and fibre 
failure strengths for fibre sections of different lengths. Heterogeneity is an important 
aspect of lifetime data. The topic of heterogeneity (known as frailty in this context) 
has received much attention in a wide variety of fields including demography (Vaupel, 
1990), econometrics (Heckman and Singer, 1984) and statistics (Clayton and Cuzick, 
1985; Aalen, 1988; Hougaard, 2000). 
1.1.1 R-ailty 
It is a basic observation of lifetime data that items (individuals, or units of a systeiii) are 
dissimilar. An important way of handling item heterogeneity in lifetime data is to use 
regression models - parametric or semi- parametric. Regression models, with lifetime as 
the dependent variable and the explanatory variables as regressors, allow heterogeneit, ' 
to be conveniently incorporated into a statistical analysis. Sometimes the regression 
models may not give an adequate fit to the data for a number of reasons. One reason is 
the oinission of important covariates. One might not include all the relevant covariates. 
perhaps because one inay not have detailed information on each individual, or one may 
not know that the covariate is important or even that the covariate exists. Secondly, 
a regression model may be correctly specified for the true covariates but measurement 
problems have resulted in error in the observed covariates. Thirdly, the amount of 
variation between the items has not been observed, for example, individuals maý' respond 
differently to the same treatment. 
1 
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On the other hand, it may be the case that the observations can be grouped and each 
group has a specific effect, which produces non-zero marginal correlations between ob- 
servations in the same group, resulting in non- independence of the data. For example, in 
a medical context, when patients might share some unobserved risk factors which affect 
their survival times; in industry, fabrication of short fibres from the same parent fibre 
may be inherently similar. The use of time dependent covariates and/or stratification 
methods may be helpful to capture the observed heterogeneity. However, it is well known 
in the statistical literature that even though one might include a number of covariates, 
there may be an 'unexplained' remaining variation or an unobservable random effect 
known as frailty (Vaupel et al., 1979). 
1.1.2 Consequence of ignoring frailty 
It is recognised in the field of econometrics and biometrics, through empirical evidence, 
that if frailty is present but ignored then covariate effects will be underestimated (Lan- 
caster, 1979; Lancaster and Nickell, 1980; Aalen, 1988; Huster et al., 1989; Klein, 1992; 
Hougaard et al., 1994; Pickles and Crouchley, 1994,1995). Lancaster (1990) confirmed 
this evidence for uncensored Weibull survival data through theoretical work. Henderson 
(1999) showed that fitting misspecified Cox proportional hazards models to the marginal 
distributions (ignoring frailty) leads to regression coefficient estimates biased towards 
zero by an amount which depends on the variability of the frailty terms and the form of 
frailty distribution. He also concluded that the fitted marginal survival curves can also 
differ substantially from the true marginals. 
In the analysis of multivariate failure time data, failure to account for dependency has 
been shown to lead to biased parameter estimators (Klein and Moeschberger, 1988). 
Moreover, ignoring frailty effects with finite mean may result in a negative bias in the 
estimated time dependence (Lancaster and Nickell, 1980; Yashin et al., 1985). 
Epidemiological relative risk measures are vulnerable to the frailty phenomenon (Aalen, 
1999), as frailty reduces the influence of known covariates on the relative risk. Conse- 
quently, this can lead to non-proportional hazards. 
Modelling frailty 
A natural approach to account for heterogeneity is to use a mixture model. Mixture 
models have been used extensively in many fields for modelling heterogeneous data, see, 
for example, McLachlan and Basford (1988). The mixing distribution can be either 
continuous or discrete. The continuous mixture approach tends to be more parsimonious 
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than the finite mixture approach. The mixture can be imposed on the hazard function 
or directly to the time variable to change the time scale. For a time-based model, see, for 
example, Anderson and Louis (1995). The hazard-based model is more popular than the 
time-based model. One reason is that the frailty phenomenon can be interpreted in terms 
of the hazard rate. For example, high-risk (e. g. with high frailty value) individuals/ units 
will tend to have a short lifetime i. e. higher hazard of dying/ failure than the average 
hazard. High-risk individuals/ units may be termed as 'frail' and hence the popular 
name 'frailty'. Under the hazard based model, the natural approach is to consider that 
frailty acts multiplicatively on the baseline hazard function. However, an additive hazard 
frailty model is also possible and was first suggested by Vaupel and Yashin (1985). For 
details, see also Rocha (1996), Parner (1998) and Petersen (1998). 
The most well developed and widely applied frailty model for lifetime data is a gener- 
alisation of the Cox (1972) semi-parametric proportional hazards model, which allows 
for the random effect as a multiplicative adjustment to a baseline hazard function. For 
example, a bivariate model based on gamma frailty was derived by Clayton (1978) and 
was generalised to include covariates by Clayton and Cuzick (1985). Hougaard (1986b) 
studied the model using stable distributed frailty. 
The proportional hazards frailty models can also be fully parametric. In the parametric 
situation, the baseline hazard function is replaced by the hazard function of a suitable 
lifetime distribution. According to Aalen (1994), "there are advantages to using fully 
parametric frailty models, such as Weibull based frailty models. Not only is estimation 
easier, but it is possible to describe explicitly the effect that frailty has on hazard ratios 
over time. " 
The Weibull distribution is the most widely used distribution in the parametric modelling 
of lifetime data. In fact, this distribution is as central to the parametric analysis of sur- 
vival data as the normal distribution is in linear modelling, Collett (1994). The Weibull 
based frailty models, which are generalisations of proportional hazards models with a 
Weibull baseline hazard function, are the focus of this thesis. Interestingly, for Weibull 
based frailty models, both the hazard-based approach and the time-based approach give 
the same result. There are several other reasons for choosing the Weibull distribution 
for parameterising the baseline hazard. First, the Weibull distribution has considerable 
flexibility, both in terms of the shape of the density function (positive or negative skew- 
ness) and the hazard function (monotonic increasing or decreasing). Secondly, it has a 
closed form survivor function, which is convenient for likelihood based inference in the 
presence of right censoring. Thirdly, on the log-scale the Weibull distribution may be 
parameterised simply in terms of a location parameter and a scale parameter, which 
allows for a natural approach to incorporating covariate information. Moreover, it is the 
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only lifetime distribution which has both proportional hazards and accelerated life model 
representations. Finally, it is an extreme value distribution, which gives it theoretical 
plausibility in situations where a 'weakest link' failure mechanism is thought to act. 
This group of parametric frailty models, which leads to a flexible generalisation of the 
Weibull distribution, has been considered by many authors. For example, Hougaard 
(2000) studied PVF (power variance function) models extensively; Lee (1979) studied 
a stable-Weibull model; Crowder (1985,1989) studied some Weibull based PVF mod- 
els from a different perspective and Kimber (1990,1996a, 1998) studied their further 
properties and applications; Lu and Bhattacharyya (1990) gave some extensions of the 
stable-Weibull model; Whitmore and Lee (1991) studied the exponential based inverse 
Gaussian frailty model. 
1.1.4 Applications of frailty models 
Frailty models can be used for making adjustments for over-dispersion in univariate life 
times. Correction for this over-dispersion (heterogeneity), using frailty models, allows 
for adjustments for the effects of other unobserved (hence unmeasured) covariates in a 
proportional hazards model. 
Another important application of frailty models is to model the dependency among 
multivariate (correlated) life times. According to Aalen (1999a, p. 61), "if there is a 
large number of dependent survival times, with many of them being censored, for each 
of several individuals, then the normality-based variance component analysis will have 
a very hard time tackling this, if it is at all possible. However, the dependency may 
be modelled through a frailty variable, such that all survival times coming from a given 
individual have the same level of frailty attached to them. Such an approach of modelling 
dependence accommodates very well censored data and yields quite simple analysis". 
In the case of multivariate lifetime data, this thesis focuses on the situation where the 
number of observation times is fixed, known as parallel data, Hougaard (2000). The 
frailty tests considered in this thesis apply mainly to two situations. The first situation 
is the lifetimes of repeated measurements, where the time of the same type of event is 
studied for a fixed number of occasions for each individual. Examples in reliability include 
repeated breakdowns of a certain type of machinery. The second situation is the lifetimes 
of subjects where there exists some natural or artificial grouping of subjects, which 
induces dependence among lifetimes of the same group. Examples in epidemiological 
studies include the members of the same family sharing both genetic and environmental 
factors. The same is true for siblings or litter mates who share a common genetic makeup. 
In reliability, machine components produced in the same batch may be inherently similar. 
1.2 Detecting frailty 
Alternatively, several events of the same type may occur for a single individual/ unit, for 
example, times to blindness of the right and left eye, lifetimes of amalgam fillings of 
several teeth of a person. Frailty models are used in many fields including engineering 
(Wassell et al., 1995) and epidemiology (Aalen, 1999b and Wienke et al., 2001). 
1.2 Detecting frailty 
If frailty is present but ignored, the resulting inferences may be misleading. On the other 
hand, over-complication of the modelling process to deal with frailty is not desirable if 
there is no frailty. Hence, methods for testing for frailty are important. Viswanathan 
and Manatunga (2001) proposed a diagnostic plot for assessing the frailty distribution 
in multivariate survival data. Shih and Louis (1995a) proposed a graphical method for 
assessing the adequacy of the parametric gamma frailty model while Glidden (1999) 
developed both graphical and numerical techniques for checking the adequacy of this 
model. 
Chesher (1984) presented a score test for neglected heterogeneity in the context of eco- 
nomics. Kiefer (1984) suggested a score test for heterogeneity in exponential lifetime data 
using the concept of generalised errors in the sense of Cox and Snell (1968). Lancaster 
(1985) modified it using the unconditional variance. He also considered the univari- 
ate uncensored Weibull case. Later, Putcha (2000) generalised the Lancaster (1985) 
approach to allow for censored survival times. Commenges and Andersen (1995) de- 
rived a non-parametric score test, using a counting process approach, for testing group- 
heterogeneity/shared-frailty (see also Gray (1995)), which is a generalised form of the 
mentioned individual frailty tests. 
Many statistical methods, ranging from informal probability plots to formal goodness- 
of-fit tests, are available for detecting departures from a Weibull model, see for example, 
Crowder et al. (1991), Wolstenholme (1999) and D'Agostino (1986). These methods 
are useful but are not aimed at detecting frailty explicitly. Crowder and Kimber (1997) 
derived a score test, in a similar fashion to Chesher's (1984) score test, for testing for 
finite variance frailty. Kimber (1996b) discussed the univariate version of Crowder and 
Kimber's (1997) test and studied its asymptotic properties. However, the finite sample 
properties are not explored. Kimber (1998) proposed a test for frailty in multivariate 
lifetime data, by decomposing the Crowder and Kimber (1997) score test but did not 
compare its finite sample properties with those of the original score test. 
Methodology for testing for infinite variance frailty is not well developed. Zhu (1998) de- 
rived a Weibull based score test for infinite variance frailty, which has a slow convergence 
1.3 Organisation of the thesis 6 
rate to the normal limit. Kimber and Zhu (1999) proposed some simple diagnostics for 
infinite variance frailty, which have low power against misspecified frailty. 
On the other hand, the likelihood ratio (LR) test is an alternative approach for testing 
for frailty. In finite samples, LR tests may have advantages over score tests. However, 
LR tests for frailty have not yet been explored in the Weibull context. The aim of the 
thesis is to investigate various tests for frailty in parametric (Weibull) lifetime data. 
1.3 Organisation of the thesis 
As the focus of the thesis is parametric (Weibull) lifetime data, Chapter 2 reviews the 
essentials for parametric frailty models, including two Weibull based proportional hazards 
frailty models as a basis for the tests developed later. The example data sets used in the 
thesis are also described in this chapter. 
In Chapters 3 to 5, we focus on the detection of infinite variance frailty based on the 
Weibull based proportional hazards frailty model. The null and non-null properties of 
various tests for frailty in the bivariate case are obtained in Chapters 3 and 4 respectively 
and are extended to higher dimensions in Chapter 5. 
Tests for finite variance frailty are considered in Chapters 6 and 7. The properties of the 
tests are studied for univariate lifetimes in Chapter 6 and for multivariate lifetimes in 
Chapter 7. 
In Chapter 8, we briefly consider models and tests for frailty in log-logistic and Gompertz 
data. We conclude in Chapter 9 with a brief overview and a discussion of areas for further 
work. 
2 
Theoretical Background and Example Data Sets 
The frailty methods that are developed and studied in Chapters 3 to 7 are based on 
Weibull mixtures. The objective of this chapter is to review background materials and 
introduce the example data sets used throughout. Lifetime functions, particularly the 
hazard function, play a significant role in the derivation of frailty models. In § 2.1. lifetime 
functions are presented with their inter-relat ions hips and multivariate generalisations. 
The Weibull distribution, which is at the centre of this study, is reviewed in § 2.2. As 
a starting point, a general mathematical formulation of the proportional hazards frailty 
model is given in § 2.3. The statistical distributions suitable for frailty are discussed in 
§ 2.4. Two Weibull based frailty models: gamma mixture of Weibull (GW) and positive 
stable mixture of Weibull (PSW), which are used extensively in the thesis, are reviewed 
in § 2.5, followed by concluding remarks in § 2.6. Finally, five data sets, which are used 
for illustration throughout the thesis are introduced in § 2.7. 
2.1 Preliminaries on lifetime distributions 
Functions of lifetime 
The time to occurrence of some event which is of interest is referred to as the survival 
time or failure time or more generally time to event. In this thesis, the term lifetime 
is used in general. The distribution of lifetimes can be described or chartcterised by 
five mathernatically equivalent functions, namely the survival function, the distribution 
function, the hazard function, the cumulative hazard function and the probability density 
function. 
Assuming throughout that the lifetime Y is always a non-negative continuous variable. 
the probability that an experimental subject froin the population will have a lifetime 
exceeding y is 
F(y) = Pr(l'>, y) =I- F(y) 
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where, P(y) is the survivor function and F(y) is the distribution function. The usual 
non-parametric estimation method of the survivor function is the Kaplan-Meier product- 
limit method, see Kaplan and Meier (1958) or the life table method, see, for example, 
Chiang (1968). 
The probability density function (pdf) is defined by 
(Y) dF(y) dP(y) 
dy dy 
(2.1) 
The (approximate) probability that a unit fails in the short time interval [y, y+ L) is 
Pr(y: 5 Y<y+ A) 1-%. f (y)A. 
The hazard function h(y), which is fundamental in survival analysis, specifies the instan- 
taneous rate of failure at time y given survival to time y and is defined as 
h(y) lim 
Pr(y: ý Y<y+ AJY > y) 
A-W A 
f (Y)/P(Y). (2.2) 
The cumulative hazard function H(y) is defined by 
y 
H(y) = 
fo 
h(u)du. 
Thus, for continuous lifetimes, the relationship between H(y) and P(y) is 
F(y) = exp {-H(y)}. (2.3) 
Note that the relation (2.3) shows that if the lifetime Y has an arbitrary continuous distri- 
bution, then H(Y) has an exponential distribution with unit parameter. The cumulative 
hazard function can be estimated from the product-limit estimator of P. However, Nel- 
son (1972) suggested an alternative estimator for H(y) that has better small-sample-size 
performance than the estimator based on the product-limit estimator. 
2.1.2 Multivariate formulation of survival and hazard functions 
Let Y1, Y2 denote the two lifetimes, then their bivariate survivor function, denoted by 
F (yi, Y2) i is 
F(yi, Y2) = Pr(Yj > Yl i Y2 > Y2) =1- F(yi) - F(Y2) + F(yi, Y2) - 
(2.4) 
For lifetimes Y1, Y2, . .., Yp the relationship between the joint pdf f 
(Y1 
i Y2 i ... I yp) and 
the joint survival function P(YI 7 Y2 7 ... I yp) = Pr(Y1 > Y17 Y2 > YZ ... 7 Yp > YP) is 
(Yli Y2s ---i Yp) _, 
)paPF(yi, y2,..., yp) (2.5) 
ftlOlY2 
... olyp 
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The concept of hazard function is somewhat difficult to extend to the multivariate setting. 
There exist a number of definitions of multivariate hazard function in the literature. 
Brindley and Thompson (1972) and Johnson and Kotz (1972) extended the monotone 
hazard function idea to the multivariate case. According to Brindley and Thompson, 
a multivariate failure rate distribution is IFR/ DFR (i. e. increasing/ decreasing failure 
rate) if 
Pr[Y >y+ AlplY > y] (2.6) 
is decreasing/ increasing in y for all A>0; where, 1p = (1,1, ..., 1), Y= 
(Yj 
1 1"", ..., 
Yp) 
and y= (Y17Y27 ... I yp) - Johnson and Kotz (1972) provided the conditional hazard func- 
tion for Yj (j = 17 2,..., p) given Y>y as follows: 
hj(yjlY>y) limA-lP(Yj: 5yj+Aly>y) 
A-+O 
a[ln P(y)] 
(2.7) 
ayj 
Here, the behaviour of the multivariate hazard rate is studied in the component variate 
yj, and its conditional hazard. 
2.1.3 Censoring and likelihood function 
An important feature of lifetime data is the possibility that observations may be censored. 
Only right censoring is considered in this thesis as it is more common compared to left 
and interval censoring. In practice, a (right) censoring scheme may be a combination of 
random and type I censoring. For example, in some studies, some patients are randomly 
censored (drop out or die from a disease not under study), whereas others are type I 
censored when the fixed study period ends. See, Klein and Moeschberger (1997) and 
Crowder et al. (1991) for a discussion. 
Consider a random sample of n lifetimes (Y1, Y2 7..., Yn) 7 where censoring is non-informative, 
see, for example, Klein and Moeschberger (1997). The likelihood of the sample is 
n 
rj If (yi) I" 1, P(yi) 1 (2.8) 
i=l 
where, Ii =0 if the ith observation is censored and 1 otherwise. 
2.2 The Weibull distribution: a brief review 
The Weibull distribution, see Weibull (1939,1951), is often a natural starting point in 
the modelling of lifetime (time to event) data. Statistical methods developed and studied 
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in Chapters 3 to 7 are based on this distribution. In this section, some of its features, 
generalisation and parameter estimation procedures are briefly reviewed. 
2.2.1 Definition and properties 
A continuous lifetime variable Y>0 has a Weibull distribution if its survivor function 
is 
F(y) = exp (2.9) 
or, if its hazard function is 
h(y) = ýOy", (2-10) 
where ý and 0 are positive parameters, and 0 is called the shape parameter of the 
distribution. The exponential distribution with rate parameter ý is a special case when 
0=1. The Weibull distribution can have increasing (0 > 1), decreasing (0 < 1) or 
constant (0 = 1) hazard rates. In particular, for 1<0<2, the hazard function increases 
slower than linearly; for 0=2, the hazard function is linear and the distribution is known 
as Rayleigh; and for 0>2, the hazard increases faster than linearly, see Figure 2.1. Thus, 
the Weibull distribution may be used to model lifetimes with monotonic hazard. 
The pdf, mean and variance of Y are 
ýOyO-l exp 
(-&) 
, 
E(Y) = Z-1/OIP (0-1 + 1) (2-12) 
and 
Var(Y) = Z-2/0 {IP (20-1 + 1) -r 
2(0-1+1)1, 
where r is the gamma function 
00 
IP (x) = ux-le-'du. (2.14) 
fo 
12 
For large 0, the mean and variance are approximately ý0 and 1.64 ý0 0-2 respectively. 
The pth percentile is 
Y(P) 
1 
In 
100 )11/0 1ý (100 
-p 
and the median lifetime of the Weibull distribution is 
(50) In 2 
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Figure 2.1: Weibull densities and hazard functions with ý=I and various values of 0. 
2.2.2 Lifetime regression models 
Weibull based regression models are popular to incorporate covariates in the model. One 
simple form of Weibull model that incorporates covariates has 
F(ylx) = exp 
(-ý., 
y") (2.16) 
where, ý, is a function of x, the vector of covariates. The usual choice is the log-linear 
forin In ý, -- x To . Here, the Weibull shape parameter 0 is constant. 
There are two standard approaches to the modelling of time constant covariate effects 
on lifetimes, which have become popular in the statistical literature. The first is the 
accelerated lifettme model, which can often be represented as 'location- scale' form on 
the log lifetime scale, and the second is the multiplicative (proportional) hazards model. 
For details, see., for example, Crowder et al. (1991), Hosmer and Lemeshow (1999), 
Kalbfleisch and Prentice (1980). 
Let, Fo(y) = exp(-yO) denotes the baseline survivor function when x is a null vector. 
then 
I 
I 
I 
t 
I 
, 
P(ylx) = exp = exp 
[- (ZXI/OY)<11 
= Po 
(ex' /0 (-zxyo) (2.17) 
01234 01234 
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Thus P(ylx) is in the form 1ý00kaxY) with Oax = ý1/0, a positive function of x. This x 
shows that the covariate vector x acts multiplicatively on time Y and compared with 
some standard situation (for x= 0) in which Oax = 1. the lifetime is either accelerated 
or degraded by a constant factor. Hence, the Weibull model has an accelerated life 
representation. Similarly 
ýx 
x . 
P(ylx) = exp 
(-ýxyO) 
= 
[exp(-yO)] [PO(Y)II 
. 
(2.18) 
Thus, P(ylx) can also be expressed as [Po(y)]O" with op,, = ý,, where V)px is also a 
positive function of x. This is the representation of a proportional hazards model, where 
covariates act multiplicatively on the hazard function of Y. Hence, the Weibull model 
also has a proportional hazards representation. 
2.2.3 Parameter estimation 
The log-likelihood function for a Weibull sample Y1 i Y2 7 ... i Yn is 
nn 
In(Zi0) =Ine Z Ii+lnOEIi+(0- 1) Z IiInyi -e 
Z yio, (2-19) 
i=l i=l i=l i=l 
where Ii is zero if the ith observation is censored and one otherwise. MLEs and of 
ý and 0 may be obtained by minimising -1,, (ý, 0) numerically using the NAG routine 
E04JAF. Alternatively, the MLEs can be obtained from the numerical solution of the 
following equations 
En 
En i=i Yi 
and 
1 
:rZ Ij +Z IiInyi -ýEyiolnyi = 0. 0 i=l i=l i=l 
2.3 General formulation of proportional hazards frailty mod- 
els 
This thesis focuses on multiplicative hazards frailty models. Unexplained heterogeneity 
and, in the multivariate case, association in lifetime data can both be modelled by 
using frailty models. An important statistical assumption here is that the frailty is 
independent of any censoring that may take place. The following subsections give the 
general mathematical specification of proportional hazards frailty models with a brief 
review of frailty models. 
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2.3.1 Univariate frailty models 
Let W be a non-negative random variable (frailty) with distribution function G(w) and 
let h(y) denotes the baseline hazard function of the lifetime. The proportional hazards 
frailty model assumes that conditional on the frailty variable W, the hazard function for 
the lifetime Y is 
h(yIW, X) = Wh(y) exp(xTß). (2-20) 
The model presents the population as a mixture, where each individual has frailty W 
whereas the baseline hazard is common to all the individuals. Consider the simplest case 
without covariates. Then the conditional survivor function of Y given W is 
, 
P(ylW = w) = exp 
(- fo y 
h(tlw)dt) 
= exp(-wfyh(t)dt) 
0 0 
= exp [-wH(y)], 
where H(y) = foy h(t)dt. Hence, the unconditional survivor function of Y is 
F(y) Ew[expf-wH(y)l] 
fw 
exp I- wH (y) I dG (w) 
L [H(y)] I 
(2.21) 
(2.22) 
the Laplace transformation of H(y). It is apparent that this unconditional survivor 
function can be extended to accommodate covariates. 
In a semi-parametric context, Hougaard (1984) explained the reason in terms of frailty 
that a group of patients after an operation shows decreasing hazard, though each in- 
dividual may have constant hazard. Aalen (1988) examined the impact of individual 
heterogeneity in univariate survival analysis in the medical context. He discussed a class 
of mixing distributions and extended Hougaard's model to allow for part of the popula- 
tion to be non-susceptible. Again Aalen (1994) discussed a stochastic process approach 
as an alternative to the common proportional frailty models. Keiding et al. (1997) pre- 
sented a case study and argued for upgrading the accelerated failure models to account 
for frailty in univariate survival analysis. 
Non-identifiability is a concern in the univariate frailty model. Elbers and Ridder (1982) 
studied the conditions necessary to achieve identifiability of the frailty distribution in 
univariate data. Andersen et al. (1993) noted that the underlying hazards of the fit- 
ted Cox regression models varied so regularly that a hypothesis of Weibull underlying 
hazards should be acceptable. Heckman and Singer (1984) showed how identifiabihty 
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is maintained for a Weibull hazard function, provided the frailty distribution has finite 
mean. According to Hougaard (1986a, 1987), being able to estimate the frailty distri- 
bution from univariate data is scientifically unreasonable, a point that we shall return 
to. He (Hougaard, 1991) suggested that the univariate frailty model should be used for 
discussion rather than for a quantitative evaluation. 
2.3.2 Multivariate frailty models 
Multivariate (possibly censored) lifetime data arise in a variety of observational and ex- 
perimental studies. Such data typically have correlated failure times. The correlation 
can be a consequence of observational design, for example with clustered sampling and 
matching, or it can be a focus of interest as in genetic studies, longitudinal studies of 
recurrent events and other studies involving multiple (repeated) measurements. A mul- 
tivariate frailty model may be an effective way to accommodate association in correlated 
lifetime data. In this model, it is assumed that, conditional on the frailty W, the lifetimes 
are independent. 
The multivariate generalisation of the frailty models (2.22) is straightforward. For the 
general case of p-variate lifetime data, let Yij denotes the lifetime of individual i on the jth 
occasion (in the case of repeated measures), where i=1,2, n and j=172P. Sup- 
.... yp)T pose that, for the ith individual, conditional on the frailty wi, lifetimes Yj = 
(Yij, i 
are independent with a hazard of the form 
wi hj (yij), (2.23) 
as in the univariate case. The probability results can be studied for a single individual 
and therefore we omit the index i below whenever possible. The joint conditional survivor 
function of Yl, Y2,. - -, Yp is 
P Yj 
(Y1, Y2 i ... 7YpIW-=W) = exp -E 
hj (tj I w) dtj 
j=1 
fo 
= exp -wy: 
f 
hj(tj)dtj 
P Yj 
j=1 0 
P 
= exp w L' Hj (yj) (2.24) 
j=1 
where Hj(yj) hj(tj)dtj denotes the baseline cumulative hazard function for the 
jth occasion. This model represents that the baseline hazard varies according to the 
occasions (j), but remains the same for all individuals under study. However, it can 
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vary according to the individuals as well if there are covariates in the model. The 
frailty W varies according to individual, but remains the same for all occasions in the 
same individual. If wi (z = 1,2,..., n) are independently and identically distributed with 
distribution function G(w), then the unconditional joint survivor function is 
p 
Jlý (YI i Y2 yp) 
fw 
exp -wl: Hj(yj) dG(w) 
j=j 
fw 
exp (-ws) dG(w) 
L (s), (2.25) 
where s= EP3=1 Hj (yj), and L(s) denotes the Laplace transformation of s. Like the 
univariate case, this model can be easily extended to accommodate covariates. 
When there exists some natural or artificial grouping of subjects (siblings or litter mates) 
that induces dependence among lifetimes of the same group, this result can be used after 
interchanging the definitions of the subscripts. That means, the subscript i will stand 
for group and the subscript j will stand for individual of the ith group. In this case, the 
frailty is constant over time and common to the individuals within the group i. e. frailty 
denotes the group variation rather than individual variation. On the other hand, the 
basic hazard denotes the individual variation. 
Hougaard (1984) recognised that the results in frailty theory are often elegantly formu- 
lated in terms of Laplace transforms. Therefore, one would usually seek to use frailty 
distributions with a tractable Laplace transform in applications. It will be seen later in 
this chapter that the Weibull based proportional frailty models are special cases of the 
general model (2.25). 
Several authors studied and developed frailty models for modelling the dependence in 
multivariate lifetimes. Oakes (1989a) extended the class of bivariate frailty models to 
allow for negative association, which was presented as a subclass of the Archimedian 
copula distributions. Pickles and Crouchley (1995) compared the performance of con- 
ditional and mixture likelihood approaches to estimating bivariate frailty models, and 
argued that the choice of a particular parametric frailty distribution is not crucial for 
the estimation and testing of regression type coefficients in survival analysis. The shared 
frailty model, where frailty is assumed to be constant over time and common within the 
occasions (of repeated measures) /groups, has been extended by Pickles and Crouchley 
(1994) and Yashin et al. (1995) to allow different but correlated frailties among observa- 
tions within a group. Yue and Chan (1997) have proposed a dynamic frailty model by 
allowing the frailties to vary stochastically. Bandeen-Roche and Liang (1996) proposed 
a family of frailty models that accounts for multiple levels of clustering of lifetime data. 
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Zahl (1997), gave an interesting extension of the proportional frailty models with two 
frailty variables. For other extensions and applications of frailty models, see, for example, 
Hougaard (2000). 
2.3.3 Likelihood construction 
Inferential procedures for frailty models have almost exclusively focused on likelihood- 
based approaches (Liang et al., 1995). The likelihood function in (2.8) for the random 
censorship model can be used in the multivariate frailty model framework. From (2.25). 
we have 
(Yl, Y2, ..., UP exp (-ws) dG(w). "p) : ---- 
fw 
According to equation (2.5), 
p 
(Y17 Y27 ... i Yp) 
rj w hj (yj) exp (- ws) dG (w) 
fw ý= 
j=l 
Therefore, following (2.8) the likelihood function for the p-variate general frailty model 
may be written as follows: 
np 
L= ]I ]Ilwhj(yij)l, ij exp (-wsi) dG(w), (2.26) 
fw I 
i=l j=l 
where lij =0 if the jth component of the ith observation is censored and 1 otherwise. 
2.4 Statistical distributions for frailty 
Much of the work in the field of frailty phenomena has dealt with the choice of statistical 
distribution for the frailty, see, for example, Hougaard (1995), Pickles and Crouchley 
(1994), Aalen (1994) and Klein and Moeschberger (1997). Hougaard (1995) gave a 
summary of theoretical properties for various models. 
The most widely used frailty distribution is the one-parameter gamma distribution first 
proposed by Clayton (1978), which leads to a very tractable model. Utner common 
models proposed for the frailty effects are the positive stable distribution 
(Hougaard, 
1986b), and the inverse Gaussian distribution (Hougaard, 1986a). PVF (power variance 
function) frailty distributions include as special cases the gamma, positive stable and 
inverse Gaussian distributions, see Hougaard (2000). The compound Poisson and non- 
central chi-square with zero degree of freedom were suggested by Aalen 
(1992) and Rocha 
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(1996) as frailty distributions to accommodate non-susceptible individuals. These two 
distributions also belong to the PVF family. Log normal distributions have also been 
suggested as frailty distributions, see McGilchrist and Aisbett (1991). For this distribu- 
tion, the Laplace transforms are intractable and therefore probability results need to be 
evaluated by means of numerical integration or approximation. Other models for frailty 
include a uniform distribution (Lee and Klein, 1988) and a threshold model (Lindley and 
Singpurwalla, 1986). 
The shape of the distribution is also important for selecting the statistical distributions 
for frailty. The positive stable frailty distributions have a large right tail, leading to 
the strong dependence initially over the lifetime; whereas gamma frailty model describes 
high late dependence. The PVF spans the whole range of large initial to large late 
dependence. Hougaard (1995), mentioned the possibility of non-central gamma as a 
frailty distribution. Aalen (1999) considered the generalised inverse Gaussian distribution 
as a frailty distribution. 
The power series distributions (e. g. Poisson, geometric, logarithmic) may also be used 
as frailty distributions. Oakes (1989a) mentioned the Poisson as an example of frailty 
distribution. 
2.5 Weibull based proportional hazards frailty models: re- 
visited 
A natural approach for constructing Weibull based frailty models is to consider a mixture, 
either continuous or discrete, of the Weibull distribution. Assume that the frailty W(> 0) 
acts multiplicatively on the baseline hazard and that, conditional on W, lifetime Y has 
a Weibull distribution. Then, form (2.22), the unconditional survivor function of Y is 
P(Y) = 
fo 00 
exp 
(-wýyO) dG(w), (2.27) 
where ý(> 0), 0(> 0) are Weibull parameters and G(w) is the distribution function of 
W. When 0=1, Y is conditionally exponentially distributed. 
For the p-variate Weibull lifetime Y= (Y1, Y2,..., Yp) T, the unconditional survivor func- 
tion of Y following (2-25), is 
00 
(Yl, Y2 i .... Yp) = 
fo 
exp (-ws) dG(w), (2.28) 
where 
(2.29) yj 
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is the sum of p cumulative Weibull hazards. 
Various choices of G(w), see § 2.4, lead to various unconditional survival functions for 
lifetimes. In this section, simple continuous mixtures of the Weibull distribution that 
lead to three-parameter Weibull based frailty models are reviewed. Particularly, we shall 
discuss the situation when the frailty distribution is gamma and positive stable. These 
two distributions are infinitely divisible and hence consider frailty arising from many 
random contributions acting additively. They play a significant role in the derivation of 
the tests in the forthcoming chapters. 
2.5.1 The positive stable mixture of Weibull (PSW) model 
Suppose that the mixing distribution G corresponds to a positive stable distribution with 
characteristic exponent v (0 <v< 1). The positive stable distributions have Laplace 
transform of the form 
L(s) = {exp(-ws) I= exp (-s') . 
Then from (2.27), the survivor function for the PSW model is 
P(Y) = 
fo 00 
exp 
(-w&0) dG(w) = exp 
(-ý`yvO) 
. 
(2.30) 
The PSW model is discussed by Hougaard (1986b) and Crowder (1989). Kimber and Zhu 
(1998) documented some interesting features of this model. It is clear from (2.30) that the 
unconditional distribution of Y is Weibull with parameters ý' = ý' and 0' = vo. Hence, 
the Weibull distribution may be regarded as a proper mixture of Weibull distributions. 
Thus, without additional information, it is impossible to detect heterogeneity of this type 
when the Weibull parameters axe unknown, purely on the basis of observed univariate 
data. 
Further, if 0=1, the resulting frailty model is Weibull with shape parameter v. Hence, 
a Weibull model with decreasing hazard may be considered as a proper mixture of expo- 
nential variables. For v=1, the model degenerates to the basic Weibull/ Exponential 
distribution. 
The Multivariate PSW Model 
The univariate PSW model can be generalised to the p-variate case, from (2.28), giving: 
F (yi, y2, yp) 
f 00 
exp (-ws) dG(w) = exp (-s'), (2-31) 
where a is as defined in (2.29). 
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Density function 
(2.5) 
The joint density function of the p-variate PSW distribution is from 
(Yl 
7 Y2 yp) = hih2 ... h 
ap P, (S) 
p asp 
where 
and 
hj = 
as 
= oj ýj yj ayj 
(s) = exp [ -s'] 
(2-32) 
Using (2-32), the density functions for the univariate and bivariate PSW distributions 
are 
f (yi) 
aF(yi) 
= hivsv-'Ps(s) ay, 
01-1 (ýjyol) "-l exp 
[- (ýjyo') (2.33) v6olyl 1 
and 
f (Yl Y2) = 
a2p(y, 
7 Y2) 
19Y119Y2 
= hih2 [V 23 2v-2 - V(V - 1)5'-2] 
ps(, S) 
11 ý0 Oi-1 [V2,92v-2 _ V(V _ 1)Sv-2 
2 
(2-34) 
j=l 
j jyý ] exp (-sv) 
respectively. According to the definition in (2.6), given by Brindley and Thompson 
(1972), it can be shown that the p-variate PSW model has DFR for Oj < 1. Otherwise, 
it can be neither IFR nor DFR, see Zhu (1998). 
Crowder (1989) extended the multivariate PSW distribution of (2-31) into a generalised 
form with joint survivor function 
F(yi, Y2) ... I yp) = exp 
[r, ' - (n + s)vl (2.35) 
where n>0. When r. = 0, (2.35) reduces to (2.31). Crowder (1989) mentioned that, 
under certain conditions, v may take values greater than 1 for K>0, which allows both 
positive and negative association between Yj (j = 11 2,..., p). The parameter r. in (2.35) 
may be interpreted as a type of initial implicit condition on the distribution, see Crowder 
(1989) for detailed explanations. 
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Marginal and conditional distributions Let YA(a x 1) and YB(b x 1) are comple- 
mentary sub-vectors of y= (Y1 7 Y2 i ... I yP)T so that a+b=p. Now, putting YB =0 in 
(2.31), the marginal survivor function Of YA for the PSW distribution is 
FA(Ya) = exp I-SAI, (2-36) 
where SA Oj i. e. summing over all yj in YA- SOi YA has the same distributional ý 
EA ýjyj 
form (2-31). In particular, the marginal distribution of Yj is given by, 
Pr {Yj > yj I= exp [- sj] = exp 
I- (ýjyjlj)l 
= exp 
ki"yiil 
- 
Hence the marginal distributions of Yj are each univariate Weibull. If the conditional 
hazards in the PSW model are proportional, then the hazards in the marginal distribu- 
tions are also proportional, see Hougaard (1986b). 
The conditional distribution Of YA given YB > YB for the PSW distribution is 
F(y) 
Pr (YA > YA JYB > YB) = '- = exp ISB '9 
(2.37) 
FB(YB) 
where SB : --: S- SA- 
2.5.2 The gamma mixture of Weibull (GW) model 
The GW distribution, due to Burr(1942), is the most widely discussed Weibull based 
frailty model in the literature. Takahasi (1965) derived the multivariate Burr model as 
a gamma mixture of independent Weibull random variables. He also showed that the 
marginal and conditional distributions are GW in form. Crowder (1985) applied this 
model to repeated failure time measurements. 
Let the frailty distribution be gamma with positive shape parameter J and scale param- 
eter 1. Then using model (2.27), we get 
00 
o wb-le-w P(Y) = 
fo 
e-wýy r(j) 
dw = 
(i + (2.38) 
This is clearly not a Weibull distribution and is sometimes known as a Burr distribution. 
Its hazard function 
h(y) = 
Jýoy, -, 
1+ Oll 
(2.39) 
is either decreasing (0 :5 1) or upturned bathtub shaped (0 > 1). Here, the parameter 6 
acts as a scaling parameter on the hazard function. Crowder (1985) showed that 
E(In Y) jlný -+ ip(b)) 
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and 
72 
Var(1nY) 
21 
where -y is Euler's constant and 0(. ) = is the di-gamma function. Here, the 
variance is independent of ý and hence covariate information can be included in the ý 
parameter, following the normal-theory random effects models, as follows: 
lný = XTO, (2.40) 
where x is a covariate vector and 3 is a vector of regression coefficients. Crowder (1985) 
showed that the GW distribution is closed under the operation of finding univariate 
sample minima. 
Note that, when J=1, the G(w) reduces to the unit exponential distribution and hence, 
the GW distribution is log-logistic with location parameter A and scale parameter a; 
where ý= e-t'l' and 0= 11o,. Thus, the log-logistic distribution is a special case of the 
GW distribution. 
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Multivariate GW model 
The survivor function for the p-variate GW distribution is of the form 
F(yi, yp) = (1 + S) (2.41) 
where s ýjyo' -. Both the marginal and conditional distributions of the GW 
distributions again follow the GW distribution. Following the definition of Brindley and 
Thompson (1972), Crowder (1985) showed that the p-variate GW distribution is DFR 
for max(0j) :ý1. For max(0j) ý! 1, it can be neither IFR nor DFR- 
Alternatively, the GW model can be parameterised by letting W have a gamma distri- 
bution with shape 6 and mean one. This parameterisation has a natural interpretation. 
However, under this parameterisation, some formulas become less transparent and hence 
was not used in the previous probability results. However, in the forthcoming chapters, 
this parameterisation is used for all the simulation experiments. 
2.5.3 Bivariate dependence measures 
The variance of the frailty distribution may be used to quantify the degree of dependence 
or amount of frailty for the gamma model. If the mean of the frailty distribution is taken 
as unity, this variance has a coefficient of variation interpretation. However, this measure 
is useless in a stable frailty model, because it is always infinite. To compare the degree 
of dependence for two different frailty distributions, global association measures like the 
correlation coefficient on the log-scale, Kendall's r and median concordance n are used 
in practice. 
The correlation between In Yj and In Yk of the PSW variates, see, for example, Hougaard 
(2000) is 
Corr (In Yj, In Yk) =1- v2. 
For the GW model, the corresponding correlation is (Crowder, 1985) 
Corr (In Yj, In Yk) = 
7r 
+ 
Here only the frailty parameter governs the correlation structure among the log-lifetimes 
irrespective of the Weibull parameter values. 
Kendall's (1938) 7- is a rank-based correlation-type measure of dependence. It is bounded 
between -1 and 1- The values of r for the PSW and GW models are 1-v and 1/ (1 + 26) 
respectively, see Hougaard (2000). 
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Sometimes local association measures are important to study the time-dependent as- 
sociation structure of the frailty model. For example, contour plots, cross ratios and 
conditional probabilities are used to study local association. 
Lehmann (1966) presented a generalised form of the definition of dependence for bivariate 
variables. The measure is defined as 
C(Y1, Y2) ý 
F(yl, Y2) 
;P (yl) F- (Y2) * 
(2.42) 
It is the ratio of the conditional probability of Y, > yj given that Y2 > Y2 to the 
unconditional probability of Y, > yj and hence is known as the conditional probability 
measure. The values of c(yl, Y2) may be interpreted as follows: 
=1 if yj'and Y2 are independent 
C(Y1 i Y2) >1 if yj and Y2 are positively associated 
I<1 
if yj and Y2 are negatively associated 
V- 
Fur the GW and PSW distributions C(Yl i Y2) may be derived as 
1+1: 2=1 ýj Oi -6 
C(Yl 7 Y2) =i 
YJ 
> 17 V6 >0 
r12=1 oj 
Ii11+ 
ýj yj 
II 
and 
V- 22 
C(Yl) Y2) = exp ýj 
v ýjYj'kj >V0 YJ 
j=l 
(2.43) 
respectively. Therefore, it is clear that there is positive dependence for the variates for 
both models. 
Oakes (1989a) introduced the time-dependent association measure cross-ratio 
r(yi, Y2) "' 
FF12 
PA (2.44) 
where P= P(Yli Y2)i P12 = 
02F(yi, Y2) 
and Fj = 
OP(YI 
9 Y2) for j 2. The values of OY1 19Y2 7 49yj 
r (y, I Y2) are interpreted as follows: 
=1 if yj and Y2 are independent 
r (yi, Y2) >1 if yj and Y2 are psitively associated (2-45) 
1f 
(0,1) if yj and Y2 are negatively associated 
According to Anderson et al. (1992), this measure can be interpreted as the instantaneous 
odds ratio at (yl, y2). We have, for the gamma and positive stable frailty distributions: 
r (yi, Y2) 
1+1 for the Gamma(J, 5) frailty distribution 
1+ 
fl 
- /In P(yi, y2) for the PS(v) frailty distribution 
(2.46) 
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Note that the cross-ratio is constant for the gamma frailty distribution but is dependent 
on time for the positive stable frailty distribution. Note that (2.46) shows positive 
association for both GW and PSW frailty models. Zhu (1998) studied the dependence 
structures of the GW and PSW models and showed that high dependence exists in smaller 
values of the component variates in the PSW model. For the GW model, although the 
cross-ratio is constant, other measures like the time dependent correlation coefficient 
proposed by Prentice and Cai (1992) show that high dependence exists in high values of 
the component variates, see also Figure 8.8. 
2.6 Concluding remarks 
The GW and PSW models that are reviewed in this chapter are generalisations of the 
Weibull proportional hazards model that accommodate random effects representing het- 
erogeneity in individuals or groups. These models give simple and parsimonious ways 
for modelling heterogeneity in Weibull, exponential or related data. Due to the closed 
forms of their survivor functions, it is easy to fit these models by maximum likelihood. 
Both models have an equi-correlated structure with positive association between com- 
ponent variates. Crowder's (1989) generalisation of the PSW model can have negative 
association between component variates but this is not considered further here. The 
dependence between the component lifetimes decreases in the PSW model with the in- 
crease of survival times of the both components, whereas the opposite is the case for the 
GW model. 
Finally, without additional information, it is not possible to detect frailty in the univariate 
PSW model when the Weibull paxameters are unknown, purely on the basis of observed 
data. This is due to the fact that the univariate PSW model is Weibull. However, the 
multivariate PSW model is attractive as its marginal distributions are Weibull and both 
of its conditional and marginal distributions have the proportional hazards property. 
2.7 Example data sets 
Five examples related to various application areas such as nutrition, medicine, reliability 
and actuarial science are used in this thesis to illustrate the application of the methods 
considered in the forthcoming chapters. The data sets range from univariate to four 
variates. Two contain right censored observations while another one contains covariate 
information. 
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Figure 2.3: Weibull plots for the breaking strengths of three types of yarn 
2.7.1 Yarn breaking strength data: univariate 
25 
The data in Table 2.1 are results from part of a weathering trial of three different types 
of cord. They were kindly supplied by Kimber from a consulting problem. They relate to 
pieces of cord that were kept in store (i. e. were not exposed to weathering) and comprise 
the strength measurements in Newton of the pieces. The distribution of the strengths 
is of interest, especially the occurrence of pieces with relatively low strength. It is also 
of interest to investigate whether the strengths of three types of cord have the same 
distribution. A standard approach is to fit Weibull distributions to such materials data. 
However, there was some concern that there might be extra-Weibull variability. Previous 
experience with weathering trial data suggested that the Weibull shape parameter esti- 
mates will be large. The results of an initial examination of the data are given in Table 
2.2. The maximum likelihood estimates of the three fitted Weibull models on the three 
types of yarn separately are presented with other descriptive statistics. The suitability of 
the Weibull models are checked by plotting In [- In 11 - (z - 0.5)/nj] against In y(j) for 
each type of yarn breaking strengths data as shown in Figure 2.3. For details on Weibull 
plotting, see., for example, Wolstenholine (1999). There is some but not overwhelming 
evidence from the plot that the Weibull fit is inadequate. This data is used in Chapter 
6 to illustrate the tests for frailty in univariate lifetime data. 
In(yj 
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Table 2.1: Breaking strengths of three types of yarn 
Stored 
months 
White yarn 
0 82-77 85-44 88-11 93.45 91-67 89.44 89.44 90.78 90.34 86.1-8 
3 87.66 86.78 86.78 85.88 85.44 88.11 88.11 89-00 88-56 86.78 
6 87-66 90.34 88-11 86.78 87.66 89-00 87.22 87.22 87-66 88-56 
9 87.66 88-56 89-00 87-66 88-56 87.66 90-34 88-56 92-56 89-44 
12 82.77 88-11 88.56 87-66 90.78 85.88 90-34 85-88 90.78 87.22 
18 87-66 87.22 90.34 87-66 89-00 89.00 86-33 91.22) 87.22 89-00 
24 90.78 87.22 88.11 90.78 87-66 89-89 90-34 89-89 85-44 88-56 
30 90.34 85-00 88-56 89.44 84.55 87-66 88-56 88-11 89.00 89-89 
36 88.11 87.66 84.10 81-88 85-88 85-88 87-66 86-33 87.22 81-88 
42 85.44 83.22 82-77 86-33 82.32 81.44 87.22 87.22 85.44 85.44 
48 90-34 86.33 79-66 86-78 86.33 90.78 88.11 90-34 90.78 86.78 
Red yarn 
0 87.66 92.12 90.78 90-34 84.55 89-00 91.22 88-11 85.44 90-34 
3 88.56 86-78 89-00 89.89 89-89 89.44 88-11 86.78 89.00 87.22 
6 86.33 85-00 86.33 86.78 86.78 85.88 87.66 85.88 85.00 86-33 
9 81.44 85-88 86-33 83.22 83.66 83.22 83.22 84-55 80.54 81.44 
12 87.22 89-00 88-11 84.55 87-66 86.33 88-11 87-66 87.22 88-56 
18 85.44 90.34 85-00 88-11 88-11 88-11 85-00 88-56 90.78 87.22 
24 88.56 86-78 89-89 91.22 88-56 90.34 90.78 87-66 88-11 89.44 
30 87.22 85-88 85.44 86-78 84-10 86.78 83.66 85.44 87.22 85.44 
36 83.66 85.44 86-33 81.88 85.00 79.66 87.66 85.44 85.88 87-66 
42 84.55 87.66 83.66 85.44 84-10 86.78 84.10 85.44 88-11 85.88 
48 89.44 85.44 85.44 89.44 88-11 88-11 88.56 87.66 86.78 86.78 
Yellow yarn 
0 86.78 90.34 87.22 89-00 89.44 89.00 91.22 89-89 90.34 84-55 
3 84.55 88.11 91.67 85.44 88-11 86.78 91.67 80.99 91.67 88.11 
6 88.11 86.33 89.00 88-11 87-66 85.44 82.77 87.22 87.66 85-88 
9 81.44 82.32 84.10 83.22 84.55 83.66 85.00 87.22 85.88 89.89 
12 88-56 88-11 88.56 87-22 89-00 90.78 85.00 89.44 81.88 90.78 
18 92.12 85.44 80.99 88-11 90.78 90.34 88.56 89.89 89.44 83-66 
24 90.34 90.34 89.00 88.56 89.89 88.11 87.66 91.22 88-11 91.67 
30 88.56 87.66 87.66 86.78 86-78 84.55 86.33 84.10 86.33 85.88 
36 86.78 84-10 86-33 90.78 86-33 87.66 85.44 82.32 85.88 84.10 
42 88-11 86.33 87.66 86.33 89-89 89.00 88.56 81.88 83.22 87.22 
48 87.66 89.89 90.78 85.88 90.78 89.44 91.22 87.22 89.89 88-11 
2.7 Example data sets 
Table 2-2: Summary results of the yarn breaking strengths data 
yj = white yarn y2= red yarn Y3= yellow yarn 
N 110 110 110 
Mean of y 87-6692 86.8198 87.4302 
Standard deviation of y 2.4394 2.3866 2.6741 
Mean of ln(y) 4.4732 4.4635 4.49-04 
Standard deviation of ln(y) 0.0281 0.0276 0.0308 
MLE of 0 41-5826 40-6636 39.0905 
MLE of In -186-5484 -182-0384 -175.3169 
log-likelihood -251-6044 -252-5853 -260.9747 
2.7.2 Infant nutrition data: bivariate 
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The aim of the Madrid study was to investigate the feeding practices adopted by 344 
mothers whose children at the time of the study were aged between 3 to 19 months. Most 
of the raw data collected from the study were in the form of event times. For details of 
the study, see van den Boom (1994). Fish and egg are two foods that are well known for 
being potentially allergenic. There are some guidelines for the introduction of such foods 
into the diet of infants. Table 2.3 lists the ages in months at which fish or egg were first 
given to 55 infants aged 18 or 19 months in this study. This coherent subset of the data, 
which comprises the 55 oldest children, was selected in order to illustrate the methods in 
the uncensored situation. Data had been rounded to the nearest half month or month. 
In fact, such data ought to be taken as interval censored but this feature will be ignored 
in subsequent discussion. 
Non-parametric univariate analysis was carried out on the full data by van den Boom 
et al. (1995). However, it is usual to consider a Weibull based approach as a starting 
point of a parametric analysis. Initial examination of the data shows that the correlation 
between the log-transformed ages of introduction of fish and egg is 0.4. Weibull plots for 
the marginal distributions of ages of introduction of fish and egg axe displayed in Figure 
2.4, which show some curvature. Moreover, the decision of a mother when to introduce 
a particular type of food into her infant's diet depends on personal choice and hence 
additional mother to mother variability over and above "natural" variability is likely to 
occur. Kimber (1996b) performed a Weibull based score test for heterogeneity on the 
data. 
It is of interest to investigate the presence of heterogeneity on the univariate and bivariate 
age distributions of first introduction of fish and egg. The Weibull maximum likelihood 
estimates (MLEs) for the age of introducing fish are lnýj = -8.817, and 
ý, = 4.166. 
The corresponding estimates for the age of introducing egg are In ý2 = -9.064, and 
2.7 Example data sets 
Table 2.3: Age in months of introduction of fish and egg into the diet of 55 infants 
Fish Egg Frequency Fish Egg Frequency 
4.0 4.0 1 4.0 6.0 1 
5.0 10.0 1 5.0 12.0 1 
5.5 12.0 1 6.0 6.0 1 
6.0 7.0 1 6.0 8.0 2 
6.0 9.0 3 6.0 10.0 1 
6.0 11.0 1 6.0 12.0 2 
6.0 16.0 1 6.5 9.0 1 
7.0 7.0 5 7.0 9.0 3 
7.0 10.0 2 7.0 11.0 1 
7.0 18.0 1 8.0 7.0 1 
8.0 8.0 6 8.0 9.0 2 
8.0 10.0 1 8.0 12.0 1 
9.0 9.0 2 9.0 11.0 1 
9.0 12.0 1 9.0 13.0 1 
9.0 16.0 1 10.0 9.0 1 
10.0 10.0 1 10.0 12.0 1 
10.0 14.0 1 12.0 10.0 1 
12.0 12.0 3 
28 
02 = 3.815, respectively. The log-likelihoods for fish and egg are -114.34 and -132.47 
respectively. These estimates were obtained by considering the marginal distributions 
separately. This data set is used to illustrate the univariate and bivariate methods 
considered in the subsequent chapters. 
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Figure 2.4: Weibull plots of the infant nutrition data. 
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Figure 2.5: Weibull probability plots of death times of couple lives. 
2.7.3 Insurance data: bivariate with censoring 
29 
The data in Table 2.4 is a subset of a large data set analysed by Carriere (2000) and 
kindly supplied by the author. The data represent the life annuity portfolio of coupled 
lives supplied by an insurance company. The data indicate a high positive correlation in 
the time of deaths between coupled lives. Carriere (2000) fitted a mixed frailty copula 
model with Gompertz marginals. He also concluded that a generalised Frank copula 
model also fits the data well. The observation period for the study was December 29, 
1988 to December 31,1993. In the original data set, there were N= 14889 policies 
where one person was female and the other was male. The only annuity policies that 
were allowed in the study were policies where both persons were still alive at the start. 
The length of observation was up to 5.055 years per couple. The data contain the 
information on the death times of coupled lives. Only those couples, n= 119, who were 
older than 82 years at entry, were considered here. Seventy percent of the bivariate 
observations are censored in at least one component. More specifically, 41 observations 
are censored for both male and female, while 9 observations are censored only in male 
and 34 only in female. Weibull plots, see Figure 2.5, indicate that the Weibull model 
gives a reasonable fit to the marginals. 
The Weibull MLEs for the male death times are lnýj = -2.094, and 1.286. The 
corresponding estimates for the females are Inb = -2.473, and 02 = 1.119, respectively. 
The log-likelihood for the male death time is -184.707 and for that of the females is 
-145.076. These estimates were obtained by considering the distributions of death time 
for male and female separately. This data set is used further to illustrate the bivariate 
methods with censoring. 
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Table 2.4: Death times of coupled lives 
Male Female Male Female Male- Female Nlale Female 
2.5696 1.2144 3.4808 5.01* 3.142 5.01* 22.1898 2.1925 
3.351 5.01* 0.9589 5.01* 2) - 1816 2.1475 1.56* 1-56* 
2.09* 2.09* 5.01* 5.01* 3.1788 3.0286 0.6639 0.7035 
4.4398 0.6667 0.687 0.6667 2.8729 5.01* 0.6639 0.7035 
0.6639 0.7035 2.5669 1.2117 4.975-1 0.6502 3.7171 5.01* 
2.3361 1.0888 5.01* 5.01* 4.0 7 7,9 5-01* 5.01* 5.01* 
2.5149 5.01* 0.3811 2.8306 4.2144 4.9836 4.8455 5.01* 
5.01* 5.01* 2.3005 3.54* 3-54* 3.54* 3.54* 3.54* 
3.54* 3.54* 3.2637 3.54 " 3.54* 3.54* 3.54* 3.54* 
5.01* 5.01* 0.0532 5.01* 0.0532 5.01* 5-01* 5.01* 
2.4288 3.1816 5.01* 3.3114 0.8087 5.01* 1.2473 5.01* 
5.01* 5-01* 0.7473 0.3251 1.1283 5.01* 1.1283 5.01* 
5.01* 5-01* 0.4085 3.3564 2.7418 5.01* 2-7527 2.5927 
5.01* 5.01* 2.4288 3.1816 2.3361 5.01* 4.2226 3.351 
4.3838 4.5027 0.6338 5.01* 5.01* 5.01* 5.01* 3.405 7 
4.3838 4.5027 5.01* 1.045 5.01* 1.437 5.01* 5.01* 
5.01* 5.01* 3.4261 5.01* 1.59 5-01* 1.1283 5.01* 
5.01* 2.0532 0.3224 5.01* 1.4316 1.4194 2.3427 3.0861 
5.01* 5.01* 3.2445 5.01* '5 -01* 5.01* 
5.01* 5-01* 
0.7007 5.01* 3.045 5.01* 0.1925 5.01* 5.01* 0.0505 
5.01* 3.4507 2.8169 4.0395 5.01* 5.01* 5.01* 0.0505 
3.4112 3.045 5.01* 3.0286 0.9589 5-01* 1.09 1.8975 
1.1502 2.9754 4.7445 1.6475 4.7445 1.6475 4.71445 2.2445 
3.2965 3.5806 4.06* 4.06* 3.2923 4.4671 5.01* 5.01* 
5.01* 5.01* 3.13* 3.13* 3-14* 3-14* 2.12* 2.12 * 
3.32* 3.32* 1.56* 1.56* 22.16 * 2.16* 2.3142 3.351 
5.01* 5.01* 2.3361 5.01* 5-01* 15-01* 5.01* 5.01* 
5-01* 5.01* 5.01* 5.01* 5.01* 5.01* 22.3 361 5.01* 
3.1338 3.0888 3.73* 3.73* 3.6 1 3.6 1* ID 22. -5 1 
3.4139 5-01* 3.4139 5.01* 3.3729 5-01* 1 
* indicates censored observation 
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Table 2-5: Exercise time to angina (in seconds) on occasions before and after oral isosor- 
bide dinitrate 
0 hour 
Time 
I hour 3 hours 
Dose 
(mm/kg) 0 hour 
Time 
1 hour 3 hours 
Dose 
(mm/ko, ) 
136 (445) (393) 0.58 250 306 206 0.34 
215 232 258 0.24 235 248 298 0.37 
129 121 110 0.38 425 580 613 0.32 
441 (504) (519) 0.41 208 264 210 0.37 
154 110 123 0.37 89 145 172 0.53 
250 230 264 0.24 147 403 290 0.44 
231 (540) 370 0.49 224 432 291 0.31 
152 (733) 492 0.20 417 (743) 566 0.2) 4 
213 250 150 0.38 490 (559) (557) 0.21 7 
406 651 624 0.51 229 327 280 0.24 
265 (565) (504) 0.51 1 1 
Note: data in brackets are censored 
2.7.4 Repeated endurance exercise tests data: censored with covariate 
information 
Danahy et al. (1977) studied the time to angina before and after treatment with isosor- 
bide dinitrate, nitroglycerine, and placebo. Pickles and Crouchley (1994) analysed parts 
of these data using multivariate survival data methods. Table 2.5 shows the exercise 
times until angina pectoris of the high dose oral isosorbide dinitrate group. There were 
21 coronary heart disease patients who pedalled exercise bikes until they experienced 
angina pectoris. They were administered an oral dose of isosorbide dinitrate thereafter, 
and were required to return to the bike carrying on the exercise at 1 hour and 3 hours 
after drug treatment. The exercise tests lasted until the patients had angina pectoris 
or censoring. Table 2.5 shows that, of the 21 patients, seven did not experience angina 
when exercising 1 hour after treatment; four did not experience angina when exercising 3 
hours after treatment. These exercise times were censored because patients became too 
exhausted to continue. The other feature of these data is that each patient was given 
a different dose of drug, which allows investigation of the effect of dose on the time to 
onset of angina. 
Figure 2.6 shows the Weibull probability plots for the exercise times before treatment, 
1 hour and 3 hours after drug treatment, respectively. The plots look reasonably linear, 
suggesting that a Weibull model fits the three marginals. However, the adequacy of the 
Weibull models in the lower tails is in some doubt. The Weibull MLEs for each exercise 
time with corresponding log-likelihood are presented in Table 2.6. These results were 
obtained ignoring the covariate information. Further analysis will be given later. 
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Figure 2.6: Weibull probability plots of exercise times to angina pectoris on three occa- 
sions 
Table 2.6: Summary results of the repeated endurance exercise tests data, without co- 
variate 
yj =0 hour Y2 =I hour Y3 = 3 hoHr! j 
Censored observations 0 4 
MLE of 0 22.4 1 1.61 1.98 
MLE of In -13-65 -10.19 -11-96 
log-likelihood -127-88 -101.72 -115-64 
Weibull Probability Plot 
9p 
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Figure 2.7: Weibull plots for fibre failure strengths for fibre sections of different lengths. 
2.7.5 Fibre failure strength data: four variate with missing values 
Table 2.7 contains a set of data on fibre failure strengths obtained from Crowder et 
al. (1991). The breaking strengths of fibre sections of length 5mm, 12mm, 30mm and 
75mm, which are cut from the same fibre, are listed. The data have missing values 
which are indicated as zero, representing any accidental breakage prior to testing. A 
Weibull based model for strength is a natural starting point, but there is concern about 
the possibility of extra variability in fibre strength. 
The results of an initial examination of the data are shown in Table 2.8, where yi, 
Y21 Y3 and Y4 denote the variables for the breaking strength of fibre sections of length 
5mm, 12mm, 30mm and 75mm respectively. The MLEs from fitting the Weibull models 
separately and their corresponding maximised log-likelihoods are also listed in Table 
2.8. A further check on the suitability of the Weibull models are done by plotting 
In In F against Iny for each fibre failure strengths as shown in Figure 2.7. 
P1 11, (Y) 11 
Clearly, the adequacy of the Weibull models is in doubt, particularly for the shorter fibre 
lengths in the lower tails, though the variability in such plots is greatest in the tails (see 
Michael, 1983 and Kimber, 1985). 
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Table 2-7: Fibre failure strengths for fibre section of different lengths 
Fibre 
No. 5 
Length 
12 
(mm) 
30 75 
Fibre 
No. -D 
Length 
12 
(nim) 
30 
1 3.30 3.32 2.39 2.08 2 4.17 3.67 2.49 2.06 
3 4.19 4.27 3.16 2.05 4 3.64 2.41 2.20 1.80 
5 2.73 2.24 1.91 1.68 6 4.47 4.06 2.74 2 -22 7 3.29 3.08 2.44 2.37 8 3-5-5 2.35 2.38 2.37 
9 3.03 2.26 1.64 2.03 10 6.41 5.11 2.98 2.39 
11 5.16 4.60 2.99 2.30 12 4.92 3.03 2.80 2.30 
13 3.01 3.17 2.41 2.07 14 4.01 2.91 2.18 1.83 
15 5.09 3.87 2.24 2.09 16 4.65 3.82 2.59 2.48 
17 4.57 4.07 2.40 2.22 18 3.48 2.14 2.35 2.05 
19 3.05 2.96 1.91 2.20 20 3.60 2.92 2.42 2.09 
21 4.60 4.28 2.86 2.13 22 4.38 3.03 2.53 2.31 
23 3.50 3.46 2.56 2.13 24 4.43 4.26 2.63 2.16 
25 4.58 4.61 2.75 2.17 26 4.1-6 3.64 2.88 2.43 
27 4.64 3.20 2.52 2.35 28 2.65 2.01 1.87 2.1'-' 
29 5.03 3.85 3.12 2.53 30 5.15 3.35 2.78 2.36 
31 3.35 2.91 2.50 2.07 32 3.62 3.31 2.50 2.08 
33 4.04 3.35 2.41 2.37 34 3.06 2.49 2.09 2.21 
35 4.55 2.67 2.40 2.28 36 3.23 2.27 1.92 2.12 
37 6.20 5.10 3.4 7 2.24 38 3.75 2.48 2.48 2.07 
39 3.33 2.23 2.33 2.13 40 3.47 2.51 0.0 1.76 
41 3.70 2.31 0.0 2.06 42 3.77 2.26 0.0 2.20 
43 0.0 2.37 0.0 0.0 44 0.0 2.39 0.0 0.0 
45 0.0 2.41 0.0 0.0 
Table 2.8: Summary results of the fibre failure strengths data 
YI Y2 Y3 Y4 
N 42 45 39 42 
mean of y 4.0503 3.1781 2.4928 2.1657 
variance of y 0.7537 0.71096 0.1459 0.0344 
mean of ln(y) 1.3772 1.1232 0.9017 0.7690 
variance of ln(y) 0.0438 0.066 7 0.0244 0.00 78 
NILE of 0 4.8216 4.04034 6.9614 13.6345 
MLE of In,,, c -7-1463 -5.0633 -6.798 7 -11-0399 
log-likelihood_ -55-0317 -56.3477 -18.8276 12.13726 
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3 
Some Score Based Tests for Infinite Variance 
Frailty in Bivariate Weibull Lifetime Data 
3.1 Introduction 
Methods for testing frailty, or heterogeneity in lifetime data are important for practical 
reasons. In the parametric situation, where the lifetime distribution is W01bull, it is 
desirable to detect whether a model based on independent Welbull random variables is 
adequate or if a Weibull based mixture model is more appropriate. In the multivariate 
setting, frailty can be used to model dependence among the component variates. In this 
context, for testing frailty, the score test is particularly appealing because only the null 
model needs to be fitted. Tests for finite variance frailty may not yield powerful tests for 
frailty in the positive stable-Weibull mixture (PSW) model, as the variance of the PSW 
distribution is infinite. In this chapter, we focus on the tests based on the PSW model 
with characteristic exponent v [PS(v)]. 
The joint p-variate survivor function of the PSW distribution is 
F (yi, Y2, Yp) = exp (- s'), 
where EP=j ýjy'ýj. In the multivariate case with p>1, the frailty induces positive ii 
association among lifetimes. Under the PSW model, independence of the p components 
Y1, Y2,... ' Yp occurs if the characteristic exponent v 
is 1, in which case the model deo-en- 0 
erates to the p independent Weibulls model. Hence, a test for frailty has null hypothesis 
HO :v=I in the PSW model and the alternative hypothesis H, :0<v<L 
Zhu (1998) derived a score test based on the PSW model. Unfortunately, her test has a 
very slow convergence rate to normality and it has low power when the frailty di ibution 
is other than the positive stable. although misspecification of the frailty distribution may 
occur in practice, see Zhu (1998). She studied the finite sample properties of her test for 
some specific situations. 
In this chapter, a modified score test is proposed that has regular normalisation and a 
fa, st convergence rate to the normal limit. Another test based on a single teri-n of the 
PSNN' score is also proposed. The new tests have some advantages over the original score 
test. Only the bivariate versions (p = 2) of the three tests are considered in this chapter. 
35 
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The derivation of the Zhu's (1998) score test and the motivation for the new tests are 
presented in § 3.2. The exact and asymptotic null properties of the three tests are in- 
vestigated analytically in § 3.3 and § 3.4. The censored versions and their asymptotic 
properties are studied in § 3.5. As some results are very difficult to obtain analytically. 
simulations are carried out in 3.6 to complement the analytical results and to give fur- 
ther insight into the features of the proposed tests. The tests are generalised in § 3.7 
to cope with the incorporation of covariate information, followed by some concluding 
remarks in § 3.8. 
3.2 Tests for frailty 
To fix ideas, suppose that there is no censoring in the sample and the model parameters 
ýj, Oj (j = 1,2) are known. Suppose also that a bivariate uncensored sample of size n 
(Y1 11 Y12) i ... 7 
(Yni 
7 Yn2) 
is observed from the following PSW model 
2 
(Yi 17 Yi2) = exp (- s ý) v25 
2(v-1) 
_ V(V _ I)Sý-2 
I II 
zIiz 
j=l 
23 
where 
y02 i2 * 
Then the log-likelihood of the sample is 
nn2n 
Z+E+E ln[V28? v-2 _ V(V In (V) `-EI 
i=l i=l j=l 
Differentiating 1,, (v) w. r. t. v and putting v=1 (under Ho), the score function can be 
found as follows, 
n 
T(2) E(2 +21nsi - silnsi - 1/50, 
(3.2) 
i=l 
see Zhu (1998) for details. At independence (when v= 1), E[T(2)] =0 
but Var[T(2)] = 007 
since 11si has infinite variance. Hence, due to the non-regular behaviour of the term 
11si 
in T(2), the usual central limit type argument cannot be applied. Using a non-regular 
normalisation, Zhu (1998) showed that 
T(2) 
= 
T(2) 
S(2) = C2 V: 
2'n 
-In 
n 
--+N(O, 1) as n -+ oo. 
(3.3) 
Zhu (1998) showed by simulation that the rate of convergence Of S(2) to the normal limit 
is very slow. 
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To overcome the problems associated with the score test proposed by Zhu (1998). we 
suggest a modified score function, leaving out the non-regular term 11si, 
n 
-=I: (2+21nsi-silnsi). (3.4) 
In this context, Kimber and Zhu (1999) proposed a simple test for detecting positive 
stable frailty, based on the sample minimum of the si i. e. 
M(2) = Minsi. 
However, this approach does not lead to a powerful test for misspecified frailty. An 
important quantity in T(2) is In si. Like si, a small positive value of In si indicates the 
presence of frailty. Therefore, we propose 
In si (3-5) 
as an alternative test statistic for detecting frailty. Test based on the other term si In si 
is also tried but it does not have performance better than the test based on In si - 
3.3 The asymptotic null properties of the tests in the un- 
censored case with no nuisance parameters 
3.3.1 The null properties 
All three test statistics depend on the observations (Yil i Yi2) 
(i =1---, n) only through 
the variables si which all have the same null distribution whatever the values of ýj and Oj. 
All three test statistics are thus the sum of independent, identically distributed variates. 
This property is useful for calculating their asymptotic distributions. 
Under the null hypothesis HO :v=1 and the assumption that ýj and Oj are known, the 
components yij (j = 1,2) of the ith observation are independently Weibull distributed. 
Hence, it can be easily shown that the Weibull cumulative hazaxd functions ýjyýj (j 13 2 
11 2) are distributed as independent unit exponential. Thus, si = Ej=l ýjyýý has a 23 
gamma distribution with shape parameter 2 and scale parameter 1 and its density is 
fo(si) = sie-"i. (3-6) 
The following expected quantities, derived using (3.6), are useful for calculating the mean 
and variance of the test statistics. 
E(si 1) 
00 
si-lfo(si)dsi 
f 00 
e-'idsi 
0 
fo 
0 
3.3 The asymptotic null properties with no nuisance parameters 
00 
E(si In si) = 
fo 
si In sifo (si)dsi = F'(3) =3- 2-y, 
oc 
E(In si) = 
fo 
In sifo(si)dsi = r'(2) 
Oo 
E(s? In 2 S, ) 82 In 2 sifo (si)dsi IF" (4) i 
fo 
I 
12 + 7r 
2- 22^1 + 6, Y2, 
E(In 2 S, ) = 
fo 00 
In 2 sifo(si)dsi = IP /1 (2) 
= 7r 
2 /6 - 2-y + Y2, 
00 
E(si In 2 S, ) = 
fo 
si In 
2 
sifo(si)dsi = IF" (3) 
=2+ 7r 
2 /3 - 6^f + 
2, Y21 
E(si llnsi) = 
foosi-llnsifo(si)dsi 
= IP'(1) 
0 0 
00 00 
E(si 2) = 
fo 
si 2 fo (si)dsi = 
fo 
si le--'ýdsj oo, 
where IP(. ) is the gamma function and -y is Euler's constant. 
The modified score test 
The null mean and variance of T* are (2) 
Eo [T(*2) E (Ti*) 
and 
n 
(T*2) 2(T*) Varo[rP* ii (2)] EE 
respectively, where 
E(Ti*) =2- E(si In si) + 2E(In si) 
and 
38 
rý* 2 2S, ) 4+ E(s? ln2 si) + 4E(In - 4E(si In si) - 4E(si 
ln2 si) + 8E(In si) 
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Therefore, under the null hypothesis and using the expected quantities, 
E(Ti*) =2- E[si In si] + 2E[In si] 
= 2-y) + 2(1 - -y) =1 
and 
E (Ti *2) =4+ E(si2 In 2S, ) + 4E(In 2S, ) - 4E[si In si] - 4E[si In 2 si] + 8E[Insi] 
= 4+]F"(4)+4]P"(2)-4(3'-27)-4r"(3)+8(1--y) 
= 4F" (2) - 41F" (3) + r" (4) 
= 2-y2 - 6-y + 7r2 /3+4. 
Consequently, 
n 
Eo [T(*2) E (Ti*) =nx1= nyo* (3.7) 
and 
nn 
(T*2) 2(T*) Varo [Tý2)] = EE i -I: E i 
i=l i=l 
=n (2-y 
2- 6-y + 7r2 /3 + 4) -n 
=n (2, Y2 - 6-y + . 7r2 /3+3) 
=x3.492929993 
*2 (3-8) 010 
where p* and 0, *2 denote respectively the null mean and null variance of the modified 00 
score for a single observation. Therefore, by the central limit theorem, the standardised 
test statistic under the null hypothesis, denoted by S(*2)j is 
Tý2) - npo Tn S* (2) 
(2) - -+ N(O, 1) as n -+ oo. (3.9) Vn-x 3.492929993 
The test based on Ins 
Similarly, the null mean and variance of 'P** may be derived as follows: " (2) 
n 
Eo [T(*2*)] E(In si) = n(l - -y) =nx0.4227843351 = np**, (3.10) 0 
n 
28, ) 22 Varo [Týý)] E(In E (In si) n (7r /6 - 1) 
nx0.6449340675 
nao**2 . 
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Therefore, by the central limit theorem, the standardised test statistic under the null 
hypothesis, derloted by S** , is: (2) 
T- npo n (2) In si -nx0.4227843351 N(O, 1) as n -+ oo (2) 
Vlnuo**7 -, /n x 0.6449340675 
-+ 
3.3.2 The critical region 
All the three tests considered are one tailed. Therefore, it is necessary to know whether 
they are lower tailed or upper tailed before estimating the critical values. One of the 
ways to identify it is to find out whether the difference between non-null mean and null 
mean is positive or negative. Under the alternative hypothesis H, :0<v<1, the 
= 1: 
2= 0 density function for si j1 ýjyjjj is necessary for deriving the non-null mean of the ZI 
tests. Let Si be the random variable corresponding to si given above. The distribution 
of Si is clearly invariant to changes in the ýj and the Oj. Kimber and Zhu (1999) showed 
that the density of Si is 
2S2, -l _ V(V fl(si)=exp(-si'){v i (3-13) 
Now using (3.13), some expected quantities for calculating the non-null mean of the tests 
can be obtained as follows: 
Oo 
E(llsi) = 
fo 
si-lfl(si)dsi = -oo, 
00 
E(si In si) = 
fo 
silnsifi(si)dsi 
=V [12, Q(Ilv) + 3vlr(llv)], 
00 
E(Insi) = 
fo 
In sif, (si)dsi =1- -ylv, 
where xF(. ) = is the di-gamma function. 
The score test 
The non-null mean of T(2) from Zhu (1998) is 
nn 
Ev [T(2)] E(Ti) [2 - E(si In si) + 2E(ln si) - E(llsi)] = -oo. (3-14) 
i=l i=l 
Since the non-null mean is negative, the critical region of an asymptotically a-level test 
is {S(2) < -zck), where t(-z,,, ) =a and S(2) = T(2)/C2. Hence large negative value of 
the test statistic gives evidence against HO. 
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The modified score test 
Since the score test is a lower tailed test, the modified score test will also be a lower 
tailed test, which can be verified by calculating the non-null mean as follows: 
n 
E, T, [2 - E(si In si) + 2E(In si)] (, 2)] 
n 
[4 - V-2ý2xp(11V) + 3vlr(llv) - 2-yv-1] 
n[4-V-2 {2xP(l/v) + 3vlr(llv) - 27v-1] 
np, (3-15) 
The non-null mean in (3.15) of the modified score test is calculated for various values on 
v and are presented in Table 3.1. As y* = 1, p* - M* <0 for 0<v<1. Hence the critical 00 
region of an asymptotically a-level test is I S* <-z. where S* = (T* n) / V/n-u* (2) (2) (2 0* 
Table 3-1: Non-null mean of T* (2) 
0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 
Mean/n [tL*] -92.24 -20-54 -7.69 -3.35 -1-33 -0.20 0.51 1.00 -V 
The test based on Ina 
As the sign of the In si term in the score test statistic is positive and the score test is a 
lower tailed test, therefore the Ins based test is also a lower tailed test, which can also 
be verified as follows: The non-null mean of T(*2*) is ' (2) 
n 
E,, [Tý2*)] E(In si) =n (1 - -f Iv) = np, *, * (3-16) V 
vaxious values of which are shown in Table 3.2. Again, since M** = 0.42, p** - ** <0 for 0V A0 
0<v<1. Hence the critical region of an asymptotically a-level test is {S** < -zct (2) 
11 
where S** = (r** - nii**)/, %/'n-a**. (2) "' (2) 00 
Table 3.2: Non-null mean of rP** "' (2) 
0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 
Mean/n [p, **] -1-89 -0-92 -0-44 -0.15 0.04 0.18 0.28 0.36 0.42 
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3.4 The asymptotic null properties of the tests in the un- 
censored case with nuisance parameters 
3.4.1 All Weibull parameters are unknown 
In practice, the parameters ýj and Oj are usually unknown. To deal with this situation. 
the test statistics T(2), T* and T** (2) (2) are used. These are of the same form as with no 
nuisance parameters but with the ýj and Oj replaced by their respective null maximum 
likelihood estimators (MLEs). For example, T* T* (2) (2) (AO) in which Ao is the MLE, 
under HO, of the nuisance parameter A= (ýj, Oj :j1,2). Therefore, 
n 
T(2) = E(2 +2 In ii - ii In gi - 1/9j) 
i=l 
n 
t(*2) (2 +2 InSi - Si In 9i) 
n 
Tý2*) Inii, (3.19) 
where Si = E3ý=j ýj ýj and ýj and ýj are the MLEs of ýj and Oj respectively, under HO YZ3 
The asymptotic null properties 
Since the MLEs of the Weibull parameters are regular, the asymptotic means of the 
statistics with nuisance parameters are the same as those in the no nuisance parameter 
case. However, nuisance parameters may reduce asymptotic variance, see, for example, 
Crowder and Kimber (1997). According to Kimber (1996), one reason for this reduction 
is, under HO, si is unconstrained when the parameters are known but I: n i=1 Si 
is fixed under maximum likelihood estimation. Another reason could be due to the 
correlation between the Weibull variates and the null MLEs of the Weibull parameters. 
We shall now calculate the asymptotic variance of T* and T** under HO by applying (2) (2) 
the results of Pierce (1982) which can be applied here, as the required three conditions 
hold under HO by standard maximum likelihood theory. The asymptotic variance of the 
score test ! t(2) is not pursued using the Pierce (1982) results as the the variance of T(2) 
is infinite. 
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The modified score test: The variance (n&; 2) of the modified score function with 
nuisance parameters is given by 
2 *2 Tj -lBo, nao* = nuo - Bo 0 
where JO = EO(-a'lO1aA') is the expected information matrix, and 
n 
Bo = Eo(&T(*2)/OA) = EEol(2/si - Insi - 1)asilaAl. 
i=l 
Under the null hypothesis, HO :v=1, the log-likelihood function is 
n2n 
lo = EEjlnýj + In oj +(oj - 1) In yijl - 
Esi. 
i=l j=l i=l 
(3.20) 
Now, we derive formulae for calculating B Tjý'Bo for our modified score test by consid- 0 
ering the case ln ýjj = 0j, (j = 1,2). The corresponding formulae are as follows: 
Bo - 
Bo# 
JO 
J000 J000 ( 
Boo J0.00 J000 
n 
{Boo(2 x 1) Ik Eo (21si - ln si - 1) 
'9s' 
190k 
n22 foo foo 
2/' eOi yfjj In efli ylý eOk 
ok 
AE tj 13 
Yik 
00 j=l 
( 
j=l 
2 
e0j Oj yýj exp eOi yýý dyij, 23 23 
j=l 
n asi 
{Bo0(2xl)lk Eo (21si - In si - 1) aOk 
n22 
2/ E eßi yeý In eßi yiojj eßk 
ok In Yik 13 
i=l 
fo 0" fox> 
( 
j=l 
(j=l 1 
Yik 
2 
Il eßi Oj yi03j exp eßi yiojj 
) dyij 
j=j 
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IJOOO(2x2) jkl 
{ JOOO(2 
x 2) 
1 ki 
I JO, 00(2 x 2) 
1 ki 
= Eo 
C90001 
) 
= Eo 
82 np 
1] 1: (Oj + In oj + (oj - 1) In yij - eai yoj L MIMI i=l j=l 
ij 
n 00 
Ok Ok 
= Jkl 
fo 
e Yik f (Yik)dYik 
n 00 
= Jkl 
fe 
20k 
y 
240k -1 Ok exp e; 
3k 
y 
Ok 
dYik 
0 
ik ik 
= Jkl x n, 
Eo 
190001 
02 nP 
Eo 
190001 
EE (Oj + In Oj + (oj - 1) In yij - el3i yiojj 
L i=l j=l 
n 00 
eA 
Ok In Yik f (Yik) dyik 6kl 
1: 
Yik 
i=l 
ff) 
n 00 
e 
2,3k 
Yi2ok -1 Ok In Yik exp e0k 
Ok dYik 
0 
Jkl 
fk 
Yik 
Jkl x nOk -Y - 8k) 
Eo 
1900901 
Eo 1) In yij - el3i yýý 'kaoi 
EE (Pj + In Oj + (oj 
L i=l j=l n 
6kj 
f 00 10-2 
+ eOk yok (In Yik )2 
ak 
ik 
f (Yik)dYik 
n 
6Ef 
00 f 
0-2 +e Ok Ok-1 (In Yik )2 e 
Ok -OA: -l Ok -OA: k0k Yik Yik Ok exp 
(- 
e Yik dyik 
i=l 0 
xn 17r 2 /6+(l _y_ Ok )21 
Here, -y denotes Euler's constant and bkI is the Kronecker delta. Without loss of gener- 
ality, we can take Pj =0 and Oj =1 (j = 1,2) to simplify the calculations. Then 
n(--y - 3/2) 
Bo -- 2 
n(y - 3/2) 
n(-7r /6 + 2-5-j - y2 -3/4) 
L n(-r2 /6 + 2.5-f - y2 - 3/4) 
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n0 n(l - ^f) 0 
0n 
7r2 
0- 
Y)2 
n(l - 
n(l -0n /6+(l 0 
L0 n(l -0nf 7r2 /6+(l 
Thus, for Pj =0 (i. e. ýj = 1) and Oj = 1, ' 
B Tjý 'Bo nx2.676847984 (3.21) 0 
and hence, using (3-8) and (3.21) in (3.20) 
Varo n5ý*2 =nx3.492929993 -nx2.676847984 0 
nx . 816082009. 
(3.22) 
Now, by the central limit theorem, the standardised test statistic S(*2 under the null (2)1 
hypothesis, is asymptotically distributed as standard normal, i. e. 
T* -n T* -n (2) (2) 
- -+ N(O, 1) as n -+ oo. (3.23) 
vrn x 0.816082009 0 
The ratio of the two variances (for the without and with nuisance parameter cases) is 
a *2 /C7*2 = 4.28. 00 (3.24) 
This shows that the asymptotic null variance of T* is over four times as large as that of (2) 
(2) (2) as if it had the same null distribution as 
T*) would T* Thus, as expected, use of T* (2 
lead to a conservative test. 
**2) of The test based on In s: The variance (n&O is given by 
nü**2 = nor **2 -BT K1B (3.25) 0000 03 
j=E (_a2jO/8/\2) is the expected information matrix as before, and where 00 
Bo = E&T(*ý)/OA) Eojl1sjc9sj18A}- 
Taking ýjj =A= Oj = 1, in the general formula, it can be shown that, 
n/2 
Bo n/2 
n(1/4 - -y/2) 
L n(1/4 - -y/2) 
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Thus, 
BT 
16 
0 Jý'Bo n-+ 37r2 nx0.5759908878 (3.26) 
(2 
-2) 
and hence, using (3.11) and (3.26) in (3.25) 
Varo 
[t(2) 
n&0* *2 =nx0.6449340675 -nx0.5759908878 
nx0.0689431797. (3.27) 
Now, by the central limit theorem, the standardised test statistic S** , under Ho, is (2) 
asymptotically distributed as standard normal, i. e. 
En T (2) - nia, nx0.4227843351 S(2) := -- 
i=, In gi 
-ý N(O, 1) as n --+ ýx - 
(3-28) 
N7n-ü, vrn- x 0.068-9431797 
The ratio of the two variances is 
01 9.35. (3.29) 
Again, simple use of T (2) as if it had the same null distribution as T(2) would lead to an 
extremely conservative test. 
3.4.2 Weibull shape parameters are known 
Sometimes, an intermediate situation may happen when only the ýj parameters are 
unknown (e. g. when the underlying Weibull distributions were thought to be of the 
exponential (Oj = 1) or Rayleigh (Oj = 2) type). Now, for the without covariate and 
known shape case, the asymptotic null variances of the modified score test Tý2 and Ins (2) 
based test T** are derived. Without loss of generality, Oj =I is used in these calculations (2) 
since the test statistics are invariant to changes in Oj. 
The modified score test: For the shape parameter known case, the BO and JO ma- 
trices will be as follows: 
Bo = 
n(-ý - 3/2) [ 
n(-y - 3/2) 
An0] 
0n 
Thus, for Oj =0 (i. e. ýj = 1) and Oj = 1, 
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and hence 
BT Jý'Bo = n(-3 + 2-y)2 /2 =nx1.703061858 0 
Varo n& *2 =nx3.492929993 -nx1.703061858 0 
=x1.789868135. 
The ratio of the two variances is 
*2 ol 0 
/&*2 = 1.95. 0 
47 
(3-30) 
(3.31) 
(3-32) 
Therefore, even when only the ýj parameters are unknown, use of T! 2 as if it had the (2) 
same null distribution as Tý2 would still lead to a conservative test. (2) 
The test based on In s In the shape parameter known case, the BO and JO matrices 
, )will 
be as follows: for the test Tý2* (2) 
Bo n/2 
n/2 
In 0 Jo=I 
On 
Thus, for Oj =0 (i. e. ýj = 1) and Oj = 1,1 
BT Jj-'Bo = n/2 =nx0.5 0 
and hence 
Varo 
The ratio of the two variances is 
3.4.3 The critical region 
n&**2 =nx0.6449340675 -nx0.5 0 
x 0.1449340675. 
**2 p **2 = 4.45. 00 
(3-33) 
(3-34) 
(3-35) 
All the three tests for the with nuisance parameters case will also be lower tailed tests 
as the non-null means will be negative like the no nuisance parameters case. 
This was 
verified by simulation but details are omitted here. 
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3.5 The test statistics and their null properties in the cen- 
sored case 
3.5.1 Censored case with no nuisance parameters 
Consider the case that Yj (j = 1,2) might be right censored, and the Weibull parameters 
ýj, 0j, (j = 1,2) are known. Suppose that Yj and Y2 are censored at fixed times cl 
and C2 respectively. There are four possibilities for each individual observation. For 
instance, for a particular individual/unit with index i, (1) both lifetimes yi, and Yi2 MaY 
be uncensored, (2) yil may be observed but Yi2 is censored, (3) yi, may be censored but 
Yi2 is observed or (4) both yi, and Yi2 may be censored. 
The likelihood contribution and the corresponding contribution to the score statistic for 
a typical observation (YA, Yi2) are: [Zhu (1998)] 
1) Both yi, and Yi2 are uncensored 
82. p(y, l i Yi2) 
2 
= 
Jjýjojyýý-l [V2,92v-2 F2 ] exp(-sý), Li (v; yii, Yi2) 
19NOM j=l 
tj i V(V - 
1)s' 
Ti (Yil 
7 Yi2) 
a In Li (v; yii, Yi2) I 
v=l =2+2 
In si - si In si -1, 
(3-36) 
av Si 
y02 where si = ýjyj'ojl +b i2 * 
2) yi, is observed and Yi2 is censored 
Li (v; yii, C2) 
Ti(Yili C2) 
C02 where si = ýjyj'ýjl +62' 
aF(yil, C2) 
= 6oly 
01-lvsv-1 exp(-sý), 
ayii ii i% 
a ln Li (v; yii, C2) + Insi - si lnsi , av 
3) yi, is censored and Yi2 is observed 
Li (v; cl, Yi2) " 
Ti (Cl) Yi2) ý 
where si = ýjcol + 6y02 1 i2 
d9F(ci, Yi2) ' e202Y 102-1 vsv-1 exp(-sý), aYi2 i2 i1 
a In Li (v; ci, Yi2) + Insi - si Insi , av 
4) Both yil and Yi2 are censored 
Li (v; cl, c2) 
Ti (Cl 
v C2) 
P(Cl 
i C2) = exp(-si'), 
8 In Li (v; cl, c2) 
-si In si , av 
(3.37) 
(3-38) 
(3-39) 
where si= 
ti 6101 + t2CP - 
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Summarising the contributions from (3.36) - (3-39) for a typical observation 
the score statistic for a bivariate sample with n observations is: [Zhu (1998)] 
=n 
Ii (ii - 1) T(2), 
c 2si 
(3.40) 
where si YjOjI + ý2yo' and Ii (i = 1.2, n) is an indicator variable defined as i2 
follows: 
0 if yij and Yi2 are both censored 
I if exactly one of yi, and Yi2 is censored (3.41) 
2 if yij and Yi2 are both uncensored 
Zhu (1998) showed that under HO, E[T(2), cl =0 but Var[T(2), cl = oo because the term 
Ij(Ij - 1)12si, which comes from (3.36), has infinite variance. As in the uncensored 
case, Zhu (1998) used the same scaling C2= n Inn for non-regular normalisation and V ý2' 
showed that 
_ 
T(2), 
c 
-+ N (0,1), as n --> oo . (3.42) 1 lnlnn 
2 
However, simulation shows that the rate of convergence of this score test statistic to a 
normal limit is very slow, as in the uncensored case, see the bottom line of Table 3.11. 
Using the same modification strategy, we propose the following modified score function 
n 
Elli(l + In si) - si In sil, Tý2), c (3.43) 
where Ii is defined in (3.41). When there is no censoring, (3.43) reduces to (3.4) as 
expected. 
V- 
. Fvr the Ins based test, the form of the test statistic is as 
follows 
n 
E Ii In si, Tý2), c 
i=l 
(3.44) 
where for the censored observations, lifetimes are replaced by the corresponding censoring 
times. If there is no censoring, (3.44) coincides with (3.5), apart from a factor 2. 
The asymptotic null properties of T*2), c 
For the convenience of calculating the null mean and variance of this modified score 
function, let 
n 
Tý2), 
c gi 
(Yil 
7 Yi2) 
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where 
gi (Yil 7 Yi2) = Ii (1 + In si) - si In s,.. 
50 
Moreover, as the modified score function depends on the si which are identically dis- 
tributed, the subscript i Of gi(Yil, M) has been omitted for clarity in the discussion 
below. 
Since, E[T(2), cl =0 and the component yj 
I is right censored at cj, the expected value of 
T* with respect to a joint density f (Yl i Y2) is (2), c 
E[Tý2), 
The variance of T* is (2), c 
nE 2s 
0a 
nf 
C2 f Cl 
f (Yl 
7 Y2) 
dy, dY2 
0 
Varlrr* I g2 (yl, -E2 L-L (2), cl =n [E Y2) 
I fg(Yl, Y2)1]- 
Oj Oj Let zj = ýjyý and dj = ýjcý , where j=1,2. Now, under HO :v=1 and the assumption 
that ýj and Oj are known, z, and Z2 are independently distributed as unit exponential 
variables with density function 
(zj) = exp(-zj), for, zj :5 dj, j=1,2. 
Consider the special case, when there are no covariates and the censoring points are equal 
i. e. d, = d2 = d. Hence, under HO, the mean of the modified score function will be 
00 
E[T(*2),, ] =n 
fC2fCl 
f (Yl 
i Y2) 
dyl dY2 
00 
=n 
fdfd e-(" 
+Z2) 
dzj dZ2 
00 Zl + Z2 
= n[l+e -2d - 2e -d + 2dr(O, d) - 2dr(O, 2d)] 
= ntio, c 
where r(n, d) = fdoo e-'Zn-ldz denotes the incomplete gamma function. 
Now, for calculating the variance, E [g2(y1j Y2)] can be expressed as follows: 
(3.45) 
0 
E [g2 (y, I Y2) 
C2 f Cl 
g2(Ul I Y2) 
f (Yl 
i Y2) dyl dY2 + 
cl foo 
g2(yll C2) f (Yl i y2) 
dY2 dy, 
fo 
0 
fo 
r2 
0f 0c 
+f 
C2 00 
g2 (Cl ý Y2 
)f (Yll y2)dyidY2 + g2 (Cl I C2) 
P (Cl 
i C2) - (3.46) 
cl 
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Each part of the above function may be obtained from 
EG, 
0 
1 C2 Icl 
g2(yll Y2) f (Yl i Y2) dyl dY2 00 
00 00 
Id Id 
[2 +2 In(zi + Z2) - (Zl + Z2) In(zl + Z2 )]2 e-("+z2)dZ2dzl 
=- 8de -2d ln(2) - 8de -2d In(d) - 8aT (0,2d) + 8d In(d) e -d + 8dIP (0, d) 
d 2d 
+ 
fo 
r(4 - 4r +r 
2) In 2 (r)e-ýdr + 
Id 
(2d - r)(4 - 4r +r 
2) In2 (r)e-rdr, 
EG2 
fOel fC2 C 00 
92 (Yl 7 C-2) 
f (Yl 
7 Y2) 
dY2 dy, 
fdf 00 
[1 + In(zi + d) - (zi + d) ln(zi + 
d)]2 e-(zl 
+Z2 )dZ2dzi 
0d 
fd [1 + In(zi + d) - (zi + d) ln(zi + 
d)]2 e-(z I+d)dzi 
e 
2d 
+ 4de -2d In(2) + 4de -2d ln(d) -e 
-d 
- 2dln(d)e 
-d 
2d 
+ 
fd 
(1 
- 2r +r 
2) In 2 (r)e-rdr, 
EG3 
C2 f 00 
g2 (Cl 7 Y2) 
f (Yl) Y2) dyl dY2 
fo 
cl 
0ad 
fdf oo 
l+ In(d + Z2) - (d + Z2) In(d + Z2 
)]2 e- 
(ZI+Z2 )dzldZ2 
d 
fd 
o 
[1 + ln(d + Z2) - (d + Z2) In(d + Z2 
)12 e, -(d+Z2 ) dZ2 
e 
2d + 4de -2d In(2) + 4de -2d In(d) -e -d - 2d In(d)e -d 
2d 
+ 
fd 
(1 
- 2r +r 
2) In 2 (r)e-rdr 
and 
51 
EG4 = g2 (Cl I C2) -P 
(Cl 
7 C2) = 
4d 2 In 2 (2d)e -2d. 
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Therefore, the null variance can be written as follows: 
Varr/T7* =n [E {g2 (y, I- E2 L-L (2), cl Y2) 
I {9(YliY2)1] 
=n [{EG, + E02 + EG3 + EG41 - E2 {9(YliY2)1] 
n[4dIn(d)e -d - l+4d 
2 In 2 (2d)e -2d + 8d 2 ]p (0, d) IP (0,2d) + 2e -d- 4e -2d 
+4dr(0, d) - 4dr(07 2d) - 4d 
2 r, 2 (0, d) - 4d 
2r12 (0,2d) + 8de -dr (0, d) 
-8de -dr (0,2d) - 4de -2d r (0, d) + 4de -2dr (0,2d) + 4e -3d -e -4d 
2d 
+I {2d(4-4r+r 2) + (2 - 8r + 6r 
2-r 3)1 In 2 (r)e-dr 
d 
d 
+ r(4 - 4r +r 
2) in 2 (r)e-rdr 
0 
*2 noro. (3.47) 
The variance in (3.47) can be calculated through numerical integration. 
3.5.2 Censored case with nuisance parameters 
The test statistics in the estimated nuisance parameters case are analogous to those 
described for the without nuisance parameters case and are obtained by replacing the 
parameters ýJ, Oj with their null MLEs. That is 
Ii(l + In 9i) - gi In gi - 
ii (ii 1) 
1 
(3.48) 
29i 
1 
n 
T(*2), 
c = 
E{Ii(l +lngi) - gilngi (3.49) 
i=l 
and 
n 
T** Ii In gi (3-50) 
c 
are the score test, modified score test and In s based test for the censored case with 
nuisance parameters situation respectively; where Si = ýjyýl + 
ý2 Y 
ý2 
and are the ii i2 
MLEs of respectively under HO and Ii is defined in (3.41). The lifetimes yi, 
and Yi2 are replaced by the censoring times cil and Ci2 respectively for the censored 
observations. Similarly, the test statistics T(2),,, T* and T** for known shapes may (2), c (2), c 
be obtained. As in the uncensored case, the null variance for these censored versions of 
the test statistics may be obtained analytically by using the Pierce (1982) result. The 
calculations needed to obtain the variance in the censored case are messy and hence are 
not pursued here. The null properties of the tests with censored observations are studied 
through simulations in § 3.6. 
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3.6 Finite sample null properties 
Simulations were carried out to investigate the finite sample null behaviour of the three 
test statistics. First, simple empirical formulae are estimated for the first two moments 
of the modified test statistic in the censored case. Then the rate of convergence of the 
three tests to the normal limit was examined in § 3.6.2. In § 3.6.3, empirical relations 
are established for estimating the critical values of these tests. Simulations were carried 
out using Fortran 77 and NAG (1995) library routines are called for generating random 
variables and calculating MLEs. 
3.6.1 Simple formulae for the first two moments of the modified score 
test statistic in the censored case 
Without nuisance parameters 
Explicit formulae for calculating the mean and variance, which are functions of sample 
size and the censoring point, of the test statistic T* are (2), c given in (3-45) and (3-47) 
respectively. To find simple (approximate) formulae, which will not require numerical 
integration, the mean and variance of the statistic have been calculated using (3-45) 
and (3-47) for 23 different censoring points between 0.3 (93% censoring) to 9.0 (0.0002% 
censoring). These calculated means and variances were then separately regressed on the 
censoring points. It was found empirically that the null mean and the null variance of 
the statistic T* depend quadratically on e -d through the following equations (2), c 
-d -2d 0 I-L*,, o-zo 
[1.005313 
- 0.5490152e - 0.468228e (3-51) 
and 
ol *2 , 3.468319 - 7.760834e -d + 4.42183le -2d] (3.52) O, c ,I 
respectively, see figure 3.1. Both mean and variance converge to an asymptote (the 
intercept of the curve) as d -+ oo, which is the limiting case of no censoring. Note that 
the fitted asymptotes 1.0053 and 3.4683 are close to but not equal to the true asymptotes 
1 and 3.4929 respectively. 
With nuisance parameters 
The test statistic T* has the same asymptotic null mean as of T* However, the (2), c (2), c 
asymptotic variance will differ from that of T* (2), c* Hence, a simulation study was per- 
formed to estimate the empirical variance of T* with sample size 500 for 38 different (2), c 
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Figure 3.1: (a) Mean/ 02 
*2 
-t* 
(for a single observation) and (b) variances O'o and go (for a 
single observation) of bivariate modified score test statistic for various censoring points 
d 2d 
with superimposed fitted line Var/n = ao + ale- + a2e- 
censoring points between 0.3 to 9.0. For each censoring point, 10000 values of Tý2 (2), c 
were generated and this was done 10 times to produce stable estimates of the variances. 
Average estimated variances were then regressed on the corresponding censoring points. 
Like the parameters known case, it was found that the variance of the statistic Tý2 (2), c 
may be approximated by a quadratic equation as follows 
6ý*2 , 0.8273937 - 0.5426898e -d - 0.3293305e -2d (3-53) O, c ,I 
As in the parameters known case., when d -4 oc the fitted asymptote 0.827 is close to 
but not equal to the exact asymptote 0.816. The variances of Tý2 and Tý2 were (2), c (2), c 
plotted in the same graph, Fig. 3.1, to see their difference according to the censoring 
point. The figure shows that the variance ratio 0, *2 /&*2 decreases with the censoring 0, C 0, C 
point. As expected, the variance ratio converges to a fixed number with the increase of 
the censoring point, which is the limiting case of no censoring. Note that the (3-53) has 
limited practical application as we usually know the fixed censoring times (cj; J, = 1.2) 
but have no knowledge about ýj. Oj. Hence, even for the same fixed censoring time 
(Cl = C2 for the both components, the censoring points. 
di = ýj c'j j=1,2. may be 
different for the different components due to the estimation of the nuisance parameters. 
CV) 
(lö 
it 
(D 
CM 
20 
0246 
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Table 3.3: Normalised critical values of the modified score test Sý, (2) 
(No censoring and the nuisance parameters are known) 
Sample size S. E. =ý, /-n-or* 0 0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 8.36 -1-33 (0.02) -1.82 (0.02) -2.28 (0.05) -2.87 (0-05) 
50 13.22 -1.32 (0-03) -1-77 (0.03) -2.20 (0-03) -2.70 (0.06) 
100 18-69 -1.32 (0.02) -1.75 (0-03) -2.14 (0.03) -2-63 (0-05) 
1,000 59-10 -1.28 (0.01) -1-67 (0.02) -2.02 (0.02) -2.41 (0.02) 
107000 186-89 -1.28 (0.01) -1-66 (0.02) -1.98 (0.02) -2.32 (0.02) 
00 -1 . 28 -1-64 -1-96 -2 -33 T(2) 
, (100,000) C2 C2=758-71 -1.78 (0.03) -2.38 (0.03) -3.01 (0.04) -3-99- (0-09) 
3.6.2 Evaluation of the convergence rates 
Convergence in the uncensored case 
Zhu (1998) showed that the convergence rate of her score test to the normal limit is very 
slow. However, she did not study the convergence when the Weibull shape parameters 
are known. Therefore, the convergence of her score test is pursued when the Weibull 
shape parameters are known and when all the nuisance parameters are unknown for 
comparison purposes. 
Convergence with no nuisance parameters: First, random variables yij and M, 
i= 17 2,..., n were generated from two independent Weibull distributions with parameters 
ýj = Oj =1 (j = 1,2) by calling NAG subroutine G05DPF. Then the random variable si 
was obtained by using the relation si = Yil + Yi2, Under the assumption that there is no 
censoring and the marginal parameters are known, the test statistics T* and T** were (2) (2) 
calculated fromS1, S2, ... I sn through (3.4) and (3.5). Then normalisations for Sý2) and (2 
S** were performed according to (3.9) and (3.12). The simulations were repeated 10,000 (2) 
times for each n. Moreover, to estimate the stability of the simulated results, simulation 
for each n was done seven times. The mean quantiles of 
Sý2) and S** at certain points (2) 
0.10,0.05,0.025 and 0.01) together with the corresponding standard deviations 
are presented in Tables 3.3 and 3.4. The quantiles for the standard normal 
distribution 
and for the score statistic T(2)/C2, given in (3.3), for large samples are also 
listed at the 
bottom of the Table 3.3 for comparison. 
The rate of convergence to the normal limit of Sý2) is slow but much faster than that of 
S(2)- On the other hand, S** converges to the standard normal limit faster. (2) 
3.6 Finite sample null properties 
Table 3.4. Normalised critical values of Sýý (2) 
(No censoring and nuisance parameters are known) 0 
Sample Size S. E. =/a Quantiles D. ) 
10 0.05 0.025 1 
20 3.59 -1.296 (. 01) -1.690 (. 02) -2.059 (. 03) -2.4SI (. 06) 
50 5-68 -1.276 (. 02) -1.6,559 (. 02) -2.004 (. 03) -2-393 (. 04) 
100 8.03 -1.289 (. 02) -1.666 (. 02) -1-986 (. 03) -2.377, (. 04) 
1000 25.4 -1.293 (. 02) -1.657 (. 01) -1.984 (. 03) -2-360 (. 03) 
IDC -1.28 -1-64 -1-96 -2-33 (. 05) 
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Convergence in the presence of all nuisance parameters: For the case irl which 
the parameters of each Weibull distributed component are unknown and that there is 
no censoring, random variables yi, and Yi2 ii::::::::: 1,2, ..., n were generated 
from two inde- 
pendent Weibull distributions with parameters ýj = Oj =1 (1 = 1,2) as before. Theii 
the random variable 9i was obtained by using the relation 9i = ýjy + 
ý2 
Y 
0'2 
, where i2 
ýj and Oj are the null MLEs of ýj and Oj respectively estimated from sample (yij, ! J12), 
i=1,2, 
..., n. 
T(2), T (2) and T (2) are the functions of 9i as specified in 
(3.17), (3.18) 
and (3.19). Sample sizes were chosen from 20 to 10000 in this case. Normalisations 
for Sý and S(*2* were performed according to (3.23) and (3.28). For S(2), the scaling (2) 
-- in Inn was used. Simulated normalised critical values of the statistics C2 
V12 
(2), 
Sý2) 
and Sý2* are presented in Tables 3.5,3.6 and 3.7 respectively. Standard normal quantiles (2) 
are also presented at the bottom of the Tables. 
To check the theoretical result obtained by applying the Pierce (1982) theorem, critical 
values for T*2 ere also obtained through simulation using the standard deviation -'ý/'n-cro (2) W 
instead of Vn-010 with n= 10,000 and are presented at the bottom of the Table 3.6. The 
ratios of the standard normal quantiles and the simulated quantiles are 
-2.33 - ). 10. 1.11 
-1-96 2 09 -1-64 = 22.05 and -1-28 = 2.06. These results suggest that the true standard 0.94 - -0.80 -0.62 
deviation of T*2 is about 2.05 to 2.10 times larger than that of Tý2 The true standard (2) (2) ' 
deviation of T*2 was 2.07 times larger than that of Tý2 (estimated using Pierce (1982) (2) (2) 
result), which is consistent with the simulated result. 
Now returning to convergence, the results in Tables 3.6 and 3.7 show that S* converges (2) 
to the normal limit very fast and the standard normal (asymptotic) critical values may 
be used for its application when n> 50. However, T(2)IC2 had not converged to the 
normal limit even for sample size 10,000. The convergence rate of S(*2*) is slower than 
that of the ýý2) in this case. 
Convergence with known Weibull shape parameters: For the case when the 
Weibull shape parameters are known a similar procedure was applied as in the all pa- 
3.6 Finite sample null properties 
Table 3.5: Standardised critical values of Zhu's score test S(2) ---": T(2)/C2 
(No censoring and the nuisance parameters are unknown) 
Sample Size S. E. = C2 
0.10 
Quantiles 
0.05 
(S. D. ) 
0.025 0.01 
20 5.47 -1-875 (0-03) -2-723 (0-03) -3-695 (0-06) -5-565 (0.07) 50 9.89 -1.706 (0-03) , -2.512 
(0.06) -3.45 (0-10) -5.234 (0.31) 100 15.17 -1.608 (0.01) -2-342 (0.04) -3.194 (0-08) -4-678 (0-19) 1000 58-77 -1.510 (0.03) -2.173 (0.04) -2.897 (0.06) -4.217 (0.23) 10,000 214-60 -1.466 (0.02) -2-05 (0.02) -2.706 (0.04) -3-814 (0-13) 
00 -1.28 -1-64 -1-96 -2.33 
Table 3.6: Normalised critical values of the modified score test S* (2) 
(No censoring and the nuisance parameters are unknown) 
57 
Sample Size S. E. =Vn-&* 0 0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 4.04 -1.32 (0.02) -1.68 (0.03) -1-99 (0.02) -2.34 (0-06) 
50 6.39 -1.28 (0.03) -1-64 (0-03) -1-97 (0.04) -2-33 (0.04) 
100 9.03 -1.27 (0-01) -1.63 (0.01) -1.94 (0.01) -2.30 (0.04) 
500 20.20 -1.28 (0-01) -1.64 (0.02) -1.97 (0.02) -2.32 (0.03) 
1,000 28.57 -1.29 (0.02) -1.65 (0.02) -1.96 (0.03) -2.32 (0.03) 
-n (10,000) ýfin-or*=186.89 0 -0.62 -0.80 -0.94 -1.11 
00 -1.28 -1.64 -1.96 -2.33 
Table 3.7: Normalised critical values of the Ins based test Sý2ý, (2) 
(No censoring and the nuisance parameters are unknown) 
Swnple Size S. E. =., Fnd** 0 0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 1.17 -1.399 (0.02) -1.784 (0.03) -2.120 (0.03) -2-523 (0.04) 
50 1.86 -1.334 (0.03) -1-710 (0.03) -2.037 (0.03) -2.426 (0.03) 
100 2.63 -1.317 (0.02) -1-699 (0.03) -2.019 (0.02) -2.406 (0.02) 
11000 8.30 -1.296 (0.02) -1-657 (0-02) -1.983 (0.03) -2-344 (0.03) 
10,000 26.26 -1.289 (0.01) -1.646 (0-02) -1-957 (0.03) -2.320 (0.05) 
00 -1.28 -1-64 -1.96 -2-33 
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Table 3.8: Normalised critical values of the score test 't(2)/C2 
(No censoring and only shape parameters are known) 
Sample Size S. E. =C2 iles (S. D. ) 
0.10 0.05 0.025 0.01 
20 5.47 -2.103 (0-05) -3-304 (0.06) -4.649 (0.15) -6.771 (0.23) 
50 9.89 -2.121 (0.06) -3-173 (0.08) -4.340 (0.15) -6.230 (0-47) 
100 15-17 -2.069 (0.04) -3.044 (0.08) -4.117 (0-15) -5.839 (0.27) 
1,000 58.77 -1.969 (0.03) -2.727 (0-06) -3.530 (0.07) -4.893 (0-10) 
10,000 214.60 -1,840 (0.03) -2-520 (0.03) -3.206 (0-05) -4.391 (0.08) 
00 -1.28 -1.64 -1.96 -2-33 
T* -np; Table 3.9: Normalised critical values of the modified score test S* (2) 
(No censoring and only shape parameters are known) 
Sample Size S. E vln-jro* 0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 5.98 -1.043 (0.02) -1.484 (0.02) -1.883 (0.03) -2-371 (0.04) 
50 9.46 -1.143 (0.02) -1-586 (0.03) -1.961 (0.05) -2.414 
(0-07) 
100 13.38 -1.191 (0.02) -1.594 (0.02) -1-944 (0.05) -2.370 
(0.03) 
1,000 42.31 -1.257 (0.02) -1.636 (0-01) -1.976 (0.02) -2.3 716 
(0.04) 
10,000 133.79 -1.282 (0.01) -1-646 (0.02) -1.971 (0.01) -2-339 
(0.04) 
00 -1.28 -1-64 -1.96 -2-33 
rameters unknown case. The square roots of the variances in (3.31) and (3-34) were used 
for normalising the tests S* and S** respectively; whereas 
C2 -- 
F111n Inn was used (2) 
- 
(2) 
for normalising the score test S(2). Simulated normalised critical values of the testsS(2), 
S* and S** are presented in Tables 3.8,3.9 and 3.10 respectively. (2) (2) 
It is observed from these Tables that both S* and S** have a similar moderate con- (2) (2) 
vergence rate to normality, whereas S(2) converges to normality very slowly. The shape 
parameter known case has a faster convergence than the all parameters known case 
but 
slower convergence than the all parameters unknown case for the modified score statistic. 
Convergence in the censored case 
Convergence is now investigated with censoring. Only the modified score statistic is 
studied as an example with and without nuisance parameters. Note that the estimated 
critical values in this subsection are of little use in practice. 
0 Convergence with no nuisance parameters: It has been assumed that Y, and Y2 
are censored at fixed times ci andC2 respectively. For the case of censoring and 
in which 
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Table 3.10: Normalised critical values of the Ins based test (2) 
(No censoring and only shape parameters are known) 
Sample Size S. E. 
0.10 
Quantiles 
0.05 
(S. D. ) 
0.025 0.01 
20 1.70 -1-090 (0.02) -1.536 (0.02) -1-976 (0.02) -2.477 (0.05) 
50 2.69 -1.171 (0.02) -1.613 (0-03) -2-004 (0.06) -2.466 (0-08) 
100 3.81 -1-203 (0-01) -1.616 (0-03) -1.981" (0.04) -2.427 (0.05) 
1,000 12.04 -1.261 (0.02) -1.644 (0.01) -1.983 (0.02) -2.391 (0.05) 
10,000 38.07 -1.280 (0.02) -1-657 (0.02) -1-969 (0.02) -2-344 (0-03) 
00 -1.28 -1-64 -1-96 -2.33 
the Weibull parameters are known, the population proportion of censored observations 6 
has the following relationship with the marginal cumulative hazards Hj(cj) and H2(C2): 
E= P(yl>Cl)+P(y2>C2)-P(yl>Cliy2>C2) 
exp(-ýjcol) + exp(-6C 
02 
exp(-ýjcol - 
6C02 
1212 
e -di e -d2) (3-54) 
where Hj (cj) = dj, j=1,2 and e-Hi = e-di, (j = 1,2) is the population proportion of 
censored observations for the component 
Random variables Yi, and Yi2 were generated from two independent Weibull distributions 
with parameters ýj = Oj 1 (j = 1,2). According to the above relationship, fixed 
censoring time cl= C2= c 1.8 were chosen for both components so that, on an average, 
30% of pairs are censored at least in one component. Then, all Yij, (i = 1, ---, n, j=1,2) 
values greater than c=1.8 were substituted by 1.8. Thus the score statistics T* were (2), c 
generated using (3.43). The means and standard deviations were obtained for normalising 
from (3.45) and (3.47). Tý2), c 
Convergence in the presence of all nuisance parameters: A similar procedure 
was applied for the case in which there is censoring and the Weibull parameters are 
unknown with the addition of a maximum likelihood step to obtain T* In this case (2), c' 
the mean and variance for various sample sizes were obtained through (3.45) and 
(3-53). 
Normalised critical values of S(*2), C and 
ý(*2), 
C with 
their respective means and standard 
deviations are presented in Tables 3.11 and 3.12. Corresponding standard normal critical 
values and the normalised critical values for T(2),,, /C2 and 
t(2), 
c/C2 are also presented 
in the Tables for comparison. Here, it is found that the standard deviation of T* is (2), c 
1.78 times higher than that of T* with 30% censoring. The means of T* are slightly (2), c (2), c 
lower than those of T* Both S* and S(*2), c converge much quicker 
to the standard (2), c* (2), c 
normal limit than 
T(2), 
c/C2 and 
t(2), 
c/C2- 
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Table 3.11: Normalised critical values of the modified score test Sý2 (2), 
(With 30% censoring and the nuisance parameters are known) 
60 
Sample Size n 0* Vn-cý Quantiles (S. D. ) Ao, c 0, c 0.10 0.05 0.025 0.01 
10 9.08 4.82 - -1.32 (0.02) -1-78 (0.02) -2.15 (0.02) -2-66 (0-05) 20 18.15 6.81 -1.31 (0.02) -1.75 (0.02) -2.12 (0.02) -2-58 (0.04) 50 45-38 10.77 -1.30 (0.01) -1.70 (0.02) -2.06 (0.03) -2.41" (0-05) 100 90.75 15.23 -1.29 (0.02) -1.68 (0.03) -2.02 (0.05) -2.42 (0-06) 1000 907-52 48.15 -1.26 (0-03) -1.63 (0.04) -1.95 (0.04) -2.32 (0-03) 
00 -1 . 28 -1 . 64 -1 . 96 -2 . 33 T(2), c 0 C2=214.60 -1.73 (0.04) -2-39 (0-03) -3.04 (0.06) -4-11 (0.07) 
72 1 
(10000) 
Table 3.12: Normalised critical values of the modified score test S* (2), c 
(With 30% censoring and the nuisance paraineters are unknown) 
Sample Size np*, c V/n-5ý * 0, 
Quantiles (S. D. ) 
0.10 0.05 0.025 0.01 
10 8.76 2.84 -1.30 (0.01) -1-63 (0-01) -1-89 (0-01) -2.14 (0.02) 
20 17-83 3.88 -1.29 (0.01) -1-64 (0.01) -1.92 (0.02) -2-24 (0.02) 
50 45.08 6.05 -1.30 (0.02) -1.66 (0.03) -1.95 (0.05) -2.29 (0.03) 
100 90.40 8.55 -1.29 (0.02) -1.65 (0.02) -1-96 (0.02) -2.32 (0.05) 
1000 907.28 27.01 -1.28 (0.02) -1.64 (0.04) -1.94 (0.02) -2.32 (0.02) 
00 -1.28 -1.64 -1.96 -2 -33 TC 1- ý ,c (10000) 0 C2=214.60 -1.37 (0.03) -1-80 (0.02) -2.50 (0.04) -3.32 (0.06) 2 
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Comparison of the convergence performance 
Censorin reduces both mean and variance of the modified score statistic. Converaence 90 
to the normal limit for the with nuisance parameters version is slightly better than that 
of the without nuisance parameters version in censored as well as uncensored situations, 
for both the score test and the modified score test. This is because a restriction has been 
imposed on the log-likelihood function when the nuisance parameters are estimated by 
maximising the log-likelihood function. This restriction makes the score statistics have 
fewer extreme negative values for the case with nuisance parameters. It was also found 
that the quantiles of S* and ý* ,, at each 
level of significance, tend to be slightly (2), c (2), 
nearer to zero than those of Sý, and S(ý, respectively. To summarise, the convergence (2) 2)1 
rate of the modified score to the standard normal limit is adequate for using the (asymp- 
totic) standard normal critical values for testing frailty in finite samples, particularly 
for the case with greatest practical relevance where all the Weibull parameters are un- 
known. However, this is not possible for Zhu's (1998) score test. For the test based 
on Ins, asymptotic standard normal critical values may be used for moderate to large 
sample size (say, n> 100). 
3.6.3 Critical values of the tests 
It was seen in § 3.6.2 that the asymptotic critical values may not be used for the appli- 
cation of Zhu's score test in finite samples. On the other hand, these can only be used 
for the modified score test and the test based on log s in moderate to large samples. 
However, when the sample size is small the tests will be either conservative or liberal de- 
pending on the number of unknown nuisance parameters. Hence, we focus on estimating 
critical values through simulation to avoid this small sample problem. Three cases are 
considered here: no nuisance parameters, all the nuisance parameters axe unknown and 
only the shape parameters are known. 
No nuisance parameters case 
Critical values for the no nuisance parameter case are of little use as the nuisance pa- 
rameters are usually unknown in practice. Therefore, only T* is considered in this (2) 
case. Before estimating critical values, first the effect of sample size and censoring on 
the unstandardised critical values are evaluated separately and then empirical relations 
are established for estimating the unstandardised critical values as a function of sample 
size and censoring point. However, there is no problem of obtaining normalised critical 
values (if necessary) as the formulae for the mean and variance have already been given. 
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Figure 3.2: Estimated critical values of the unstandardised modified score test statistics 
(a) T* and (b) T* (2) (2), c 
(with 30% censoring) with superimposed quadratic fit Q, = Oo + 
Oln +, 32n 2. The figures (al) and (bl) axe for sample size 20 - 100 and (a2) and (b2) are 
for sample size 100 - 1000. 
Investigation of the effect of sample size on the critical values: Unstandardised 
critical values are generated for the modified score statistics Tý2 and T(*2 for sample (2) ). c 
sizes between n= 20 to 1000. The method of generating the modified score statistics for 
these two versions is described in § 3.6.2. Selected quantiles (a = 0.01., a=0.025. a= 
0.05 and a=0.10) are estimated for various sample sizes from the null distributions of 
T* and T* (2) (2), 
It is observed that the estimated unstandardised critical values, at each significance level, 
increase quadratically with sample size, both in uncensored and censored cases, following 
t he equat ion C(, = Oo + 01 n+ 02 n2 ; where C, is the critical value, n is the sample size, 
and T* refers to the case in which data have about 30% censoring. The results are (2), c 
displayed in Figure 3.2. Separate quadratic models are fitted for sample sizes 20 - 100 
and 100 - 1000. For sample sizes greater than 100, the relationship 
between sample size 
and unstandardised critical values gradually approaches linearity. 
Evaluation of the effect of censoring on the critical values: Simulations were 
also carried out to investigate the variation of the critical values of the statist Ic T,!, with k. ). C 
equal censoring points (d = di = d2). Five percei-it critical values of the statistic were 
ý, ) = 01 = 02 censoring point d varying calculated with Weibull parameters ý, = I. 
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Figure 3.3: The variation of unstandardised critical values of the modified test statistic 
T* according to censoring points with superimposed quadratic fit C,, = ao + ale-d + (2), c 
2d 
a2e 
from 0.3 to 8 for sample sizes 20,100,500 and 1000. Five percent unstandardised 
critical values of T* are plotted in Figure 3.3 against the censoring point d, showing (2), c 
that the unstandardised critical values of T* increase initially and then stabilise as (2), c 
the censoring point increases. 
It was found for different sample sizes that the unstandardised critical values depend 
quadratically on e-d i. e. Q, P-ý ao + ale -d + a2 e-2d , where C,, is the unstandardised 
critical value, d is the censoring point. The results are presented in Figure 3.3. As 
expected the fitted curve converges to the corresponding critical values of the without 
censoring version as d increases. 
Unstandardised critical values of the modified score test statistic: For the 
no nuisance parameter case when censoring points for both components are equal i. e. 
d, = d2 = d, unstandardised critical values were estimated for the modified score test 
T* for 21 different sample sizes with 20 <n< 1000 for selected quantiles (a (2), c 
0.01, a=0.025, a=0.05 and a=0.10) - At each n, unstandardised critical values were 
estimated for 16 different censoring points from d=0.3 to 22. As d increases, the number 
of censored observations decreases. At d= 22, almost all the observations are uncensored 
in the sample. However, unstandardised critical values were also estimated for very large 
d (= 99999) i. e. when there is effectively no censoring. As before, each simulation was 
4 
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replicated 10,000 times. It was found empirically that the unstandardised estimated 
critical values of Tý2 depend quadratically on the sample size n as well as on the (2), c 
population proportion of censored observations for each component e -d. Therefore, the 
estimated unstandardised critical values were regressed through the bivariate regression 
model 
ca = 
(bo + ble- d+ b2e- 2d) + (b3 + b4e -d + b5e -2d 
) 
n+( b6 + b7e -d + b8e- 
2d) 
n 
2, 
(3-55) 
where bi, (i = 0,1, - .. 8) are the regression coefficients. Although some of the estimates 
of the regression coefficients will be correlated, this is a model that approximates the 
critical values very well. The model is fitted for sample sizes 20 <n< 100 and 100 < 
n< 1000 separately for better approximation. Estimated coefficients of the model, for 
various quantiles, based on T* are presented in Table 3.13. Note that when d -ý oc, (2), c 
(3-55) reduces to Q, = bo + b3n + b6n 2 corresponding to the uncensored version of the 
modified score test T* (2) 
With nuisance parameters (without censoring) case: 
Zhu (1998) estimated the unstandardised critical values of her score test for n< 100. 
Here, standardised critical values of her score test are estimated with those of the modified 
score test and the test based on In s for 76 different values of n between 20 and 10,000 
for selected quantiles (a = 0.01, a=0.025, a=0.05 and a=0.10). The critical values 
were estimated when the shape parameters are known and when all nuisance parameters 
are unknown. The critical values were generated according to the approach described in 
§ 3.6.2. These estimated critical values were then smoothed by the S-plus function n1s 
(nonlinear least squares regression). The fitted regression models for Zhu's score test are 
presented in Tables 3.14 and 3.15; for the modified score test in Tables 3.16 and 3.17 and 
for the test based on In s in Tables 3.18 and 3.19. The regression models fit the estimated 
critical values very well, see, for example, Figures 3.4,3.5 and 3.6 for the Weibull shape 
parameters known case. The all nuisance parameters unknown case gives a similar fit 
but was not plotted to save space. 
3.7 Generalisations of the tests for Weibull regression data 
It was mentioned in Chapter 1 that regression models, with lifetime as the dependent 
variable and the covariates as regressors, are used in many applications of survival anal- 
ysis to allow heterogeneity to be conveniently incorporated. For example, in reliability, 
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Table 3.13: Estimated coefficients of the model C,, = (bo + ble -d + b2e -2d )+ 
(b3 + b4e -d + b5e -2d )n+ (b6 + b7e -d + b8e-2d) n2 for calculating the unstandardised 
critical values of the bivariate modified score tests when nuisance parameters are known 
i. e. T(*2) ' 
a Coefficients n< 
T* (2), c 
100 
T* (2) 
n> 
T* (2), c 
100 
T* (2) 
0.01 bo -15-51419 -15-51419 -34.19865 -34.19865 
b, 32-9076 0 50.61313 0 
b2 
-23.89748 0 -21-03763 0 
b3 0.5214169 0.5214169 0.8355013 0.8355013 
b4 0.05347125 0 -0.2944453 0 
b5 -0.6084555 0 -0-579603 0 
b6 0.001573596 0.001573596 5.968797e-05 5.968797e-05 
b7 
-0-00195194 0 -8.366818e-05 0 
b8 4.199837e-04 0 2.532864e-05 0 
0.025 bo 
bi 
b2 
b3 
b4 
b5 
b6 
b7 
b8 
0.05 bo 
bi 
b2 
b3 
b4 
b5 
b6 
b7 
b8 
-12.20587 
23-14536 
-14.65178 
0.6106089 
-0.05104973 
-0.5946267 
0.001173511 
-0-001370952 
2.346584e-04 
-9.41332 
16.2415 
-8.687201 
0.6740242 
-0.1564915 
-0-5418443 
9.76318e-04 
-8.065088e-04 
-2.742356e-04 
-12.20587 
0 
0 
0.6106089 
0 
0 
0.001173511 
0 
0 
-9.41332 
0 
0 
0.6740242 
0 
0 
9.76318e-04 
0 
0 
-28.18028 
40.45789 
-14.73483 
0.8639799 
-0-3358469 
-0-5696633 
4.81874e-05 
-6.62886le-05 
2.392882e-05 
-22.83754 
30.46083 
-8-664796 
0.8862425 
-0-3640632 
-0-5616622 
4.033889e-05 
-5.071332e-05 
1.144996e-05 
-28-18028 
0 
0 
0.8639799 
0 
0 
4.81874e-05 
0 
0 
-22-83754 
0 
0 
0.8862425 
0 
0 
4.033889e-05 
0 
0 
0.10 bo -6.471675 -6.471675 -17-00153 -17-00153 
bi 8.44361 0 20.15034 0 
b2 -1.971603 0 -2.908905 0 
b3 0.743903 0.743903 0.9116937 0.9116937 
b4 -0.195910 0 -0.3936566 0 
b5 -0.5837365 0 -0.5571034 0 
b6 7.72321 le-04 7.72321 le-04 3.144422e-05 3.144422e-05 
b7 -9.036356e-04 0 -4.112779e-05 0 
b8 9.464679e-05 0 1.010222e-05 0 
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Table 3.14: Estimated expressions for calculating the standardised critical values of T(2)/C2 when only shape parameters are known 
Statistic a Expression RSDl 
T(2) / C2 0.10 -1.692579-4-162745/rn+4.975829/Vn- 0.0164 
0.05 -2.278143-6.082796/rn+5.472974/,, /n 0.0260 
0.025 -2.859647 - 8.39258/rn + 5.936886/V-n 0.0349 
0.01 -3-710491 - 13-96312/rn + 9.393902/V-n 0.0854 
Estim ated residual standard deviation 
Table 3.15: Estimated expressions for calculating the standardised critical values of 
T(2)/C2 when all the nuisance parameters are unknown 
Statistic a Expression RTDT 
T(2) / C2 0-10 - 1.456121 - 1.876236/Vn + 0.07946768/n 0.0368 
0.05 =1.970268 - 1.915876/rn - 0.02287381/výn- 0.0507 
0.025 -2.582839 - 3.398509/, Y-n + 0.6691962/v/-n 0.0980 
0.01 -3-521979 - 9.118677/rn + 6.650772/, V/n- 0.2165 
1 Estimated residual standard deviation 
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Figure 3-4: Estimated standardised critical values of Zhu's bivariate score test statistic 
T(2) with superimposed fit of the equation C,, = ao + a, /Yn + a2/Vln 
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Table 3.16: Estimated expressions for calculating the standardised critical values of Sý2) 
when only shape parameters are known 
Statistic a Expression RSD' 
S* 0.10 (2) - 1.280648 + 0.7195596/V-n + 1.513859/n 0.0116 
0.05 -1.64475 + 0.2805283/Vn + 1.934262/n 0.0116 
0.025 - 1.957142 - 0.2447317/Vn- + 2.38415/n 0.0116 
0.01 -2.32059 - 1.100703/V-n + 3.887282/n 0.0164 
Estimated residual standard deviation 
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Figure 3.5: Estimated standardised critical values of the bivariate modified score test 
statistic T* with superimposed fit of the equation C,,, = ao + alIVn- + a2/n (2) 
Table 3.17: Estimated expressions for calculating the standardised critical values of Sý2) 
when all the nuisance parameters are unknown 
Statistic a Expression RSDI 
S* 0.10 (2) -1.283652 + 0.4093235/n - 23.58669/n2 0.0201 
0.05 -1.644971 + 0.3349968/n - 26.41662/n2 0.0232 
0.025 - 1.962227 + 0.2066378/v/n- - 1.617756/n 0.0285 
0.01 -2.324127 + 0.06360983/V-n - 0.7662943/n 0.0403 
1 Estim ated residual standard deviation 
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Table 3.18: Estimated expressions for calculating the standardised critical values of Sýý (2) 
when only shape parameters are known 
Statistic a Expression RSD1 
S** 0.10 (2) - 1.279961 + 0.5493954/, V(n- + 1.352606/n 0.0116 
0.05 -1.642572 + 0.05177667/Vn- + 1.624407/n 0.0116 
0.025 - 1.958354 - 0.5320905/v/-n + 2.341505/n 0.0164 
0.01 -2.32224 - 1,. 293078/., /-n + 2.429873/n 0.0201 
Estimated residual standard deviation 
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Figure 3.6: Estimated standardised critical values of the bivariate modified score test 
statistic with superimposed fit of the equation C,, = ao + aj/ý, /n + a2/n ' (2) 
Table 3.19: Estimated expressions for calculating the standardised critical values of S** (2) 
when all the nuisance parameters are unknown 
Statistic a Expression RSD-L 
S** 0.10 (2) -1.286127 - 2.812985/n + 10.66486/n2 
0.0164 
0.05 -1.643956 - 0.3258563/v/-n - 1.4039/n 0.0201 
0.025 -1-968114 - 0.1107935/v/n- - 2.862593/n 0.0308 
0.01 -2-335476 - 0.3412305/., /-n- - 2.35561/n 0.0403 
Estimated residual standard deviation 
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applied load is used as a covariate for the failure times of components in a system; in 
a medical context, treatment received is used as a covariate for the survival times of 
patients etc. However, there may still exist frailty even after including a number of co- 
variates in the lifetime model. In this context, the considered tests may be generalised 
to deal with data involving covariates. 
The test statistics and their asymptotic null properties 
Suppose that a bivariate uncensored sample of size n (Y11 i Y12) ... 
(Yni, Yn2) is observed 
from the PSW model. Suppose also that the covariate vector Xjj is associated with the 
ith observation. If it is considered for the moment that all the Weibull parameters are 
known, the three test statistics involving covariate information may be defined as (3-2), 
(3.4) and (3.5) with si = ýjjyjj y02 7 ý, j = exp 
(X T, 3j) and 3j = (01j, Oqj) 
01 + 62 i2 13 
Here, covariate information has been incorporated in the ý parameters. Covariates may 
also be incorporated in the 0 parameters, although this is not considered here. 
Here the test statistics still depend on the observations only through the variable si. 
Although the parameters ýij may vary over i and j, the null distribution of Si is still 
gamma with shape parameter 2 and scale parameter 1. Hence, the test statistics with 
covariate information have the same asymptotic properties as those without covariate 
information when all the nuisance parameters are known. 
The finite sample null properties 
In the with covariate situation, finite sample null properties are studied only for the case 
where all the Weibull parameters are unknown. As before, in the nuisance parameters 
unknown case, the corresponding test statistics are obtained by replacing the unknown 
nuisance parameters with their null MLEs. 
Using simulation, Zhu (1998) showed that the rate of convergence to the normal limit 
of her score test statistic with a dichotomous covariate is similar to that in the without 
covariate case. Therefore, the critical values presented in Tables 3.15 and 3.14 may also 
be used for the respective with covariate cases as well. 
The convergence rate of the modified score statistic and the statistic based on In s for 
the with covariate versions was examined by a simulation study. Samples of pairs from 
independent Weibull distributions were generated with shape parameters 01 ý 02 : -'-- 1 
nd scale parameter exp (POj + Pljxi). The coefficients #j were set as 81 = (17 01,82 :, -- 
(1 
7- 
1). The xi were time constant dummy variables with values 1 for 50% of bivariate 
observations and values -1 for the remaining 50%. For each sample size simulations were 
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Table 3.20: Normalised critical values of S(*,, 2) 
(With a covariate and no censoring) 
Sample Size S-E. = vfn-do* 0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 4.04 -1.27 (0.02) -1-63 (0-03) -1-96 (0-03) -2-31 (0.04) 50 6.39 -1.26 (0-02) -1-62 (0-03) -1.94 (0-03) -2-34 (0.04) 100 9.03 -1.25 (0.02) -1-61 (0.02) -1-93 (0.02) -2.29 (0.02) 500 20.20 -1.27 (0.01) -1.64 (0.01) -1-94 (0.02) -2-32 (0.03) 1000 28.57 -1.27 (0.01) -1-63 (0-01) -1.94 (0-03) -2.33 (0.06) 
00 -1.28 -1-64 -1-96 -2.33 't(2) 
(1000) C2=58.77 -1.51 (0.03) -2.17 (0.05) -2.96 (0.07) -4-52 (0.18) 
U2 1 
Table 3.21: Normalised critical values of S** (2) 
(With a covariate and no censoring) 
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Sample Size S. E. = V/-n-do* * 
0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 1.17 -1.405 (0.02) -1-811 (0.02) -2.171 (0.03) -2-576 (0-03) 
50 1.86 -1.322 (0.02) -1.712 (0.02) -2.047 (0.01) -2.456 (0.03) 
100 2.63 -1.314 (0.01) -1.692 (0.02) -2.022 (0.03) -2.415 (0.05) 
500 5.87 -1.287 (0.01) -1.633 (0.02) -1.986 (0.03) -2.331 (0.02) 
1000 8.30 -1.284 (0.02) -1.650 (0.02) -1.964 (0.02) -2.328 (0-01) 
00 -1.28 -1-64 -1.96 -2-33 
repeated 10,000 times as before. Normalised critical values of the bivariate modified score 
test and the test based on Ins for the with covariate case are presented in Tables 3.20 
and 3.21. The results for the modified score test indicate that the rate of convergence to 
the normal limit is similar/slightly better than the corresponding without covariate case 
and the asymptotic critical values can be used for the with covariate case in all sample 
sizes. The results for the test based on Ins shows that, like Zhu's (1998) score test, the 
rate of convergence to the normal limit in the with covariate case is similar to that in 
the without covariate case. 
3.8 Concluding remarks 
Following the slow convergence of the score test proposed by Zhu (1998), two new test 
statistics for detecting the presence of frailty in Weibull lifetime data have been pro- 
posed in this chapter. They are also capable of dealing with covariate information and 
censoring. Only the null properties of the bivariate case have been studied in this chapter. 
The proposed modified score test and the test based on Ins converge to the normal limit 
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much faster than the score test proposed by Zhu (1998). Asymptotic critical values can 
be used for the modified score test even in small samples and for the test based on Ins 
when the sample size is moderate or large. However, this is not possible for Zhu's score 
test. Critical values have been estimated for the uncensored case, which are useful for 
the application of these tests in small samples. In the case of censoring, estimation of 
critical values is impracticable. However, this can be tackled through bootstrapping, an 0 
approach that is considered in chapter 4. 
-ý 
Power Comparisons of the Score Based Tests 
and the Likelihood Ratio Test for Infinite 
Variance Frailty: Bivariate Case 
4.1 Introduction 
Any test must be judged by both its null and non-null properties. The null properties 
of the three tests: Zhu's score test, the modified score test and the test based on In. 5 
have been studied in the previous chapter. The non-null properties are considered in 
this chapter. An alternative approach to the score test for detecting frailty in the PSW 
model is the likelihood ratio (LR) test. Zhu (1998) derived the bivariate LR test based 
on the PSW model. She studied the asymptotic and finite sample null properties of the 
LR test. However, the non-null properties of the test were not explored fully. 
Among the non-null properties, the power of a test is crucial. This is because, if there 
is a choice of more than one test, then the test with the highest power is the desirable 
one. It depends on factors including sample size, the amount of censoring and effect size 
(e. g. amount of frailty). The powers of the considered tests for frailty are also likely to 
depend on the frailty distribution. In this chapter, the powers of the tests are compared 
in a range of situations. 
All the considered test statistics involve two types of nuisance parameters (i. e. Weibull 
shape and scale). A common practice is to replace the unknown nuisance parameters 
with their estimators, which has been justified asymptotically by Randles 
(1982) and 
Pierce (1982) for regular parametric tests and by Crowder (1998) for more general cases. 
However, for finite samples, the powers of the tests are likely to be affected by the dis- 
tribution of the estimators of the nuisance parameters. In the no censoring case, the 
distributions of the test statistics for frailty are independent of the Weibull parameters 
and so there is no problem in estimating the critical values and hence the simulated 
powers. Conversely, when there is censoring, the test statistics 
depend on both the 
Weibull parameters and censoring times. This dependence is only in terms of the cen- 
jcj J=1,21. In this case, soring points dj = ,c 
OJ ' if the Weibull parameters are known, it is 
simple but cumbersoi-ne to estimate the critical values and 
hence the simulated power for 
fixed right censoring points. However, in the case of unknown 
Weibull parameters, the 
dj must be estimated and will depend on the null maximum 
likelihood estimates (MLEs) 
72 
4.2 The asymptotic power of the score based tests 73 
of the Weibull parameters. In this case, estimation of the critical values is extremely 
cumbersome and for random censoring it is impracticable. 
The bootstrap is a re-sampling procedure, Efron and Tibshirani (1993). In this chapter, 
a (parametric) bootstrap based algorithm is proposed to handle the above mentioned 
problem in the censored case. This method is applicable in the case of no censoring, fixed 
censoring (equal and unequal) and also in random censoring, as predetermined critical 
values are not necessary for the application of the tests. McLachlan (1987) discussed 
a similar bootstrap method to evaluate the p-value of the LR test for finite (normal) 
mixture models. 
The asymptotic powers of the modified score test and of the test based on In s are 
estimated in § 4.2. In finite samples, the problem encountered in testing frailty in the 
presence of censoring and nuisance parameters is verified for bias and a bootstrap based 
approach is examined as a solution to this problem in § 4.3. 
The estimated powers of the three score-based tests are compared for different sample 
sizes, different amounts of censoring and different amounts of positive stable and mis- 
specified frailty in § 4.4. The likelihood ratio test (LR) based on the PSW model is 
reviewed and its power is studied for positive stable and misspecified frailty in § 4.5. The 
LR test is compared with the three score based tests in § 4.6. The tests are applied to 
some data sets in § 4.7 for illustration, followed by a summary in § 4.8. 
4.2 The asymptotic power of the score based tests 
In this section, first some expected quantities that are important for obtaining the asymp- 
totic power, are calculated under the alternative hypothesis and then the asymptotic 
powers of the tests are calculated. 
4.2.1 Some expected quantities under the alternative hypothesis 
Under the alternative hypothesis H, :0<v<1, the density function for si = 1: 
2=1 ýj Yýj i 13 
is given in (3-13) as follows: 
exp lv2s?, -' - V(v - )Sv-l 
Using this density, some expected quantities that are necessary for calculating the asymp- 
totic power, are obtained [using MAPLE] as follows: 
00 
E(llsi) = 
fo 
si-lfl(si)dsi = oo, 
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f oc 
S-2f, (si)dsi = DC, 
Oo 
E(si In si) si In si fl (si) dsi = V-2 2T -+ 3v 11 
fo 
vv 
oc 
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E(In 2 S, ) = 
00 
In 2 sifi(si)d, si =-12 [12v-ý -7r 
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where T(. ) = V(. )/IF(. ) is the di-gamma function, -y is Euler's constant and T(n,. ) is the 
nth derivative of the di-gamma function. 
It was shown by Zhu (1998) that the non-null mean of her proposed score test is -oc- and 
hence the non-null variance is undefined. Therefore, it is not straight forward to derive 
an analytic formula for the asymptotic power of her score test. 
4.2.2 The modified score test 
It was shown in (3-15) that the non-null mean of T* is (2) 
E, 
[Tj2) I 
=n 4-v- 
2 2T + 3v r 2-yv-1] (4.2) 
1vv 
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Now, using MAPLE and the results of § 4.2-1, the non-null variance of T* is (2) 
Var, 
[Tý2)] 
= 4 3 ( - ) 
n 
60 24 r 
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It was shown in § 3.3.2 that the critical region of an asymptotically a-level test is IS* < (2) 
-z. 1, where 4D(-z,, ) a and S* (T*) - n)/Vn-o, *. Therefore, the corresponding (2) (2 0 
power function for T* (2) 1S) 
On*(v) = Pr, (S(*2) "ý -ZalHl) 
T(*2) - np* 
= Pr, 
\, Fna* 
0< 
-zlHl 
0 
T(*2) - np* -zav, 'n-ao* + np* - ny, *, = Pr, <0 V'na* vv 
z,, Vn-a* + np* - nti*v 00 
, ýfnav 
(4.5) 
For a large sample size (n = 1000), the asymptotic power On* (v) at the 5% level of 
significance is calculated using (4.5) and is presented in Table 4.1. It shows that T* has (2) 
good power in this situation. The power has also been estimated using empirical critical 
values instead of the asymptotic ones in § 4.4.1. 
The corresponding asymptotic power function of T* is difficult to obtain since it involves (2) 
the non-null distribution of the null MLEs. However, the power of this test is estimated 
via simulation in § 4.4.1. 
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Table 4-1: Asymptotic power of T(*2) for PS(v) frailty for n=1000. 
(No censoring and the nuisance parameters are known) 
v Mean/n (ti, *, ) Variance/n (a, *, ') Power (0, *, (v)) 
0.90 0.51 7.24 100.00% 
0.95 0.78 5.01 95.91% 
0.99 0.96 3.76 17.67% 
1.00 1.00 3.49 5.00% 
Table 4.2: Asymptotic power of Tý2*) for PS(v) frailty for n=1000. (2) 
(No censoring and the nuisance parameters are known) 
v Mean/n (M, *, *) Variance/n Power (0, *, * (v)) 
0.70 0.18 2.36 100-00% 
0.80 0.28 1.57 99-52% 
0.90 0.36 1.03 75-80% 
0.95 0.39 0.82 34.83% 
0.99 0.42 0.68 8.38% 
1.00 0.42 0.64 5.00% 
4.2.3 The test based on Ins 
The non-null mean of 'r** is " (2) 
n 
EL, [Tý2*)] E(In si) n (1 - -ylv) = ntL** (4.6) 
and the non-null variance of "T** is, from the results in § 4.2.1, (2) 
nn 
2(T 2 V2 nu**2 (4.7) Var, [T(*2*)] E(Tj2) -E j) =n 
(7r /6 V 
As the critical region of an asymptotically a-level test is {S** < -z,, I, where ýD(-z,, 
) =a (2) 
and S** = (T(*2*) - np**)/Vfn-a**, the power function for Týý) (2) 00* 
is 
= Pr, (S** < -z, lHl) On" (V) (2) 
-z, Vn-a** + njA** - np** 0-0 (4.8) 
vfna, 
For a large sample size (n = 1000), the asymptotic power 
On" (v) at the 5% level of 
significance is calculated using 
(4.8) and is presented in Table 4.2. It shows that T(*ý*) has 
lower power than T(*2) . The power of this 
test has also been investigated using empirical 
critical values through simulations 
for various situations in § 4.4.1. 
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4.3 The practical problem of testing frailty in the censored 
case with nuisance parameters and its solution 
The usual way of testing frailty is to use a test statistic based on the predetermined 
critical values. However in the censored situation with nuisance parameters, the test 
statistics depend both on the values of the unknown nuisance parameters and the cen- 
soring times. Hence, estimation of critical values by replacing the nuisance parameters 
with their null MLEs in the usual way has a practical problem and hence tests based 
on the estimated critical values in this case may be biased. On the other hand, use of 
uncensored critical values in this situation may also give a biased test. Before exploring 
this situation, a parametric bootstrap approach is described. 
4.3.1 Size and power verification 
(with nuisance parameters) 
of the score-based bootstrap tests 
Verification of size 
It is, of course, the case that an analyst must be concerned with the power as well as the 
size of a test. However, power calculations are only relevant if the tests are correctly sized. 
Sizes of the bootstrap-based tests may be different from their corresponding nominal 
sizes. Therefore, simulations were performed to verify the sizes of the three tests as 
functions of the number of the bootstrap samples B for four quantiles (a=. 01, . 025, . 05 
and . 10) based on three selected sample sizes 
(n=20,50 and 100). This was performed 
according to the following algorithm. 
Algorithm 1 Step one: For each of the test statistics, which are functions of 9i 
01 
+ -02 lyii 
ý2YQ 
, two random variables yi, and Yi2 7i1,2, ..., n were 
drawn from two 
independent Weibull distributions with parameters ýj Oj =1 (j = 1,2) by calling the 
NAG subroutine G05DPF. 
Step two: The MLEs ýj and Oj were obtained for ýj and Oj (j = 1,2) respectively under 
Ho. 
Step three: The test statistics were evaluated using the data, ýj and ýj. 
Step four: B bootstrap independent Weibull samples were generated with ýj = ýj, Oj = 0j, 
(j = 1,2); the parameters (ýj, 0j, j=1,2 ) were estimated; the test statistics were 
evaluated for each bootstrap sample and hence four quantiles (a=. 01, . 025, . 05 and . 10) 
of the tests were estimated. 
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Figure 4.1: Verification of the sizes of bivariate score test T(2), modified score test T* (22) 
and In,,; based test T(*2*)' based on 10,000 replications, for various numbers of bootstrap 
samples with superimposed lines for nominal sizes of the tests. 
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Step five: The null hypotheses were rejected when the observed values of the tests were 
lower than the corresponding bootstrap quantiles and hence the sizes of the bootstrap-based 
tests were obtained as the percentages of rejections in a repeated sampling. 
The number of bootstrap samples, B, was chosen from 100 to 500 for n=20; 100 to 400 
for n=50 and 100 to 300 for n=100. For each combination of n and B, the sizes of the 
three tests were verified on the basis of 10,000 replicates. The 95% confidence interval 
for the proportion of rejections (R) is r±1.96V, ýT(l - -r)/10000 for all the four quantiles 
with various B. 
The estimated sizes of the tests based on bootstrapping corresponding to the nominal 
sizes of the three tests 't(2), T* and T** ^(2) ^(2) are presented in Figure 4.1. It is clear that 
bootstrap-based estimated sizes of the three tests are very good approximations to the 
nominal sizes even for B =100. 
Verification of power 
The power of a test may vary according to the number of bootstrap samples, B. Although 
a test may have essentially the prescribed size for small B, its power may be lower than 
its limiting value as B -+ oc. This is investigated for each combination of v=. 70,. 80, . 90 
and . 95 and n=20,50 and 100 according to the following algorithm. 
Algorithm 2 Step one: Two random samples (xii and Xi2) were drawn from two in- 
dependent Weibull distributions with parameters ýj = Oj =I (j = 1,2) by calling NAG 
subroutine G05DPF. 
Step two: Positive stable random variable wi was generated based on the algorithm of 
Chambers and Stuck (1976) and then the PSW random variables (yij and Yi2) were 
obtained from yij = xij/wi, i=1,2,... , n, j=1,2. 
Step three: The null MLEs ýj and Oj were obtained for ýj and Oj (j = 1,2) respectively 
for the PSW data. 
Step four: The test statistics were evaluated. 
Step five: B bootstrap independent Weibull samples were generated with ýj = ýj, Oj = 0j, 
(j = 1,2); the parameters (ýj, 0j, j=1,2 ) were estimated; the test statistics were 
evaluated for each bootstrap sample and hence 51% quantiles of the tests were estimated. 
Step six: The null hypotheses were rejected when the observed values of the tests were 
lower than the corresponding 5% bootstrap quantiles and hence the powers of the tests 
were estimated by the percentages of rejections in a repeated sampling. 
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The number of bootstrap samples, B, was chosen to vary from 100 to 500. For all three 
tests, for each combination of n and B, 2000 replicates were used. 
A The estimated powers of the three tests T(2), T* and T** using the bootstrap method (2) (2) 
are presented in Figure 4.2. The results indicate that the powers of the three tests are 
little affected by the number of bootstrap samples. However, in the case of strong frailty 
(approximately v<0.7) in small samples (like 20), B< 100 may give reduced power. 
So, B=200 seems to be sufficient for n< 50. However, for n> 100, B=100 seems to be 
sufficient. 
4.3.2 Checking the appropriateness of the uncensored critical values in 
the censored situation with nuisance parameters 
To check the appropriateness of the usual critical value approach in the case of censoring 
with nuisance parameters, a simulation experiment was conducted based on a random 
sample of size 50 for positive stable frailty (with characteristic exponent v) under 2000 
replications using two approaches: (a) bootstrapping and (b) using estimated uncensored 
critical values. In the critical value approach (b), powers were estimated in the usual way 
based on the respective critical values of the statistics. The bootstrap approach was as 
in § 4.3.1 based on B 200 bootstrap samples. To generate right censoring, observations 
were censored at cl C2-: -- 1.8 to give 30% pairs censored in one/both components in 
the null case. All the simulated powers were based on the same samples to make the 
results directly comparable. The results are plotted in Figure 4.3 and show that the 
approach based on uncensored critical values can still be valid in the censored case with 
the presence of nuisance parameters for Zhu's (1998) score statistic but not for the others. 
Use of uncensored critical values in this situation will be very anti-conservative for the 
modified score statistic and the statistic based on Ins. 
4.4 Comparisons of the finite sample powers of the score 
based tests for frailty 
In this section simulations were performed to investigate the powers of the tests based on 
the bivariate PSW model. This section is divided into three sub-sections. The powers of 
the tests were estimated in § 4.4.1 for positive stable frailty, for which they are designed 
and then for misspecified frailty in § 4.4.2. 
Kimber and Zhu (1999) proposed a test statistic M(2) = min si as a simple test for 
positive stable frailty. In § 4.4.3, the powers of the simple test are estimated for a wide 
range of situations using the bootstrap approach and are compared with those of other 
tests. 
4.4 Comparisons of the finite sample powers of the score based tests for frailty 81 
Score Test, n=20 
8 nu=0.70 
nu=0.80 
nu=0.90 
nu--0.95 
0 
' E E 
0 w W 
0 N 
0 
L-- 
100 
0 CD 
E 
Ui 
2 
Score Test, n=50 
8- 
CD 
0. 
200 300 400 500 100 200 300 400 500 100 200 300 400 500 
Number of bootstraps Number of bootstraps Number of booWVs 
Modified Score Test, n=20 Modified Score Test, n=50 Modified Score Test, n=100 
8 
nu=0,70 
.... nu=0,80 
- nu=0.90 
nu=O. gS I 
nu=0 70 
..... nu-480 
mo=0.90 
nu=0.95 
E E 
;; 0 z0 
LU Ul 
-4 9. _------_-----. --- -. 
0 
2 
100 200 300 400 500 
Number ol bootstraps 
Test Based on logs, n=20 
nu--0,70 
nu=0.80 
nu=O 90 
nu--0.95 
E 
0 
LU 
0 N 
100 200 300 400 
Nwrba ol bootstaps 
100 200 300 400 
Number of bootsýaps 
Test Based on logs, n=50 
Score Test, n= 100 
- ntO7O 
flurO. 80 
nu=O 90 
-- nO9S 
5W 100 200 300 400 500 
Nwbw of bDoMaps 
Test Based on logs, n=100 
8 
- nurO. 70 a 
JrO9O 
-- 
0 
*1 
500 100 200 300 400 
Number ot bootstraps 
500 100 200 300 400 5DO 
W" of bootstaps 
Figure 4.2: Investigation of the power for the bivariate test statistics T^(2), T* and T** (2) (2) 
based on 2000 replications at the 5% level of significance for various numbers of bootstrap 
samples for positive stable frailty with characteristic exponent v. 
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Table 4-3: Generated censoring (%) for three cases: fixed right censoring times (a) 
CI = C2 = 2.97, (b) c, = C2 = 1.8 and (c) c, = 1.2, C2 = oo for various values of the 
frailty parameters v1b. 
Positive stable frailty PS(v) Gamma frailty Gamma(6,6) 
V (a) (b) (C) 6 (a) (b) (C) 
0.50 27 37 33 .5 48 58 54 0.60 24 37 33 1 36 50 46 
0.70 20 36 32 2 26 43 39 
0.80 15 34 31 4 19 38 35 
0.90 13 32 31 8 15 34 33 
0.95 12 31 30 16 12 32 31 
0.99 10 31 30 50 11 31 31 
1.00 10 30 30 00 10 30 30 
A common feature of lifetime data is the presence of right censored observations. There- 
fore, it is important to investigate the performance of the tests in the presence of right cen- 
soring. The censoring cut-off values were chosen as (a) C1 ý C2= 2.9 7, (b) C1 = C2= 1.8 
and (c) cl = 1.2, C2 = 00- In the null case, according to the equation (3.54), this cen- 
soring scheme will generate about (a) 10% pairs are censored at least in one component 
(b) 30% pairs are censored at least in one component and (c) 30% pairs are censored 
only in one component respectively. However, in the non null case, this fixed censoring 
scheme will give different amounts of censoring depending on the type and amount of 
frailty. The population proportion of censored observations E, under the PSW model is 
dv dy 
-- 
(dl+d2)z' 
e- 1+ e- 2e 
and under the GW model is 
(4.9) 
+ 
ý2 
(4.10) 
Oj 
where dj = ýjcý ,j=1,2. 
Some values of E are presented in Table 4.3. In both censored 
and uncensored situations, three cases are considered. These are: case 1: no nuisance 
parameters, case 2: only Weibull shape parameters are known and case 
3: all Weibull 
parameters are unknown. 
The associations induced by the various values of positive stable and gamma 
frailty 
parameters, in the uncensored cases of the simulation experiments, are shown 
in Table 
4.4. All the power simulations were performed generally for n=20,50 and 100 and for 
various amounts of frailty. 
All the estimated powers in this section for the same sample size and same type of 
frailty 
were based on the same simulated 
data, [using the NAG routine G05CBF] to make the 
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Table 4.4: Values of Kendall's r, in the uncensored case, corresponding to the various 
values of the frailty parameters v and 6 of PS(v) and Gamma(6,6) frailty distributions. 
0.50 0.40 0.34 0.30 0.20 0.11 0.05 0.03 0.01 0 
0.50 0.60 - 0.70 0.80 0.90 0.95 - 0.99 1 
6 0.50 12 4 8 16 50 oo 
results directly comparable, according to the steps described in § 4.3.1. In the censored 
situation, power was estimated in the same way as in the no censoring situation but with 
an addition of a censoring step. In the case of bootstrapping, B= 200 bootstrap samples 
were used throughout. Any critical values used were taken from the previous chapter. 
All simulations were replicated 2,000 times. Thus, if the tabulated estimated power is 
0, then a standard error for this estimate is 0.022v"-O--(l- 0). 
4.4.1 Power in the case of positive stable frailty 
V_ 
Fur case 1, power was estimated based on pre-determined critical values. For cases 2 and 
3, power was estimated using critical values and also through bootstrapping. However, 
for the censored version of case 2 and 3, only the bootstrap method was used as the 
critical value approach has practical problems in these situations. 
No censoring 
In the uncensored situation, the estimated powers of the tests for the three cases with 
n= 20,50 and 100 are presented in Tables 4.5 to 4.7. In case 1, the power 
is also 
estimated (based on critical values) for n= 1000 to compare with the asymptotic power. 
The critical values for "P* and T** were taken from Tables 3.3 and 3.4 for case 1 and " (2) (2) 
from Tables 3.6 and 3.7 for case 3 respectively. Corresponding critical values for T(2) and 
T were taken from Zhu (1998). For case 2, the critical values for T(2), 
T* and T** (2) (2) (2) 
were taken from Tables 3.8 to 3.10. 
There is reasonable agreement between the asymptotic powers for T* 
(Table 4.1) and (2) 
rr** (Table 4.2) and their estimated powers with n= 1000 (Table 4.5). Tables 4.6 and ' (2) 
4.7 show that the power of the three tests are little affected by bootstrapping 
being used 
in place of pre-determined critical values. However, in small samples, the power 
based 
on bootstrapping is slightly lower than the power based on pre-determined critical values 
due to the extra variation introduced by bootstrapping. 
Replacement of nuisance parameters in the score function with their null MLEs reduces 
the power of the score test [fl(v) > 
4(v) > 4(v)], see Tables 4.5 to 4.7. However, this 
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Table 4-5: Estimated powers (%) of T(2), T(*2) and T(*ý) at the 5% level of significance 
for PS(v) frailty for sample size n. [Bold figures indicate the highest powers among the 
corresponding powers of the three tests]- 
(No censoring, nuisance parameters are known) 
n v 0.50 0.60 0.70 0.80 0.90 0.95 0.99 1.00 
20 T(2) 100-00 99.70 95.00 73.45 33.50 16.95 7.80 4.80 
T(2) 99-85 98-30 89.90 66-35 28-65 12-30 5.95 4.90 
T(*ý*) 69.50 56.30 41.70 28-30 14.20 9.10 5.55 4.60 
50 T(2) 100-00 100-00 100-00 95.45 54.85 27.20 7.75 4.60 
T(*2) 100.00 100.00 99.75 91-90 47.25 19.40 7.55 5.10 
T(', 
'2"')' 
88-05 76-95 59-65 40-25 17.95 10-65 5.15 5.45 
100 T(2) 100-00 100-00 100-00 99.85 81.55 42.10 10.10 4.00 
T(*2) 100.00 100.00 100.00 99.25 71.00 32.00 7.90 5.15 
Tý'2*) 97.25 91.15 76.10 53-75 24.30 12.25 7.85 4.20 
1000 T(2) 100.00 loo. oo 100.00 100.00 100.00 99.25 23.80 4.85 
T(*2) 100.00 100.00 100.00 100.00 100.00 96-50 18.25 4.60 
T(2*) 100.00 100.00 100.00 99-65 73.70 35.40 7.85 5.25 
pattern does not hold exactly for the other tests. The Tables also show that, except for 
the score test, the tests have highest power when only the shape parameters are known. 
Table 4.5 shows that with no nuisance parameters, T(2) has the highest power to detect 
infinite variance frailty in small samples, over the whole range of V; which is expected. 
However, with the presence of nuisance parameters, Tables 4.6 and 4.7 show that the 
two modified tests and T* do slightly better than the score test for high frailty, ' (2) (2) 
t(2) 
although the difference between the three tests is little. More specifically, 
> ß*(v) > ß(v) 
for sample size n> 50 with high frailty. As expected, the original score statistic is the 
locally (in near independence) most powerful one even with nuisance parameters. 
With censoring 
In the presence of right censoring, in case 1, the critical values were taken from Table 
3.11 for statistic T* and from Zhu (1998) for 
T(2), 
c. For cases 2 and 3, powers were (2), c 
estimated using bootstrapping only. 
Estimated powers of the three test statistics for the three cases (1,2,3) are presented 
in 
Tables 4.8 to 4.10. The results indicate that censoring reduces the power of the tests as 
expected due to the loss of information caused by censoring. The results also show that 
the effect of censoring on the power reduces with the increase of the number of nuisance 
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Table 4.6: Estimated powers (%) of T(2), Tý2) and Tý2*) at the 5% significance level for 
PS(v) frailty. [C. o5 denotes that the power is based on the 5% critical values and B. 05 denotes that the power is based on the 5% values of the bootstrap samples]. 
(No censoring, only ýj parameters are unknown) 
nv 
Power (%) of T(2) 
C. 
05 B. o5 
Power (%) of T(2) 
C-05 B. o5 
Power (%) Tý2) 
C-05 B. o5 
20 0.50 100.00 100-00 100.00 100-00 100.00 100-00 
0.60 98-75 98-65 99.25 98.95 99.20 99-05 
0.70 92.10 91-35 92.90 92-95 93-30 92.95 
0.80 66-95 66.45 69-50 68-65 70-70 69.45 
0.90 30-80 30.20 30-05 29-55 32.00 30-90 
0.95 15-80 15.70 14-55 13.70 15-25 14.20 
0.99 7.30 7.60 6.40 6.40 7.30 7.20 
1.00 4.50 4.80 4.70 4.65 5.20 4.75 
50 0.50 100.00 100-00 100.00 100-00 100.00 100.00 
0.60 100.00 100-00 100.00 100-00 100-00 100-00 
0.70 99.90 99-90 99-95 99-95 99-90 99.90 
0.80 93.45 92.90 94.40 93-85 95-30 95-10 
0.90 52.60 51-60 52.80 52-35 54-80 53.70 
0.95 26-25 26-15 23-55 23-70 25-55 24.90 
0.99 7.45 7.70 7.00 6.60 7.85 8.00 
1.00 4.55 4.55 4.95 5.40 5.40 5.20 
100 0.50 100.00 100.00 100-00 100.00 100-00 100-00 
0.60 100.00 100.00 100-00 100.00 100-00 100-00 
0.70 100.00 100.00 100-00 100.00 100-00 100-00 
0.80 99.70 99-70 99-90 99.95 99-90 99-90 
0.90 78-35 77.15 79.10 78.40 81-10 80-80 
0.95 39.30 38.30 36.45 34.60 39-75 38-90 
0.99 9.55 9.30 10.35 9.85 10-15 9.75 
1.00 3.50 3.80 4.45 4.30 4.85 4.70 
parameters. In the case 3, Zhu's score test is relatively less sensitive to censoring. The 
test based on Ins is most affected by censoring. Moreover, it is conservative, especially 
in case 3, see Table 4.10. Therefore, in the case of censoring, the score test is best for 
detecting modest frailty and the modified score test is best for detecting more serious 
frailty in the presence of nuisance parameters. 
4.4.2 Power in case of misspecified frailty 
The powers of the tests were also estimated for misspecified frailty. For example, a 
sample of observations is thought to be from a PSW model but in fact it is from the 
GW model. This might happen in practice. Hence, simulation experiments were carried 
out to examine the power of the tests to detect frailty other than the positive stable. 
Simulation experiments in this section were similar to those in §4.4.1 except that the 
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Table 4.7: Estimated powers (%) of T(2), Tý2) and T(*ý) at the 5% significance level for 
PS(v) frailty. [C. o5 denotes that the power is based on the 5% critical values and B. o5 denotes that the power is based on the 5% values of the bootstrap samples]. 
(No censoring, all nuisance parameters are unknown) 
nv 
Power (%) of T (2) 
C-05 B. 05 
Power (%) of T2) 
C. 
05 B. 05 
Power (%) Tý2) 
C-05 B. o5 
20 0.50 92.75 90-75 97.70 97.40 9 TOO 97.00 
0.60 78.70 76-75 , 90-05 89-35 88.75 88-85 
0.70 61-80 59-80 67-60 67-05 69-80 69.25 
0.80 38.40 36-90 39.30 39.15 42-55 42-35 
0.90 20.00 19-30 18-35 18-05 20.40 20.15 
0.95 13.15 13.00 8.85 8.50 10.1-0 10-60 
0.99 6.35 6.30 5.60 5.85 5.70 5.95 
1.00 5.00 4.50 5.30 5.75 4.90 5.25 
50 0.50 100.00 99.95 100-00 100-00 100-00 100-00 
0.60 99.20 98.95 99.75 99-75 99.80 99-80 
0.70 91.10 89.65 96.40 95.45 96-50 95-90 
0.80 66.70 65-60 74-30 72.75 78.15 76.75 
0.90 33.45 33.60 32.45 31-55 36.90 36-50 
0.95 16.70 17.35 14.95 14.40 17.00 15-85 
0.99 6.95 7.20 5.60 5.20 6.50 6.60 
1.00 4.55 4.45 4.30 4.55 4.15 4.50 
100 0.50 100-00 100.00 100-00 100.00 100.00 100.00 
0.60 100-00 100.00 100-00 100-00 100-00 100.00 
0.70 99-65 99.40 99-95 100.00 99.95 99.95 
0.80 90-50 88.70 94.60 94.05 95.80 95.60 
0.90 51.05 49.95 49.95 47.85 53.90 54-10 
0.95 24.95 23.65 21.60 20.55 23.65 24.10 
0.99 8.60 8.50 7.55 7.30 8.05 7.85 
1.00 5.35 5.30 5.15 5.05 4.75 5.00 
gamma random variable w was generated (instead of the positive stable) with mean one 
and shape parameter J using the NAG routine G05FFF- That is, 
Gamma(J, J), 
where J-1 is the variance of W. When critical values were used, these were the same as 
in § 4.4.1. 
No censoring 
In this uncensored situation, estimated powers of the tests with sample sizes n= 20,50 
and 100 are presented in Tables 4.11 to 4.13 for the three cases. 
As in the case of positive stable frailty, Tables 4.12 and 4.13 show that the powers of 
the test statistics are relatively unafFected by bootstrapping being used in place of pre- 
4.4 Comparisons of the finite sample powers of the score based tests for frailty 88 
Table 4-8: Estimated powers (%) (based on critical values) of Tý2),, and T(2),, at the 5% 
significance level for PS(v) frailty. [Bold figures indicate the highest powers among the 
corresponding powers of the two tests]. 
(Cl =--- C2= 1.8, nuisance parameters are known) 
n v 0.50 0.60 0.70 0.80 0.90 0.95 0.99 
10 T(2), c 93-03 81.39 62-83 41.90 20.74 11.65 5.66 
Tý2), 
c 92.06 78.29 56.75 34.90 16.04 8.69 5.28 
20 T(2), c 99.52 96.96 86.32 62.68 30.89 16.26 7.59 
Tý2), 
c 99.36 95.52 80.75 51.79 22.29 11.54 6.27 
50 T(2), c 100-00 99-99 99-19 90-00 50.30 25.38 8.70 
T(*2), 
c 100.00 99.98 98.43 83-55 37.95 16.99 6.54 
100 T(2), c 100.00 100.00 100.00 98.57 70.07 34.19 9.36 
T(2), 
c 100-00 100-00 100-00 97-18 57.77 24.47 7.73 
determined critical values. The number of nuisance parameters has the similar effect as 
with positive stable frailty. 
The results show that the modified score test is the most powerful among the three tests 
for mis-specified frailty in all the three cases. For the same amount of frailty (with same 
values of7-), the modified score test has slightly higher power in case of gamma frailty 
than the positive stable in all the three cases. Therefore, as expected, the modified score 
test may be considered as insensitive to misspecification of the frailty distribution. On 
the other hand, Zhu's (1998) score test is the most sensitive to misspecification of frailty 
when the Weibull shape parameters are unknown. The test based on Ins is between 
these two extremes. 
With censoring 
Here the power was estimated only through bootstrapping. Estimated powers of the 
tests for cases 2 and 3 are presented in Tables 4.14 and 4.15 respectively. As before, 
censoring reduces the power of the tests. Conversely, sensitivity of the tests to censoring 
does not reduce as the the number of nuisance parameters increases. 
Again, the test based on In s is conservative in the presence of right censoring, especially 
in case 3, but it still has higher power than that of the original score statistic. 
4.4.3 Power study of Kimber and Zhu's (1999) simple test 
In this sub-section, powers of Kimber and Zhu's (1999) simple test M(2) = minsi are es- 
timated for positive stable and misspecified gamma frailty. As before, their performance 
4.4 Comparisons of the finite sample powers of the score based tests for frailty :ý9 
Table 4-9: Estimated powers (%) of 
t(2),,, Tý and T*2*),, for three cases: fixed right 2), 2 
censoring times (a) cl ---:: C2 = 2.97, (b) C1 :: ý C2 -:: ý 1.8 and (c) cl = 1.8. c., = ; it the 5% level of significance, for PS(v) frailty, for sample size n. [Bold figures indicate the 
highest powers among the corresponding powers of the three tests]- 
(With censoring, only ýj parameters are unknown) 
n v 
Cl 
c 
:= C2 = 2.97 
'; 
(*2), cc 
C, 
c 
C. ) 1.8 
c 
T(2), 
c 
C, = 
c 
1.2, c, ) = 
T72), 
c 
---v- 
T*27). 
c 
20 0.50 99.60 99.75 99.50 99-40 - 99.55 99.45 99-85 99-90 99. 
0.60 97.10 97-85 97.25 96.05 97.00 95-70 97.25 98.05 97.10 
0.70 88-15 90.05 87.60 84.00 85.65 81.80 86-65 87-30 84-20 
0.80 63.45 64.45 60.45 59.30 59.45 53.00 61.30 61.70 56-60 
0.90 28.85 2 7.75 25.00 27.10 25.60 21.40 28.45 26.40 23.45 
0.95 15.25 13-35 11-15 15.20 12.20 9.15 15.30 13.05 10-65 
0.99 7.30 6.00 4.60 7.05 5.95 4.30 7.70 6.25 4.75 
1.00 4.75 4.85 3.80 4.75 4.35 3.00 4.30 3.80 2.85 
50 0.50 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100-00 100-00 
0.60 100.00 100.00 100.00 100.00 99-95 99-90 100-00 100-00 100-00 
0.70 99.40 99.65 99.55 98.90 99.50 99.05 99.40 99.45 99.40 
0.80 91-05 92.45 89.45 88.35 89.35 84.75 89.5.5 91.20 88.80 
0.90 48.45 49-30 44.30 44.75 44.90 36.65 46.45 46.45 40.65 
0.95 24.90 21.55 19.05 24-35 21-30 15.40 24.45 21-05 16 . 8' 5 0.99 7.80 7.00 5.10 7.80 6.50 4.25 8.00 6.80 4.70 
1.00 4.80 4.85 4.05 4.85 5.10 3.35 4.70 4.90 3.5-) 
100 0.50 100.00 100.00 100.00 100.00 100-00 100-00 100-00 100-00 100-00 
0.60 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100-00 100-00 
0.70 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100-00 
0.80 99.20 99.50 99.50 98.50 99.15 98-15 99.10 99.60 99.10 
0.90 1-4-05 74.65 69.10 69-80 71-10 62.15 72.45 72-60 66.85 
0.95 36-65 33.75 29.25 35.20 30.65 23.45 35.15 31-55 27.20 
0.99 9.30 9.35 7.45 9.25 9.15 5.70 9.15 S. S. 5 6.20 
1.00 3.70 4.50 3.30 4.30 5.35 3.50 3.80 4.35 3.00 
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Table 4.10: Estimated powers (%) of T(2),,, Tý2)', and T**, for three cases: fixed right ý2) C 
censoring times (a) cl -= C2 = 2.97, (b) cl -: -- C2 --::: 1.8 and (c) cl = 1.8. c., - x: at the 
5% level of significance, for PS(v) frailty, for sample size n. [Bold figures indicate t1l', 
highest powers among the corresponding powers of the three testsj- 
(With censoring, all the nuisance parameters are unknown) 
nv 
Cl 
t(2), 
c 
:= C2 2.97 
'4(42), 
c 
t(*2*) 
,c 
C, 
t(2), 
c 
= C, =1 -'s 
T (2), c T (2), c 
c 
T(2), 
c 
1.2, c., 
c 
T(*2*), 
c 
20 0.50 92.00 97.15 87.80 91.15 96.35 85-85 9(). -11-j 96-50 90-55 
0.60 -18.00 85.70 66.25 76-30 85.30 65-60 75-5() 82.85 69.25 
0.70 56-90 65.50 42-35 58.05 64.10 38-80 57.10 62.95 45.40 
0.80 38-10 38.25 21.75 38.10 36-35 16.05 37.30 34.80 23-55 
0.90 18.15 16.50 8.35 20.30 16.15 5.75 20.10 15-30 8.60- 
0.95 11.65 8.90 5.00 11.80 8.95 3.40 11.60 8.35 3., S, -) 
0.99 5.80 5.00 2.55 5.35 4.75 1.20 5.55 4.75 1.70 
1.00 4.65 4.20 2.30 5.30 4.95 1.15 5.00 4.25 2.05 
50 0.50 100.00 100-00 99.90 99.95 100-00 99-95 99.75 100.00 99-95 
0.60 98.60 99.60 97-55 98.25 99.70 98-05 98.75 99-55 98-85 
0.70 89-35 95.55 83.95 90-00 94.25 82.05 89.70 93-95 86-50 
0.80 66.45 72.95 51.10 64.40 69.90 45.30 64.85 69.85 53-55 
0.90 35.00 31.00 17.35 31.75 28.95 11.70 33.85 29.15 16.70 
0.95 17.40 13.75 7.35 16.60 12.95 4.30 17.40 13-10 6.35 
0.99 8.20 6.45 3.20 7.25 6.50 1.55 6.85 5.30 1.60 
1.00 5.55 4.90 2.35 4.95 4.65 1.40 4.70 3.95 1.40 
100 0.50 100-00 100-00 100-00 100-00 100-00 100-00 100-00 100*00 1 00,00 
0.60 100-00 100.00 100.00 100.00 100.00 100.00 99-95 100-00 100-00 
0.70 99.25 99.95 98.85 99.25 100-00 98.90 99.30 99.85 99-50 
0.80 89.30 93.30 81.45 88-90 93.80 77.65 89.70 93.10 '85-20 
0.90 50.75 4 8.5 5 30.55 49-90 47.90 23.95 48.00 45.15 31.60 
0.95 25.45 20.35 11.50 26.70 20-40 7.35 23-30 19.05 9.15 
0.99 8.80 6.55 2.65 8.90 7.35 1. S 9.35 7.15 3.10 
1.00 4.90 4.45 2.35 4.60 4.00 1.40 5.5.5 3.85 1.00 
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Table 4.11: Estimated powers (%) of T(2), Tý2) and Tý7) at the 5% level of significance for 
Gamma(J, J) frailty for sample size n. (Bold figures indicate the highest powers among 
the corresponding powers of the three tests]. 
(No censoring, nuisance parameters are known) 
n 0.5 1 2 4 8 16 50 
20 T(2) 100-00 99-15 87.05 51-70 23.60 11.90 5.50 
T(*2) 100.00 99.40 90.70 62.90 33.30 16.85 7.50 
T(*2*) 0.00 0.4.5 1.25 2.00 3.55 4.75 4.65 
50 T(2) 100-00 100-00 99-30 79-95 38.35 14-65 7.40 
- T(2) 100.00 100.00 99-65 91.40 53.80 25.15 10.30 
Tý2*) 0.00 0.00 0.20 1.30 2.35 3.45 4.35 
100 T(2) 100-00 100-00 100-00 95.85 53.95 20.25 8.50 
T(*2) 100-00 100.00 100.00 99-30 77.05 37.50 12-65 
Tý2*) 0.00 0.00 0.00 0.20 1.25 2.55 3.60 
Table 4.12: Estimated powers (%) of the statistics T(2) 7 T(*2) and Týý*) at the 5% signif- 
icance level for Gamma(6,6) frailty. [Bold figures indicate the highest powers among 
the corresponding powers of the three tests. C. 05 denotes that the power is based on 5% 
critical values and B. 05 denotes that the power is based on the 5% values of the bootstrap 
samples]. 
(No censoring, only ýj parameters unknown) 
n6 
Power (%) of T(2) 
C. 05 B. 05 
Power (%) of Tý2) 
C. 05 B. o5 
Power (%) Tý2*) 
C. 05 B. o5 
20 0.5 100.00 100.00 100.00 100.00 100-00 100-00 
1 96-65 96.20 97.70 97.60 97.40 97-30 
2 72.20 71-15 81.35 81-10 78-55 77.30 
4 32.10 31-80 44.50 43-85 39-85 38.65 
8 15.50 15-00 21.25 20-75 18-55 18-15 
16 8.35 8.60 11-10 11-35 9.65 9.85 
50 5.10 5.05 5.80 5.75 5.60 5.95 
50 0.5 100.00 100-00 100-00 100-00 100-00 100-00 
1 99-95 99-95 100-00 100-00 100-00 100-00 
2 95.40 94.75 98.30 98.25 97.80 97.70 
4 58.50 57.95 76-85 76-05 70-05 70.30 
8 25.20 24.95 38.15 38.20 33-10 32-85 
16 10.35 10.60 16.20 17-30 14.10 14.25 
50 6.40 6.65 8.70 8.55 7.80 7.90 
100 0.5 100-00 100-00 100-00 100-00 100-00 100-00 
1 100.00 100-00 100.00 100.00 100.00 100-00 
2 99-90 99.85 100-00 100-00 99.95 99-95 
4 84.65 83-10 94.75 94.40 92-05 91.30 
8 36.20 35.55 57.40 56.60 50-50 49-35 
16 15.75 15.20 25.25 24.30 21.50 21.05 
50 7.40 7.30 10-00 9.55 8.65 8.60 
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Table 4.13: Estimated powers (%) of the statistics T^(2), T(*2) and Tj2*) at the 5% signif- IID 
icance level for Gamma(J, b) frailty. [Bold figures indicate the highest powers among 
the corresponding powers of the three tests. C. 05 denotes that the power is based on 5ý7cj 
critical values and B. 05 denotes that the power is based on the 5% values of the bootstrap 
samples] - 
(No censoring, all nuisance parameters unknown) 
n6 
Power (%) of T(2) 
C. 
05 B. 05 
Power (%) 
C-05 
of Tý2) 
B. o5 
Power (%) Tj; ) 
C-05 B. 05 
20 0.5 81-40 69-80 99.10 99-05 96-15 90.25 
1 33-20 31-20 86.00 85-10 671-00 66-10 
2 13-20 14-20 52.60 51-80 32-00 32.20 
4 8.30 9.10 24.00 24.00 14-05 14.40 
8 6.90 7.60 13.20 12-70 9.90 9.80 
16 4.95 5.60 8.55 9.00 6.80 7.10 
50 4.20 4.30 5.15 5.45 5.15 5.10 
50 0.5 99.90 99.30 100-00 100-00 100-00 100-00 
1 81-50 75.805 99-85 99.80 96-95 96.95 
2 32.80 31.00 87.45 87-20 66-55 65.40 
4 11.80 12.45 46.75 46-70 28.90 28.45 
8 7.15 8.05 21.30 21.00 14-55 14.90 
16 5.45 5.35 11-10 10-95 7.90 8.25 
50 5.10 5.75 6.00 5.80 5.60 5.50 
100 0.5 100.00 100-00 100-00 100-00 99.90 99.95 
1 99.25 97.80 100-00 100-00 99-95 99-90 
2 63.00 58.50 99-10 98-85 90-20 89-95 
4 21.30 19.90 73-90 72.50 49.60 49.60 
8 10.35 9.60 35.45 34.75 21.25 21.45 
16 6.00 5.85 15-10 15.00 10-60 10-60 
50 4.95 5.25 6.45 6.40 5.85 5.90 
was studied for three cases (1,2,3) including right censoring at least in one component 
and only in one component for n=20 based on the same data set using B= 200 bootstrap 
samples. The results are presented in Table 4.16. The simple test is relatively insensitive 
to censoring but it is only useful for detecting positive stable frailty unless the Weibull 
shape parameters are known. It is clear that the power of the test based on In s is 
higher 
than that of the simple test. 
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Table 4.14: Estimated powers (%) Of T(2), cI T(*2), c and 
Tý2*)' 
c 
for three cases: fixed right 
censoring times (a) C1 ý-- C2 = 2.97, (b) C1 --= C2 == 1.8 and (c) cl = 1.8, C2 = 00; at the 
5% level of significance, for Gamma(J, J) frailty, for sample size n. [Bold figures indicate 
the highest powers among the corresponding powers of the three tests]. 
(With censoring, only ýj parameters unknown) 
n 
Cl 
T(2), 
c 
= C2 = 2.97 
'; 
(*2), c 
'; 
(*2*) 
,c 
Cl 
c 
= C2 = 1.8 
'; 
(*2), c 
'; ý2*), 
c 
C, = 
i; 
(2), c 
1.2, C2 = OC) 
'; ý 2), c 
'; ý2"), 
c 
20 0.5 93.55 96-65 95.70 81.50 86.60 86.55 99.70 99.85 99.70 
1 71-00 84.85 80.40 53.25 64.85 59.15 86-95 92.40 88-80 
2 41-15 56.95 49.80 28.45 38.20 31.25 51.25 64.65 52.90 
4 19.15 27.60 22.10 13.65 17.40 12.90 21.70 30.65 21.20 
8 11.70 14.80 11.80 9.70 11.60 8.30 11-85 15.35 10.55 
16 7.30 8.65 6.60 6.60 7.15 5.30 7.30 8.35 5.35 
50 5.00 5.35 4.35 5.00 4.70 3.70 4.95 5.10 3.60 
50 0.5 99.90 100.00 100.00 99.20 99.80 99.70 100.00 100-00 100-00 
1 96-55 99.30 98.85 84.40 95.05 92.40 99.45 100-00 99-80 
2 68-10 87.00 83.10 47-50 68.60 59.50 81.00 92.55 85-90 
4 31.65 52.25 44.45 22.20 33.50 25-15 37.00 55.85 40.30 
8 16.00 25.10 21.15 12.50 17.15 12.45 17.95 26.10 17.45 
16 8.50 11.80 9.00 7.25 8.40 5.95 8.45 11.55 6.95 
50 6.00 8.35 6.60 5.55 6.25 3.85 6.20 7.25 4.50 
100 0.5 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
1 99.90 100.00 100.00 98.40 99.95 99-95 99-95 100-00 100-00 
2 91-80 98-95 98.30 73.75 92.70 86-90 97-35 99.80 98-90 
4 52.55 79.35 72-85 35-00 57.35 45.65 59.20 81.55 67-30 
8 20.90 37.50 31-90 14.15 23.60 15.85 21.40 39.40 23.60 
16 11.20 17.30 13.85 9.25 12.75 8.70 10-50 16.75 10-05 
50 7.05 8.25 6.40 6.35 6.20 4.30 6.40 7.90 4.25 
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Table 4.15: Estimated powers M Of T* and T** for three cases: fixed ri-lit C' (2), c (2), c 
censoring times (a) C1 =-: C2 = 2.97, (b) cl - C2 -: -- 1.8 and (c) cl = 1.8. c, at the 
5% level of significance, for Gamma(6,6) frailty, for sample size n. [Bold figures indicate 
the highest powers among the corresponding powers of the three tests]. 
(With censoring, all nuisance parameters unknown) 
n 
Cl -= C2 = 2.97 
t(*2), 
c 
'(*2), 
c 
Cl 
t(2), 
c 
C2 = 1-8 
! 
(*)), C 
t(*2*) 
,C 
C, = 
t(2), 
c 
1.2, c-, 
t -, 
2), c 2), c 
T(* * 
20 .5 54.25 72.85 61.90 48-60 61.40 55.25 12-60 41.45 20.20 
1 26.45 48.70 30.65 28-05 42.70 27.90 10.90 39.70 16-60 
2 13.10 26.20 12-95 13.00 21.00 9.75 9.20 23.05 9.60 
4 7.75 12.50 6.95 9.25 12.65 5.10 6.40 10.70 4.80 
8 5.85 8.65 3.75 7.30 8.25 2.90 6.45 7.15 2. S -) 
16 5.75 7.25 3.45 6.95 6.40 2.20 5.90 5.65 2. So 
50 5.70 5.90 2.90 5.25 5.55 1.1-0 5.30 4.90 2.10 
50 .5 95.45 99.80 99.20 89.45 97.75 
96.30 59.30 100-00 S4.55 
1 63.15 94.30 83.70 54.45 86.20 71.60 39.10 95.95 65.75 
97.90 68.70 47.00 23.10 53.45 29.75 21.20 65-85 33-50 
4 13.60 35.35 18.90 11.150 24.50 8.40 9.8.5 29-35 10-85 
8 8.25 16.60 8.35 6.85 12.75 3.90 7.25 12.90 4.40 
16 5.85 8.95 4.55 6.05 8.25 2.25 6.20 9.55 3.35 
50 5.65 6.60 3.15 5.40 5.65 1.80 5.45 6.15 2.40 
100 
.5 99-85 100-00 100-00 
99.20 100-00 100.00 88-75 100-00 97.75 
1 91.40 99.95 99.70 83.80 98.70 95.25 72.90 99.90 94.90 
9 47.80 91.90 79.40 42.15 80.75 60.00 35.20 91.45 61-10 
4 18-50 55.45 36.35 16.50 41.65 20.40 15.35 50.85 22.60 
8 10.20 24.80 13.50 9.35 21.45 7-S5 8.65 21-55 7.20 
16 6.90 13.90 7.45 7.20 11.05 3.65 6.20 10.00 3.05 
50 5.55 7.55 3.40 4.90 5.60 1.55 5.35 5.60 1.60 
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Table 4.16: Estimated powers (%) of Kimber and Zhu's (1999) simple test statistic at the 5% significance level for PS(v) frailty and for misspecified Gamma(J, J) frailty for 
sample size n= 20. 
Nuisance Parameter PS(v) 0.50 0.60 0.70 0.80 0.90 0.95 0.99 1.00 
None M(2) 94 82 65 44 22 13 7 4.75 
ýj ICI(2) 97 90 72 47 23 14 7 4.50 
ýj, oj k(2) 47 40 33 24 15 11 6 4.50 
1, C, Iýj - M(2), c 95 85 66 44 23 13 7 4.30 
2 ýj M(2), 
c 96 86 68 45 23 13 7 4.40 
1ýjl 0i k(2), 
c 46 38 33 25 16 10 6 5.00 
2ý 
jI Oj 
k(2), 
c 45 40 33 24 16 10 5 5.10 
Nuisance Parameter Gamma(J, 6) 0.5 1 2 4 8 16 50 0C 
None M(2) 12 10 7 6 6 6 4.15 4.75 
ýj k(2) 97 62 23 10 8 6 4.50 4.50 
ýj 
I 
0i k(2) 0 2 3 3 4 4 4.55 4.50 
ýj M(2), 
c 38 21 11 8 7 6 4.55 4.30 
2 ýj M(2), 
c 80 38 15 9 7 6 4.80 4.40 
%, 0i k(2), 6 7 6 5 5 6 4.65 5.00 
%I Oj k(2), 
c 2 2 4 4 6 5 5.40 5.10 
'Right censored at cl : -- C2 1.8. 
2 Right censored at cl = 1.2, C2 00. 
4.5 Likelihood ratio test for frailty based on the PSW model 
Zhu (1998) derived the LR test statistic based on the PSW model. The log-likelihood 
for the bivariate PSW model is 
nn2n 
V InAV) si + Iij ln(ýjOjyjOjj -1) - 
E(hl + h2) In Si (4.11) 23 
j=1 
nn 
+ Iil h2 ln(VSiv -V+ 1) +E 
Vil + h2 - Iil h2) (V In Si + In V) 
i=1 
where Iij is an indicator variable defined as Iij 1 if yij is observed; Iij =0 if yij is 
censored. The corresponding LR statistic is 
-2lnA(2), c = -2 
1 Inx (1 
7- 
inx (1ý, (4.12) 
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where I/ and 6 are the unrestricted MLEs of v and 0= (ýl i ý2 1 011 02) respectively-, 6 is 
the MLE of 0 under HO. 
The HO for the LR test based on the PSW model is on the boundary of the parameter 
space, the asymptotic null distribution of the LR statistic is nonstandard. Extension 
of the parameter space may work to allow standard asymptotic theory to be applied, 
which is verified in Chapter 7 for the LR statistic based on the GW model. Zhu (1998) 
studied the asymptotic and finite sample null properties of the LR test based on the PSW 
model. Through simulations, she verified that the LR statistic -2 In A(2) is asymptotically 
a 50: 50 mixture of aX2 distribution and a probability mass at zero. Zhu (1998) showed 
that the convergence rate of the LR statistic to the chi-squared is reasonable and faster 
than that of her score statistic to the standard normal. She provided quadratic equations 
for estimating the critical values for small sample sizes (n < 100). 
She studied the non-null properties of the test only for a few cases. However, since LR 
statistic also depends on dj like the score statistic, estimation of power in the usual way, 
based on the critical values, has practical problems in the case of censoring. 
4.5.1 Power study 
Here, the power of the LR test is studied for positive stable frailty, misspecified frailty and 
including the possibility of right censoring either in one component or in both components 
only for the case 3. In the case of no censoring, power was estimated both based on the 
estimated critical values taken from Zhu (1998) and bootstrapping at the 5% level of 
significance. In the case of censoring, estimation ot power basect on respective criticai 
values may not be correct as the test statistic in this case depends on the null MLEs of 
the nuisance parameters. However, in the censored case, power is also estimated 
based 
on critical values (for no censoring) in addition to the bootstrap approach to see the 
bias 
of the critical values approach, if any, in the censored case. 
All the simulated powers for the same n and the same type of frailty are again 
based 
on the same samples to make the results directly comparable. The bootstrap approach 
was similar to that in §4.3.1. Here, B= 200 bootstrap samples were 
drawn from the 
null model using parameters estimated under the null model based on the original 
data. 
Then the observed value of the LR statistic was compared with the 95th percentile of 
the 
bootstrap distribution to estimate the power of the LR test. To generate right censoring, 
observations were censored at cl = C2 = 1.8 and cl = 1.2, C2 = oo to give same censoring 
scheme as in Table 4.3. As before, all the power figures are 
based on 2,000 replications. 
Estimated power figures for the positive stable frailty are presented 
in Table 4.17 and 
for gamma frailty in Table 4.18. 
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The use of critical values (for no censoring) in the censored case in the presence of the 
nuisance parameters does not produce any bias in the power estimation of the LR test 
as in the score test and Kimber and Zhu's (1999) simple test. Similar to the score based 
tests, the power of the LR test is relatively unaffected by bootstrapping being used in 
place of the pre-determined critical values. As for the score test, the presence of nuisance 
parameters reduces the power of the LR test. 
Like the score test, the LR test is relatively insensitive to the censoring in the presence of 
nuisance parameters unless the frailty is misspecified. The results indicate that the LR 
test has good power for detecting frailty even in case of the misspecified frailty, though 
the misspecification reduces the power of the LR test. 
4.6 Power comparison of the LR and score based tests 
The power of the LR test was estimated using the same simulation model as for the 
score based tests. Moreover, under the same conditions, the power of the LR test and 
the score based tests are based on the same samples. Inspection of the results reveals 
that the powers of the three score based tests and the LR test maintain the following 
relationships in the presence of the nuisance parameters. 
V- 
Fur high (v < 0-8) PS(v) frailty 
> 0*(v) > O(v) for n> 50, 
>> Oc(v) >, 8c**(v); c 
and for misspecified G (5 , J) frailty 
I > PAO) > 0**(6) > 00) 
>> gc** (J) > Pc (J), for J<4 and n> 50. 
The estimated power (based on critical values) of the LR test together with the powers 
of the score test and the modified score test are presented in Figure 4.4 for n= 50 for 
the case 3. For positive stable frailty, as expected, the LR test has the highest power in 
both the censored and uncensored situations. However, in the case of misspecified frailty, 
the modified score test has the highest power and Zhu's score test has the lowest. The 
power of the LR test is between these two. 
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Table 4.17: Estimated powers (%) of -2 In A(2) and -2 In A(2),, at the 5% significance level for PS(v) frailty. [C. o5 denotes that the power is based on the 5% critical values 
and B. 05 denotes that the power is based on the 5% values of the bootstrap samples]- 
(All nuisance parameters are unknown) 
nv -2 
In A(2) 
C-05 B. 05 
-2 In A(2), c1 
C. 05 B. 05 
-2 In A(2), c2 
C. 05 B. 05 
20 0.50 97.45 98.30 96-55 96-35 97-55 97.45 
0.60 89-55 90.10 88.75 88-30 87-60 87.90 
0.70 70-75 70.70 68.55 68-35 67.20 67-70 
0.80 45-35 45.50 45-50 45.85 40-85 41.55 
0.90 19.20 22-60 18.20 18.90 20.60 21.75 
0.95 11-50 12.70 10-85 11.65 11.15 11-80 
0.99 6.05 5.85 6.40 6.55 6.80 7.30 
1.00 4.60 5.75 4.55 5.55 5.85 5.75 
50 0.50 100-00 100-00 100-00 100-00 100-00 100-00 
0.60 99-95 99-95 99.70 99.70 99.85 99.85 
0.70 95-95 96.00 95.60 95.65 96.20 96.20 
0.80 77.20 76.25 76-95 76.20 74-90 74-10 
0.90 37.25 36-50 38.10 38-05 36.15 36.60 
0.95 20.65 20.60 18.40 18-90 19.60 18.80 
0.99 6.90 6.95 7.15 7.30 8.00 7.85 
1.00 4.65 5.20 5.25 5.10 6.45 6.35 
'Right censored at cl == C2 = 1.8. 
2 Right censored at cl = 1.2, C2 = 00- 
4.7 Applications 
4.7.1 Infant nutrition data 
The methods discussed in this chapter were applied to the infant nutrition data. To test 
whether independent Weibull models are adequate to fit the data, four score based tests 
were performed with the null hypothesis of independent Weibulls against the alternative 
hypothesis of the PSW model. The Weibull MLEs for the age of introducing fish and for 
the age of introducing egg are given in Chapter 2. Therefore, the observed values of Zhu's 
2 (2)/(n x 0.816082009), standardised score statistic 
t(2) / 
V/n2 ln n, modified score statistic T* 
log s based statistic /(n x 0.0689431797) and Kimber and Zhu's simple statistic ' (2) 
M(2) 
were calculated. The relevant 5% critical values with n= 55 for the score based tests 
were calculated using the expressions of Tables 3.15,3.17 and 3.19. The critical value of 
M(2) was obtained from Kimber and Zhu (1999). All the results are presented in Table 
4.19. The score based tests show that there is significant frailty in the data set. M(2) is 
non-significant but see Kimber and Zhu's (1999) comments about the effect of rounding. 
The LR test based on the PSW model given in (4.12) was also performed on this data 
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Table 4.18: Estimated powers (%) of -2 In A(2) and -2 In A(2),, at the 5% significance 
level for Gamma(b, ý) frailty. [C-05 denotes that the power is based on the 5% critical 
values and B. o5 denotes that the power is based on the 5% values of the bootstrap 
samples] . 
(All nuisance parameters are unknown) 
n Test statistic 6 0.5 1 2 4 8 16 TO 
20 -2 In ý(2) CO. 05 97-85 78.30 38-60 18.10 10.65 6.10 5.15 
50 -2 In 
ý(2) CO. 05 100.00 98-75 72.20 32-25 15-05 9.55 5.50 
-2 In 
ý(2), 
cl 
CO. 05 99.00 84-60 50-90 23-45 11.60 8.10 6.70 
Bo. o5 99-05 84.35 50.75 23.20 11-80 7.95 6.60 
2 
-2 In 
ý(2), 
C 
CO. 05 99.75 91.20 54.10 23-65 13.35 8.25 5.85 
Bo. 05 99-80 90.95 53-55 23-55 13.70 8.55 6.15 
100 -2 In 
ý(2) CO. 05 100-00 100-00 92.80 44.75 18.25 9.60 6.15 
-2 In 
ý(2), 
cl 
CO-05 100-00 97.70 73.50 32-85 15.60 9.35 5.90 
Bo. 05 100.00 97.75 74-05 33-35 16.40 9.45 6.60 
2 
-2 In 
ý(2), 
c 
CO. 05 100-00 99.40 76-10 36.15 15.40 9.70 7.25 
Bo. o5 100-00 99-60 76-30 36-15 15.85 10.20 7.45, 
'Right censored at cl ý C2 = 1.8. 
2 Right censored at cl = 1.2, C2 = 00- 
set to test the hypothesis Ho :v=1 against Ho :v<1- The corresponding 5% critical 
value with n= 55 was obtained via simulation as C0.05 = 2.61. The results are presented 
in Table 4.20. Only the non-null estimates of the parameters are presented. Here the 
estimate of the frailty parameter v is 0.68, which indicates that the age of introduction 
of fish and that of egg on the infants diet are associated with -r = 0.32. The LR test 
shows a highly significant depaxture from the null independent-Weibulls model. 
Table 4.19: Bivariate analysis results of infant nutrition data (n = 55) using the score 
based tests for infinite variance frailty. 
Test statistic Observed value Critical value Co. o5 Significant frailty 
T(2) / C2 -3-04 -2.48 Yes 
S* (2) -3-31 -1.64 
Yes 
A 
Q** "(2) -2.68 -1-71 
Yes 
M(2) 0.0707 0.043 No 
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Figure 4.4: Simulated powers (%) (based on critical values) of PSW based likelihood ratio 
test, Zhu's score test and the modified score test for various values of frailty parameters; 
for n= 50, significance level a=. 05 and all the nuisance parameters are unknown. 
4.7.2 Insurance data 
Score based tests 
To check for frailty among the coupled life times, four score based tests 
T(2),,, T* (2), c 
T** and M(2),, are considered. As there is censoring in the data set, usual critical value (2), c 
method is not accurate for the application of these tests. In simulation experiments, only 
fixed right censoring is considered via bootstrapping following the algorithm 2; where 
similar fixed right censoring as in the population was introduced in the simulated null 
distribution. In the present example, the censoring mechanism is the combination of 
random and Type I censoring. Therefore, in this case. simulation from the distribution 
of censoring times is also necessary in addition to the simulation from the assumed 
null model. The former was achieved by calculating the Kaplan-Meier estimates of the 
censoring times for the actual data and then using this distribution upon which to base 
the censoring times in the bootstrapping. More specifically, the whole process may be 
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Table 4.20: Results of the bivariate PSW based LR test for infinite variance frailty on infant nutrition data, n= 55. 
Fbod lný In (fJ7 
ýl 
i 
ý2 
i 
ý2) In (1) 
-21ný 
CO. 05 A(2) 
Fish -12-686 5.982 0.681 -241-837 -246-812 9.95 2.61 Egg -12-809 5.411 
described as an algorithm as follows: 
Algorithm 3 Step one: Null MLEs ýj and Oj were obtained for the observed data (yij 
and Yi2)- 
Step two: The test statistics were evaluated. 
Step three: B bootstrap independent Weibull samples xii and Xi2 were generated with 
ýj = 6, Oj = ýj, (i = 1,2). 
Step four: Distribution of the censoring times cil and Ci2 were obtained by Kaplan-Meier 
estimate from the original data. When the largest value for any component in the original 
data was not censored, a large censored value was introduced to appear in censoring time 
distribution so that at that value the Kaplan-Meier estimator for the censoring times 
drops to zero. 
Step five: The censoring times for a given bootstrap sample is simulated from the above 
estimated censoring time distribution. Decision on which observations are getting cen- 
sored in the bootstrap samples was made by drawing uniform random numbers between 
(0,1). The simulated bootstrap value (xi) for each component was censored when xi > Ci. 
Step six: After introducing censoring to a bootstrap sample, the parameters (ýj, ojý 
j=1,2 ) were estimated; the test statistics were evaluated for each bootstrap sample and 
hence the 51% quantiles of the tests were estimated. 
Step seven: The presence of frailty is decided by comparing the observed values of the 
test statistics to those of the corresponding 5% bootstrap quantiles. 
Unlike the bootstrapping in the fixed right censoring case, the bootstrap samples here 
contain greatly differing amounts of censoring as a result of the sampling mechanism used. 
Therefore, a large number of bootstrap samples is necessary for the random censoring 
case. This is a shortcoming of this method. However, as in the case of simulation, this 
method is not time consuming for real data. The number of bootstrap samples, B= 
10,000, was used in the applied examples throughout when there is random censoring. 
The null MLEs of the Weibull parameters for the insurance data are presented in Chapter 
2. The observed unnormalised values of the four test statistics and their corresponding 
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Table 4.21: Results of the score based tests for infinite variance frailty on the insurance 
data, n= 119. 
Test statistic Observed value Bo. o5l Significant frailty 
T(2), 
c -25.06 -37.96 No 
Tý2), 
c 61-56 52.76 No 
T** 
S2), c -46.45 -55-08 No 
M(2), 
c 0.1087 0.0304 No 
' 5% bootstrap quantile based on B= 10,000 bootstrap samples. 
Table 4.22: Results of the bivariate PSW based LR test for infinite variance frailty on 
the insurance data, n= 119. 
Death time lný ln, c(iýiý17 
ýIiý2i ý2) 
-21ný cB10.05 
1 A(2), 
Male -2.318 1.415 0.905 -328-656 2.254 2.642 
Female -2.705 1.221 
1 5% bootstrap quantile based on B= 10,000 bootstrap samples. 
5% bootstrap quantiles, based on B= 10,000 bootstrap samples, are presented in Table 
4.21. The results show that there is no evidence of frailty. 
LR test based on the PSW model 
The corresponding LR test based on the PSW model is also applied on the insurance 
data set. The value of the LR statistic -2 In 
ý(2), 
ci the other parameter estimates and the 
corresponding 5% bootstrap quantiles based on B= 10,000, under random censorship, 
are presented in Table 4.22. At the 5% level of significance, the LR test shows no evidence 
against HO. This result agrees with the results obtained from the score based tests for 
infinite variance frailty. 
4.7.3 Repeated endurance exercise tests data 
Score based tests 
In the repeated endurance exercise tests data of Table 2.5, consider the exercise times 
1 
hour and 3 hours after the drug treatment. In order to detect frailty, four tests 
for infinite 
variance frailty were applied to the data set. The null MLEs of the Weibull parameters 
are given in the corresponding example of Chapter 1. According to those estimates, the 
observed unnormalised values of the four test statistics 
t(2), 
ci 
t(*2), 
c, 
tý2*)'c and k(2), c 
were obtained, without considering the covariate, dose. Then following algorithm 
3, both 
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Table 4.23: Results of the score based tests for infinite variance frailty on the repeated 
endurance exercise tests data (n = 21), without covariate. 
Test statistic Observed value Bo. o5l Bo. 01 1 
T(2), 
c -28-6435 -14.6558 -28.8313 
T* (2), c 1.4574 11-0304 8.5141 
. T** 
ý2), c -8.4697 -1.9480 -4.8410 
M(2), 
c 0.1557 0.0754 0.0361 
' Bootstrap quantile based on the B= 10,000 bootstrap samples. 
the 5% and 1% bootstrap quantiles for the test statistics were obtained. For the exercise 
times after 3 hours, the largest value 642 is not censored and hence a large censored 
value of 9000 was introduced corresponding to this variable to force the Kaplan-Meier 
estimate to be zero at 9000. The results are presented in Table 4.23. The results show 
that both modified score test and the test based on Ins give very strong evidence for the 
presence of positive stable frailty. Zhu's (1998) score test shows that there is significant 
frailty at the 5% level of significance but not at the 1% level of significance. Zhu and 
Kimber's (1999) simple test is non-significant. 
Here, it is likely that the exercise times are associated with the dose provided. Those 
patients who showed more severe initial incapacitation were given higher dose of drug. 
Hence, there may be frailty after allowing for the covariate, dose. Taking the covariate, 
dose, into account through the scale parameters, i. e. In ýij ='60j +pljxi, i=1,2,... 21, 
j=1,2; the above four tests were applied to the data set following the algorithm 3. The 
results are presented in Table 4.24. The results of the tests are similar to those obtained 
without considering the covariate. Therefore, the significance result found earlier cannot 
be explained by including the covariate. 
Table 4.24: Results of the score based tests for infinite variance frailty on the repeated 
endurance exercise tests data (n = 21) with covariate, dose. 
40 41 In (801 017 0) Observed value Bo. 051 B0.01 1 
1 hour -10-14 -0.12 1.61 -101.72 
3 hours -11.52 -1.22 1.98 -115.47 
T(2), 
c 
T* (2) c 
-28-9327 
1.4315 
-15.2358 
10-8956 
-31-6231 
8.2659 
, . rr** '12), c 
M(2), 
c 
-8.3159 
0.1541 
-1-9453 
0.0355 
-4.4080 
0.0108 
1 Bootstrap quantfle based on the B= 10,000 bootstrap samples. 
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Table 4.25: Results of the bivariate PSW based LR test on exercise tests data, n= 21. 
Variable lný 1,1, -2lnA(2) Bo. o5i B0.011 No covariate 
1 hour -40.119 6.358 0.255 -199-208 36-302 3.148 6.429 3 hours -46.091 7.603 
With covariate 
I hour 4ol=-39-43,411=-2.53 6.40 0.254 -199-007 36-354 3.324 6.581 
3 hours 402=-44-51,412=-4-44 7.61 
' Bootstrap quantile based on the B= 10,000 bootstrap samples. 
LR test based on the PSW model 
The LR test in (4.12), based on the PSW model, was applied to the data set, both with 
and without considering the covariate dose, to detect frailty in the exercise times 1 hour 
and 3 hours after the drug treatment. The results were obtained using algorithm 3 and 
are presented in Table 4.25. The results, with and without covariate information, show 
strong evidence for the presence of frailty. These results agree with the results obtained 
based on the score based tests. 
4.7.4 Fibre failure strength data 
Score based tests 
The null MLEs of the parameters for each of the four variables of fibre failure strength 
data were given in Table 2.8. As there are some missing values in the data set, here 
only the pairs with both components observed are considered. Therefore, the sample 
size is either 39 or 42. The three score based tests were applied taking two variables at a 
time. The results are presented in Table 4.26. The 5% critical values were obtained from 
Tables 3.15,3.17 and 3.19. Clearly, both T* and T** indicate the presence of significant (2) (2) 
frailty in all the pairs but T(2) fails to identify the frailty in pair (Y2, Y4). 
LR test based on the PSW model 
Similarly, the LR test based on the PSW model was also applied to the data set. The 
corresponding results and the non-null estimates of the parameters are presented in Table 
4.27. The corresponding 5% critical values for two sample sizes 39 and 42 were obtained 
by simulation. The results are highly significant for all the pairs including (Y2, Y4), for 
which frailty was not detected by Zhu's score test. 
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Table 4.26: Bivariate analyses of fibre strength data using the score based tests. 
Pair n In 01 In ý2 -02 t(2)/C2 (CO. 05 S* (2) (CO-05) (CO-05) S(2) 
YI, Y2 42 -7.15 4.82 -5.26 4.14 -4.75 (-2-525) -5.71 (-1.652) -4.67 (-1.728) Yl, Y3 39 -7.15 4.80 -6.80 6.96 -4-96 (-2-538) -5-46 (-1.654) -4-D5 (-1.732) yl, Y4 42 -7.15 4.82 -11.04 13-63 -3.14 (-2.525) -3-78 (-1.652) -3-16 (-1.728) Y2, Y3 39 -5.53 4.30 -6.80 6.96 -5-04 (-2-538) -5-42 (-1.654) -4-68 (-1.732) Y2, Y4 42 -5.26 4.14 -11-04 13-63 -2.35 (-2-525) -2.68 (-1.652) -2-51 1.7128) Y3, Y4 39 -6-80 6.96 -11-45 14.058 -2.97 (-2-538) -3-23 (-1.654) -2-84 _LL. 
732)j 
Table 4.27: Results of the bivariate PSW based LR test on fibre strength data. 
Pair n In In ý2 1" (1) -2 In 
ý(2) CO-05 
yl, Y2 42 -17.59 11.87 -12.46 9.85 0.406 -87-32 -107-60 40-563 2.73 
yl, Y3 39 -18.75 12-60 -17-53 17.93 0.375 -50.35 -70.70 40-713 2.76 
yl, Y4 42 -11-61 7.84 -16-97 21.00 0.610 -36.43 -42-89 12.92 2.73 Y2, Y3 39 -13.29 10.35 -16.47 16-87 0.406 -48-50 -67-29 37-58 2.76 Y2, Y4 42 -7.00 5.52 -14.23 17.60 0.745 -37.51 -40.43 5.845 2.73 Y3, Y4 39 -10-25 10.50 -16-28 20.04 0.662 -1-84 -6.48 9.283 2.76 
4.8 Summary 
In this chapter we have examined the performance of some score based tests: Zhu's score 
test, the modified score test, the test based on Ins and Kimber and Zhu's simple test. 
The corresponding LR test based on the PSW model is also considered. We have studied 
the performance of these tests in a wide range of situations through extensive simulation 
experiments. It is shown that an approach that uses the bootstrap gives procedures 
with similar power to the corresponding tests that use pre-determined critical values. 
This bootstrapping approach is particularly useful in the censored case with unknown 
nuisance parameters, as estimation of critical values in that situation is impracticable 
and moreover, the tests based on critical values may be biased. 
The LR test based on the PSW model is the most powerful test for detecting positive 
stable frailty, see Figure 4.4. However, it is more cumbersome to use in practice as the 
frailty parwneter needs to be estimated in addition to the nuisance parameters. On the 
other hand, in the case of misspecified frailty, it has lower power than the modified score 
test. Therefore, under the consideration of computational difficulty the next choice for 
detecting positive stable frailty is the test based on Ins, see Figure 4.5. Although, it 
has the second highest power, after the LR test, for detecting positive stable frailty and 
is robust against the misspecification of frailty distribution but is sensitive to censoring 
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and even undersized in the presence of the nuisance parameters. 
For the smallest sample sizes, Zhu's score test, as might be expected on theoretical 
grounds, is more powerful for positive stable frailty than the modified score test when 
all the Weibull parameters are known. However, this advantage disappears with the 
increase of the sample size and this situation is unlikely to occur in practice. Moreover, 
it is locally (near independence) most powerful as expected but this advantage is not 
practically important in the context of frailty detection. However, the score test is not 
robust against the misspecification of frailty unless the Weibull shape parameters are 
known. On the other hand, Kimber and Zhu's (1999) simple test is only useful for 
detecting positive stable frailty. 
Therefore, the modified score test is the preferred one among the considered five test 
statistics based on the PSW model both in terms of robustness against misspecified 
frailty and less sensitivity to censoring. The modified score test is the most robust 
against the misspecification of frailty, see Figure 4.5. The modified score test has further 
advantages over the original score test. It converges to the normal limit much faster 
than Zhu's score test. Moreover, its convergence rate is faster than that of the LR test. 
Therefore, standard normal critical values can be used for the application of the modified 
score test, whereas this is not possible for Zhu's score test even for very large sample 
size. 
Power analysis is necessary to find the appropriate sample size for reducing the likelihood 
of false inferences being made from inadequate sample sizes. Therefore, a power table 
and corresponding power curve have been constructed for the modified score test statistic 
T* see Table 4.28 and Figure 4.6. Cohen (1977) advocates 80% as a suitable power (2)1 
value to use by default when selecting a sample size. To detect moderate to high frailty 
(say, v< . 75) using the modified score test, a sample of size 
50 is sufficient to give a 
power of 80%, see Figure 4.6, even with 30% censoring (see Table 4.10). 
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Figure 4.5: Simulated powers (%) (using B= 200 bootstrap samples) of the modified 
score test, Ins based test and Zhu's score test according to various values of frailty 
parameters; for n= 20, cl = C2 = 1.8 for the censored case and significance level a=. 05 
and all the nuisance parameters are unknown. 
Table 4.28: Power (based on critical values) table for t(*2) at the 5% level of significance 
for positive stable frailty with characteristic exponent v for sample size n. 
Sample size n 
v 
0.50 0.60 0.70 0.80 0.90 0.95 0.99 
10 79 60 40 23 12 8 5 
20 98 90 68 39 18 9 6 
30 97 83 53 23 11 6 
40 99 92 64 26 13 6 
50 96 73 30 14 6 
100 94 50 21 7 
200 74 32 9 
300 88 41 9 
400 95 50 10 
500 98 58 11 
1000 83 13 
0.5 0.6 0.7 0.8 0.9 1.0 10 15 
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Figure 4.6: Estimated power (%) for various amount of PS(v) frailty and various sample 
sizes of the modified score statistic T-ý2 (based on critical values) at significance level (2) 
a=0.05. 
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The Score Based Tests for Infinite Variance 
Frailty in High Dimensional (p >2) Weibull 
Lifetime Data 
5.1 Introduction 
In practice, lifetime data often arise in high dimensional form (p > 2) . In this chapter, 
the bivariate modified score test and the test based on his, which are developed in 
chapter 3, are extended to deal with the situation where the basic lifetimes arise in 
higher dimensional (p > 2) form. Starting from the trivariate case., p=3, results 
are generalised for the p-variate case in general and simulations are carried out for the 
trivariate, four variate and five variate cases in particular. In each case, at first the best 
version of the modified score test is selected from a range of alternatives on the basis 
of highest estimated power. Then the asymptotic null properties of the selected best, 
versions of the modified score test are studied including those of the test based on his. 
Finally the finite sample null properties of the selected best versions of the modified 
score test and the Ins based test are investigated for the case where nuisance parameters 
are unknown, the case with greatest practical relevance, followed by comparison of the 
non-null properties. General p-variate versions of the tests are also given both for the 
uncensored and censored cases. Examples are given using real data. Concluding remarks 
are given at the end of the chapter. 
5.2 Trivariate tests 
5.2.1 The test statistic in the uncensored case 
In the trivariate case, p=3, the joint survivor function of the PSW model is as follows: 
F (yi, Y2, Y3) - exp 
where s=E3 =1 '- i0'. 
Here, we have the same null and alternative hypotheses ; -L; in j" yj 
the bivariate case, that is HO :v=1 and H1 :0<v<1. For the case in which there 
is no censoring and under the assumption that the Weibull parameters are 
known, the 
109 
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trivariate score statistic under HO was obtained by Zhu (1998) from the first derivative 
of the trivariate log-likelihood function as follows: 
n 
T(3) (3 +3 In si - si In si - 31si -1 lsi2), 
= E3= where si j1 ýjyzýjj - As with p=2, this score function has zero mean but infinite 
variance due to the last term. However, using the non-regular normalisation, Zhu (1998) 
proposed the following normalised test 
T(3) T(3) 
N(O, 1) as n -+ oc, when Ho is true. (5.2) C3 3 
nlnn 
V 
21 
In practice the Weibull parameters are often unknown and hence the test with greatest 
practical relevance is based on 
n 
T(3) (3 +3 In gi - gi In gi - 3/gi -1 /gi2), (5-3) 
where 9i are the null MLEs of si. 
Once again, a simulation study, based on 10,000 observations with 10,000 replications, 
shows that convergence to the normal limit is slow, see the bottom line of Table 5.1. 
It was observed in the previous chapter that in addition to the faster convergence rate 
to normality, the bivariate modified score function has higher power than that of the 
unmodified test (when the nuisance parameters axe unknown). Moreover, in the case of 
misspecified frailty, the power of the unmodified score function is low whereas the power 
of the modified score function was good in both with and without nuisance parameter 
cases. Hence, two modified versions of the trivariate test are considered here for selecting 
the best version on the basis of the highest estimated power. The first modification is 
achieved by removing the 1/Sj2 term from the score function, as in the bivariate case. 
The second modification is achieved by removing the last two terms, 3/9i and 1/9j2, from 
the score function. 
Selection of the best version 
im- 
For selecting the best test for trivariate case, the powers of the three tests have been 
compared. First 5% empirical critical values were estimated for each version based on 
sample sizes 20,50 and 100. Under the assumption that the parameters of each Weibull 
distributed component are unknown and that there is no censoring, random variables yij, 
Yi21 and YO for i=1,2,..., n were generated from three independent Weibull distributions 
with parameters ýj = Oj = 1, (j = 1,2,3) by calling NAG (1995) subroutine G05DPF. 
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Figure 5.1: Power versus PS parameter (v) for the trivariate statistics (nuisance parain- 
eters are unknown) for n=20,50 and 100 at the 5% level of significance. 
3 
Then, the random variable Aj was obtained by using the relation Aj = Ej=l where 
ýj and Oj are the null MLEs of ýj and Oj respectively estimated from sample yij, (I' 
1)21 ... , n) - The 5% critical values were then estimated 
based on 10,000 replicates. 
Power estimation: Now to estimate the power, observations were generated from the 
trivariate PSW model for sample sizes n =20,50 and 100 for the situation in which there 
is no censoring and the marginal parameters are unknown. Then, the power functions for 
the three test statistics based on the respective empirical critical values were estimated 
using 10,000 replications in each case, see figure 5.1 which shows that the modified score 
test removing the last one term, has the highest power of the three tests for different 
sample sizes. Hence, this test statistic is preferred for the trivariate case and can 
be 
written as follows: 
T(*3) = J: (3 +3 In Ai - ýj In ýj - 3/9j), 
i=l 
where ýj 1: 
3=1 ýjyýj 
i Ij - 
(5.4) 
The test based on In,,; has the saine form as was for p=2 except that the test 
is based 
on three variates i. e. ýj = '3 
ýj Ej=l ýjyij 
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5.2.2 The asymptotic null properties in the uncensored case 
The asymptotic mean of T* (3) remains the same as of the corresponding without nuisance 
paxameter case Tý3 however its variance will be reduced. Its asymptotic variance may (3)1 
be calculated by using Pierce (1982). First, the mean as well as variance (for comparison 
purpose) of T* are calculated analytically. Secondly, the variance of T* is calculated (3) (3) 
using the Pierce result and then verified via simulation. 
Calculation of mean 
The modified score function in case of no nuisance parameters can be written as follows: 
nn 
1---I: (3+31nsi-silnsi-3/si)=ETi, (5.5) Tý 3) 
where Ti are identically independently distributed. Here 
E(Ti2) = 9+9E(lls? )-18E(Ilsi)+24E(Insi)-6E(silnsi)-18E(Insilsi) 
+9E(In 2S, ) - 6E(si In2si) + E(si2ln2 si).. 
Under HO, the components yij (j = 1,2,3) of the i-th observation are independently 
Weibull distributed. Hence, the si = E3=1 ýjyýý are independent gamma variables with i 23 
shape parameter 3 and scale parameter 1 with density 
1s2 
e-si fo (5') 2' 
Some expected quantities which are needed for the calculation of the mean and variance 
of the trivariate version of the modified score test are as follows: 
E(si In si = 
00 
si In sifo (si)dsi =1 
00 A In sie-' 'i dsi 
10 
210 
1 
r'(4) 
2 
E(In si) 
00 
In, 5ifo(si)dsi = r'(3)/2 
1 (3 - 2-y) 
fo 
2 
00 
E(llsi) = 
fo 
ilsifo(si)dsi 1/2, 
00 
E 1IS2 )= 
fo ils2ifo(si)dsi 1/2, 
00 1 
E(In silsi) 
fo Insilsifo(si)dsi = r'(2)/2 =2 (1-7)? 
5.2 Trivariate test 
E(s? In 2 S, ) = 
00 
s2 In 2 sifo(si)dsi =I r"' (5) 
fo 
i2 
= 35 + 27r 
2- 100-f + 24, Y2, 
E(In 2 S, ) = In 2 sifo(si)dsi =1C (3) 
10 
2 
1+ ir2/6 - 3-y + ý2 
E(si In 2 si) = 
00 
si In 2 sifo(si)dsi =1C (4) 
fo 
2 
6+7r2/2 - 11-y + 3-y 2 
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where IF(. ) is the gamma function, rn(. ) is the n-th derivative of the gamma function 
and, y is Euler's constant. Therefore, under HO, 
E(Ti) = 3-E(sjlnsjj+3E(Insj]-3E[l1sj] 
=3-1 (11 - 6-y) +3 (3 - 2-y) -3= 1/2 222 
and 
E(Ti2) =9+9-9+ 12(3 - 2, y) - 3(11 - 6-y) - 9(l -+ 9(l + 7r 
2 /6 - 3-y + -t 2) 2 
-3(12 + 7r 
2- 22-y + 6, Y2) + (35 + 27r2 - 50-y + 
12, Y2) 
2,2 
= 6.5+7r /2-8-y+3y 
Consequently, 
n 
Eo [T(*3)] E(Ti) =nx npo (5.6) 2 
and 
Varo [Tý3)] = n(6.5 + 7r2 /2 - 8-y + 3, Y2 -1/4) 
=nx7.566610652 = no, 0*2 (5.7) 0, 
Therefore, the asymptotic null mean of T* is (3) 
Eo npo, (5-8) 
The test based on In a: Similarly, using the expected quantities, the null mean and 
variance of 'r(*3*) may be derived as follows: "' (3) 
n 
2-nx0.9227843351 = npo (5.9) Eo [T(*3*)] E(In si) = n(3/ 
5.2 Trivariate test 
nn 
V0** 28, ) 22 ar T. (. 3)1 E(In E (In si) n (7r /6 - 5/4) 
=nx0.3949340680 
**2 noro 
Calculation of asymptotic variance 
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(5-10) 
Using the result of Pierce (1982), the variance (na*') of the trivariate modified score 0 
function with nuisance parameters is given by 
-*2 2T- noro = nuo* - Bo J6 'Bo 
where JO = EO (-a2jO1a'\2) is the expected information matrix, and 
n 
Bo = Eo(aT(*3)la, \) Eo {(3/si - Insi + 3/s2i 
Under HO, the log-likelihood function is 
n3n 
lo = 
EEflnýj +In Oj +(Oj - 1)lnyij} - Si. 
i=l j=l 
Taking ýij =A= Oj = 1, in the general formula, it can be shown that 
n(, y - 4/3) 
n(-y - 4/3) 
n(-y - 4/3) Bo 
n(-7r2/6 + 7-y/3 _ y2 - 13/18) 
n(-7r 2/6 + 7-y/3 _, y2 - 13/18) 
L n(-7r2/6 + 7-y/3 _ y2 - 13/18) j 
n 00 n(l - -y) 
0 0 
0 n0 0 n(l - -y) 
0 
0 0n 0 0 n(l - 
Jo n(l - -1) 00 n2+ 
(1 _ y)2 6 
0 0 
0 n(l -0 
0 r2 nf76+ Y)2 0 
L0 0 n(l - 
0 0 
r2 
n6+ y)2 
Therefore, the asymptotic variance of T* is (3) 
Varo [t(*. - 3.664380833n = 3.902229819n = 
njr*2. 
3)] = 7.566610652n 0 
(5-12) 
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A simulation experiment was conducted to verify the asymptotic variance of T* Ten (3), 
thousand values of the modified score function were generated with n= 500 and this 
was done 7 times to produce a stable estimate of the variance. The average estimated 
vaxiance of T(*3) was found to be nx3.9181, which is very close to the asymptotic variance 
(5.12). 
Therefore, the standardised test statistic under HO is 
S* - 
Tý3) npo 
(3) 
V/n&* 0 
Tý3 - n/2 (3) 
v /n-- x3 9022298fg 
-+ N(O, 1) as n -ý oo - 
The ratio of the two variances of the trivariate statistic is 0' *2/&*2 = 1.94. Therefore, 00 
failure to take account of parameter-estimation would lead to conservative tests even at 
the trivariate case. 
V- 
For the shape parameters known case, the BO and JO matrices are 
n(-y - 4/3) 
Bo n(-y - 4/3) 
n(-y - 4/3) 
Thus, 
1/n 00 
JO 0 1/n 0 
00 1/n 
B Tjý-'Bo = n(-3-y - 
4)2 
0 /3 =nx1.715141785 
and hence 
Varo 
[; 
(*3)] = n& 
*2 nx5.851468867. 0 
The test based on Ins: The variance (n, 5ro**2) of 
t** is given by 0 
ý3) 
n&**2 = na **2 -B 
Tjj-1 Bo, 
000 
where JO is the expected information matrix as before, and 
n/3 
n/3 
Bo n/3 
n(2/9 - -y/3) 
n(2/9 -, y/3) 
n(2/9 - -y/3) j 
(5.14) 
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Thus 
BT16 o Jý'Bo =n 
(3 
+ j37r2 nx0.355849161 
and hence, 
Varo **2 = nao nx0.394934068 -nx0.355849161 3) 
=nx0.0390849161. (5-15) 
Therefore, the standardised test statistic under HO is 
rp** rP** -nx0.9227843351 ' (3) npo ' (3) s(3) = 
fn-ü **-%, An- x 0.039-0849161 --+ 
N(O, 1) as n -+ oo. 
For the shape parameters known case, 
BT Jý-'Bo 0 
and hence, 
Varo **2 n&O nx0.394934068 - n/3 
=nx0.0616007347. (5-17) 
5.2.3 The finite sample null properties 
Evaluation of the asymptotic convergence 
Simulation experiments were performed as before to investigate the rate of convergence 
of S* (3) and S** for various n. The results are displayed in Tables 5.1 and 5.2. The (3) 
convergence rates of S* and S** are faster than for the bivariate versions certainly at (3) (3) 
the 10% level of significance. 
Standardised critical values 
Tables 5.1 and 5.2 show that asymptotic critical points can be used both for S(*3) and S** (3)' 
However, the tests will be slightly liberal if the sample size is small. Hence, standardised 
critical values were estimated for both tests through simulation as in the bivariate case. 
Simulations were performed for 47 different values of n between 20 and 1,000 for the four 
selected quantiles (a = 0.01, a 0.025, a=0.05 and a=0.10). The estimated critical 
values of the statistics S* and S** were then smoothed by regression analysis and the (3) (3) 
fitted models are presented in Tables 5.3 and 5.4 respectively. 
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Table 5.1: Simulated critical values of the trivariate standardised modified score statistic S* (3) 
(No censoring and the nuisance parameters are unknown) 
Sample Size V/ndo* 
0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 8.83 -1.27 (0.02) -1.76 (0-02) -2.22 (0-03) -2-88 (0-06) 50 13-97 -1.26 (0.02) -1-69 (0-02) -2-11 (0-03) -2-70 (0.06) 100 19-75 -1.26 (0.02) -1.68 (0.02) -2.10 (0-03) -2-64 (0.06) 1000 62-47 -1.29 (0.01) -1.68 (0-01) -2.04 (0-03) -2.50 (0.03) 10000 197-54 -1-27 (0.02) -1.65 (0.02) -1-98 (0-01) -2-38 (0.04) 
00 -1.28 -1-64 -1.96 -2-33 T(3) 
, 
(10000) 
ca C3 =371-69 -1.81 (0.04) -3.02 (0.06) -4.76 (0-15) -8-35 (0-56) 
Table 5.2: Simulated critical values of the trivariate Ins based standardised test statistic 
S** (3) 
(No censoring and the nuisance parameters are unknown) 
Sample Size S. E. =, Vrn-&** 0 0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 0.88 -1-375 (0.02) -1.801 (0.02) -2.185 (0-01) -2.651 (0-05) 
50 1.40 -1.314 (0.02) -1.717 (0.03) -2.060 (0.03) -2.473 (0.02) 
100 1.98 -1.301 (0-01) -1.689 (0-03) -2.027 (0.03) -2.442 (0.04) 
500 4.42 -1-304 (0.03) -1.662 (0-02) -1-986 (0.02) -2.374 (0-03) 
1,000 6.25 -1.281 (0.02) -1.646 (0-03) -1.965 (0-05) -2.334 (0-06) 
Oo -1.28 -1.64 -1-96 -2.33 
Table 5-3: Estimated expressions for calculating the standardised critical values of S(*, 3) 
when all the nuisance parameters are unknown. 
Statistic P Expression RSDI 
S* 0.10 -1.281820 + 0.26209/, V/n - 1.024528/n 
0.0211 
(3) 
0.05 -1.653263 - 0.47351/v/-n + 0.301198/n 
0.0333 
0.025 -1.984067 - 1.23512/V-n + 0.735633/n 0.0394 
0.01 -2.398215 - 2.49476/-,, 
Fn + 2.040227/n 0.0632 
1 Estimated residual standard deviation 
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Table 5.4: Estimated expressions for calculating the standardised critical values of Sý3 (3) 
when all the nuisance parameters are unknown. 
Statistic P Expression iISD-1- 
S** 0.10 (3) -1.291423 - 0.61506230/n - 20.86700/n2 0.0258 
0.05 -1.649797 - 0.1935006/V-n - 2.110952/n 0.0298 
0.025 -1-967874 - 0.2575577/V-n - 3.118188/n 0.0365 
0.01 -2.344868 - 0.3545691/v/-n - 4.393190/n 0.0494 
Estimated residual standard deviation 
5.2.4 Power comparisons for the uncensored case 
Simulations were performed for the trivariate case as in the bivariate case. Sample 
sizes n= 20,50 and 100 for both positive stable and misspecified gamma frailty in the 
uncensored situation were used. The results are presented in Table 5.5. They show that, 
in general, the trivariate tests have higher power than the bivariate ones. In the trivariate 
case, the modified score test T(*3) has higher power than the score test T(3) for positive 
stable frailty, see Figure 5.1. However, Table 5.5 shows that as in the bivariate case, T** (3) 
has higher power than that of T* to detect major positive stable frailty. Although, T* (3) (2) 
has the highest power to detect misspecified gamma frailty in bivariate data, 'r** is more (3) 
powerful than T* (3)' 
5.2.5 The test statistics in the censored case 
Following the same procedure as for the bivariate case, the modified test statistic for the 
trivariate censored case is 
= Ii(l+ In si) - si In st 
ii (ii 1) 
1 
(5.18) T(*3), c 2si 
where Ii is an indicator for the number of uncensored components in the trivariate 
observation (Yil i Yi2 i Yi3) - 
More specifically, 
0 if all yij, Yi2 and yi3 are censored 
1 if exactly two of yij, Yi2 and YO are censored 
2 if exactly one of yij, Yi2 and Yi3 is censored 
3 if all Yi1i Yi2 and Yi3 are uncensored 
When Cj and Oj (j = 1,2,3) are unknown, the corresponding statistic 
is obtained by 
replacing them with their null MLEs. 
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Table 5.5: Estimated powers M of T(* * at the 5% level of significance for PS(v) 3) and Týý) 
frailty and for Gamrna(6, J) for sample size n. [Bold figures indicate the higher of the 
powers of the two tests]- 
(No censoring, all the nuisance parameters are unknown) 
PS(V) --+ 0.50 0.60 0.70 0.80 0.90 0.95 0.99 1.00 
20 T(3) 99-95 98-90 92-10 73-95 38.85 21.30 7.95 5.20 
T(*3*) 99-95 99-25 92.85 74.50 37-90 19.10 7.30 5.25 
50 T(3) 100-00 100-00 99.90 96.00 67.80 34.45 10.05 4.25 
Tý3*) 100-00 100-00 99-95 96-60 65.05 31-50 8.50 4.45 
100 T(3) 100-00 100-00 100.00 100.00 87.95 51.10 12.75 4.45 
Tý3*) 100-00 100.00 100.00 100.00 87-50 46.15 10.35 4.55 
n Gamma(J, J) 0.50 1 2 4 8 16 50 Do 
20 99.75 95-75 67.60 31.35 15.50 9.20 6.35 5.20 
T(*3*) 99.85 97.20 72.75 37-90 17.45 10.50 6.25 5.25 
50 Tý3 100.00 99-95 96.40 63-95 26.20 12.85 6.60 4.25 
Tý3*) 100.00 100.00 97.75 71.30 32.05 14.55 6.85 4.45 
100 T(3) 100-00 100.00 99.90 88.00 42.60 16.95 7.05 4.45 
T(*3*) 100.00 100.00 100.00 92.75 52.10 22.65 7.70 4.55 
As in the bivariate censored case, the test based on Ins is 
Ii In si, 
%3 0. 
where Ii is the number of uncensored components and si = Ej=l ýjyj'j'- 
5.3 Four variate modified score test 
5.3.1 The test statistic in the uncensored case 
(5-19) 
When there is no censoring and under the assumption that the Weibull parameters are 
known, the four variate score statistic (Zhu, 1998) is 
n 
E (4 +4 In si - si In si - 61si - 41sý - 21, s4), 
(5.20) T(4) 
where si = E4=1 ýjYýý - When the Weibull parameters are unknown, 
the corresponding j 13 
statistic is 
n 
3 2/g3j), T(4) = E(4 +4 In gi - ji In gi - 6/ii - 4/g? 
i=l 
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where the si are replaced with their null MLEs. As before, this score function has zero 
mean but infinite variance. Here the variance is infinite because each of the last two 
terms has infinite variance. 
As it was seen earlier that a modified score test has good properties, three modified 
versions of the four variate test are considered for comparison. The first modification is 
the removal of the term 2/9ý from T(4) but still the statistic has infinite variance. Hence, 
the second modification is the removal of the last two terms 2/9ý and 4/g2 to make the 
variance of the statistic finite. The third modification is the removal of the last three 
terms 2/ýý, 4/9? and 6/9i to check if there is any further improvement in power. zI 
Selection of the best version: Now the power of the three modified versions and 
the original full score function have been compared through a simulation study. The 
approach used was the same as in § 5.2.1. The estimated powers are plotted in figure 5.2 
for three sample sizes separately. It shows that the modified score test removing last two 
terms, has the highest power. That means, removing additional terms when the variance 
of the score function is finite, does not improve the power any more. Hence the preferred 
test statistic is 
n 
t(*4) (4 +4 In Si - Si In gi -6/ Sj), (5.22) 
where s 
5.3.2 The asymptotic null properties in the uncensored case 
The asymptotic mean of T* is obtained by calculating the mean of T(*4 the correspond- (4) (4)1 
ing modified score without nuisance parameters. Here, the mean and the variance (for 
comparison purpose) of T* are calculated analytically and then the variance of T* is (4) (4) 
estimated using the Pierce (1982) result and verified via simulation. 
Calculation of mean 
The modified score function in the no nuisance parameters case is 
n 
T(*4) +4 In si - si In si - 6/si) Ti, 
(5.23) 
where Tj are identically independently distributed. Here 
E(Ti2) 16-8E(silnsi)+44E(Insi)-48E(l/si)+E(S2ln2 si) i 
- 8E(si In2 si) + 16E(ln si2) - 
48E(In si Isi) + 36E(l 
/. si2). 
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Figure 5.2: Power versus PS parameter v among the four variate statistics (nuisance 
parameters are unknown) for n=90., 50 and 100 at the 5% level of significance. 
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S, = 1: 
4= Under Ho, the jI ýjyjojj are independent gamma variables with shape parameter 
4 and scale parameter 1; hence 
E(Ti) = 4-E[silnsi]+4E[Insi]-6E[llsij 
= 4- 
1 
(50 - 24, y) +2 6-y) -2 63 
and 
E28 22 r" (6) 48 (Ti 16- 
3 
(25 - 12-y) +3 (11 - 6-y) - 16 +63 r" (5) +3 r" (4) 
-48r'(3) +6 
= 10.267716217 
where -y is Euler's constant. Consequently, 
Eo Eo [T(*, 4)1 E(Ti) =nx1= np* (5-24) 0 
and 
Varo [T(*4)] = n(10.26771621 - 1) =nx9.26771621 = na *2 (5-25) 0* 
Calculation of asymptotic variance 
Use of Pierce (1982) gives the asymptotic variance of T* as (4) 
Varo nx3.802998417 = na *2 (5.26) 0 
As before, a simulation experiment was also conducted to verify the asymptotic variance 
of T* Ten thousand values of the modified score function were generated with the (4) * 
sample size 500 and this was done 7 times to produce a stable estimate of the variance. 
The mean estimated variance of T* was nx3.8187, which is close to (5.26). (4) 
Therefore, by the central limit theorem, the standardised test statistic under HO 
T* n 
s 
(4) 
-+ N(O, 1) as n -+ oo. (5.27) (4) 
v/n- x 3-8187 
2 /&2 our variate test is ao = 2.4. The ratio of the two null variances of the f0 
For the shape parameter known case, application of the Pierce (1982) gives the asymp- 
totic variance as 
&*2 =nx5.21862516. (5.28) Varo 
[; 
0 ý4)] =n j4 
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Table 5-6: Simulated critical values of the fourvariate standardised modified score statis- tic S(4)' 
(No censoring and the nuisance parameters are unknown) 
Sample Size Vn-&O* tiles 
0.10 0.05 0.025 0.01 
100 19-54 -1.29 (0-01) -1.72 (0.01) -2.10 (0.02) -2-56 (0.02) 500 43.70 -1.28 (0-01) -1.66 (0-03) -2.01 (0.03) -2-39 (0.04) 1000 61-80 -1.28 (0-01) -1.65 (0-01) -1.98 (0.02) -2-38 (0.02) 10000 195-42 -1.28 (0.01) '-1.64 (0.02) -1.97 (0.02) -2-34 (0.04) 
00 -1-28 -1-64 -1.96 -2.33 
Table 5-7: Estimated expressions for calculating the standardised critical values of Sý4 
when all the nuisance parameters are unknown. 
Statistic a Expression RSD' 
S* 0.10 (4) -1-265239 - 0.535967/Vn + 1.765490/n 0.0211 
0.05 - 1.638491 - 0.863049/vý-n + 0.812997/n 0.0258 
0.025 -1.950493 - 1.392061/V4-n + 0.162129/n 0.0365 
0.01 -2-306295 - 2.764472/V-n + 2.109241/n 0.0537 
Estimat ed residual standard deviation 
5.3.3 The finite sample null properties 
Evaluation of the asymptotic convergence 
A simulation experiment was performed to investigate the 'rate of convergence of the 
normalised score function S(*4), which is defined in (5.27), using a similar procedure to (4 
that used in trivariate case. The convergence of S(*4) is given in Table 5.6, which shows 
that the convergence rate in the four variate case is similar to that when p=2,3. 
Standardised critical values 
A simulation experiment, as in trivariate case, was conducted to estimate the nor- 
malised critical values of S(*4 to avoid the small sample problem. Selected quantiles (4) 
(ci = 0.01, a=0.025, a=0.05 and a=0.10) were estimated for 47 different values of n 
between 20 and 1,000 from the null distribution of Sý4 As before, at each significance (4) * 
level, the estimated critical values of ýý4 were smoothed by regression and the results (4) 
are presented in Table 5.7. 
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5.3.4 The test statistic in the censored case 
The four variate test statistic for the censored case is: 
n 
Tý4), 
c Ii(1+1n.; j)-ýi1nýj- 
Ii (Ii 
(5.29) 
2ýj 
where Ii is the number of uncensored components in the Ith four variate observation. 
Here, gi - I: j'= , ý^jyj', ý' and ýj and Oj (1 1, . 4) denote the null NILEs. 
5.4 Five variate modified score test 
5.4.1 The test statistic in the uncensored case 
When there is no censoring, the five variate score statistic (Zhu, 1998) is: 
n 
10I. S, _ 10/82 T(5) = E(5+5 In si - si In si - 101sýj -6 
i=l 
where si = Ej'=, ýjyfjj. As before, T(5) has zero mean but infinite variance because the 
last two terms each has infinite variance. 
It was observed when p=3,4 that removing additional terms from the score function 
when the variance of the modified score function is finite, does not improve the power. 
Hence we tentatively choose the test statistic generated by reducing the last two terms 
as the best modified version for the five variate case which can be written as follows: 
n 
J: (5 +5 In si - si In si - 101s, _ 
10/82). 
When the nuisance parameters are unknown, the corresponding statistics are T(5) and 
T(*5) in an obvious notation. 
5.4.2 The asymptotic null properties in the uncensored case 
As in the four variate case, the asymptotic mean of T (a) 
is obtained by calculating the 
Next, the mean and the variance (for comparison purposes) of T,, ) are mean of T(* 
calculated analytically and then the variance of T* is estimated ý, ia simulation. 
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Table 5-8: Estimated expressions for calculating the standardised critical values of Sý. ) 
when all the nuisance parameters are unknown. 
Statistic P Expression RS-D-r-- 
S* 0.10 (5) -1-253832 + 0.6705259/v/-n - 1.651691/n 0.0211 
0.05 -1.659233 + 0.0492711/v/n- - 1.130687/n 0.0258 
0.025 -2-000931 - 1.4511360/-, /n + 1.910183/n 0.0394 
0.01 -2.458110 - 3.60'90920/V-n + 3.029890/n 0.0683 
Estimated residual standard deviation 
Calculation of mean Under the HO, S, 1: 
5= Oj 
are independent gamma vari- ii ýjyij 
ables with shape parameter 5 and scale parameter 1; hence 
Eo [t(*5)] = Eo 
[Tý5)1 
=nx 2/3 = npo (5-32) 
and 
*2 Varo [T(*5)] =nx 16.82648838 = nao . 
(5-33) 
Calculation of variance A simulation experiment was conducted to calculate the null 
variance of T(*5)' Ten thousand values of the modified score function were generated with 
the n= 1000 and this was done 10 times to produce a stable estimate of the variance. 
The mean estimated variance of T* was (5) 
Varo [tý5)1 =nx 10.6427 = nao*2. (5.34) 
tý5. 
) -2n/3 
Therefore, the standardised test statistic under Ho, S* = has a standard (5) /n x 10.6427 
a*2/a*2 is 1.58. normal distribution as n -+ oo. Note that the variance ratio 00 
5.4.3 Standardised critical values 
Critical values of Sý, were estimated by simulation and then smoothed as 
before. The 
(5) 
results are shown in Table 5.8. 
5.4.4 The test statistic in the censored case 
When there is fixed right censoring in the data, the modified score 
function is: 
(5-35) 
+ In si) - ii ln gi - 6gi2 2ii 21 
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where Ii is the number of uncensored components in the ith five variate observations. 
Here, 9i 
3=1 
ýj Yj'3? and ýj and Oj (j = 1,5) denote the null MLEs. 
5.5 General multivariate (p) tests 
5.5.1 The modified score test 
Applying the same modification strategy (removing the terms until the variance of the 
score function becomes finite), it can be shown that the six, seven, eight and nine variate 
modified score functions will contain respectively five, six, six and seven terms. Therefore, 
the modified score statistic for the general multivariate case may be obtained as follows. 
For the case in which there is no censoring, 
T(*P) 
[p(l + In 9i) - 9i In 9i - 
[p(l + In 9j) - 9i In 9j] , 
ESup{N: 2N<(p-1)) rk+l. ý 
k=l (k -P si 
ifpý: 3 
if P=2 
where N is a positive integer. For the case in which there is censoring, 
nI [Ij (I + In 9j) - 9i In 9i _ ESup{N: 
2N<(1j-1)) (k - 1)! Cký 
11 
k=1 j-1 
I, if Ii ý: 3 
T(*P)' CET 
i=1 [Ij (1 + In 9j) - 9i In 9i] 
if Ii=0,1,2 
where N is the set of positive integers, Ii is an indicator variable for the number of ýj 
uncensored components for the p-variate observation with index i and 9i Epj=l 
ýjyjj 
ý Oj If covariate information is incorporated to the ýj parameters, then si Epj=l ýjjyjj 
ýjj = exp (XT, 8j) and Oj 
Oqj) 
Z3 
5.5.2 The test based on In s 
The general p-variate form of the In s based test is similar to the bivariate and trivariate 
forms except that it is a function of p-variates, which may be written as 
follows: 
n 
Ii In gi, (5.36) 
where Ii is the number of uncensored components for the p-variate observation with 
index i and 9i EP Výý. 3=1 
ýj t3 
In the uncensored case and with no nuisance parameters, its mean 
is nT(p) and variance 
is nxk(l, p). Where only the underlying Weibull shape parameters 
Oj are known but ýj 
are estimated by maximum likelihood under the null model, then 
the variance of the test 
statistic is 
&**2 nx P) -n (5-37) Varo [It; ] =n 0p 
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Table 5.9: Multivariate (p = 4) analysis results of fibre failure strength data using the 
score based tests for infinite variance frailty (n = 39). 
Y, Y2 Y3 
-- 
Y4 T(4) (CO-051) 1) ý** 1) 
(4) 
(CO. 05 (4) 
(CO-05 
ý In -7.15 -5-53 6.80 -11.45 -260-64 (-253.72) -9-93 (-1.76) -9.71 (-1.78) 4.80 4.30 6.96 14-06 
In -51-87 -48.46 -18-83 12-35 
' Co. o5 indicates the 5% critical value. 
Likewise, where all the Weibull parameters are unknown and hence are replaced by their 
corresponding null MLEs, the variance of the test statistic is 
Varo n6ro**2 =nx if (1, P) _n (pr)2 
(5-38) 
p 
(i+ ,), 
where 91(n, p) is the nth derivative of the di-gamma function. 
5.6 Example 
5.6.1 Fibre failure strength data 
To illustrate the multivariate case, the three score based tests T(4) i S(*, and S** were 4) (4) 
applied to the four variate fibre failure strength data excluding the missing values. The 
corresponding 5% critical value for Sý4 was obtained from Table 5.7 and those for T(4) (4) 
and S** were obtained by simulations. The results presented in Table 5.9 suggest the (4) 
presence of significant frailty effects in the data set. Note that the result of Zhu's score 
test is borderline significant while the results of other two tests are highly significant. 
5.7 Concluding remarks 
In this chapter, the modified score test and the test based on Ins have been extended to 
deal with high dimensional Weibull lifetime data. The asymptotic critical values can be 
used for both the modified score test and the In s based test in the high dimensional case 
if the sample size is not small. Expressions for calculating normalised critical values at 
various levels of significance are presented, which are useful in case of small sample sizes. 
Censored cases (fixed or random) can be dealt with by the bootstrap approach discussed 
in chapter 4. 
5.7 Concluding remarks 12) 8 
In general, all the conclusions drawn for the bivariate modified score test, are valid for 
the high dimensional case. The power of the tests increases as the number of component 
variates increases. It was observed that T** has higher power than that of T* for major (3) (3) 
PS frailty and also for misspecified frailty. Note that in high dimensional cases, equi- 
correlated structures may not exit always and hence, in practice, low dimensional case 
2) is more useful than high dimensional cases. 
_________ 6 
Some Tests for Frailty in Univariate Weibull 
Lifetime Data 
6.1 Introduction 
Testing over-dispersion or extra-Weibull variation in univariate Weibull lifetime data is 
important as ignoring frailty in univariate lifetime data may result in a bias towards 
zero in the covariate parameter estimates. The parametric tests for frailty that have 
been discussed in the previous chapters are based on the Weibull- positive stable mixture 
model. In the univariate case, the Weibull-positive stable mixture is again Weibull with 
different parameter values and hence additional information is necessary to detect frailty 
with infinite variance in univariate Weibull lifetime data. Crowder and Kimber [CK] 
(1997) derived a score test for testing finite variance frailty in Weibull lifetime data. 
Kimber (1996b) discussed the univariate version of the CK test as a special case. He 
gave explicit results for the asymptotic distribution of the univariate score test but the 
finite sample properties have yet to be explored. A competing test is a likelihood ratio 
(LR) test based on an appropriate Weibull mixture. 
In this chapter, first the univariate score test based on the PSW model is derived and its 
null properties are studied in § 6.2. Then the tests based on the GW model are studied 
in § 6.3. First the CK test and its asymptotic properties are reviewed and secondly. the 
corresponding LR test based on the GW model is derived. In § 6.4, finite sample null 
properties are investigated for both the score tests and LR test. The powers of the scoiý(, 
tests and LR test are investigated for gamma, positive stable and misspecified log-normal 
frailty in § 6.5. Finally, the tests are applied to some data sets in § 6.7, followed by sonle 
discussion in § 6.8. 
6.2 Univariate score test based on the PSW model 
Suppose that there is no censoring an(I the Wei bull parameters c, an(I 0 are known. 
Suppose also that a random sample yi, y2, --- . yn 
is available. The deiisity function of 
the univariate PSW model is 
'0-1 C L/ VO f NO = ý'Voyl exp 
(-', 
Yi 
), 
129 
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and so the log-likelihood of the sample is 
nn 
ln (V) + In(oyi 1) +v In si +n In v, 
where si = ýyf. Therefore, the corresponding score test statistic is 
al, (V) n 
av v=l =, 
T 
, 
(l + In si - si In si). 
i=l 
Here, the si are independent unit exponential variables. Therefore, E[T(j)] =0 and 
Var[T(l)]= (1_ -Y) 2+ 7r2 /6 = 1.823680662. (6.2) 
With censoring, the test statistic is 
n 
T(j) {Ii (1 + In si) - si In si (6-3) 
where Ii =0 if the ith observation is censored and Ii =1 otherwise. 
6.3 Tests for finite variance frailty 
6.3.1 Review of Crowder and Kimber's (1997) score test for frailty 
Suppose that a random sample of lifetimes yi, ---, y,, is available. Then based on a 
general mixture model that has a one parameter continuous mixing distribution with 
finite variance, CK (1997) showed that a parametric score statistic for testing for finite 
variance frailty in univariate lifetime data is 
(si 
- (6.4) 
where si is the integrated hazard of the basic lifetime distribution. In particular, for 
the Weibull-gamma mixture model, which is the univaxiate Burr (1942) model, the null 
hypothesis that there is no frailty is HO :6= oo against the alternative hypothesis 
H1 :6< oo and si = ýyj'o, where 6 is the gamma shape parameter. 
CK(1997) showed that the mean of this test is zero and its variance is 2n when the 
underlying Weibull parameters ý and 0 are known. In the case where all the nuisance 
parameters are unknown, they showed that the statistic, denoted by U(j), has variance 
n (1 - &). Later, Kimber and Zhu (1998) studied the intermediate case, when only the -7rT I 
underlying Weibull shape parameter is known and showed that the variance of the test 
statistic, denoted by &(I), is n. Note that the statistics U^(, ) and U(j) are defined by 
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replacing the nuisance parameters with their null MLEs. Large negative values of the 
statistic indicate the presence of frailty. 
In case of right censoring, the statistic is 
g2 CT',, 
c 
(Ii9i 
-i), 2 
(6-5) 
where 9i = ýyf' and Ii is the censoring indicator for the i'h observation (Ij = 0, if the 
ith observation is censored and Ii =1 otherwise). Kimber (1996b) also gave the variance 
expression with fixed right censoring. For details, see, Kimber (1996b) and Kimber and 
Zhu (1998). 
6.3.2 Likelihood ratio (LR) test based on the GW model 
The LR test is an alternative approach for detecting frailty. Suppose that a random 
sample yl, ---, y,, is available. Let the frailty variable follow a gamma distribution with 
mean one and shape parameter J. The LR test of HO :J= oo, against H, :J< oo, may 
be derived as follows. To fix ideas, suppose that the underlying Weibull parameters, ý 
and 0, are known. The corresponding LR statistic is 
Am = -2 
f In (00) - In 
0) 11 (6-6) 
where 1,, (. ) is the log-likelihood function 
nn 
In (6) (6 + 1) E ln(l + sil6) +E In (6.7) 
i=l i=l 
of the univariate GW model, 6 is the unrestricted MLE of J and s As the null value 
of J is on the boundary of the parameter space, we expect a non-standard asymptotic null 
distribution for the LR statistic. Such situation was studied by Moran (1971). Extension 
of the parameter space by taking the frailty variance less than zero may work to allow 
standard asymptotic theory to be applied. This is verified via simulation in the next 
chapter for the bivariate case. Asymptotically, the LR statistic has a X2 distribution (1) 
with probability one half and is zero with probability one half when HO is true. 
The corresponding LR statistic A(, ) for the case with nuisance parameters is 
(00, (6-8) 
where 1,, (. ) is as before; 3 and ý are the unrestricted MLEs of 6 and a vector of nuisance 
parameters A= (ý, 0) respectively; ý is the MLE of A under Ho. Since the 
MLE of A is 
regular, A(, ) has the same asymptotic distribution as A(, ) - 
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Table 6-1: Simulated critical values of Crowder and Kimber's normalised score statistic U(j) /,, /-2n. 
(No censoring and nuisance parameters are known) 
Sample Size S. E. -2n 
0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 6.32 -1.229 (0.04) -1-924 (0.03) -2.713 (0-04) -3.703 (0.10) 50 10-00 -1-300 (0.04) -1.923 (0.05) -2.550 (0-07) -3.363 (0.04) 100 14.14 -1-297 (0-02) -1.841 (0-03) -2-364 (0-03) -3.086 (0-07) 1,000 44.72 -1-304 (0-02) , -1-736 (0.02) -2.121 (0-03) -2.604 (0.04) 10,000 141.42 -1-299 (0.03) - 1.6 79 (0.02) -2.013 (0-02) -2.404 (0-05) 
00 -1-28 -1.64 -1.96 -2-33 
LR test with right censoring When there is right censoring in the data, the log- 
likelihood function is, following (2.8) 
nn 
(6.9) In, c(J) : -- -(J + li) E In(l + sj1J) + 1: Ii In i=l i=l 
where Ii =0 if the ith observation is censored and 1 otherwise. 
6.4 The finite sample null properties 
6.4.1 Evaluation of the convergence rates 
The score test 
CK (1997) showed that U(j) is asymptotically normal. The convergence of the CK score 
test, for Weibull lifetime data, was explored through simulation for three cases: (1) when 
the underlying Weibull parameters ý and 0 are known i. e. for U(j), (2) when only the 
shape parameter is known i. e. for U(j) and (3) when all the Weibull parameters are 
unknown i. e. for U(j). The simulation experiments were as in § 3.6.2 except that here 
only one Weibull random sample was used instead of two. The results are presented 
in Tables 6.1 to 6.3, and show that the convergence rate to the standard normal limit 
increases with the number of unknown nuisance paxameters. Asymptotic critical values 
are of little use with practical sample sizes. 
The LR test 
A simulation experiment to evaluate the rate of convergence of the LR statistic was 
performed. Only the most useful case, where ý and 0 are unknown, is considered. 
The 
sample size was chosen to vary from n= 100 to 10,000. As before, the simulations were 
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Table 6.2: Simulated critical values of Crowder and Kimber's normalised score statistic 
U(j) / Vn-. 
(No censoring and only shape parameter is known) 
Sample Size S. E. =v/n- 
0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 4.47 -0-823 (0.01) -1-326 (0-02) -1-841 (0.01) -2-564 (0.02) 50 7.07 -1.041 (0.01) -1-551 (0.01) -2-051 (0.02) -2.743 (0-01 100 10.00 -1.143 (0.00) -1-634 (0.01) -2.117 (0.01) -2.754 (0.02) 1,000 31-62 -1.267 (0.01) , -1.684 (0.01) -2-05"t (0-01) -2-526 (0.0, " )) 10,000 100.00 -1.281 (0-00) -1-667 (0-01) -1-991' (0-00) -2-396 (0.02) 
00 -1.28 -1.64 -1-96 -2-33 
Table 6.3: Simulated critical values of Crowder and Kimber's normalised score statistic 
U(j) /, \, Fn (1 
--6/7r2 
(No censoring and all the nuisance parameters are unknown) 
Sample Size S. E. =V/n-&o Quantiles (S. D. 
0.10 0.05 0.025 0.01 
20 2.80 -0.761 (0.02) -1.134 (0.03) -1.487 (0.04) -1.979 (0.04) 
50 4.43 -0.971 (0.03) -1.413 (0.03) -1.844 (0-05) -2.419 (0-08) 
100 6.27 -1.096 (0.02) -1.546 (0.03) -1.987 (0.04) -2.594 (0-05) 
1,000 19.81 -1.263 (0.01) -1.684 (0.02) -2.084 (0.05) -2.580 (0-05) 
10,000 62.65 -1.276 (0.01) -1.649 (0.02) -1.997 (0.03) -2.416 (0.04) 
00 -1.28 -1.64 -1.96 -2.33 
repeated 10,000 times for each n. To estimate the stability of the simulated results, 
simulation was replicated five times for each n and standard deviations of estimated 
quantiles were evaluated. The results are listed in Table 6.4, for selected quantiles. The 
2 bottom line of the Table 6.4 lists the corresponding X(j) quantiles. Convergence to the 
asymptotic distribution is slow. 
6.4.2 Estimation of critical values 
Because of the slow convergence of the tests to their asymptotic distributions critical 
values are estimated using simulation. 
The score test 
Standardised critical values of the score test were estimated for two cases: when only 0 
is known and when both ý and 0 are unknown. In the 0 known case the critical values 
were estimated for 76 different values of n while in the both ý and 
0 unknown case 50 
different values of n were used. The critical values were generated as in 
§ 3.6.2 but based 
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Table 
. 
6.4: Simulated critical values of the univariate likelihood ratio test statistic ý(O (No censoring and all the nuisance parameters are unknown) 
Sample Size Percent(%) 
(A(, ) = 0) 
Quantiles (S. D. ) conditional on A(, 
0.90 0.95 0.975 
)>0 
0.99 
100 58-35 2.446 (0.11) 3.553 (0-16) 4.639 (0.21) 6.169 (0-16) 
500 54-08 2.543 (0-02) 3.658 (0-08) 4.849 (0.20) 6.355 (0.17) 
1,000 53-10 2.551 (0.12) 3.675 (0-11) 4.835 (0-15) 6.218 (0-34) 
10,000 51-36 2.643 (0-17) 3.639 (0-35) 4.902 (0-30) 6.834 (0-38) 
00 2.71 3.84 5.02 6.64 
on only one Weibull random sample instead of two. These estimates were then smoothed 
by regression analysis. The fitted models are presented in Tables 6.5 and 6.6 with the 
corresponding residual standard deviation. The fitted models are also plotted with the 
corresponding data points, see Figures 6.1 and 6.2. 
Table 6-5: Estimated expressions for calculating the standardised critical values of 
U(, )/V/"n- when only shape parameter is unknown. 
Statistic a Expression -RS-D'-f 
U(j) / Vrn- 0.10 -1.278615 + 14.188270/n - 102.1581/n2 0.0164 
0.05 - 1.666288 - 0.780753/V-n + 10.54154/n 0.0260 
0.025 - 1.977838 - 3.123295/V-n + 17.04684/n 0.0329 
0.01 -2.333871 - 6.895938/v/-n + 26-57795/n 0.0450 
Estimated residual standard deviation 
Table 6-6: Estimated expressions for calculating the standardised critical values of 
U(, )/, ý, /n(i --6/7r2) when all the nuisance parameters are unknown. 
Statistic a Expression RSD1 
Cl(, )/, V, rn-(l - 6/7rý-)- 0.10 -1.267062 + 18.36756/n - 169.4638/n2 0.0322 
0.05 -1.680425 + 14.84663/n - 79-87178/n2 0.0433 
0.025 -2.031083 - 1.107188/Vn- + 15-97785/n 0.0692 
0.01 -2.076788 - 10.23654/, ýYn- + 17.23786/Výn- 0.0913 
Estimated residual standard deviation 
The LR test 
0 selected For A(, ), critical values were estimated for 50 different values of n 
for f ur 
quantiles following the same approach as in § 6.4.1. The fitted regression models are 
presented in Table 6.7 and are plotted with the data points in Figure 6.3. 
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Figure 6.1: Estimated standardised critical values of Crowder and Kimber's univariate 
score test statistic CT(, )Ivfn- with superimposed fitted curve. 
6.5 Power Study 
In this section first the size of the score test is investigated when the bootstrapping 
approach is used. Then the powers of the CK score test, LR test and the PSW score 
test are compared first for gamma frailty and then for positive stable frailty. As positive 
stable frailty is not identifiable from Weibull data if ý and 0 are both unknown, the 
powers of the tests were also compared for log-normal frailty. 
The censoring cut-off values were chosen c=2.97,1.8 and 1.2 to give (a) 5%, (b) 16% 
'"]Cable 6.7: Estimated expressions for calculating the standardised critical values of A(, ) 
when ý and 0 are unknown. 
Statistic a Expression RSDI 
A(J) 0.10 1.614427 - 5.419425/vrn- + 14.58855/n 0.0456 
0.05 2.682524 - 7.337033/vrn- + 24-57012/n 0.0764 
0.025 3.843400 - 9.999112/., /-n- + 39.11650/n 0.1199 
0.01 5.455705 - 14.11201/v/-n + 63.49134/n 0.1809 
Estimated residual standard deviation 
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Figure 6.2: Estimated standardised critical values of Crowder and Kimber's univariate 
score test statistic 0(j)/Výn-(I --6/7r2) with superimposed fitted curve. 
and (c) 30% censoring respectively in the null case with ý=0=1. However, this fixed 
censoring scheme will give different amounts of censoring depending on the type and 
amount of frailty in the non-null case. The mean proportion of censored observations 
introduced are presented in Table 6.8. 
When there is censoring, power was estimated only through bootstrapping while the 
critical value method was also considered for the uncensored situation. In both situations, 
three cases were considered as before. Case 1: no nuisance parameters, case 2: only 0 is 
known and case 3: both ý and 0 are unknown. The LR test is considered only for case 
3. 
The bootstrapping method used was as in Chapter 4. In this section, all the simulated 
powers of the three tests for the same sample size were estimated based on the sarne 
data sets to make the results directly comparable. As before, all the simulations %vere 
performed for n= 20,50 and 100 using 2,000 replications. In the case of bootstrapping, 
B= 200 bootstrap samples were used throughout. 
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Figure 6.3: Estimated critical values of the univariate LR test statistic A(, ) with super- imposed fitted curve. 
Table 6-8: Generated censoring (%) for three cases: fixed right censoring times (a) 
c=2.97, (b) c=1.8 and (c) c = 1.2 for various values of the frailty parameters V, J. 
Positive stable frailty PS(v) Gamma frailty Gamma(6,6) 
V (a) (b) (c) 6 (a) (b) (c) 
0.50 18 26 33 .5 38 47 54 
0.60 15 24 33 1 34 36 46 
0.70 12 22 32 2 31 28 39 
0.80 9 20 31 4 11 9-3 35 
0.90 7 18 31 8 8 20 33 
0.95 6 17 30 16 7 18 31 
0.99 5 17 30 50 6 17 31 
1.00 5 16 30 5 16 30 
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Table 6.9: Estimated powers (%) (through bootstrapping) of the score statistics U(I) 
and T(j) at the 5% level of significance, for Gamma(ý, J) frailty, for sample size n. [bold 
figures indicate the higher powers for the two tests]. 
(No censoring and no nuisance parameters) 
n= 20 n= 50 n= 100 
U(i) Tm U(i) Tm U(i) To 
0.5 99-85 99.80 100.00 100-00 100.00 100-00 
1 96.90 96-75 100.00 100.00 100.00 100-00 
2 76.35 73-80 96.90 95-85 99.90 99.85 
4 44-05 38-50 69.80 64-50 90.50 85-10 
8 22.35 20-30 34.90 29.00 52.60 44-60 
16 13-60 12.55 17.25 15.60 24-95 20-10 
50 7.40 6.65 7.40 7.40 9.25 8.30 
6.5.1 Size verification of the bootstrap-based test 
Simulations were performed to verify the size of the univariate score test as functions 
of the number of the bootstrap samples in the same way as in § 4.3.1. It was found 
(details omitted to save space) that B= 200 bootstrap samples are sufficient to attain 
the nominal size. 
6.5.2 Comparison of the finite sample power in the case of Gamma 
frailty 
No censoring 
The estimated powers of the tests for the three cases: 1,2,3 with various combinations 
of J and n (20,50 and 100) are presented in Tables 6.9 to 6.11. The results show that 
the powers based on bootstrapping are close to those based on pre-determined critical 
values. In cases 1 and 2, the statistic U(j) generally has higher power than the score 
statistic T(j) as expected. For case 3, the LR test has slightly higher power than the 
CK 
score test. 
With censoring 
The corresponding power calculations were also carried out 
in the censored situation. 
The powers were estimated through bootstrapping using the method as 
in chapter 4. 
Estimated powers of the tests for cases 1,2 and 3 are presented 
in Tables 6.12 to 6.14. 
All the results indicate that censoring reduces the powers of all 
the tests and the effect 
of censoring is severe in the case where all the nuisance parameters are unknown. 
This 
is because, right censoring reduces the information in the upper tail of 
the distribution, 
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Table 6.10: Estimated powers (%) of U(j) and T(I) at the 5% significance level for Gamma(6, J) frailty. [Bold figures indicate the higher powers for the two tests obtained by bootstrapping. C. 05 denotes that the power is based on critical values and B. 05denotes that the power is based on bootstrapping]. 
(No censoring and only. shape parameter is known) 
n5 0.5 1 2 4 8 16 50 
20 U(J) CO-05 98-25 85-30 52-10 26.25 15-00 9.35 7.10 
BO-05 98-30 84.70 50.80 25.50 14.80 9.00 7.25 
T(l) Bo. o, 5 98.85 86-30 49-45 23.50 13.50 8.65 6.65 
50 u(i) C0.05 100-00 99-40 83.40 47.70 23.40 12-50 6.90 
Bo. o5 100.00 99-30 82.80 47.10 23.30 12-30 7.20 
T(j) Bo. o, 5 100-00 99.80 82.70 41.65 19.00 10.80 7.15 
100 U(J) CO. 05 100-00 100-00 97-60 70-10 34.70 16.70 8.35 
Bo-05 100-00 99-95 97.75 70.00 34.25 16.25 8.55 
To Bo. 05 100-00 100-00 98.00 64.65 28.30 13.20 7.30 
Table 6.11: Estimated powers (%) of 61(j) and A(j) at the 5% significance level for 
Gamma(J, J) frailty. [Bold figures indicate the higher powers for the two tests obtained 
based on critical values. Q05 denotes that the power is based on critical values and B. o5 
denotes that the power is based on bootstrapping]. 
(No censoring and all the nuisance parameters are unknown) 
nj 0.5 1 2 4 8 16 50 
20 A(l) CO. 05 74.30 48.50 25.50 14.15 9.05 5.80 5.65 
U(l) CO. 05 67.40 45-15 25.55 15.10 9.00 6.90 5.05 
Bo. 05 66.30 44.25 23.80 14.50 8.90 7.00 4.85 
50 A(, ) 
CO. 05 98.45 84-15 51.60 25.45 14.30 8.30 6.05 
um CO. 0,5 96.30 80.10 50.30 26.05 11-95 9.20 
5.65 
Bo. 05 95.25 79.00 48.90 25.80 12.15 8.90 
5.35 
100 A(l) Com 100.00 97.60 78.25 40.00 17.85 10.15 6.75 
U(i) CO. 05 99.00 96-10 73.30 40.10 18.95 
9.95 6.60 
Bo. 05 99-85 95.50 72.65 39.25 
18.15 9.55 6.85 
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Table 6.12: Estimated powers (%) [through bootstrapping] of the univariate score statis- 
tics U(j),, and T(j),, at the 5% level of significance, for Gamma(6,6) frailty, for sample 
size n= 50. [Bold figures indicate the higher powers of the two tests]. 
(With censoring and no nuisance parameter) 
c=2.97 
u(i), c T(l), c 
c=1.8 
u(i), c T(l), c 
c=1.2 
um, c T(l), c 
0.5 100.00 100-00 100.00 99-95 97.60 30.60 
1 99.40 97.20 93.25 63.75 75.75 18.65 
2 87.70 70.85 62.35 31.30 41.20 10.65 
4 48.35 34.55 28-65 15-10 18-15 8.20 
8 23.40 17.25 15.40 9.50 10.90 6.50 
16 11.35 9.50 9.70 6.50 6.85 5.65 
50 6.25 6.75 6.30 5.10 6.15 5.75 
which is important for the detection of finite variance frailty. As in the uncensored case, 
A 
A(, ) has higher power than U(j) in the censored situation, though even for n= 100 
neither test is satisfactory. 
6.5.3 Comparison of the finite sample power in the cases of positive 
stable and log-normal frailty 
Similar simulation experiments, as in § 6.5.2, were carried out using positive stable frailty 
with characteristic exponent v [PS(v)]. For case 2, the results are presented in Table 
6.15 for the uncensored case and in Table 6.16 for the censored case. In both situations, 
T(j) has higher power than U(j) due to the fact that positive stable frailty is misspecified 
for CT(j) but not for t(j). 
To see the performance of the three tests to detect finite variance frailty, simulations were 
also carried out using log-normal frailty with mean 1 and variance 1/J as with gamma 
frailty. The results are presented in Table 6.17 for case 2 and in Table 6.18 for case 3. 
Here, both U(j) and T(j) have good powers for case 2. In case 3, still the powers of 
A(, ) 
and U(j) are reasonable. In the presence of censoring with log normal 
frailty, lower power 
can be expected than in the case of gamma frailty. 
6.6 Generalisation of U(j) for the covariate case 
The statistic U(j) may be generalised to cope with the incorporation of covariate 
informa- 
tion. Here, we consider the incorporation of the covariate information to the 
ý parameter. 
Suppose that the covariate vector Xi is associated with the ith observation. 
Then the 
test statistic involving covariate information may be 
defined as (6.4) with ý= exp(XTiO) 
and 0= (fli, --- j6q) - 
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Table 6.13: Estimated powers (%) [through bootstrapping] of and T(j),, for three 
censored cases at the 5% level of significance. for Gamma(J. 6) frailty. for sample size 7? 
[Bold figures indicate the higher powers among the two tests]. 
(With censoring, only shape parameter is known) 
n c=2.97_ U(I) 
Ic 
T(l), c 
-C 
= 1.8 
[-, (1), c 
- T(l), c 
_c 
= 1.2 
U(1), c Tk 1), c 
50 0.5 90.45 88-05 66.80 64-30 46.55 41-85 
1 72-50 66-10 46.45 40-65 28-65 27-20 
2 46.30 38.65 26.85 23-135 16-00 15-10 
4 23.85 19.35 12.75 12-65 10-50 9.60 
8 13-40 11.75 9.30 8.60 6.85 7.50 
16 9.20 8.50 6.30 7.10 5.40 5.80 
50 6.20 5.85 5.90 5.40 4-85 5.55 
100 0.5 99-45 99-30 93.20 90.75 75.35 69-60 
1 94.65 91.70 73.30 67.40 48.65 4 1.710 
2 70.85 61.40 42.05 35.45 24.30 21.30 
4 36.70 29-10 19.25 16.75 13.00 11-05 
8 18.55 15-70 12.20 11.00 8.50 7.85 
16 10.70 9.50 7.10 7.00 6.55 6.60 
50 7.10 6.65 5.75 5.80 5.45 5.70 
Table 6.14: Estimated powers (%) of 0(j),, and for two censored cases based on 
the 5% values of the bootstrap samples for Gamma(J, J) frailty. 
(With censoring and all the nuisance parameters are unknown) 
n6 0.5 1 2 4 8 16 A) 
50 c=2.97 q(l), c 31.45 23.95 
17.15 11.10 7.80 6.20 5.45 
c=1.20 U(j), c 11-95 
9.85 7.35 5.45 4.45 4.40 4.65 
100 c=1.20 (-(1), c 24.30 
16.60 11.20 8.50 6.40 5.30 4.50 
A (1), c 32.40 
21.95 14.60 10.00 8.25 6.00 . 5-55 
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Table 6.15: Estimated powers (%) of the statistics C-(j) and (1) at the 5'/, (, 
t '-' levol of 
significance, for PS(v) frailty, for sample size n. [Bold figures indicate the hiý-: )-her powers of the two tests obtained through bootstrapping. C. 05 denotes that the power is based 
on critical values and B. 05 denotes that the power is based on bootstrapping]. 
(. No censoring and only shape parameter is known) 
n v 0.50 0.60 0.70 0.80 0.90 0.95 0.99 1.00 
20 U(J) CO. 05 86-45 69.70 4.5.40 25.85 12.40 8.15 5.15 5.40 
Bo. o5 86.15 68.20 44.85 26.05 12.10 9.20 5.70 5.65 
T(j) Bo-05 97.90 88.60 65.15 36.35 16.50 9.55 5.80 4.80 
50 U(i) CO-05 99.60 94.25 76-60 45.20 19-20 11.20 6.45 5.50 
BO-05 99.60 93-75 75.80 44.65 18-7.5 10.90 6.20 4.90 
T(J) Bom 100.00 99.40 93.50 64.50 24.65 13.05 5.95 4.35 
100 CO-05 100.00 99.85 9.5.25 67.05 28.55 11.25 5.00 5.35 
Bo. 05 100.00 99.75 94.50 66-35 27.55 11.00 5.45 5-10 
T(j) Bo. 05 100-00 100.00 99.65 87.60 39.75 15.70 5.85 4.80 
Table 6.16: Estimated powers (%) [through bootstrapping] of the statistics and 
T(j),, at the 5% level of significance, for PS(v) frailty, for sample size n= 50 for three 
censored cases. [Bold figures indicate the higher powers of the two tests]. 
(With censoring and only shape parameter is known) 
c=2.97 c=1.8 c=1.2 
1 -(1), C T(i), C- 
C(i), 
C 
t(i), 
C -(1), C T(I), C 
0.50 99.15 99.95 98-30 99.85 96.85 99.65 
0.60 92.25 98-90 89.80 97.95 84-00 95.60 
0.70 74.35 89-55 67.30 83-05 58.80 76-00 
0.80 43.85 58.95 37.50 51-10 34.25 44-85 
0.90 18-55 22.10 14.90 20.30 12.55 17.40 
0.95 10.00 12.90 10.00 12.15 9.95 10.40 
0.99 5.90 5.15 5.40 5.15 4.7-5 5.30 
1.00 4.80 4. S 5 4.65 4.80 4.60 4.55 
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Table 6.17: Estimated powers (%) [through bootstrapping] of U_ (1) and T, 1) for the un- 
censored and censored cases at the 55% significance level for log-normal frailty with mean 
one and variance I/J. [Bold figures indicate the higher powers of the two tests]. 
(Only shape parameter is known) 
0.5 148 16 50 
50 No censoring UM 99.25 91.35 65.70 36-30 18.35 11.80 6.40 
T(j) 99.80 94.35 65-95 33-85 15.65 10-65 6.30 
c=1.2 ýM, C 96.70 79-95 49.25 24-95 14-75 8.85 6.05 
T(j), c 97-90 78.50 46.50 21-05 12.60 8.20 6.05 
100 No censoring UM 100-00 99-30 87-45 56-35 30-00 16.30 8.75 
T(j) 100-00 99.90 88.25 53-90 26.40 13.20 7.75 
c=1.2 CTM, C 100.00 97.50 72.05 40-15 20-40 10-15 7.20 
T(j), c 100-00 97-05 67.25 34-85 17-85 9.25 6.60 
Table 6.18: Estimated powers (%) of the univariate LR test statistic A, , 1) 
and score 
test statistic (T(j) at the 5% significance level for log-normal frailty with mean one and 
variance 1/J, based on critical values. [Bold figures indicate the higher powers of the two 
tests]. 
(No censoring and all the nuisance parameters are unknown) 
n60.5 1248 16 50 
100 CT(, ) 72.90 62.00 40.10 24.70 15-60 10.00 
6.65 
A(l) 81.70 63-90 43.40 27.40 16.05 8.90 5.85 
6.6 Generalisation of 0(j) for the covariate case 144 
Table 6.19: Simulated critical values of normalised score statistic 0(j) / Vn-(l --6/7r2) 
(No censoring, all the nuisance parameters are unknown and with a covariate) 
Sample Size S. E. =, ý, Fn jr 0 
0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 2.80 -0-529 (0.01) -0-848 (0.01) -1.140 (0-02) -1.476 (0-03) 50 4.43 -0.839 (0-02) -1.258 (0-03) -1-644 (0-04) -2.126 (0-05) 100 6.27 -1.015 (0-03) -1.451 (0-04) -1-869 (0-05) -2.434 (0-05) 500 14.01 -1.190 (0.02) -1-617 (0-03) -2.011 (0.04) -2-507 (0-06) 1,000 19-81 -1.233 (0-02) -1.6594 (0-03) -2.041 (0.04) -2.519 (0-05) 
00 -1.28 -1.64 -1-96 -2-33 
Table 6.20: Estimated expressions for calculating the standardised critical values of 
U(I)lVn(l - 6/7r2) when there is a covariate and all the nuisance parameters are un- 
known. 
Statistic P Expression RSD' 
CJ(j) / VIn- (I -6 /7r2 0.10 -1.241908 + 24.42079/n - 206-119/n 2 0.0324 
0.05 -1.674786 + 24.57294/n - 161.8603/n2 0.0363 
0.025 -2-074849 + 23-12271/n - 87.9656/n2 0.0513 
0.01 -2.508108 - 1.706939[\, fn- + 28.7027/n 0.0743 
Estimated residual standard deviation 
A simulation study was conducted to see the applicability of the critical values of 
A 
U(, )/n(l - 6/7r') for without covariate case to the with covaxiate situation. A sam- 
ple from a Weibull distribution was generated with shape parameter 0=1 and scale 
paxameter exp (00 + 01 xi). The coefficients 8 were set as 8= (1,1). The xi were time 
constant dummy variables with values 1 for 50% of observations and values -1 for the 
remaining 50%. As before, for each sample size simulations were repeated 10,000 times. 
The results are presented in Table 6.19. The results indicate that a test based on the 
critical values (Tables 6.3 and 6-6) for the without covaxiate case will be slightly con- 
servative in the situation where there is covariate. Therefore, critical values for four 
different levels of significance were estimated in the same way for 40 different values of 
n ranging from 20 to 1000. These estimates were then smoothed as before. The results 
are presented in Table 6.20. 
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Table 6.21: Results of the univariate Score test, on yarn data (n = 110) with right 
censoring 
BS' 
White yarn 
% of censoring U(j), c 
Bo. 05 BS' 
Red yarn 
% of censoring 61(j), c 
Bo. 05 
00 0 -17-28 < -10.09 00 0 -11.45 < -10.40 
90-05 10-00 -3-68 > -5.12 90-05 05.45 -9.83 < -7-02 
90-00 18.18 -4-68 < -3-93 89.00 19.09 -4.86 < -3-90 
89.50 20.91 -1-37 > -3-34 88-50 27-54 -2.72 > -3-11 
89-00 30.91 -1-32 > -2-54 88.00 34-55 -2.41 < -2.32 
88-00 47.27 0.65 > -1-47 87-00 48-18 -0.56 > -1-38 
' Breaking strength for right censoring 
6.7 Applications 
6.7.1 Yarn breaking strength data 
The univariate score test 
To check the presence of extra heterogeneity, first U(j) was calculated for each type 
of yarn separately. The Weibull MLEs for the three types of yarn are given in Table 
2.2. Therefore, the observed values of U(, )/ý, 
Fn(l --6/ir2) are -2-63 for white, -1.74 for 
red and 0.2421 for yellow yarns respectively; where n= 110. Now, using the expression 
given in Table 6.6, the 5% critical value of the test statistic U(, )/V/n(l - 6/7r2) is CO. 05 
- 1.680425 + 14-84663/110 - 79-87178/1 102 = -1.55. Therefore, there 
is evidence against 
the Weibull model for the white and red but not the yellow yarn. 
The score test with right censoring Simulation experiments, in § 6.5.2, have shown 
that CT(j),, is very sensitive to right censoring. Therefore, in order to throw some light on 
the difficulty of detecting frailty for censored data, the two variables: white yarn and red 
yarn, which have clear frailty effects, are right censored at different 
breaking strenghts to 
generate different amounts of censoring. Then the statistic U(j),, is applied to the 
data 
using the bootstrap algorithm 2. Here, in each case, 1000 bootstrap samples are used. 
The results are presented in Table 6.21. It seems that the frailty 
is identifiable in both 
variables in the presence of up to 20% censoring. 
The score test with covariate In order to illustrate our methods with a covariate, 
the yarn data were analysed by using time constant dichotomous 
dummy covariate Xi 
in the scale parameter as In ý= 00 + 01 xi, i=1, --- 220. That means three univariate 
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analyses were performed with a single covariate by taking two types of yarn at a time. The 
corresponding critical values were obtained from Table 6.20. The results are presented 
in Table 6.22. There is significant frailty in the white/red analysis but not in the other 
two. 
Table 6.22: Results of the univariate Score test on yarn data with a dummy covariate 
Covariate code 40 41 ln (ýi U -6/7r2 ý 1) / , 
/n (1 CO. 05 
White=l, Red=O -184.088 -0-3812 41.120 -504.214 
.. _ 
-3-049 -1-615 White=l, Yellow=O -180.986 -0.0253 40.351 -512.760 -1.445 -1-615 Red=l, Yellow=O -178.918 0.3452 39.891 -513-633 -0-976 -1-615 
The data set was also analysed by introducing two dichotomous dumnly covariates for 
white and red yarns while yellow was considered as the reference category. The co- 
variates were introduced in the scale parameter as lný = Po + OjWhite(i) + 02Red(i), 
i=1,330. The parameter estimates are 00 = -181-462,01 = -0.0254,02 = 0.3501 
and 0 40.4573. The corresponding log-likelihood is -765.349. Hence, the value of 
the univariate score statistic is &(, )/Vý_n(l --6/. 7r2) = -2.183. The corresponding critical 
value at the 5% level of significance for n= 330 was obtained from Table 6.6 as -1.602. 
The results show that there is significant frailty in the yarn data while it was analysed 
considering two dummy covariates. 
The univariate LR test 
The LR test was also applied to the yarn data set. The results are in Table 6.23. The 
5% critical value for n= 110 was obtained from Table 6.7. Like the score test, the LR 
test shows that Weibull model is tenable only for the yellow yarn. 
Table 6.23: Results of the univariate LR test on yarn data 
Yarn 3 lný ln(OOiCO) 
. 
A(, ) Co. o5_ 
White 3.065 -230.43 51.421 -249.54 -251.60 4.13 
2.21 
Red 2.231 -234.87 52.548 -250.58 -252.59 4.01 
2.21 
Yellow 00 -175.32 39.091 -260.97 -260.97 
0 2.21 
6.8 Discussion 
6.7.2 Infant nutrition data 
The univariate score test 
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Bivariate analysis of the infant nutrition data in Chapter 4 showed that there exists frailty 
in the data set. This could be due to the marginal misspecification or the association 
between ages of introduction of fish and egg. Therefore, two univariate calculations were 
performed here for each food separately using univariate test. Here, the observed value 
of U(, )/v/n-(l --6/7r2) is -2.04 for fish and -3.08 for egg. The critical value at the 5% level 
of significance for n= 55 is obtained from Table 6.6 as -1-41. The results indicate that a 
model with Weibull marginals (with or without heterogeneity) is untenable here. Kimber 
(1996b) analysed the data set and made the same conclusion using the asymptotic critical 
values. 
The univariate LR test 
A(, ) was also applied to the infant nutrition data and the results are in Table 6.24. These 
confirm the findings of the score test. 
Table 6.24: Results of the univariate LR test on infant nutrition data 
Food lný ln(37ý7ý) ln(OOiý, O) A(l) CO. 05 
Fish 
Egg 
0.915 
1.042 
-14.780 
-14.925 
7.449 
6.643 
-110.64 
-128.25 
-114-34 
-132.47 
7.40 
8.45 
2.14 
2.14 
6.7.3 Fibre failure strength data 
The CK univariate score test was applied to the fibre failure strength data, having 
first removed the missing values by list-wise deletion. The null MLEs of the Weibull 
parameters are presented in Table 2.8. The corresponding 5% critical values for n= 39, 
42 and 45 were obtained from Table 6.6. The results are presented in Table 6.25. They 
show significant results only for Yj and Y3. The analysis was repeated by taking equal 
sample sizes (n = 39) for all the margins but the results were little affected. 
6.8 Discussion 
In this chapter, three tests have been presented and discussed. Expressions are provided 
for both the score test and LR test for estimating the required critical values at four 
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Table 6.25: Univariate analysis results of fibre failure strength data using The CK score test 
Variable 
- - 
n 
UN) (CO-05) 
71 42 -2-318 (-1.181) Y2 45 -1.000 (-1.209) Y3 39 -1-909 (-1.151) Y4 42 -0.531" (-1.181) 
different levels of significance when there is no censoring. With censoring. the tests can 
be applied using an approach which uses bootstrapping. Both the CK test and the LR 
test can be generalised to include covariate information. The null properties of the Cl*, L- 
score statistic were investigated in the presence of covariate information. 
Both the LR test and CK score test have good powers to detect gamma frailty and 
moreover they are robust against the misspecification of frailty. However, in the situation 
when there is censoring and all the nuisance parameters are unknown, the tests are less 
powerful, see Figure 6.4. The LR test has slightly higher power than the score test. 
However, the obvious advantage of using score test is that there is no need to specify 
the frailty distribution and estimate the frailty parameter; whereas the LR test is for a 
specific frailty distribution. Moreover, estimation of the power of the LR test through 
bootstrapping, particularly in the censored case, is very time consuming. Furthermore, 
estimation of the frailty parameter is not always easy computationally. The univariate 
PSW score test is only applicable when at least one of the Weibull parameters is known. 
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(a) Gamma frailty 
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Figure 6.4: Simulated powers of A(, ) and 0(1) for the uncensored case (based on critical 
values) and for c-1.2 (based on bootstrap samples) according to various values of 6; 
for n= 100, significance level a-. 05. 
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Some Tests for Finite Variance Frailty in 
Multivariate Weibull Lifetime Data 
7.1 Introduction 
The parametric tests that have been considered so far for multivariate lifetime data 
are based on the PSW model, where the marginals are Weibull. These tests focus on 
detecting infinite variance frailty. Crowder and Kimber [CK] (1997) derived a score 
test for testing for finite variance frailty based on Weibull mixture models, where the 
marginals are not Weibull distributed. They studied only the asymptotic properties of 
their test. Kimber (1998) derived a test statistic, essentially the sample covariance of the 
integrated hazards, based on a decomposition of CK (1997) statistic. It is likely to be 
relatively less sensitive to marginal misspecification than the original score test. Kimber 
studied the asymptotic null properties of his test in the censored and uncensored cases. 
He also studied some of its finite sample properties through simulation. The likelihood 
ratio (LR) test based on the GW model is a competing test. 
This chapter considers these three tests for p>2. They are studied for the p-variate case 
in general and simulation experiments are carried out for p=2 and 3 cases in particular. 
CK score test and Kimber's covariance test are reviewed and the corresponding LR test 
based on the GW model is derived in § 7.2. Then for the bivariate case, the finite sample 
null properties of the three test statistics are investigated in § 7.3 and the powers of the 
three tests are compared empirically for gamma frailty and other frailty. and for marginal 
misspecification in § 7.4. In § 7.5, finite sample properties of the score based tests are 
investigated when p=3. They are generalised to deal with covariate information in § 7.6. 
The performance of the tests is compared with that of the infinite variance frailty tests 
in § 7.7. Finally, examples are used for illustration in § 7.8, followed by some discussion 
ill § 7.9. 
7.2 Testing for independence 
In this section, first the score test and the covariance test are reviewed with their asyinp- 
totic properties and then the corresponding LR test statistic is derived based on the 
GW 
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7.2 Testing for independence 
model. 
7.2.1 Crowder- Kimber's (1997) score test 
151 
CK (1997) generalised their univariate score test for the multivariate case as follows. 
Suppose that a random sample yl, ---, y, of p-variate observations is available. Under 
the null hypothesis, the p components are independently distributed according to any 
suitable parametric distribution. A score test statistic for finite variance frailtY In the 
case where all the nuisance parameters are known is 
(7.1) 
where si is the sum of p integrated hazards of the basic univariate lifetime distribution 
and 1i denotes the number of uncensored components in the 1'4 observation. In the 
case of no censoring, CK (1997) show that this statistic, under the null hypothesis, has 
mean zero, variance np(p + 3)/2 and is asymptotically Normal. Large negative values 
are significant. In particular, when the basic lifetime distributions are Weibull 
p 
Si =13 E ýjylj 
j=l 
where the ýj and Oj are Weibull parameters. 
Let I U(p) denotes the corresponding score statistic where the Weibull parameters are 
replaced by their corresponding null MLEs. Then CK (1997) show that the statistic has 
the similar null properties except that the large sample variance is now 
np(p + 3) 
_ np 1+ 
62 
2 7r 
Likewise, if 0(p) is the corresponding score statistic where the Oj are known but the ýj 
are replaced by their null MLEs, then Kimber and Zhu (1998) show that the variance 
becomes 
np(p + 1) 
I) 
When there is right censoring, the variance expression in the with nuisance parameters 
cases becomes messy, see CK (1997) for details. As usual, covariate information can be 
incorporated by replacing 11 by ýjj = exp (XTOj)' for example. Clj ij 
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7.2.2 Kimber's (1998) integrated hazard covariance test 
Kimber (1998) proposed a test statistic for testing frailty in the multivariate lifetime data 
by decomposing CK (1997) score test in (7.1). In the no censoring situation, Kimber 
rewrites the statistic in (7.1) as follows: 
n- 
n (Li 
- psi + 
np(p - (7-2) 22 
Note that the sign has been changed and hence a large positive value is significant under 
this representation. Further he defines the statistic UA, where A is a non-empty subset 
of the integers between 1 and p, defined as in (7.2) but with p replaced by the dimension 
of A and si is replaced by 
si =E Hij (yij). 
jeA 
Now for the no censoring situation and when Hij is fully specified, Kimber splits up, 
without loss of generality, the bivariate score statistic (p = 2) for frailty into the sum of 
two univariate score statistics and an 'interaction' term 
U(l, 2) U(*l) + Uý2) + T(l, 2) 
where 
n 
T(1,2) = n-1 IHil(yil) - 11 
IHi2(Yi2) (7-3) 
and E7, and U(*2 are univariate versions of 7.2 based on Yj and Y2 respectively. Clearly, 
U(*, ) and U(*2) pick up frailty effects on the marginal distributions but T(1,2) is a measure 
of covariance between components on the cumulative hazard scale. Kimber proposed 
T(1,2) as a test statistic for frailty. Large positive values of the test statistic indicate the 
presence of frailty. 
The p-variate version of the test statistic in the no censoring case is 
I: T(j, k)- 
j<k 
Let T(,,..., p) denote the corresponding statistic where the parameters of the basic lifetime 
distribution are replaced by their corresponding null MLEs, where 
t(j, 
k) - (7.4) 
j<k 
Then unlike CK score test, V, 'n-t(j,..., p) has the same asymptotic null distribution as 
Vn-T(,,..., 
p). That means, they are both asymptotically normally distributed with mean 
zero and variance 
p(p - 2 
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The test statistic in the censored case 
Starting with the bivariate score statistic of CK (1997) for the case of right censoring 
and then using the same decomposition as above, Kimber obtained the censored version 
of T(1,2) as fOllOWS: 
n 
T(1,2), 
c = n-1 IHil(Yil)Hi2(Yi2) Ii2Hil(Yil) - 
IilHi2(Yi2) + lilIi2l (7-5) 
where Iij is zero if the 3th component of observation i is censored and one if it iý an 
observed lifetime. The general p-variate test statistic is 
n 
n-1 EE IHij(yij) - Iijl 
fHik(Yik) 
- Iikj (7.6) 
j<k i=l 
Under the assumption that there are no nuisance parameters and no covariate information 
is available, then it may be considered that Hij = Hj V i. Suppose also that right 
censoring occurs at a fixed value cj. Then, Kimber showed that the V/n-T(,,.. -, p), c 
is 
asymptotically normally distributed with mean zero and variance 
Var [Vn-T(l, 
,,, p), c] =E 
(1 
- e-"j e 
-dk) 
j<k 
where dj = Hj(cj). As in the case of no censoring, the asymptotic null distribution 
of Vrn-t(j, -, p), c is identical to that of V/n-T(,,..., p), c. Note that, e-dj is the population 
proportion of censored observations, under the null model, in component j, where j= 
1, ---, p. Therefore, in this special case, the variance of the test statistic can be estimated 
either by using (i) the sample proportion of censored observations for each component 
or (ii) the parametric estimated integrated hazard for each component based on the null 
MLEs. In the simulation studies of this chapter, only the second case is considered. 
More generally, if right censoring occurs when component j of observation i exceeds a 
possibly observation-specific cut-off value cij, then 
n 
Var [V, 'n-T(l, 
'*., P), C] = n-1 
EE (1 
-e -dij e-d"c) 
j<k i=l 
where dij = Hij (cij). 
In particular, if the basic lifetimes, under the null model, yij are Weibull distributed with 
parameters &j and Oj, then the test statistic is of the form 
n 
n-lEE 
J&jyj"jj 
- Iij 
I f6kYj46kk 
- lik (7-7) 
j<k i=l 
In this chapter, we investigate the finite sample properties of Kimber's covariance test 
for frailty only for the special case in (7.7) for both uncensored and uncensored cases. 
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7.2.3 The likelihood ratio (LR) test based on the GW model 
The multivariate LR test based on the GW model is 
-2 
1 In, 
c 
(00) - In, c 
(ý) II (7-8) 
where is the GW log-likelihood function. Suppose that Ii denotes the number of 
uncensored components in the ith observation of the p-variate lifetime data and Iij is one 
if the 3th component of the ith observation is uncensored and zero otherwise. Then the 
log-likelihood is 
nnnp 
ln, 
c 
(J) Ii In J- (J + Ii) in (i +L +I: I: Iijln(6+j - 
np 
Iij In (ýj Oj yiojj 
i=l j=l 
where si is the sum of Weibull integrated hazards of the p-components for the ith obser- 
vation. 
In particular for the bivariate case with censoring, the log-likelihood may be written as 
follows: 
n1n 
In, 
c 
(J) E(Iil + li2 - IilIi2) In I+ 
(Iil + Ii2 + lil + Ii2) In (1 + 
i=l 
5 
n2 
+EE Iij In (ýjOjyjojl -1) (7.9) 
i=l j=l 
where si ýjyýj and Iij is zero if yij is censored and one otherwise. 
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7.3.1 Evaluation of the rate of convergence 
The score and covariance tests 
It was reported in § 7.2 that both the score and covariance statistics are asymptotically 
normally distributed. Here, the convergence rate of the two normalised statistics to the 
standard normal limit is verified via simulation, as in § 3.6.2 for three cases: 
(1) no 
nuisance parameters [U(2) and T(1,2)] (2) only Weibull shape parameters 
known [U(2) and 
T(1,2)] and (3) all the nuisance parameters unknown 
W(2) and t(1,2)1- The results are 
presented in Tables 7.1 to 7.6. These show that, in general, the rate of convergence of 
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Table 7-1: Simulated critical values of normalised score statistic U(2)/V5-n. (No censoring and nuisance parameters are known) 
Sample Size S. E. =v, '5-n Quantiles (S. D. ) 
0.10 0.05 0.025 0.01 
20 10-00 -1.286 (0-03) -1-936 (0-05) -2-609 (0-04) -3-517 (0-09) 50 15-81 -1-293 (0.02) -1.853 (0-04) -2.393 (0-05) -3-123 (0-09) 100 22.36 -1-311 (0.02) -1-817 (0.04) -2-283 (0-03) -2-88 (0-05) 1,000 70-71 -1-310 (0.02) -1.717 (0-03) -2.081 (0.02) -2-543 (0.03) 10,000 223-61 -1.293 (0-03) * -1-664 (0.02) -1-996 (0.02) -2-370 (0-03) 00 -1.28 -1.64 -1.96 -2-33 
Table 7.2: Simulated critical values of normalised statistic V, 'n-T(1,2). (No censoring and all the nuisance parameters are known) 
Sample Size S. E. =l/vln- 
0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 0.22 1.174 (0.02) 1.689 (0.04) 2.260 (0-06) 3.069 (0.09) 
50 0.14 1.234 (0-02) 1.700 (0.02) 2.161 (0-04) 2.813 (0.07) 
100 0.10 1.277 (0.02) 1.707 (0.02) 2.134 (0-03) 2.664 (0-08) 
1,000 0.03 1.300 (0.01) 1.683 (0.03) 2.030 (0-05) 2.463 (0-03) 
10,000 0.01 1.284 (0.01) 1.653 (0-02) 1.991 (0.04) 2.373 (0.04) 
00 1.28 1.64 1.96 2.33 
Kimber's statistics is faster than that of the score statistics. The null asymptotic critical 
values may be used in both tests for large sample sizes with the presence of all nuisance 
parameters. However, if asymptotic critical values are used in small samples, then the 
score test will be slightly conservative and the covariance test will be anti-conservative. 
C Table 7.3: Simulated critical values of normalised score statistic J(2) / v3n- 
(No censoring and only shape parameters are known) 
Sample Size S. E. = vý-3-n 0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 7.75 -0-863 (0.02) -1-329 (0.01) -1-809 (0.02) -2.464 (0-06) 
50 12.25 -1-060 (0-02) -1-549 (0.02) -2.000 (0.04) -2-644 (0-06) 
100 17-32 -1.136 (0-03) -1.601 (0.01) -2.036 (0-03) -2-583 (0-03) 
1,000 54.77 -1.263 (0.02) -1.657 (0.02) -2.019 (0.03) -2.441 (0.04) 
10,000 173.21 -1.273 (0-01) -1.653 (0.02) -1.981 (0.03) -2-364 (0-03) 
00 -1.28 -1.64 -1.96 -2-33 
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Table 7-4: Simulated critical values of normalised statistic -ýRt(1,2)- (No censoring and only shape parameter is known) 
Sample Size S. E. =l/Vln- 
0. 
Quantiles (S. D, 
-05 0. ( 
1 
20 0.22 1.184 (0.02) 1.629 (0.02) 2.086 (0.03) 2.633 (0-04) 
50 0.14 1.254 (0.01ý 1.687 (0.02) 2.103 (0.04) 2.631 (0-03) 
100 0.10 1.280 (0.02) 1.704 (0-03) 2.091 (0.04) 2.553 (0-04) 
1,000 0.03 1.281 (0.01) 1.674 (0.02) 2.014 (0.03) 2.437 (0-02) 
10,000 0.01 1.281 (0.02) 1.653 (0.03) 1.969 (0.03) 2.329 (0.02) 
00 1.28 1.64 1.96 2.33 
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Table 7.5: Simulated critical values of normalised score statistic 
CT(2)/Vý3n(l 
- 
4/72). 
(No censoring and all the nuisance parameters are unknown) 
Sample Size S. E. Quantiles (S. D. 
20 5.98 -0.979 (0.02) -1.423 (0.03) -1.879 (0.04) -2-476 (0.09) 
50 9.45 -1-089 (0.02) -1-534 (0.03) -1-953 (0.04) -2.473 (0.04) 
100 13.36 -1-173 (0.01) -1-613 (0.01) -2-010 (0.03) -2.530 (0.04) 
1,000 42.25 -1.273 (0.02) -1-663 (0.02) -2-010 (0-03) -2.439 (0-03) 
10,000 133-61 -1.273 (0.02) -1-649 (0-03) -1-961 (0-03) -2-329 (0-05) 
00 -1.28 -1-64 -1-96 -2-33 
Table 7.6: Simulated critical values of normalised statistic Výn-'P(1,2)- 
S. E. =llVn- 
20 0.22 1.314 (0.03) 1.776 (0.03) 2.206(0.03) 2.733 (0-07) 
50 0.14 1.296 (0.03) 1.740 (0.04) 2.141 (0-04) 2.634 (0.01) 
100 0.10 1.300 (0.02) 1.730 (0.03) 2.127 (0.04) 2.591 (0.06) 
1000 0.03 1.300 (0.02) 1.689 (0.02) 2.036 (0-02) 2.429 (0.05) 
10,000 0.01 1.283 (0.02) 1.659 (0.02) 1.967 (0.03) 2.334 (0.05) 
00 1.28 1.64 1.96 2.33 
(No censoring and all the nuisance parameters are unknown) 
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Table 7.7: Convergence of the bivariate likelihood ratio test statistic 1', (No censoring and all the nuisance parameters are unknown) 
Sample Size Percent(7r, ) 
Gý(2) ý-- 0) 
Quantiles (S. D. ) conditional on k(2ý >0 
0.90 0.95 0.975 0.99 
50 58.57 2.56 (0-11) 3.66 (0.20) 4.83 (0-39) 6.54 (0.44 
,) 100 56.57 2.50 (0-05) 3.58 (0-09) 4. S3 (0.20) 6.29 (0.25) 
500 . 52-95 2-5, S (0.04) 3.68 (0-17) 4.90 (0.22) 6.5, S' (0-36) 
1000 51-92 2.65 (0-04) 3.75 (0-13) 4. S3 (0. (), S) 6.39 (0.31) 
10000 . 51-00 2.66 (0-07) 3.78 (0-14) 4.98 (0.2 S) 6.55 (0-32) 
00 2.71 3.84 . 5. o2 6.64 
The LR test 
To examine the applicability of the null asymptotic critical values of X2 1), simulation 
experiments as in § 6.4.1 were conducted using two independent Weibull randorn samples 
instead of one. The mean upper tail quantiles Of 'ý(2) (excluding zero values) and the 
standard deviations of the estimated quantiles are listed in Table 7.7. The second column 
lists the mean percentages of MLEs that are at the boundary ý=-: )c - The results show 
that the percentages approaches 50% as the sample size increases. The convergence rate 
of the bivariate LR statistic is faster than that of ý(I) (Table 6.4). However, compared 
to the score and covariance statistics, the bivariate LR statistic has slower convergence 
rate and use of asymptotic critical values will lead to a conservative test. 
Extension of the parameter space It was observed above that the null distribution 
of the LR test statistic is asymptotically 50 : 50 mixture of aX2 distribution and a 
probability mass at zero, see also Self and Liang (198-1). Extension of the parameter 
space by taking the frailty variance 0 (= 3) <0 may work to allow standard asymptotic 
theory to be applied, see Nielsen et al. (1992). However, the survivor function of the GW 
mixture distribution is only valid for 0> where s is the sum of integrated %Veibull 
hazards. Therefore, the estimate of the frailty variance 0 was allowed to be negative i. e 
0> Simulation experiments were performed for o. = 50 and 500 for the nuisance 
parameters known case. The results are presented in Table 7.8 with the corresponding 
results for 0>0 and the corresponding asymptotic chi-square quantiles. The results 
show that extending the parameter space little improves the convergence rate and Nkill 
not here be pursued further. 
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Table 7-8: Convergence of the bivariate likelihood ratio test statistic A(2)- (No censoring and all the nuisance parameters are known) 
Sample size Frailty Quantiles (S. D. ) 
variance 0.90 0.95 0.975 0.99 
50 0>01.23 (0-03) 2.16 (0-03) 3.18 (0-08) 4.70 (0.19) 
0>-1.23 (0.04) 2.21 (0-04) 3.27(0.09) 4.71 (0-15) 
500 0>01.48(0.04) 2.50(0.03) 3.57(0.06) 5.03 (0.14) 
0>1.49 (0-03), 2.54 (0-05) 3.66 (0.09) 5.17(0.12) 
00 1.64 2.71 3.84 5.41 
's denotes sum of integrated hazards 
Table 7.9: Estimated expressions for calculating the standardised critical values of 
U(2)/v/-3-n when only shape parameters are known. 
Statistic a Expression R-S D- 
U(2) / On 0-10 
-1-289641 + 0.9066437/Vn + 4.857931/n 0.0116 
0.05 -1-653376 - 0.4791233/Vn + 8.760992/n 0.0116 
0.025 -1-961855 - 2.2267270/v/-n + 13.13034/n 0.0164 
0.01 -2.323664 - 4.6518430/ , 
/-n + 17-61447/n 0.0232 
Estimated residual standard deviation 
7.3.2 Estimation of critical values 
Obviously, the asymptotic approximation is poor for smaller sample sizes. Therefore, 
ten, five, two and half and one percent standardised critical values were estimated for 
two cases: only Weibull shape parameters are known and all the Weibull parameters are 
unknown. In the shape parameters known case, the critical values were estimated for 76 
different values of n while in the all nuisance parameters unknown case for 50 different 
values. The sample size n varied from 20 to 10,000. For the LR test, critical values were 
estimated only for the all nuisance parameters unknown case. For the covariance test, 
critical values were estimated only for the shape parameters known case; the all Weibull 
parameters unknown case was given in Kimber (1998) and the results are reproduced 
here for comparison. The generation of critical values was as in § 7.3.1. The estimated 
critical values were then smoothed by regression analysis. 
The fitted models for the two cases of the score statistic are presented in Tables 7.9 and 
7.10 respectively. The fitted models axe also plotted with the corresponding data points 
in Figures 7.1 and 7.2. For covariance test, fitted regression lines are presented in Table 
7.11 and plotted in Figure 7.3. Similarly for the LR test, the fitted regression models are 
presented in Table 7.13 and plotted in Figure 7.4. 
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Figure 7.1: Estimated standardised critical values of bivariate score test statistic 
U(2) / v/-3-n with superimposed fit of the equation 
CO, 
= ao + al / VIn- + a2 /n. 
Table 7.10: Estimated expressions for calculating the standardised critical values of 
U(2)/V3n(i 
- 
4/7r2 )when all the nuisance parameters are unknown. 
Statistic a Expression RSD' 
U(2)/Vý3n(l - 4/7r2) 0.10 -1.272952 + 11-59242/n - 114.8395/n2 0.0289 
0.05 -1-664733 + 7.518402/n - 50.96902/n2 0.0354 
0.025 -1.899422 - 2-508696/, ýn- + 4.332835/Vn- 0.0479 
0.01 -2.233192 - 3.658952/, ýYn- + 5.091694/Vn- 0.0764 
Estimated residual standard deviation 
Table 7.11: Estimated expressions for calculating the standardised critical values of 
V'nT(1,2) when only shape parameters are known. 
Statistic a Expression RSD' 
0-10 1.288999 + 0.133734/, Vfn- - 2.918941/n 0.0116 
0.05 1.648007 + 1.034644/.,, /n- - 5.296398/n 0.0116 
0.025 1.959700 + 2.052880/v/-n - 7.248303/n 0.0164 
0.01 2.317325 + 3.716186/v/-n - 9.834718/n 0.0164 
Estimated residual standard deviation 
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Figure 7.2: Estimated standardised critical values of bivariate score test statistic 
U(2)/., /3n(l - 4/7r2) with superimposed fitted curves. 
Table 7.12: Estimated expressions for calculating the standardised critical values of 
V/n-t(1,2) when all Weibull parameters are unknown. 
Statistic a Expression 
0-10 1.2816 + 0-2/, ý, fn-- 
0.05 1.6449 + 0.96/, V/-n- - 1.77/n 
0.01 2.3263 + 3.26/, ý/-n- - 7.32/n 
source: Kimber (1998) 
Table 7.13: Estimated expressions for calculating the standardised critical values of A(2) 
when all the nuisance parameters are unknown. 
Statistic a Expression RSDl 
A(2) 0.10 1.623583 - 4.096329/, %/-n- + 7.720959/n 0.0353 
0.05 2.658640 - 4.709712/vrn- + 9.215428/n 0.0540 
0.025 3.783557 - 5.083946/v/-n + 9.954248/n 0.0935 
0.01 5.546747 - 5.739684/rn + 5.645571/V-n 0.1581 
' Estimated residual standard deviation 
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Figure 7.3: Estimated standardised critical values of covariance statistic VTIT(1,2) with 
superimposed fit of the equation C,,, = ao + a, /., /n- + a2/n. 
7.4 Power study: bivariate case 
A bootstrap approach, which was suggested in the Chapter 4 as a solution to the problem 
of testing for frailty in the censored case in the presence of nuisance parameters, is con- 
sidered in this section. Before comparing the powers of the three tests, an investigation 
is also made to see the appropriateness of the use of (uncensored) critical values in this 
situation by comparing the power functions under these two approaches. 
7.4.1 Checking the appropriateness of the critical value approach in 
the censored case with nuisance parameters 
To verify the appropriateness of the usual critical value approach in the case of censoring 
in the presence of nuisance parameters, a simulation experiment was conducted based 
on a random sample of size 50 for gamma frailty with shape parameter 6 with 2000 
replications, using two approaches: (a) bootstrapping (b) using estimated uncensored 
critical values. B= 200 bootstrap samples were used. To generate right censoring, 
observations were censored at cl ý C2 = 1.8 to give on an average at least 30"/o of 
pairs censored in at least one component. All the estimated powers were based on the 
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Figure 7-4: Estimated critical values of the bivariate LR test statistic A(2) with super- 
imposed fitted curve. 
same sample to make the results directly comparable. The results are plotted in Figure 
7.5. Clearly, both the score test and the covariance test will be conservative when the 
uncensored critical values are used. Therefore, the bootstrap approach is very useful in 
this situation. 
7.4.2 Power comparisons 
In this subsection simulations were performed to investigate the powers of the tests 
based on the bivariate GW model. The powers of the tests were estimated first for the 
gamma frailty and then for positive stable and log-normal frailty. Finally power was 
also estimated for the case where there is no association between components but the 
marginal distributions have been misspecified. All the powers were estimated both for 
the uncensored case and with fixed right censoring. The power study was similar to that 
of the infinite variance frailty tests in § 4.4 . 
The censoring cut-off values were cl = c2 = 2.97, CI = C2 = 1.8 and cl = 1.2, C2 = 00- 
This scheme introduces censoring as described in Table 4.3. As before, in both censored 
and uncensored situations, three cases were considered. These are: case 1: no nuisance 
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Figure 7.5: Plots of power functions at the 5% level of significance for Gamma(6,6) 
frailty with n= 50 based on 2000 replications. Based on bootstrap quantiles (B - 
200 and c, -:: -- C2 - 1-8: solid line) and uncensored critical value (dotted line). 
parameters, case 2: only Weibull shape parameters known and case 3: all Weibull param- 
eters unknown. Unless specified otherwise, all the power figures in the censored situation 
are obtained through bootstrapping and in the uncensored situation based on critical 
values from § 7.3. In the uncensored situation., both approaches were considered in some 
cases for comparison. Simulation of the LR test is very time consuming and hence only 
case 3, the most useftil case, is considered here. 
As before, all the simulated powers of the test statistics under the same conditions (for the 
same sample size and same type of frailty) were estimated based on the same data sets. 
to make the results directly comparable. All the simulations were performed generally 
for 71 = 20,50 and 100 using 2,000 replications. In the case of bootstrapping, B= 200 
bootstrap samples were used throughout. 
10 15 10 15 
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Table 7.14: Estimated powers MO) Of U(2) and T(1,2) at the 5% significance level for 
Gamma(6, J) frailty. [Bold figures indicate the higher powers (based on critical values) 
for the two tests. C. 05 denotes that the power is based on critical values and B. 05 denotes 
that the power is based on bootstrapping]. 
(No censoring and no nuisance parameters) 
n 5 0.5 1 2 4 8 16 50 
20 U(2) CO-05 100,00 99.40 91.60 64.60 34.60 17.75 7.20 
Bo. o5 100.00 99.40 91.35 64-05 34.710 17.65 7.65 
T(1,2) CO. 
05 100-00 96.45 80-10 49.20 24.30 13.10 7.80 
B0.05 100.00 96.50 79.90 48-60 24.55 12.60 7.10 
50 U(2) CO. 05 100-00 100*00 99.65 91.50 55.15 26.45 10.20 
B0.05 100.00 100-00 99-70 91-50 55.05 26.60 10.45 
T(1,2) CO. 05 100-00 99.95 97.35 73.90 37.20 17-80 9.15 
Bo. 05 100-00 99.95 97.25 72.80 36.30 17.20 9.25 
100 U(2) CO. 05 100.00 100.00 100.00 99.25 77.25 39.05 12.30 
Bo. 05 100-00 100.00 100.00 99.40 78.65 40.60 13.80 
2) 
CO-05 T(1 100-00 100-00 99.70 89.70 53-70 25.20 10.35 
, 
Bo. o, 5 100.00 100.00 99.70 89.20 52-75 24.35 9.70 
Power in the presence of Gamma(6, J) frailty 
No censoring The estimated powers of the three tests for the three cases with various 
combinations of 6 and n are presented in Tables 7.14 to 7.16. The powers of the tests 
are little affected by bootstrapping being used in place of the pre-determined critical 
values. Replacement of the nuisance parameters in the test statistics with their null 
MLEs reduces the power of the tests for gamma frailty. The LR test has the 
highest 
power as expected. Also, the score test has higher power than the covariance test 
in all 
the three cases. The relationships of the powers of the three tests are: 
ou(j) 
13T(j) I 
ou (J) > AT (b) I 
OU (6) : ý' 'OT 
With censoring The estimated powers (through 
bootstrapping) of the three tests for 
the three cases are presented in Tables 7.17,7.18 and 7.19 respectively. 
An the results 
show that the censoring reduces the powers of the tests, as expected. 
Like the infinite 
variance frailty tests, the effect of censoring on the power reduces 
as the number of 
unknown nuisance parameters increases. 
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Table 7.15: Estimated powers M of 0(2) and i; (1,2) at the 5% significance level for Gamma(J, J) frailty. [Bold figures indicate the higher powers (based on critical values) for the two tests. C. o5 denotes that the power is based on critical values and B. 05 denotes that the power is based on bootstrapping]. 
(No censoring, only ýj parameters are unknown) 
n 0.5 1.0 2.0 4.0 8.0 16.0 50.0 
2u U(2) C0.05 100.00 97.35 79.95 45.80 23.45 12-10 6.70 
Bo. o5 99-95 96-85 78.60 46.25 22.00 12.25 6.15 
T(1,2) C0.05 97-30 86.00 61.00 34.05 18.45 10-30 6.25 
Bo. o, 5 97.15 85-80 61-10 34.00 17-85 10-65 6.35 
50 U(2) CO. 05 100-00 100-00 98.25 77-40 41-45 19.40 8.85 
Bo. o5 100.00 99-95 98.20 77-45 41.20 19-05 8.85 
T(1,2) CO. 
05 99-80 98-85 87.90 57-15 27.85 14.40 8.65 
Bo-05 99-80 98.75 87.45 56-70 27.10 14.15 8.90 
100 U(2) CO. 
05 100-00 100-00 100-00 95.80 62.05 29.75 11.20 
Bom 100-00 100.00 99.90 95.20 61.10 29.25 10-80 
T(1,2) CO. 05 100-00 99-95 97.70 76-60 41.90 19.15 9.40 
Bo. o, 5 100-00 99-95 97.70 75.90 41.35 19.30 9.05 
Table 7.16: Estimated powers M Of &(2)7 i4(1,2) and 1ý(2) at the 5% significance level for 
Gamma(J, J) frailty. [Bold figures indicate the highest powers (based on critical values) 
among the three tests. C. o5 denotes that the power is based on critical values and B. o5 
denotes that the power is based on bootstrapping]. 
(No censoring, all the nuisance parameters are unknown) 
n 6 0.5 1.0 2.0 4.0 8.0 16.0 50.0 
20 CT(2) CO. 05 97-95 85-80 56-55 28-95 16-55 11.00 6.15 
Bo. o5 98-10 85.20 56.15 29-80 16-30 11.30 6.15 A 
T(1,2) CO-05 96.80 80.05 49.95 25-65 14.40 9.80 6.30 
Bo. o5 96-95 79-65 50-50 26.40 14-50 10-05 6.10 
(2) CO. 05 99-65 90-40 62.20 31.40 18.50 11.10 6.45 
50 6r(2) CO. 05 100-00 99-65 90.45 56.15 27-35 12-60 7.00 
Bo. o, 5 100.00 99.60 90.10 55.20 27-55 13-10 6.80 
T(1,2) CO. 05 100-00 97.65 82-35 47.55 23.30 11.40 7.25 
Bo. os 100.00 97-50 81.70 46.80 23-30 12.10 6.75 
ý1(2) CO. O. 5 100.00 99.95 92.20 58.60 27.90 15.20 7.65 
100 U(2) C0.0's 100.00 100.00 99.00 81-50 43-35 20-05 7.95 
Bo. 05 100.00 100.00 98-95 81-35 43.40 19-95 8.35 
T(1,2) CO. 05 100.00 99.95 96-35 69.80 35.85 15.95 8.10 
Bo. 05 100.00 99.95 96.20 69.80 35-50 15-95 8.40 
ý1(2) CO-05 100-00 100-00 99.50 83.05 44.75 20.25 8.65 
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Table 7.17: Estimated powers (%) (through bootstrapping) Of U(2),, and T(j, 2), c for three cases at the 5% level of significance, for Gamma(6,6) frailty. [Bold figures indicate the 
higher powers for the two tests]. 
(With censoring, all the nuisance parameters are known) 
n6 
Cl ý= C2 = 2.97 
U(2), 
c 
T(l, 
2), c 
Cl = C2 = 1.8 
U(2), 
c 
T(l, 
2), c 
cl = 1.2, C2 = 00 
U(2), 
c 
T(I, 2), c 
20 0.5 99-95 78.10 96.30 54.15 100.00 67.25 
1 93.70 45.95 71.90 26-55 97.00 49-10 
2 67.65 26.40 41-95 15-85 75.60 30-90 
4 34-40 14.90 20.65 10.25 44.85 16.50 
8 17-65 9.45 10-90 6.40 21-90 8.80 
16 10.05 7.40 8.30 6.10 11.95 6.80 
50 6.60 5.65 5.95 5.60 6.60 5.65 
50 0.5 100.00 93-70 100.00 74.90 100.00 68-45 
1 99.90 63.35 96.95 38.20 100.00 60-10 
2 94.65 33-90 71.25 20.00 96.45 37-95 
4 58.35 16-55 33.40 9.75 70.30 19-55 
8 27.35 9.20 15.50 6.30 33-95 10.25 
16 14.30 7.20 9.80 6.00 17.15 7.60 
50 7.00 5.80 7.30 5.95 8.20 5.95 
100 0.5 100.00 99.50 100.00 91-35 100.00 68-05 
1 100.00 81.10 100.00 50-85 100.00 65-85 
2 99.90 41-75 92.20 22.45 99.95 45.40 
4 83.65 17.90 54.30 11.25 88.95 21.55 
8 43.55 10.25 24.60 7.30 51.40 11.75 
16 17.70 7.70 12.65 6.45 23.55 8.05 
50 7.40 5.65 7.95 5.40 9.90 5.30 
Both score test and covariance test have higher power when the censoring occurs in one 
component of the pair than in one/both components in all the three cases for gamma 
frailty. 
Power in the presence of other frailty 
No censoring Simulations were carried out for the cases 2 and 3 for finite variance 
log-normal frailty with mean one and variance 1/J. Only the score test and covariance 
test were considered. The results are presented in Table 7.20. Here, the results are as 
with gamma frailty except that the powers of both tests are reduced as a function of 6-1. 
Then the simulations were also carried out for misspecified infinite variance positive 
stable frailty. The estimated powers of the tests for cases 2 and 3 are presented in Tables 
7.21 and 7.22. In this case 0(2) still has higher power than 
i; (1,2). However, in the all 
nuisance parameters unknown case, the relationship of the empirical powers is broadly 
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T Table 7.18: Estimated powers (%) (through bootstrapping) of and T(1,2), c 
for three 
cases at the 5% level of significance, for Gamma(6, J) frailty, for sample size n. [Bold 
figures indicate the higher powers for the two tests] - 
(With censoring, only ýj parameters are unknown) 
n Cl -== 
C2 = 2.97 
L'ý(2), 
c 
T(l, 
2), c 
20 0.5 97.80 94.50 
1 87.70 77.60 
2 62.55 51.30 
4 32.45 28.30 
8 16.50 15.25 
16 11.00 10.20 
50 5.00 5.60 
cl- = C., 1.8 
L (2), , 
T(l, 
2), 
92.55 8-1.95 
73-00 66-55 
46-80 39.10 
23.10 21.15 
12.60 12.55 
9.20 8.80 
5.65 5.90 
cl = 1.2, c., = Dc 
U(l), c 
T(l, 
2). 
99.60 98.15 
91-60 83.90 
67.00 56-65 
34.45 28.15 
18.30 14.90 
10.00 8.70 
5.75 5.80 
50 0.5 100.00 99-95 99.90 99.70 100.00 99-85 
1 99.65 98-05 97.95 95-00 99-85 98.30 
2 91.05 81.10 79.35 68.85 92-85 80-85 
4 58.70 44.85 41.60 33.45 60.35 45.15 
8 27.90 21.60 20.90 18.15 31-05 21-1.5 
16 14.25 12.15 11.35 11.25 14.70 12-40 
50 8.05 8.55 7.70 7.45 8.25 7.65 
100 0.5 100.00 100-00 100.00 100-00 100.00 100-00 
1 100.00 100-00 99.95 99.75 100.00 99.85 
2 99.55 96-65 96.90 91.55 99.60 94.65 
4 84.00 66.40 66.40 55.95 85.40 65.20 
8 43.75 33.60 31.15 26.35 46.45 31-25 
16 19.80 15.65 15.00 13.90 21.10 14-60 
50 9.35 8.70 8.70 7.60 8.65 S. 30 
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Table 7.19: Estimated powers (%) (based on bootstrap values) of 0,2),, and t(1,2), c for 
three cases at the 5% level of significance, for Gamma(6,6) frailty, for sample size it. 
(With censoring, all the nuisance parameters are unknown) 
n 
Cl = C2 = 2.97 
U(2), 
c 
T(l, 2), c 
Cl = C2 = 
U(2), 
c 
1-8 
T(1, 
'2), c 
Cl = l-2ý C2 
C-(2), 
c 
= ')0 
T( l, 2), c 
20 0.5 86.40 90.00 82.75 84.80 3 1.9 0 82.0,5 
1 67.55 70.45 57.90 61.10 72-45 69.85 
2 42.70 41.85 32.85 33.95 43.55 39.80 
4 22.20 21.75 17.40 18.55 21.5. -3 20.2,5 
8 13.35 13.10 11.15 11-35 12.65 12.70 
16 8.95 8.90 6.85 7.15 7.45 7.50 
50 6.80 6.05 5.75 5.70 5.90 5.80 
50 0.5 99.95 100.00 99.70 99.45 100.00 100.00 
1 97.85 96.40 94.55 93.45 97.85 95.65 
2 78.50 74.10 66.95 63.05 78. -1,5 70.95 
4 43.60 39.95 35.00 32.35 45.15 37.05 
8 22.35 20.10 16.30 15.30 19.75 16.70 
16 11.85 11.65 10.55 9.85 11.50 9.95 
50 6.00 6.15 7.95 6.40 6.80 6.30 
100 0.5 100.00 100-00 100.00 100-00 100.00 100-00 
1 99-95 99.95 99.80 99.75 100.00 99.95 
1-) 96-85 94.95 90.10 87.80 96-85 93.65 
4 66-50 60.40 55-35 50.75 66-80 56-75 
8 33.45 29.70 24.55 22-65 32-05 24.60 
16 17.30 16.15 12.45 12.65 15-85 14.00 
50 7.80 7.60 7.40 8.15 9.10 8.05 
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Table 7.20: Estimated powers (%) of the score test and the covariance test at the 17), ýýc 
significance level for log-normal frailty with mean one and variance I/J, based on critical 
values. [Bold figures indicate the higher powers for the two tests]. 
(No censoring) 
n 0.5 124S 16 50 
20 U(2) 98.45 88.75 63-05 38.20 20.50 11.20 6.90 
T(1,2) 86.55 69-15 46.90 26-95 15.25 9.15 6.20 
L, - (2) 79-25 60.15 39.30 23-85 12.70 9.25 6.10 
T(1,2) 77-75 56.30 36.00 21-50 11-20 8.85 6.05 
50 C(2) 100-00 99.70 92.45 65.60 33.50 17.75 7.45 
T(1,2) 97.80 91.50 72.55 44.45 22.70 14.20 6.95 
U(2) 98-95 92.75 69-10 42.40 22.95 13.75 7.20 
T(1,2) 98.20 871.30 60.25 3.5-45 18-85 11.40 7.15 
100 (J(2) 100.00 100.00 99.60 88.60 53.60 24.95 9.60 
T(1,2) 99-90 99.00 90.50 64.00 34.90 17.50 7.65 
0(2) 100-00 99.70 92.35 65.75 36.65 18.50 9.00 
t(1,2) 100-00 98.70 85.45 55.20 29.95 15.80 7.70 
as follows: 
OT > 0-ý (v) > Ou M. 
Unlike in the case of gamma frailty, the LR test does not have the highest power for this 
form of misspecified frailty. On the other hand, the covariance test is more robust than 
the other two against misspecified infinite variance frailty. 
With censoring Estimated powers of the two tests for misspecified positive stable 
frailty with censoring are presented in Tables 7.23 and 7.24. The results show that iii 
the case of misspecified positive stable frailty, censoring increases the power of both tests 
when all the nuisance parameters are unknown. 
7.4.3 Power in the case of marginal misspecification 
The multivariate tests considered in this chapter are designed to test for finite variance 
frailty. In this situation, unlike with infinite variance frailty, when there is no association 
between the components but the marginal distributions have been misspecified, then the 
tests may be affected. In order to investigate this, a simulation study was performed 
where the model used involved univariate Burr marginals and independent conipolieiits 
for the three cases and including right censoring. The results for the score test and 
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Table 7.21: Estimated powers M Of CT(2) and i; (1,2) at the 5% significance level for PS(v) frailty. [Bold figures indicate the higher powers (based on critical values) for the two tests. C. o5 denotes that the power is based on critical values and B. o5 denotes that the power is based on bootstrapping]. 
(No censoring, only ýj parameters are unknown) 
nv 0.50 0.60 0.70 0.80 0.90 0.95 0.99 1.00 
20 U(2) CO-05 99-55 93.70 79.65 48.90 20-85 10-80 5.25 5.75 
Bo. 05 99.35 93.10 78-55 47.90 20-35 10-05 5.05 5.65 
T(1,2) CO-05 86-00 73.45 55.80 33-55 14-60 8.50 5.25 4.95 
Bo. 05 86-00 72-85 55.70 33-00 14-70 8.40 4.70 5.35 
50 CT(2) CO-05 100-00 99-95 97.60 79.65 34.25 15.20 6.20 4.95 
Bo. 05 100-00 99-90 97-60 79.05 33.85 14.40 5.80 4.95 
T(1,2) CO. 
05 98.40 94.25 79.75 53.00 22.80 11.65 6.45 4.40 
Bo-05 98.40 93.95 78.65 52.40 22.60 11-30 5.90 4.60 
100 Cr(2) CO-05 100-00 100-00 100.00 96-95 55.85 21.40 8.40 4.70 
Bo. o5 100-00 100-00 100.00 96.20 54-30 21.15 8.30 4.40 
T(1,2) CO-05 99-90 99-50 94.45 73.00 33.25 13-70 6.85 4.50 
Bo. o, 5 99.90 99.40 94.35 72-75 32.55 12.90 6.90 4.40 
Table 7.22: Estimated powers M Of &(2)7 i4(1,2) and ý(2) at the 5% significance level for 
PS(v) frailty. [Bold figures indicate the highest powers (based on critical values) among 
the three tests. C. 05 denotes that the power is based on critical values and B. o5 denotes 
that the power is based on bootstrapping]- 
(No censoring, all the nuisance parameters are unknown) 
n v 0.50 0.60 0.70 0.80 0.90 0.95 0.99 1.00 
20 Cr(2) CO. 05 53.45 40.25 26.90 14-65 10-40 5.40 5.75 4.45 
Bom 54.15 39.70 27.25 14.70 9.90 5.50 6.10 4.95 
T(1,2) C0.05 75-50 58-05 34.90 19-10 11-35 5.95 5.80 4.30 
Bo. o5 74.70 57-30 34.25 19-60 11.40 6.65 5.70 4.50 
A(2) CO. 05 79-50 57.25 38-15 21.90 12.30 7.45 5.00 4.95 
50 U(2) CO. 05 87-85 70-55 48-80 26.65 12-70 7.20 5.25 4.75 
Bo. o5 87.15 67.90 47-90 26.15 12-80 7.15 5.20 4.80 
2) 
T(1 CO-05 98.95 90.35 68.85 38.05 17.70 8.85 4.70 4.40 
, 
Bo. o5 98.95 89.60 67-90 37.80 17.45 9.40 4.80 4.05 
A(2) CO-05 96.00 87.15 63.25 36-95 14.75 10.35 4.75 5.20 
100 CT(2) CO-05 99.00 93-25 71-00 42.35 17.40 9.05 6.10 4.80 
Bo. o. 5 99.00 92-95 70.00 41-95 17.40 9.15 6.25 5.30 
T(1,2) CO-05 100.00 99.55 92-35 63.05 25.45 11-05 6.50 4.75 
Bom 100.00 99.50 91.80 62-10 25-35 11-70 6.70 4.60 
A(2) CO. 05 100.00 98.10 86.50 52.50 19-65 10.45 6.30 5.15 
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Table 7.23: Estimated powers (%) (through bootstrapping) of U, 2),, and T(1.2), c for three cases at the 5% level of significance, for PS(v) frailty, for sample size n. [Bold figures indicate the higher powers for the two tests]. 
(With censoring, only ýj parameters are unknown) 
n v 
Cl ý C2 = 
CT(2), 
c 
2.9 7 
i; 
(I, 2), c 
Cl = C2 = 
U(I) 
1-8 
T(l, 
2), c 
cl = 1.2, c., 
U(2), 
c 
= ix 
T(l, 
2), c 
20 0.50 98.50 90-75 98-05 92.15 97.65 89-05 
0.60 90-80 76-10 89.00 76-30 89.50 75-95 
0.70 74.05 55.00 71-70 55-30 71.15 57-80 
0.80 45.15 32.35 42.95 30.45 41.90 33.20 
0.90 18.15 14.20 18.40 14-55 18-05 15-85 
0.95 9.65 9.65 9.10 8.85 9.60 8.85 
0.99 5.20 5.10 5.65 5.85 5.65 5-35 
1.00 5.85 5.45 5.40 5.60 4.50 5.00 
50 0.50 100.00 99.85 100.00 99-95 100.00 99.40 
0.60 99.95 96.90 99.75 97.10 99.95 95-75 
0.70 95.95 81.45 95.70 82.60 95.35 82.00 
0.80 77.50 53.20 74.60 54.80 71.90 56.60 
0.90 33.90 22.35 30.30 21.10 29.65 22-75 
0.95 14.00 9.1-0 14.30 10.50 12.90 11.20 
0.99 5.85 6.10 5.75 6.15 6.30 6.15 
1.00 5.60 4.50 5.05 4.80 5.35 4.35 
100 0.50 100.00 100-00 100.00 100-00 100.00 100.00 
0.60 100.00 99-95 100.00 99.95 100-00 99.85 
0-70 99.95 96-55 99.90 97.45 99-85 96-50 
0.80 95.75 74.90 93.95 75-70 93.50 75-05 
0.90 53.30 31-80 52.10 32.75 46.75 33-65 
0.95 21.40 14.65 21.00 14.30 19.00 13-35 
0.99 7.70 6.55 7.90 6.05 8.85 8.05 
1.00 4.30 5.05 4.70 4.50 4.35 5,2() 
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Table 7.24: Estimated powers (%) (through bootstrapping) of 6r (2),, and 
t(l, 
2 ,, 
for t liree 
cases at the 5% level of significance, for PS(v) frailty, for sample size n. [Bold figures 
indicate the highest powers among the three tests]. 
(With censoring, all the nuisance parameters are unknown) 
Cl = C2 = 2.97 
U(2), 
c 
T(l, 
2), c 
Cl = C2 
ý'(2), 
c 
= 1-8 
t(l, 
2), c 
cl 1.2, C2 
(2), c 
= --*'ý-- 
tý 
1,2), c 
20 0.50 69-55 81.25 75-10 82.55 60-35 83.40 
0.60 50.20 58.15 5 7-50 64-15 4 1.5 0 60.70 
0.70 34.25 41.40 37.60 42.00 28-55 41.50 
0.80 18-05 22.65 19.05 22.50 16-30 21.35 
0.90 10-80 12.00 9.95 10.70 9.25 11-05 
0.95 7.50 7.75 8.00 8.45 7.15 7.70 
0.99 6.25 5.45 3.90 4.20 5.75 5.90 
1.00 5.00 4.8.5 5.00 5.50 4.90 4.85 
50 0.50 97.65 99.55 98.90 99.50 93-30 99.70 
0.60 88-10 94.30 91.10 94.65 80.45 95.30 
0.70 63-90 72.60 72.35 78.25 53-85 74-45 
0.80 36.25 42.45 41.40 46.20 31.05 44.80 
0.90 13.75 16.95 16-70 17.75 14.15 18.55 
0.95 8.60 9.75 8.95 10.00 8.05 10-00 
0.99 6.15 5.85 5.70 5.70 5.65 6.05 
1.00 4.40 4.80 4.40 5-15 4.50 4.40 
100 0.50 100-00 100-00 100.00 100-00 99-85 100-00 
0.60 98.90 99.90 99-70 99-90 9 7-20 99.70 
0.70 89.85 96.10 94.60 97.30 82-92 95.05 
0.80 56.30 66-60 67.00 71.80 49.10 69.40 
0.90 22.20 25.20 24.75 27.95 19.80 28.90 
0.95 11.05 11.85 13.00 13.70 10-55 13-05 
0.99 6.20 5.75 6.70 6.25 6.35 6.30 
1.00 4.40 4.50 4.35 5.00 4.50 4.60 
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covariance test are presented in Table 7.25 for three sample sizes. Corresponding results 
for the LR test were obtained onlY for case 3 with sample size 50 and are presented in 
Table 7.26. 
Usually, finite variance frailty tests try to detect (1) marginal departures from the Weibull 
assumption and (2) association between the components. Table 7.25 shows that the test 
T(1,2) is insensitive to the marginal misspecification as the test statistic is derived only 
based on the association part of the original score function. On the other hand, the score 
test and the LR test are both sensitive to marginal misspecification. 
7.5 Finite sample properties: trivariate case 
7.5.1 Convergence 
Simulation experiments as in § 7.3.1 were also performed for the trivariate case (p = 3). 
The simulation results of the score test and covariance test are presented in Tables 7.27 
and 7.28 respectively. The convergence rate for p=3 is faster than for p=2 for both 
statistics. However, like as in the bivaxiate case, the score test will be conservative and 
the covariance test will be anti-conservative (at least at the 5% level) when asymptotic 
critical values are used with small sample sizes. 
7.5.2 Critical values 
To avoid small sample problems, similar simulation experiments, as in the bivariate 
case, were conducted to estimate the normalised critical values of the score statistic and 
the covariance statistic for the case where all the nuisance parameters are unknown. 
Selected quantiles were estimated for 50 different values of n between 20 to 10,000. The 
estimated critical values were then smoothed by regression analysis and the fitted models 
are presented in Tables 7.29 and 7.30 respectively. 
7.5.3 Powers 
Simulations, as in § 7.4.2, were performed when p=3 both for gamma frailty and 
misspecified positive stable frailty with n= 20,50 and 100. The results are presented 
in 
Tables 7.31 and 7.32. The powers of the tests are higher when p=3 than when p=2. 
As in the bivariate case, U(3) has higher power than T(1,2,3) for gamma frailty and lower 
power when the frailty is misspecified. 
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Table 7.25: Estimated powers (%) of the bivariate score test and the bivariate covari- 
ance test at the 5% level of significance, for the uncorrelated bivariate model with burr 
marginals, each with Gamma(J, J) frailty, for sample size n. 
lN. P. Jn= 20 n= 50 n= 100 U(2) T(l, 2) U(2) T(l, 2) U(2) T(l, 2) 
None 0.5 100-00 78.95 100-00 83-80 100.00 86.95 
1 99.60 63.10 100-00 77-80' 100.00 83-75 
2 92.10 42.40 99.75 51-85 100-00 64-30 
4 63.80 22.45 88.50 28-25 98-05 33-10 
8 29.15 11.20 52.00 16-05 71.45 15-80 
16 15.25 8.55 23.15 9.15 34.05 9.80 
50 7.70 6.00 8.90 6.20 11-30 5.85 
0.5 99.80 16.45 100.00 12.05 100.00 10-70 
1 94.65 18.50 100-00 19-00 100.00 19.20 
2 66.60 16.25 94.85 16-50 99-80 19-00 
4 34.55 11.20 60-00 11.30 83.45 13-50 
8 14.80 6.85 28.20 10.25 44-50 8.35 
16 9.15 5.90 13.20 6.60 19-80 6.75 
50 6.15 4.95 7.05 4.85 9.00 5.40 
ý70 0.5 56.50 10-90 96-30 13.50 100.00 15.30 
1 36.70 9.85 79.95 12-00 98.20 12.85 
2 21.05 8.45 47-80 9.45 75-60 10.25 
4 10.80 5.95 22.50 7.60 37-95 6.90 
8 7.20 5.00 11.25 5.95 17-05 5.25 
16 5.75 5.35 7.60 5.35 9.35 5.35 
50 5.30 5.25 5.00 4.55 6.95 5.20 
2ý, 0.5 7.00 5.65 7.60 4.70 11-05 4.95 
1 7.35 5.50 9.00 5.40 10.15 5.10 
2 6.00 5.25 7.65 5.70 9.40 5.70 
4 5.15 5.15 5.55 4.05 7.15 4.70 
8 5.80 5.65 5.00 4.95 6.55 5.40 
16 5.75 5.35 5.15 5.70 5.80 4.40 
50 5.00 5.15 4.35 4.50 5.40 4.85 
3C7 0.5 39.35 10.15 70.60 14-50 98.35 16.50 
1 24.55 8.65 55-95 11-00 85.40 12.65 
2 15.20 7.20 31.85 8.55 55.00 9.95 
4 9.05 6.00 15.95 6.25 24-55 6.60 
8 7.10 5.50 9.70 6.35 14.15 5.40 
16 6.00 4.85 6.75 4.60 7.70 6.30 
50 5.00 4.95 5.10 4.20 5.30 4.85 
' Unknown nuisance parameters 
'Right censored at ci = C2 = 1.8 and the power figures are 
based on bootstrap quantiles 
'Right censored at ci = 1.2, C2 = oo and the power figures are 
based on bootstrap quantiles 
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Table 7.26: Estimated power (%) of the bivariate LR test statistic '&(2) at the 5% level of significance for uncorrelated bivariate model with Burr marginals. each with Gamma(J, J) frailty, based on critical values. 
(No censoring and marginal parameters are unknown) 
n&0.5 1248 16 50 
50 A(2) 97.85 85-60 48-05 23.05 12.10 7.90 5.90 
Table 7.27: Simulated critical values of normalised statistic 
6r(3)/V/6-n(1 --3/7r2). 
(No censoring and all the nuisance parameters are unknown) 
Sample Size 
U. lu U-U5 0.025 0.01 
20 9.14 -1.029 (0.02) -1.471 (0.03) -1.909 (0.04) -2.460 (0.05) 50 14.45 -1.124 (0.02) -1-561 (0.02) -1.969 (0.03) -2.483 (0-05) 
100 20.44 -1.172 (0-02) -1.597 (0.03) -1.996 (0.04) -2.474 (0.07) 
500 45.70 -1.247 (0.02) -1-638 (0.02) -1.991 (0.02) -2.411 (0-03) 
1,000 64.64 -1.262 (0.02) -1.653 (0.03) -1.983 (0.04) -2.395 (0.04) 
00 -1.28 -1.64 -1.96 -2.33 
Table 7.28: Simulated critical values of normalised statistic (1,2,3) /', 
/3/n. 
(No censoring and all the nuisance pararneters are unknown) 
Quantiles (S. D. ) Sample Size S. E. =, \/3/n 0.10 0.05 0.025 0.01 
20 0.39 1.271 (0.02) 1.729 (0-03) 2.152 (0-03) 2.709 (0.04) 
50 0.24 1.297 (0.02) 1.733 (0.02) 2.136 (0.03) 2.624 (0.04) 
100 0.17 1.286 (0.02) 1.702 (0.02) 2.094 (0.04) 2.538 (0.07) 
500 0.08 1.301 (0.02) 1.687 (0.03) 2.035 (0-03) 2.448 (0.04) 
1000 0.05 1.295 (0.03) 1.675 (0.02) 2.016 (0-02) 2.415 (0.03) 
00 1.28 1.64 1.96 2.33 
Table 7.29: Estimated expressions for calculating the standardised critical values of 
U(3)IV6n(l - 3/ir2) when all the nuisance parameters are unknown. 
Statistic a Expression RSD' 
U(3)/V/6n(l - 3/jr2) 0.10 -1.268484 + 9.457451/n - 93-57891/n2 0.0250 
0.05 -1.658333 + 5.977446/n - 44.32250/n2 0.0322 
0.025 - 1.994139 - 0.237779/vrn- + 2.848207/n 0.0456 
0.01 -2.355648 - 1.851496/v/n- + 6.296037/n 0.0612 
1 Estimated residual standard deviation 
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Table 7.30: Estimated expressions for calculating the standardised critical values of T(1,2,3)/VF3-/n when all the nuisance parameters are unknown. 
Statistic a Expression RSD1 
T(1,2,3)/V3/n 0.10 
0.05 
0.025 
0.01 
1.293746 + 0.060822/vý-n - 
1.655723 + 0.691501/V-n - 
1.967011 + 1-622725/Výn- - 
2.345512 + 2.418335/Vn- - 
0.730055/n 
1.636871/n 
3.516864/n 
3.542645/n 
0.0250 
0.0353 
0.0408 
0.0595 
Estimated residual standard deviation 
Table 7.31: Estimated powers (%) (based on critical values) . Of 
(J(3) andii(l, 2,3) at the 
5% significance level for Gamma(J, J) frailty. [Bold figures indicate the higher powers 
for the two tests]. 
(No censoring, all the nuisance parameters are unknown) 
n6 0.5 1.0 2.0 4.0 8.0 16.0 50.0 
20 
ýCT(3) T(1,2,3) 
99.70 
99.80 
97.30 
96.10 
79.90 
76.00 
48.25 
43.75 
26.10 
24-05 
13.20 
12-55 
7.55 
7.55 
50 U(3) 100.00 100.00 98.75 80.90 43.45 21.95 8.80 
A 
T(1,2,3) 100-00 100.00 97.45 75-05 38.50 18.65 8.50 
100 CT(3) 100.00 100.00 100.00 97.55 69.30 32.45 10-35 
T(1,2,3) 100-00 100-00 100-00 94-80 61-85 27.45 9.75 
Table 7.32: Estimated powers (%) (based on critical values) of 
6r 
(3) and (1,2,3) at the t 
5% significance level for PS(v) frailty. [Bold figures indicate the higher powers for the 
two tests]. 
(No censoring, all the nuisance parameters are unknown) 
nv 0.50 0.60 0.70 0.80 0.90 0.95 0.99.0 1.00 
20 U(3) 
T(1,2,3) 
93.55 
98.55 
83-20 
91.40 
62.80 
73-00 
35.40 
43.85 
17-35 
18.75 
9.25 
10.20 
5.95 
6.65 
5.10 
5.45 
50 U(3) 99.95 99.20 92.55 66.30 25.80 12.40 6.05 4.70 
T(1,2,3) 100.00 99.95 97.05 75-90 31-55 15-00 6.05 4.75 
U(3) 100 100-00 100-00 99-85 88-90 40-50 17.15 6.95 5.35 
ý T(1,2,3) 100.00 100.00 100.00 95.40 50.70 21.10 7.30 5.30 
7.6 Generalisations of the tests for the covariate case 
Table 7.33: Simulated critical values of normalised statistic (2)/ 3n(I - 
4/ 2)- 6r V- 7r 
(With a covariate, no censoring and all the nuisance parameters are unknown) 
Sample Size S. E. Quantiles (S. 
0.10 0.05 0.025 0.01 
20 5.98 -0.783 (0.02) -1-193 (0-03) -1-581 (0-04) -2.077 (0-06) 50 9.45 -0-977 (0.02) -1.400 (0.02) -1-810 (0-03) -2.326 (0.04) 100 13-36 -1-085 (0-02) -1-509 (0-03) -1-895 (0-03) -2.410 (0.07) 500 29.88 -1.216 (0-03) -1.614 (0.03) -1.984 (0.02) -2.417 (0-05) 1,000 42-25 -1.233 (0.02) -1.620 (0.02) -1.978 (0-03) -2-390 (0.04) 
00 -1.28 -1-64 -1.96 -2.33 
Table 7.34: Simulated critical values of normalised statistic v4nit(1,2). (With a covariate, no censoring and all the nuisance parameters are unknown) 
Sample Size S. E. =1/ vfn- 
0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 0.22 1.273 (0.02) 1.702 (0.03) 2.088 (0-03) 2.530 (0-05) 
50 0.14 1.291 (0.02) 1.721 (0-03) 2.095 (0-03) 2.598 (0-05) 
100 0.10 1.295 (0.02) 1.718 (0.04) 2.098 (0-05) 2.553 (0-06) 
500 0.04 1.301 (0-02) 1.687 (0.02) 2.040 (0.03) 2.471 (0-05) 
1000 0.03 1.286 (0.02) 1.658 (0.02) 1.997 (0-03) 2.406 (0.03) 
00 1.28 1.64 1.96 2.33 
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When covariate information is incorporated through the ýj parameters i. e. ýjj = exp(XTijoj), 
the test statistics still depend on the observations only through si. Without loss of gen- 
erality, a simulation experiment was conducted for the bivariate case in the same way as 
in § 3.7 to see the applicability of the critical values for the without covariate case to the 
with covariate situations. The results are presented in Tables 7.33 and 7.34 for the test 
statistics (J(2) and t(1,2). The results show that the test statistics U(2) and T(1,2) based 
on the critical values for the no covariate case (Tables 7.5 and 7.6 ) will be conservative. 
Therefore, critical values for the with covariate information (with nuisance parameters 
case) were estimated for both 0(2) and t(1,2) for 40 different values of n between 20 and 
1000 for selected four quantiles. These estimated critical values were then smoothed by 
regression. The fitted models are presented in Tables 7.35 and 7.36. However, these 
results are based on a single covariate of binary form. More simulation is necessary with 
continuous covariates and multiple regression to explore the behaviour of the tests more 
fully. 
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Table 7.35: Estimated expressions for calculating the standardised critical values of U(2)IV3n(l 
- 
4/7r2) with covariate information and when all the nuisance parameters 
are unknown. 
Statistic Ci Expression RSD1 
U(2)/V/3n(l - 4/7r2) 0.10 -1.247023 + 16-87205/n - 154.211/n2 0.0281 
0.05 -1-638182 + 13-75746/n - 98.70995/n2 0.0324 
0.025 -1-996710 + 9.843224/n - 31.05460/n2 0.0429 
0.01 -2-363094 - 1.718281/Vn- + 13-56703/n 0.0669 
Estimated residual standard deviation 
Table 7.36: Estimated expressions for calculating the standardised critical values of 
V n't(j, 2) with covariate information and when all the nuisance parameters are unknown 
Statistic a Expression RSD' 
V/n-t(l, 2) 0.10 1.291470 + 0.2550723/n - 11.111710/n2 0.0281 
0.05 1.638581 + 1.103818/v/-n - 3.577281/n 0.0324 
0.025 1.959433 + 1.920114/Výn- - 5.989967/n 0.0459 
0.01 2.303225 + 3.854694/Vn- - 12-55757/n 0.0628 
Estimated residual standard deviation 
7.7 Comparison with the tests for infinite variance frailty 
The convergence rate of the finite variance frailty tests and the infinite variance frailty 
tests are approximately similar except for Zhu's (1998) score test and the modified score 
test. The use of the uncensored critical values in the censored situation gives conserva- 
tive tests for the finite variance frailty tests while anti-conservative tests for the infinite 
variance frailty tests. However, this problem should be avoided by using the bootstrap 
approach. 
As expected, the LR test is the most powerful test for the specified frailty, see Figure 7.6. 
Of course, the tests will have the highest power for the frailty (finite or infinite variance) 
for which they are designed. However, they are applicable for any frailty distribution. In 
case of misspecified frailty, Zhu's score test and CK score test are most affected. The tests 
based on (the modified form of) the score functions (Kimber's covariance test, the test 
based on Ins and modified score test) are relatively robust against misspecified frailty. 
The modified score test is the most robust among them against misspecification of frailty 
distribution. 
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Figure 7.6: Simulated powers (%) (based on estimated critical values) of the test statistics 
according to various values of frailty parameters; for sample size 50, significance level 
a=. 05 and all the nuisance parameters are unknown. 
7.8 Examples 
7.8.1 Infant nutrition data 
The score and covariance tests were applied to the bivariate infant nutrition data to check 
for frailty. The Weibull MLEs for the age of introducing fish and for the age of introduc- 
ing egg are given in Chapter 2. Therefore, the observed values of U(2)/-, 3n(I - 4/ 2) 
-3.45 and V/71t(1,2) = 1.41. The respective critical values at the 
5% level of significance 
with ?i= 55 are obtained as -1.54 (from Table 7.10) and 1.74 
(from Table 7.12) respec- 
tively. Therefore, the score test shows strong evidence against the null model wherem 
the covariance does not. 
The bivariate LR test based on the GW model was also performed on the infant nutrition 
data. The maximum log-likelihood, under H, :6< ý)C, 
1,, 01 
i 
ý2.02) and the null 
loglikelihood 1, joo) (under HO :6= oc) are obtained based on the data. The critical 
0 
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value of the LR test at the 5% level of significance is obtained for n= 55 from Table 
7.13. The results are presented in Table 7-37. The LR test result is highly significant. 
Table 7.37: Results of the bivariate GW based LR test for frailty on infant nutrition 
data, n= 55. 
Food In ln(Si ý1, ý1, ý27-02) ln (00) A(2) CO. 05 
Fish -13-352 6.569 1.321 -239-618 -246-812 14-389 2.19 Egg -13.816 
_6.089 
1 
Univariate analyses showed that a model with Weibull marginals is untenable. Bivariate 
infinite variance frailty tests and Crowder and Kimber's score test showed that there is 
significant frailty. However, these bivariate statistics may be misleading because marginal 
and correlational effects are entangled here. The covariance test, which is less affected 
by marginal misspecification, shows that there is no significant genuine bivariate frailty. 
Therefore, it may be concluded that the evidence for bivariate frailty among the ages of 
the introduction of fish and that of egg is weak and the models with Weibull marginals 
are untenable. 
7.8.2 Insurance data 
Infinite variance frailty tests showed that there is no genuine frailty in the insurance data 
set. CK score test and the covariance test were applied to the data set using the same 
bootstrap approach described in algorithm 3 for random censoring. The observed values 
of the unnormalised test statistics and their corresponding 5% bootstrap quantiles based 
on B= 10,000 are presented in Table 7.38. The results of the both tests are significant at 
the 5% level of significance and hence there is evidence against the Weibull model. The 
result of the covariance test suggests that the significance is not merely due to marginal 
misspecification, rather there is significant finite variance frailty in the data set. 
Table 7.38: Results of the score based tests for finite variance frailty on the insurance 
data, n= 119 
Test statistic Unnormalised observed value BO. 0,5' Significant 
ý(2), 
c 
T(1,2), 
c 
-10.309 
0.09960 
-8.853 
0.0706 
Yes 
Yes 
' 5% bootstrap quantile based on B= 10,000 bootstrap samples. 
7.8 Examples 181 
Table 7.39: Results of the tests of the score based tests for finite variance frailty on the 
exercise tests data, n= 21, without covariate 
Test statistic Observed value Bo. 051 B0.01' Significant 
U(2), 
c 
TA 1,2), c 
-14.0146 
0.6244 
-6-6852 
0.2903 
-10.4866 
0.4198 
Yes 
Yes 
1 Bootstrap quantile based on B= 10,000 bootstrap samples. 
Table 7.40: Results of the score based tests for finite variance frailty on the exercise tests 
data, n= 21, with covariate, dose. 
00 01 WOO, 017 Observed value Bo. o. 51 Bo. ol 1 
1 hour -10-14 -0-12 1.61 -101-72 
3 hours -11-52 -1.22 1.98 -115.47 
ý(2), 
c -14.2961 -6.6644 -10.3014 
T(1,2), c 0.6412 0.2995 
0.4200 
1 Bootstrap quantile based on B= 10,000 bootstrap samples. 
7.8.3 Repeated endurance exercise tests data 
The association between the exercise times 1 hour and 3 hours after the drug treatment 
are of interest here. First, the analysis was done without considering the covariate, dose. 
Both Cr(2),, and ii(l, 2), c were applied to the 
data set following the algorithm 3. Bootstrap 
quantiles were estimated at the 5% and 1% levels. The results are presented in Table 
7.39. The corresponding results obtained including the covariate information 'dose' by 
replacing the scale parameter ýj with In ýjj = 00j + 01jdose(i), i=1,2,... 21, j=1,2 
are presented in Table 7.40. Both tests give evidence against the null Weibull model. The 
covariance test confirms that the significant result of CK score test is not simply due to 
the marginal effects but that there is genuine frailty. On the other hand, the significant 
result obtained without considering the covariate information cannot be explained 
by 
the covariate dose. 
7.8.4 Fibre failure strength data 
The null MLEs of the underlying parameters for each of the six pairs of 
fibre failure 
strength data where both components are observed are presented 
in Table 4.26. There- 
fore, n is either 39 or 42. Both 
&(2) and t(l, 2) are applied to the data set 
by taking 
two variables at a time. The results are presented in Table 7.41. 
The corresponding 5% 
normalised critical values were obtained from Tables 7.10 and 
7.12. Clearly, the test (J(2) 
indicates the presence of significant frailty in all the pairs but T(1,2) shows that there 
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Table 7.41: Bivariate analysis results of fibre failure strength data using the score based 
tests for finite variance frailty 
Pair n 
- 
- 
U(2) 
Vf3-n(1 
--4/7r2 ) 
CO-05) 
%/-nii(l, 2) (CO-05) 
yl) Y2 42 -6.710 (-1.515) 7.015 (1.751) 
Yl 1 
Y3 39 -6.493 (-1.505) 6.287 (1.753) yl, Y4 42 -3-688 (-1.515) 3.138 (1.751) Y2 Y3 39 -5-565ý (-1.505) 5.960 (1.753) Y2 Y4 42 -1-840 (-1.515) 1.624 (1.751) Y3 Y4 39 -2-939 (-1.505) 2.385 (L. 
_753)j 
Table 7.42: Results of the bivariate GW based LR test for finite variance frailty on fibre 
failure strength data 
Pair n In 01 In ý2 02 In (6) In (00) A(2) CO. 05 
yl, Y2 42 -13.82 10.55 -9.15 8.62 0.521 -86-35 -107.60 42.487 2.15 
yl, Y3 39 -13.82 10-60 -13.82 16-10 0.473 -52.20 -70-70 37.002 2.10 
yl, Y4 42 -10.27 7.41 -13.82 17-81 1.296 -34.58 -42.89 16.624 2.15 Y2, Y3 39 -9.61 8.91 -13-82 16.02 0.494 -50.32 -67.29 33.952 2.10 
Y2, Y4 42 -6.18 5.19 -13-82 17-53 2.017 -37.94 -40.43 4.975 2.15 
Y3, Y4 39 -9-16 9.96 -13.82 17.60 1.608 -1.25 -6.48 10.456 2.10 
is no significant frailty in pair (Y2, Y4). As the univariate analysis via U(j) showed that 
Weibull marginals are tenable, it is clear on the basis Of U(2) that the significant result 
for (Y2, Y4) is not due to marginal effects. 
The LR test based on the GW model was also performed. The results and the non- 
null estimates of the parameters are presented in Table 7.42. The 5% critical values 
were obtained from Table 7.13. The results indicate highly significant heterogeneity in 
all the pairs. However, note that the estimated association between Y2 and Y4 is low 
1/(1 + 2fl = 0.20]. 
3 
Both (f(4) and t(l, 2,3,4) were also applied to the four-variate 
fibre failure strength data 
set excluding the missing values. The corresponding parameter estimates under the 
null Weibull model and log-likelihood values have already been presented in Table 5.9. 
The observed standardised values of the statistics 
&(4) and t(1,2,3,4) are -10.35 and 4.22 
respectively. The results suggest that there is significant frailty effect 
in this data set 
when compared with a standard normal distribution. Here the score test 
is more highly 
significant than the covariance test, possibly because the 
former picks up the marginal 
effects in Y, and Y3. 
7.9 Discussion 
7.9 Discussion 
IS3 
The finite sample properties of CK score test, and Kimber's covariance test are studied in 
this chapter together with the LR test based on the MV model. Expri,. -,,, ioiis are provided 
for selected critical values. In the presence of censoring, the tests can be applied using 
the bootstrap approach. 
The LR test based on the GW model has the highest power for detecting gamnia frailty 
but in case of misspecified infinite variance frailty the covariance test has higher power 
than the LR test based on the GW model. In practice, unlike the score test, the LR t(,, "-t 
is not simple to use and it assumes the distribution of the frailtý. To avoid the boundary 
value problem, extension of the parameter space little improves the convergence rate of 
the LR test statistic. 
CK score test is more powerful than Kimber's covariance test but less robust in the 
of misspecified infinite variance frailty. On the other hand, their score test is seiisitiý'e to 
marginal misspecification but Kimber's test is not. Also Kimber's test statistic has the 
same variance irrespective of whether the nuisance parameters are known or unknown, 
which makes it easy to use in practice. 
The LR tests are optimal only for the specified frailty. However, the tests based on the 
modified score functions have appeared as more robust against misspecified frailty than 
those based on the original full score functions. In this respect, if there is uncertainty 
about the frailty distribution, our recommendation is the use of the modified score test 
based on the PSW model. This recommendation follows, in part, from the highest 
robustness of the test in the case of misspecified frailty and its relative insensitivity to 
censoring. This test has further advantages. The asymptotic critical values can be used 
for the application of this test. Finally, the modified score test based on the PSW model 
is the best available parametric test for detecting frailty in the Weibull based bivariate 
frailty models considered. 
8 
Beyond the Weibull Based Frailty Models 
8.1 Introduction 
The frailty models based on the Weibull distribution have a proportional hazards repre- 
sentation. In practice, a proportional odds assumption may be more appropriate in some 
situations. A lifetime distribution which has proportional odds property in addition to 
the accelerated lifetime property is the log-logistic distribution. The log-logistic distribu- 
tion is preferred over the Weibull in the situations where the hazard of the basic lifetirries 
is thought to be non-monotone. For example, in the medical context, a patient faces an 
increasing hazard of death within the few days of heart transplantation, brain surgery or 
other types of large surgery. Then the hazard starts decreasing with time as the patient 
recovers. Like the Weibull based frailty models, log-logistic based frailty models are de- 
rived by introducing a multiplicative random effect to the log-logistic baseline hazard in 
§ 8.2. 
In some circumstances of event history data, some individuals/units are non-susceptible 
to the event of interest, while the others have a varying degrees of susceptibility. For 
instance, some patients survive their cancer, some insurance policy holders never claim, 
some marriages are not prone to be dissolved, some people may have zero susceptibilitý 
to getting a genetic disease and so on. The Weibull distribution cannot handle this 
situation. The Gompertz distribution may be more realistic for modelling event times 
in such situation. This distribution has many applications, particularly in medical and 
actuarial studies. Following the same mixture approach a's for the Weibull distribution, 
Gompertz based random effects models are derived and studied in § 8.3. 
It is important to quantify the association between the lifetimes in some applications of 
multivariate lifetime data. The dependence structures of the log-logistic and Goinpertz 
based bivariate random effects models are investigated using some association measures 
in § 8.4. 
The frailty tests considered in the previous chapters have applications for general mixture 
models beyond the Weibull as the test statistics are functions of the integrated hazard 
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of the respective basic lifetime distribution. Therefore, these tests may also be used 
to detect frailty in non-Weibull basic lifetimes by writing them in terms of the hazard 
function of the respective basic lifetimes. If there are no nuisance parameters, the null 
distributions of the test statistics are the same as in the Weibull case. However, when 
the nuisance parameters are unknown, the asymptotic null variances of the test statistics 
may not be the same as in the Weibull case and hence the respective normalised critical 
values obtained in the Weibull case may not be usable in non-Weibull situations. This 
has been investigated in § 8.5. 
8.2 Frailty models based on the log-logistic distribution 
In this section, first the log-logistic distribution is reviewed briefly and then it is com- 
pounded to accommodate heterogeneity. The resulting dependence structure is studied 
for the bivariate case in § 8.4. 
8.2.1 The log-logistic distribution 
A positive random variable Y has a log-logistic distribution if In Y follows the logistic 
distribution with location parameter M(-oo < it < oc) and scale parameter a(> 0). The 
survivor, density, hazard and cumulative hazard functions of the log-logistic distribution 
are 
F(y) 
+ 
if (Y) =ý1 
(8.2) 
(i + &l) 
h(y) = 
ýoy (8-3) 
1+ 
and 
H(y) = In 
(i + &') (8-4) 
respectively, where ý= e-I'/' and 0= 11a are positive parameters. Here, the nu- 
merator of the hazard function is the same as that of the Weibull distribution. What 
makes it different from the Weibull hazaxd is the denominator. The log-logistic hazard 
is monotonically decreasing for < 1. For 0>1, the hazard rate increases initially to a 
maximum at time 1)/ý11/0 and then gradually decreases to zero with the increase 
of time as shown in figure 8.1. 
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Figure 8.1: Densities and hazard functions for the log-logistic distributions with 
and various values of 0. 
8.2.2 The gamma mixture of log logistic (GLL) model 
Assuming the random effect W follows a gamma distribution with shape parameter 6 
and unit scale parameter, the joint survivor function of the GLL distribution is 
F (yi, Y2 Yp) 
f 00 
e -ws, 
e-ww6-1 dw 
F (6) 
+ 81) -1, (8-5) 
where ,;, is the sum of p cumulative log-logistic hazards defined as follows: 
p 
s, =E In 
(I + ýjyj0j) (8.6) 
j=1 
Univariate case 
In the univariate case, for = 1. the survivor function for the GLL model is p 
(b) Log-logistic hazard functions 
1+ In (I + 
234 
Time 
0123 
Time 
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giving density and hazard functions 
(Y) OY 
0-1 
(I + &P) [1 + In (I + 
and 
h (y) =- (8-8) (1 + ýyO) [I + In (1 + ýyO)] 
respectively. Here, the frailty parameter acts multiplicatively on the hazard function to 
change its scale. Figure 8.2 shows a plot of the density and hazard functions of the GLL 
distribution for various values of 0. 
(a) GLL density functions 
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Figure 8.2: Densities and hazard functions for the GLL distribution with 6=2 
and various values of 0. 
Multivariate case 
The multivariate density function for the p-variate GLL distribution is 
p1 (6 +- 1) Yj j flj= 3 
(ýj 0i 6 -, ) 
Jk'YliY2i*- i, Yp) 
I+X: P In 1+ ýjy I 
jz-i 
(b) GLL hazard functions 
lip 1+ ýjyoj j=l (j) 
(8-9) 
Time 
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8.2.3 The positive stable mixture of log-logistic (PSLL) model 
Assuming that the frailty variable W has a positive stable distribution over individuals 
with characteristic exponent v(O <v< 1), the joint survivor function of the p-variate 
PSLL distribution is obtained as a Laplace transform as follows: 
F (yl, Y2 - Yp) = exp 8 iv 
where sl is defined in (8.6). 
(s - 10) 
In the univariate case, for p=1. the survivor function for the PSLL model becomes 
F(y) = exp In 
(I + (8-11) 
which is not a log-logistic distribution. Therefore, unlike the univariate PSW model, 
there is no problem to detect frailty. The hazard and density functions are 
h(y) = 
and 
f(y)= 
'/ýOy (ý-l 
(I + &-") [In (I + ýyQ)11-' 
VýOYO-l exp [- fln (I + ýyl) 
(I + ýyO) [In (I + ýyO)] I -"' 
(8.12) 
(8.13) 
Figure 8.3 shows the density and hazard function for the univariate PSLL distribution 
for various parameter values. 
Multivariate PSLL distribution 
The survivor function of the multivariate PSLL distribution is 
F(yi, Y2, ---, Yp) = exp 
[-s'] I (8.14) 
Following Crowder (1989), the model (8.14) may be generalised by introducing an extra 
parameter r, as follows: 
F(yi, Y2, yp) = exp [rv + , )v] 
Here, r, may be regarded as a type of initial implicit condition in the distribution. Under 
certain conditions, v may take values greater than 1 (losing frailty interpretation) for 
K>0, which allows both positive and negative association between Yj. For details, see 
Crowder (1989). 
8.2 Frailty models based on the log-logistic distribution 
(a) PSLL density functions 
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Figure 8.3: Densities and hazard functions for the PSLL distribution with 1, v=0.5 
and various values of 0. 
Density function The joint density function for the p-variate PSLL distribution 
(8.14), can be written as follows 
f (Yl 
1 Y21 ... I Yp) 
Op o9PF(yi, Y2 Yp) 
(9Yl (9Y2 ... (9yp 
hih2 ... h 
49PP(SI) 
P asf 
where 
0 -1 
hj = 
as, oj ýj yj 
(9yj I+ ýjyoj 
is the log-logistic hazard and 
(8-15) 
ex 
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The probability density function for p>2 becomes increasingly cumbersome. Usiiig n C) 
Leibnitz's formula, a recurrence relation for the derivatives in (8.15) is obtained as follows: 
OP+1 F,, C)p F, 
asp+ I--p Sil 
C, 
I Osi OSI 
p ap-rp 
s E()a, 
r p-r 
r=O 
r1 C)SI 
The derivatives of sl'-' in the summation may themselves be generated from the recursion 
r] or-Isil-I 
as r St a, 
Such recurrence formulae are useful for computer programming. Using the expression 
(8-15), the density function for the bivariate PSLL distribution can be written as: 
2 
oj -1 oj )_i v2s 
2v-2 
- v(v - 1)8'- 
2] f(YliY2) IlejOjYj. (1 + ziyi 
j=l 
exp(-sl ). (8.17) 
Note that the log-logistic distribution itself is the unit exponential mixture of Weibull. 
Therefore, to avoid complexity, only GLL and PSLL models are derived and the details 
about their properties are not pursued here. 
8.3 Gompertz based random effects models 
In this section, the Gompertz distribution is reviewed briefly in § 8.3.1. Then Gompert z 
based multiplicative hazard random effects models are derived and studied, particularly 
considering the frailty W as gamma and positive stable. The dependence structures of 
the resulting models are studied in § 8.4. 
8.3.1 The Gompertz distribution 
The Gompertz distribution is an extension of the exponential distribution. This distri- 
bution describes survival patterns that have a non-zero initial hazard rate. 
A Gompertz variable Y>0 has survivor function 
F(y) = exp [-A (e-fy - 1) 
(8.18) 
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where A is a positive parameter and -ý is the shape parameter of the distribution. 
The hazard and integrated hazard functions of the Compertz distribution are respectively 
h(y) = Ae^ly 
and 
(8-19) 
H(y) == A 1) /-y. (8.20) 
(a) Gompertz densities (b) Gompertz hazard functions 
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Figure 8.4: Densities and hazard functions for the Compertz distributions with A=0.2 
and various values of -y. 
The hazard of the Gompertz distribution is an exponential function of lifetime or age, see 
Figure 8.4. The exponential distribution is a special case of the Gompertz distribution 
when -ý = 0. In this case, h(y) reduces to a constant, A. When -ý > 0, there is positive 
aging starting from A; when ý<0, the hazard is decreasing and does not integrate to 
oc, so that a proportion of the population cannot experience the event under study i. e. 
there are non-susceptible individuals /units. 
Compound Poisson and non-central chi-square distributions (with zero degrees of free- 
dom) were suggested by Aalen (1988) and Rocha (1996) respectively as mixing distribu- 
tions to accommodate non-susceptible ind ivid uals/ units in the context of semi-parametric 
01234 01234 
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proportional hazards frailty models. In the parametric situation, unlike the Weibull dis- 
tribution, the Gompertz distribution can accommodate non-susceptible individuals/ units 
naturally. 
The probability density function of the Gompertz distribution is 
(y) = A0v exp [-A (e'r'y - 1) /, y] - 
(8.21) 
The Gompertz density is also plotted in Figure 8.4. 
8.3.2 The gamma mixture of Gompertz (GG) model 
Assuming the random effect W follows a gamma distribution with shape parameter 6 
and unit scale parameter, the joint survivor function of the GG distribution, under the 
multiplicative hazard approach, may be derived as follows: 
roo -W 6-1 F (yi, Y2 YP) e -wsq 
ew dw Jo 
= (i + sq)-17 (8.22) 
where 
p 
sg L, Aj (e^lj*yj - 1) /-yj 
(8.23) 
j=l 
is the sum of p integrated Gompertz hazards. There is no loss of generality to have a unit 
gamma scale parameter since any other value may be absorbed in the Aj parameters. 
Univariate case 
In the univariate case, for p=1, the survivor function for the GG model is 
F(y) = [1 + A(e7y - (8.24) 
The density and hazard functions of the univariate GG distribution are 
(y) = JAe'ly (1 + A(e'yy - 
and 
h(y) = 
JAe'fv (8.25) 
[1 + \(e'yy - 1)/-yl 
respectively. For X=1 and -y = 1, the GG model reduces to exponential with 
h(y) = 6, 
see Figure 8.5. Under this situation, heterogeneity is non identifiable. 
Otherwise, the 
heterogeneity parameter is identifiable. 
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(a) GG densities 
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Figure 8.5: Densities and hazard functions for the GG distributions with A 
and various values of -y. 
Multivariate case 
The joint density function for the p-variate GG distribution is 
ppp-- (6+p) 
(YI, Y2 yp) fl (6 +3 11 Aj e^li Ili I+E Aj (e-lj Yj - 1) /-yj (8-26) 
j=j j=l iz-_i 
Adham and Walker (2001) studied a multivariate Gompertz-type distribution from a 
different perspective, which allows negative association between component variates. 
Hazard function Using the definition of hazard function in (2.7) given by Johnson and 
Kotz (1972), the conditional hazard function for Yj given (Yj > yj 1 
Y2 > Y2, Yp > Yp) 
of the GG model can be written as 
p 
hk('Ykly > Y) ayj -6111 
1+E Aj (eýjyj - 1) hj 
j=l 
6Ake-, "- Ilk (8.27) 
1+ EJP=l Aj (Ci Yj - 1) I-yj 
02 
Time 
23 
Time 
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which is decreasing in Ai if ýYk !ý1- If J>1 and "tk > 1, then hk (Yk IY> y) is increasing 
in Yk- 
According to the definition in (2.6), given by Brindley and Thompson (1972), the mul- 
tivariate failure rate q for the generalised GG distribution can be obtained as 
q Pr(Y>y+AlplY>y) 
P(y + A) 
F(y) 
+ Aj (e-li (Yi Pyj 
Ii+ Irp 
, j=l 
Aj (e-tjyj - 1) I-yj 
Thus q has log-derivatives 
(9 In q=6, \kOk Yk 
1 e'yk 
A 
19Yk + (e'yj Yj + (e^fj (yi ) 
This expression is positive for -yj < 1. Therefore, -2ýL >0 for -yj : ý, 1. Hence the p-variate ayk 
GG has DFR for -yj < 1; otherwise, it can be neither IFR nor DFR. 
Marginal and conditional distributions It can be shown that the marginal and 
conditional distributions of the GG model are of the GG form, like the GW model. 
Distribution of minima Two types of minima are considered here. First, let Ymin ---,: 
min(Y1, Y2,.., Yp) be the minimum lifetime, which might be of interest within a compet- 
ing risks framework where only the time to failure of the 'weakest' of p components is 
observed. Then the survivor function of Y,,, i,, for the GG distribution is 
p 
F (Ymin) 1+ Aj (e7jYmin (8.28) 
j=l 
which is the univariate case of the GG distribution when -yj ý 72 ý-*" 7p. 
Another type of minimum, which is relevant to a situation in which only the first event 
is observed for each component Yj. For instance, a series of trials among n subjects 
where only the winning performance is recorded. The survivor function of this type 
of minimum for the GG distribution may be derived as follows. Let Yliy27---, 
Yn 
be independently, identically distributed GG variates with Yi = (YiI 7 Yi21 .... 
Yip). Let 
... 7Y m, 11PIT is the vector Ymi. j = mini(Yij :i=1,2,..., nj so that Ymi,, ý = 
{Yminliymin2i I 
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of component-wise minima. Now, the joint survivor function for this vector of minima 
can be written as 
p -nJ 
F(yn, i,, ) 1+ L' Aj (e-'jY-ini - 1) /, yj (8.29) 
j=l 
I 
which is again of the GG form with J replaced by nJ. 
8.3.3 The positive stable mixture of Gompertz (PSG) model 
Suppose that the frailty distribution is positive stable. Then the survivor function for 
the p-variate PSG model may be obtained as follows 
F(y) = exp(-sgv), (8.30) 
where sg is defined in (8.23). Like the PSLL model, the PSG model can be generalised 
by introducing an extra parameter. 
Univariate case 
V- 
rur the univariate case, i. e. for p=l, the PSG survivor function is 
F(y) = exp [- {X (e-ly - 1) /-yl']. 
Clearly, this is not the Gompertz model with different parameter values. 
The density and hazard functions of the univariate PSG distribution are 
(y) = v, \v-yl-ve'yy (e'yy - 1)'-' exp [- {X (e"y - 1) 1-yl'] 
and 
h(y) = Ll, \v7l-ve'yy (e^ty - 1)v-l - 
(8-31) 
(8-32) 
For v=1, the model degenerates to the basic Gompertz distribution. Unlike the PSW 
model, heterogeneity is identifiable from univariate data in the PSG model. The PSG 
density and hazard functions are plotted in Figure 8.6 for various values of -y. 
Multivariate case 
Joint density function The joint density function for the p-variate PSG distribution 
(8.30), can be written, using the relation (2.5) as follows 
app(S. 9) (Yl, Y2, ..., yp) = hi 
h2 
... 
hp 
a? 7 
(8-33) 
9 
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(a) PSG densities 
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Figure 8.6: Density and hazard functions for the PSG distribution with A=1, v=0.5 
and various values of -y. 
where 
and 
(b) PSG hazard functions 
hj - A, -e^fjyj ayj 
F,, (8, q) = exp(-sg'). 
A similar recurrence relation, as in (8.16), for the derivatives of density (8.33) may be 
defined. The bivariate PSG density is 
2 
f(YliY2) 11AjOjYj [V2,5 9 
2v-2 
- V(V - 1)89v- 
2] 
exp(-sgv). (8-34) 
j=1 
Hazard function Following Johnson and Kotz's (1972) definition, the conditional 
hazard funct ion for Yk given (Yj > Y1 i Y2 > Y2 i ... I Yp > yp) of the PSG model can be 
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written as 
hk(Ykly > Y) =-a [-sv] aYk 9 
e-fk A vAk Aj (e 
j=l 
which is decreasing in Ai if ^Yk '-5 1- 
According to the definition in (2.6), the multivariate failure rate q for the generaLý(-, d 
PSG distribution can be obtained as 
exp p 
q 
I- I ý-j=j Aj (e-0 1-ýj 
exp j Aj (e"yj Y, -yj 
I- ý F-P 
pp 
- exp 1: Aj (e^fjyj - 1) 1-ýj 
E Aj (e'yj (yj 1-yj 
- 
j=j j=l 
I 
Thus q has log-derivatives 
o9 In q ^fk Yk 
p 
09Yk 
IAke E Aj (e 1) 1-tj 
j=j 
-ýj (yj + -1) -tA; Aj (e e 
j=l 
which is positive for 'Yk :ý1. Therefore, (9qlOYk >0 for -ýk < I. Hence, the p-variate 
PSG model has DFR for N :ý I- Otherwise, it can be neither IFR nor DFR. 
Marginal and conditional distributions It can be shown that the marginal and 
conditional distributions of the PSG model are again of the PSG form. 
Distribution of minima Let Ymi,, = min(Y1, Y2,.., Yp) be the minimum lifetime. For 
the PSG distribution, the type one minimum as described for the GG case, has survivor 
function 
p 
F(Ymin) = exp Aj 
(e-IjYmin 
- 1) 
I^fj (8-36) 
j=l 
which is the univariate PSG survivor function when -ý, : --% =. = 'YP I 
Consider the second type of minimum, as described in the context of GG model. The 
joint survivor function for this vector of minima for the PSG distribution is 
P 
exp -n 
J: Aj (e-YjY-ini (8.37) 
j=l 
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Thus, Y,,, i. has the PSG distribution (8.30) with Aj replaced by Ajnl/' 
8.4 Dependence structures of the bivariate random effects 
models 
In lifetime data, the marginal distributions are not normal and the dependence structure 
is nonlinear. Therefore, the global association measure Kendall's 7- is used to assess 
the dependence structure of the models, instead of Pearson's correlation. The local 
association measures: the conditional probability ratio, contour plots and the cross ratio 
are also considered. 
The values of 7- for the gamma and positive stable frailty models are given in § 2.5-3. 
This global association measure does not depend on the distribution of the underlying 
basic lifetimes. 
The conditional probability ratios, described in § 2.5.3, for the GLL and PSLL models 
are 
C(Y1) Y2) =12+ 
Ej=, In (1 +zj yjoj 
) -6 
> le vg>o. 
rlj=l ý1+ In (i + ejyjj) 11 
and 
22 
C(Yl 7 Y2) = exp 
In (1 + ýj Eln(l+ýjyj' >1, VO<V<l Yi 
j=l 
respectively. Similarly, it can be shown that the GG and PSG models have positive 
dependence structures. 
Density contours for the GW, PSW, GLL, PSLL, GG and PSG distributions are plotted 
in Figure 8-7. In this Figure, the frailty parameters are chosen so that -r = 0.2. The 
contours show that there is positive association between the component lifetimes Yj and 
Y2. The contour plots show that the strength of association between Yj and Y2 increases 
with Yj and Y2 for the GW, GLL and GG models. For the PSW, PSLL and PSG models, 
high dependence occurs with the small values of Yj and Y2. 
To study the local dependence structure, it was observed in § 2.5.3 that the cross ratio 
for a model with gamma frailty is independent of time, whereas for a model with pos- 
itive stable frailty it depends on the frailty parameter and the survivor function of the 
underlying model. Contour plots of the cross ratio r(yl, Y2) for the PSW, PSLL and 
PSG distributions are presented in Figure 8.8 withr = 0.5. In all PSW, PSLL and PSG 
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Figure 8.7: Bivariate density contours for the GW, PSW, GLL, PSLL distributions with 
parameters (ýj, 0j) = (1,2) and for the GG and PSG distributions with (Aj, -yj) = 
(1,2). 
The frailty parameters were chosen such that r=0.2. 
(b) PSW model (nu---0.8) (a) GW model (delta=2) 
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Figure 8.8: Contour plots of cross ratio r(yi, Y2) for the PSW and PSLL distributions 
with ýj ---: 61 and for the PSG distribution with 
Al --= A2 ý-- 1. Here, -r =1-v=0.5. 
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Figure 8.9: Plots of cross ratio r(yi, Y2) for the GW, PSW, GLL, PSLL distributions with 
parameters (ýj, 0j) = (1,2) and for the GG and PSG distributions with (Aj, ^ýj) (1,2). 
Frailty parameters were chosen such that -r = 0.5; (a) Y1 = Y2 =y and (b) yj == y- Y2 
models, high dependence occurs with the small values of Yj and Y2. The local association 
structures of the PSW and PSLL distributions are similar. 
Figure 8.9 presents the cross ratio r(Y1 i Y2) for the gamma and positive stable frailty 
models based on the Weibull, log-logistic and Gompertz distributions. The frailty pa- 
rameters are chosen such that Kendall's -r = 0.5. Figure 8.9 gives a profile of the changes 
of the cross ratio for the distributions as yj and Y2 move together as well as in opposite 
directions. The cross ratio is independent of y values for the model with gamma frailty. 
However, for the models with positive stable frailty, the cross ratio gives a very high 
positive dependence when the component times are very small, whereas it becomes close 
to unit as times get larger, see Figure 8.9 (a). On the other hand, the cross ratio in- y 
creases when one component yj increases and the other component y2 decreases, reaches 
a maximum at y=1.0, and then decreases slowly. see Figure 8.9 (b). The cross ratios 
for all the positive stable frailty models decrease as both Yj and Y2 increase. However, 
the rate of decrease is faster in PSG distribution than that of the PSLL distribution. 
The rate of decrease for the PSW model is between these two. 
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Table 8.1: Estimated critical values of the normalised score statistic 
ý(2) 
(2) IC2 based : -- t 
on log-logistic basic lifetimes. 
(No censoring, all the nuisance parameters are unknown) 
Sample Size S. E. =C2 Quantiles (S. D. ) 
U. lu U. U5 0.025 0.01 
20 5.47 -1.888 (0.04) -2.658 (0-07) -3-524 (0-13) -5.118 (0-30) 50 9.89 -1.729 (0-03) -2.481 (0-03) -3-363 (0-06) -4.874 (0.18) 100 15.17 -1.667 (0-03) -2.384 (0-03) -3.206 (0.04) -4.665 (0-18) 500 39.42 -1.567 (0-03) -2.235 (0-03) -3.003 (0-07) -4.396 (0-11) 
00 -1-28 -1-64 -1-96 -2-33 
8.5 Detecting frailty in non-Weibull lifetime data 
8.5.1 Tests for infinite variance frailty 
The tests for infinite variance frailty studied in the previous chapters are applicable 
beyond the Weibull case as long as they can be expressed in terms of the integrated 
hazards of the respective lifetime distributions. However, in the non-Weibull situation 
the asymptotic null variances of the test statistics (with nuisance parameter case) may 
not be the same as in the Weibull case. This could be verified by deriving the asymptotic 
null variances for non-Weibull basic lifetimes using the Pierce (1982) results. However, 
using the asymptotic variances (with nuisance parameter case) as were derived in the case 
of Weibull basic lifetimes, simulation experiments were conducted based on log-logistic 
basic lifetimes to see the applicability of the critical values estimated under Weibull basic 
lifetimes. 
The simulation experiments were similar to those in § 3.6.2 except that the data were 
drawn from independent log-logistic distributions instead of Weibull. Here the test statis- 
tics were written in terms of the sum of integrated log-logistic hazard functions i. e. 
s In 1+ ýj 
ýj Simulation results for the test statistics and S** 
( 
Yj 
)- S(2), Sý2) 
(2) 
are presented in Tables 8.1,8.2 and 8.3 respectively to compare with the corresponding 
Weibull based critical values in Tables 3.5,3.6 and 3.7. The results show that Weibull 
based critical values can safely be used for detecting frailty among log-logistic lifetime 
data through the test statistic S(2) but in the case of S**, the test will be slightly liberal. (2) 
However, in case of S* this practice will lead to a very liberal test, meaning that the (2)1 
asymptotic variance in the case of the log-logistic distribution (with nuisance parameter 
case) is (approximately 1.69 times) higher than that of the Weibull distribution. 
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Table 8.2: Estimated critical values of the normalised modified score test statistic Sý2) 
based on log-logistic lifetimes. 
(No censoring and al! th.; n,,: isance parameters are unknown) 
Sample Size S. E. =,, fn-do* 
0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 4.04 -1-609 (0.02) -2.139 (0-03) -2.602 (0.05) -3-138 (0-03) 
50 6.39 -1.664 (0.03) -2.181 (0-04) -2-640 (0-03) -3-194 (0-06) 
100 9.03 -1.674 (0.04) -2.181 (0.04) -2-621 (0.04) -3-154 (0-05) 
500 20.20 -1-673 (0-03) -2.166 (0.02) -2-595 (0.04) -3-136 (0-06) 
00 -1.28 -1-64 -1-96 -2-33 
Table 8.3: Estimated critical values of the In s based normalised test statistic S** for (2) 
log-logistic lifetimes. 
(No censoring and all the nuisance parameters are unknown) 
Sample Size S. E. =V/n-&** 0 0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 1.17 -1-414 (&. 03). -1.860 (0.03) -2.265 (0.04) -2.773 (0.05) 
50 1.86 -1-376 (0.02) -1.796 (0.02) -2.171 (0.01) -2.619 (0-05) 
100 2.63 -1-366 (0.02) -1-778 (0.02) -2.145 (0-03) -2-575 (0-03) 
500 5.87 -1-335 (0-03) -1.740 (0.03) -2-085 (0-03) -2.495 
(0.04) 
00 -1.28 -1.64 -1-96 -2-33 
8.5.2 Tests for finite variance frailty 
Both Crowder and Kimber's (1997) score test and Kimber's (1998) covariance test are 
functions of the cumulative hazard of the basic lifetime distribution. They have shown 
mathematically that the tests are applicable for more general mixture models beyond 
the Weibull mixtures. For example, if the basic lifetimes, under the null model, follow a 
log-logistic distribution, then Kimber's covariance test statistic following (8.4) is of the 
form I 
n 
y02) (8.38) T(1,2) = n-1 1: 
fln (1 + ýjyjoj') - 11 
fln (1 +6 i2 
A simulation experiment was conducted to verify the applicability of the 
Weibull based 
critical values to detect frailty in log-logistic lifetime data. 
The simulation experiment 
was essentially as in § 8.5.1. The simulated critical values using 
the Weibull based stan- 
dard deviation of the test statistics for log-logistic lifetime data are presented 
in Tables 
8.4 and 8.5. It is clear from the results that Weibull based critical values Of 
t(1,2) Can 
also be used to detect frailty among log-logistic lifetime 
data but it is not possible in the 
case Of &(2). This means that the asymptotic variance of 
U(2) is higher for log-logistic 
data than in the Weibull case. 
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Table 8.4: Estimated critical values of Crowder and Kimber's normalised score test 
statistic 
CT(2)1V3n(1 
- 
4/72) for log-logistic lifetimes. 
(No censoring and all the nuisance parameters are unknown) 
Sample Size S. E. Quantiles (S. D. ) 
0.10 0.05 0.025 0.01 
20 -1-384 (0-03) -2-067 (0-05) -2-775 (0-07) -3-665 (0-10) 50 9.45 -1-558 (0-03) -2.214 (0-03) -2-866 (0-07) -3-745 (0-11) 100 13-36 -1-603 (0.04) -2-232 (0.05) -2-831 (0-06) -3-600 (0-08) 500 29.88 -1-665 (0.03) -2.226 (0.03) -2-724 (0-05) -3-317 (0-071) 00 -1.28 -1-64 -1-96 -2-33 
Table 8.5: Estimated critical values of Kimber's normalised covariance test statistic 
V/n-T(1,2) when the basic lifetimes follow log-logistic distribution. 
(No censoring and all the nuisance parameters are unknown) 
Sample Size S. E. =1/ vrn- 0.10 
Quantiles (S. D. ) 
0.05 0.025 0.01 
20 0.22 1.250 (0.02) 1.718 (0.03) 2.200 (0.03) 2.838 (0.08) 
50 0.14 1.282 (0.02) 1.732 (0.03) 2.153 (0.04) 2.718 (0.04) 
100 0.10 1.282 (0.02) 1.721 (0.02) 2.129 (0.03) 2.614 (0.06) 
500 0.04 1.286 (0-01) 1.682 (0.03) 2.031 (0.04) 2.449 (0.05) 
1000 0.03 1.294 (0.01) 1.677 (0.03) 2.026 (0.04) 2.423 (0.05) 
10,000 0.01 1.270 (0.01) 1.657 (0.02) 1.968 (0.02) 2.363 (0.04) 
00 1.28 1.64 1.96 2.33 
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8.6 Concluding remarks 
The random effects models derived in this chapter have positive dependence structures. 
However, the PSLL and PSG models can be generalised by introducing an extra parame- 
ter to accommodate negative association between the component lifetimes but in this case 
the models can not be expressed as multiplicative hazard mixture models. Gompertz- 
based random effects models can accommodate non-susceptible individuals/ units natu- 
rally but frailty is not always identifiable in the univariate case under this model. For 
the positive stable frailty models, high dependence exists in smaller values of the compo- 
nent variates but this is not the case for the gamma frailty models. More flexible frailty 
models could be produced by taking frailty additive to the baseline hazards instead of 
multiplicative. 
The log-logistic distribution has a proportional odds representation. Here, the log-logistic 
model has been upgraded by introducing multiplicative frailty to its hazard function. 
Alternatively, the proportional odds frailty model by introducing multiplicative frailty 
to the log odds ýyO is tried but this approach does not give mathematically tractable 
results. 
Another important approach is to derive random effects models which are conditional 
accelerated lifetime models given the frailty. Keiding et al. (1997) argued for upgrad- 
ing the accelerated failure time approach alongside the hazard modelling approach to 
univariate survival analysis. Monaghan and Hutton (1999) showed that accelerated life 
models are more robust to model misspecification because of their log-linear form. Un- 
der this approach, known as scale change random effects models, the hazard function for 
an individual/unit conditional on W=w is given by h(ylW = w) = wh(wy). Unlike 
the proportional hazards frailty model, a scale change model can introduce negative as- 
sociation among the lifetimes. For the Weibull baseline hazards, both approaches give 
similar models but for the Gompertz and log-logistic baseline hazards, these two groups 
of models have different dependence structures. 
The frailty tests considered in the thesis have applications beyond the Weibull. For Zhu's 
score test and Kimber's integrated hazard covariance test, Weibull-based critical values 
can also be used for the log-logistic case. However, for the other tests, critical values have 
to be estimated based on the respective basic lifetime distribution. This is because the 
asymptotic variance of the test statistics in the non-Weibull case may not be the same 
as in the Weibull case due to the replacement of the nuisance parameters with their null 
MLEs. 
9 _____________________ 
Discussion and Further Work 
9.1 Discussion 
This thesis has been concerned with the investigation of tests for detecting fralItY in 
Weibull, exponential or related univariate and multivariate lifetime (lata. This lias been 
achieved by developing and studying in Chapters 3-75) some tests for infinite variance 
frailty, in Chapters 6-7 some tests for finite variance frailt-y aii(l. finally in Chaptet- 
statistical models for frailty in non-Weibull situations. The tests considered are bi,, (, (l 
on multiplicative hazards continuous Weibull mixtures. 
To detect infinite variance frailty in the multivariate context, three possible tests based on 
the PSW score function have been considered in Chapter 3. The proposed modified scoi-e 
test, S* and the test based on the logarithm of the integrated hazard, S** each have a (P) I ýP), 
faster convergence rate to the normal limit than Zhu's (199, ý) score test T(p)IC',,. A key 
feature of S(*P) is that extensive tables of critical values are not require(I as the asymptotic 
critical values can be used safely in finite samples. For S** , asymptotic critical valiles maY (P) 
be used unless the sample size is small. Expressions have been provided for estimating n 
the (uncensored) critical values in finite samples. 
The tests considered are applicable with fixed and/or random censoring. In the censored 
situation, the tests can be applied using a bootstrapping method. Parametric boot st rap- 
based algorithms have been described in Chapter 4 for both fixed and random right 
censoring. The tests can also be used in the presence of covariates M both the unceiisorol 
and censored situations. 
The powers of the bivariate versions of the three tests and the likelihoo(I ratio (1, R) 
test based on the PSW model, -21ný(2), are studied and compared in a wide railge of 
situations in Chapter 4. The power of a simple test, . 
11,. 2 , proposed 
by Kiniber and Z1111 
(1999) has also been compared with those of the others in this chapter for C()niplet(! nes.,,. 
Although LR test and score based tests are asymptotically equivalent, tilt, LR test ilý 
found to be the most powerful test for detecting positive stable frailty in 
finite sainple 
situation. However, in the case of misspecified frailty, -2 
ln, ý,, ) has lower PONver than 
206 
9.1 Discussion 207 
T** has second highest power for detecting positive stable frailty after the LR test and '(2) 
is also robust against misspecification of the frailty distribution. However, it is sensitive 
to censoring. T(2) is locally most powerful but is not robust against misspecification of 
the frailty. T* has appeared as the most robust and least sensitive to censoring. In (2) 
consideration of the computational effort of the LR test, T* ight be preferred. (2) M 
Due to the advantage of T* over others, a power table and corresponding power curve (2) 
have been constructed for this test to aid sample size calculations. It was found that to 
detect moderate to high frailty, a sample of size 50 is sufficient to give a power of 80%. 
Both T* and T** are derived and studied for trivariate lifetime data. In addition, T* (P) (P) (P) 
is derived and studied for p=4 and p=5 as well. Finally, the general p-variate version 
is provided for T* and T**. In general, the power of the tests increases as the number (P) (P) 
of component variates increases. 
In univariate parametric lifetime data, the frailty is identifiable if the frailty distribution 
has finite variance. In this respect, Crowder and Kimber's (1997) score test, U(j). is 
studied for the GW model in Chapter 6. The LR test, A(, ), based on the GW model 
is considered as an alternative test. Moreover, the score test based on the PSW model 
is also studied briefly. It is only applicable if at least one Weibull parameter is known. 
Critical values are provided, which are useful with small samples. 
Both ýL(j) and 0(j) have good powers to detect gamma frailty and are robust against 
misspecification of the frailty distribution. However, both are sensitive to the presence 
of censoring. Though A(, ) has slightly higher power than that of U(j), computational 
problems can arise in the maximum likelihood estimation of the frailty parameter in the 
LR test, due to the boundary point J= oo of the parameter space. 
To detect gamma frailty in the multivariate context, as before, A(2) has higher power 
than (J(2). However, when the frailty distribution is other than gamma, say positive 
stable or log-normal, then Kimber's covariance test T(1,2) is more powerful than A(2). 
The disadvantage of the LR test is that it requires the frailty distribution to be specified. 
Also in the censored situation, bootstrapping with the LR test is time consuming and is 
not free from computational difficulty. Expressions have been provided for all the tests 
for estimating the critical values in the uncensored case. The tests can also be applied 
in the presence of covariates. 
Crowder and Kimber's (1997) test, 
0(p), is more powerful than Kimber's test, T" 
but less robust in the case of misspecified infinite variance frailty. While U(p) is affected 
by the double role of the finite variance frailty in describing both marginal departures 
from the Weibull and association among the component variates, T(,,..., p) aims to detect 
only the association. Therefore, if T(,,..., p) provides a significant result, 
it is unlikely to 
be as a result purely of marginal misspecification. 
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Finally, in Chapter 8, multiplicative heterogeneity models are developed based on the log- 
logistic and Gompertz hazards. Their dependence structures are studied for the bivariate 
case. In principle, the tests for frailty developed and studied in the previous chapters 
have applications beyond the Weibull case as long as the statistics can be expressed in 
terms of the integrated hazards of the respective basic lifetimes. This has been verified 
't als for log-logistic data. It was found that Weibull based critical values of (1,2) can o be 
used to detect frailty among log-logistic lifetime data. Therefore, T(,,..., p) is more easy 
to use in practice than U(p). 
In the context of multivariate lifetime data, Orme (1998) concluded, analytically and 
based on simulation experiments, that the standard score test for neglected heterogeneity 
can be relatively insensitive to omitted covariates, i. e. it lacks power when compared 
with the appropriate LR test. Although this has not been verified for the tests studied 
in this thesis, the LR test may be preferred over the score test when it is suspected that 
omitted covariates are the only source of heterogeneity. 
In conclusion, each test has advantages and disadvantages. There is no single test which 
is ideal in all situations. In the case of finite samples, while the LR tests are optimal 
for the specified frailty, the modified score based tests are relatively more powerful for 
misspecified frailty. Among the methods studied in this thesis to test for frailty in mul- 
tivariate parametric lifetime data, the modified score test, T* has appeared as the (P) I 
best available for detecting frailty in most situations; in particular, it is robust against 
misspecification of the frailty distribution and is relatively insensitive to censoring. Fur- 
thermore, asymptotic critical values can be used for the application of this test. 
9.2 Topics of Further Research 
Further research can be continued in the following possible directions. 
9.2.1 LR test based on the GW model for censored data 
In the context of detecting finite variance frailty, the 
LR test based on the GW model is 
studied in Chapter 7. However, computational 
difficulty arises in parameter estimation 
when there is censoring. Due to the time 
limit, it was not possible to study the finite 
sample properties of this test in the censored case, which needs 
to be explored in further 
research. 
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9.2.2 A regular score test for infinite variance frailty 
The bivariate score test proposed by Zhu (1998) has non-regular properties. This is 
due to the infinite second moment of the term Ilsi in the score statistic when both 
components are uncensored. A modified score test is proposed by removing this term. 
thereby making the second moment finite. An alternative approach is to modify the 
likelihood contribution instead of the corresponding score function contribution when 
both components are uncensored. 
The likelihood contribution from a typical point (Yil i Yi2) when both components are 
uncensored is the corresponding bivariate PSW density function. In case of a short follow- 
up period, in other words when few observations are uncensored in both components, the 
corresponding likelihood contribution may be replaced by the corresponding distribution 
function F (cl, C2) , where cl, C2are the fixed right censoring times for the two components. 
This means that all the observations for which both components are uncensored will 
make the same contribution to the likelihood. With this censoring we may lose some 
information, but this will cause no problems if the information loss is small and the 
resulting tests have good properties. 
Now the likelihood contribution for a single bivariate observation for which both com- 
ponents are uncensored is 
Lil (yii, Yi2) = F(cl, C2) =1- P(Cl) - P(C2) + 
P(Cl) C2) 
-e- 
d, 
- e-d2+e- 
(di +d2)' 
where dj = ýjcoj; j=1,2. The corresponding contribution to the score function is 
dle -di log(di) + d2e -d2 log(d2) - (d, + 
d2)e-(dl+d2) log(d, + d2) (9.2) Tl 1 (Yil) Yi2) "1- e-di - e-d2+ e-(dl+d2) 
Other score function contributions when at least one component is censored remain the 
same as before. Thus the regular score statistic for a bivariate sample with n observations, 
based on the modified likelihood, by replacing the nuisance parameters with their null 
MLEs, may be written as follows: 
t, (r) 
_n 
Vi (1 + 109 90 - 9i log gi I, if Ii = 0,1 (9-3) 
(2), c Til (YiI i Yi2) 
if Ii =2 
where 9i YOI +ý2y02 with the replacement of yij. by the corresponding censoring 
time 
ii i2 
cj, (j = 1,2) for the censored component, 
jj = ýj cjOj j=1,2 and Ii (i = 1,2, n) is 
an indicator variable defined as follows: 
o if yi, and Yi2 are both censored 
1 if exactly one of yi, and Yi2 is censored 
(9.4) 
2 if yi, and Yi2 are both uncensored 
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The null expected value of T11 (yij, Yi2) remains the same as that of the corresponding 
score function contribution based on the PSW density. Hence, the null mean of the score 
function is still zero but the variance is finite due to the modification. Properties of the 
regular score test need to be studied to find out its advantages and disadvantages. 
9.2.3 Testing frailty with non-susceptible group 
I 
In the simulation study of the considered tests, gamma, log-normal and positive stable 
distributions were considered as the frailty distributions. However, compound Poisson 
(Aalen, 1992), non-central chi-square with zero degrees of freedom (Rocha, 1996) have 
also been suggested in the literature as frailty distributions which can accommodate non- 
susceptible individuals/ units. Therefore, it may be informative to study the applicability 
of the considered tests in the situation where some individuals/ units are non-susceptible. 
9.2.4 Testing for more general multivariate frailty 
In the multivariate context, the behaviour of the tests for frailty have been explored only 
by considering the situation where the component variates are equi-correlated. More 
intensive investigation of the considered test statistics needs to be done for the situation 
when there are varying degrees of dependence among the component variates. 
9.2.5 Discrete frailty 
In this thesis the frailty tests are derived and studied considering continuous frailty 
distribution. However, there are some situations where discrete frailty may be applicable. 
Therefore, frailty models could be derived based on discrete mixtures and hence the 
performance of the tests considered in this thesis could also be explored. For example, 
if the distribution of frailty is assumed to be Poisson, then the survival function of the 
Poisson mixture of univariate Weibull model is P(y) = e-, \ exp (Ae--), where s is the 
Weibull cumulative hazard. Poisson and geometric frailty distributions can easily include 
a non-susceptible group. Alternatively, the frailty distributions can be truncated at zero. 
9.2.6 Testing for frailty in non-Weibull situations 
It was pointed out in Chapter 8 that some of the statistics discussed in this thesis will 
have different null variances in the non-Weibull situation than for the Weibull when 
the nuisance parameters are replaced by their null MLEs. Therefore, their asymptotic 
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variances could be derived for the log-logistic and Gompertz distributions using the Pierce 
(1982) result. On the other hand, derivations of score tests based on the log-logistic and 
Gompertz based random effects models may be useful. 
9.2.7 Score test for infinite variance frailty in multivariate non-parametric 
lifetime data 
The tests studied in this thesis depend on the form of the hazard function. Commenges 0 
and Andersen (1995) derived a non-parametric score test for finite variance frailty. It may 
be useful to derive a score test from the marginal partial likelihood of the non-parametric 
positive stable frailty model. This type of score test may have wider applications than 
the tests based on the parametric lifetime models. 
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