The mining of a complete set of frequent subgraphs from labeled graph data has been studied extensively. Furthermore, much attention has recently been paid to frequent pattern mining from graph sequences (dynamic graphs or evolving graphs). In this paper, we define a novel class of subgraph subsequence called an "induced subgraph subsequence" to enable efficient mining of a complete set of frequent patterns from graph sequences containing large graphs and long sequences. We also propose an efficient method to mine frequent patterns, called "FRISSs (Frequent Relevant, and Induced Subgraph Subsequences)", from graph sequences. The fundamental performance of the method has been evaluated using artificial datasets, and its practicality has been confirmed through experiments using a real-world dataset.
Introduction
Studies on data mining have established many approaches for finding characteristic patterns from various structured data. Graph Mining, which efficiently mines all subgraphs appearing more frequently than a given threshold from a set of graphs, focuses on the topological relations between vertices in the graphs [17, 4] . AGM [9] , gSpan [18] , and Gaston [14] mine frequent subgraphs starting with those of size 1 by using the antimonotonic property of the support values. Although the major algorithms for Graph Mining are quite efficient in practice, they require much computation time to mine complex frequent subgraphs due to the NPcompleteness of subgraph isomorphism matching [7] . Accordingly, these conventional methods are not suitable for very complex graphs such as graph sequences.
However, graph sequences can be used to model objects for many real world applications. For example, a human network can be represented as a graph where each human and each relationship between two humans correspond to a vertex and an edge, respectively. If a human joins (or leaves) the community in the human network, the numbers of vertices and edges in the graph increase (or decrease). Similarly, a gene network consisting of genes and their interactions produces a * Institute of Scientific and Industrial Research, Osaka Univ. and PRESTO, Japan Science and Technology Agency.
† Institute of Scientific and Industrial Research, Osaka Univ. graph sequence in the course of their evolutionary history by acquiring new genes, deleting genes, and mutating genes. Recently, much attention has been paid to frequent pattern mining from graph sequences [11] (dynamic graphs [2] or evolving graphs [1] ). Figure 1 (a) shows an example of a graph sequence containing 4 steps (elements) and 5 unique IDs denoted by the numbers attached to vertices. In [11] , we proposed a novel method, called GTRACE (Graph TRAnsformation sequenCE mining), to mine frequent patterns as shown in Fig. 1 (b) from graph sequences under the assumption that the change in each graph is gradual and applied it to graph sequences generated from the Enron dataset. Although GTRACE is tractable for the Enron graph sequences containing about 7 steps and 100 unique IDs, it is intractable for graph sequences containing more steps and unique IDs than those in the Enron graph sequences.
In this paper, we define a novel class of subgraph subsequence called an "induced subgraph subsequence" of a graph sequence to mine frequent patterns efficiently from graph sequences containing long sequences and large graphs. In addition, we propose an efficient method to mine frequent patterns called FRISSs (Frequent, Relevant, and Induced Subgraph Subsequences) from graph sequences. The fundamental performance of the proposed method has been evaluated using artificial datasets, and its practicality has been confirmed by experiments using a real world dataset.
The rest of this paper is organized as follows. The remainder of this section reviews conventional frequent graph mining and frequent graph sequence mining which has recently attracted much attention. In Section 2, we introduce the induced subgraph subsequence of a graph sequence by extending the definition of an induced subgraph of a graph and we define the problem which we address in this paper. Section 3 proposes an efficient method to mine all frequent patterns from a set of graph sequences. In Section 4, the fundamental performance and practicality of the proposed method are demonstrated through experiments. Finally, Section 5 presents a discussion and concludes this paper.
Frequent Graph
Mining. Graph Mining is the task of finding novel, useful, and "understandable" graph-theoretic patterns in a graph representation of data [3] . Frequent Graph Mining is a representative task in Graph Mining that efficiently mines all subgraphs that appear more frequently than a given threshold from a set of labeled graphs.
A labeled graph g is represented as g = (V, E, L, l), where V = {v 1 , · · · , v z } is a set of vertices,
, and L is a set of labels such that l : V ∪E → L. V (g), E(g), and L(g) are sets of vertices, edges, and labels of g, respectively. If an edge exists between two vertices, the vertices are said to be adjacent. The set of edges from vertex v x to v y is called a path. A graph in which there is a path between any two vertices is said to be connected, and an unconnected graph consists of some connected components.
Given two graphs g(V, E, L, l) and g
A graph database DB is a set of tuples id, g , where id is a graph ID and g is a labeled graph. A tuple id, d is said to contain a graph p, if p is a subgraph of g, i.e., p ⊑ g. The support of a graph p in the database DB is the number of tuples in the database containing p, i.e.,
Given a positive integer σ ′ as the support threshold, a graph p is called a "frequent subgraph" pattern in the graph database DB, if at least σ ′ tuples in the database contain p, i.e., σ(p) ≥ σ ′ . Representative methods for frequent graph mining, such as AGM [9] , gSpan [18] , and Gaston [14] , mine frequent subgraphs starting with those of size 1 by using the anti-monotonic property of the support values.
AGM enumerates a complete set of frequent subgraph patterns. However, for practical reasons, some of 1 Although this paper focuses on undirected graphs only, the proposed method is also applicable to directed graphs without loss of generality. the methods often focus on frequent and "connected" subgraph patterns which are contained as "induced subgraphs" in labeled graphs in the graph database DB. Here, a subgraph g ′ of g is an "induced subgraph", denoted as g ′ ⊑ i g, if and only if two vertices in V (g ′ ) are adjacent in g ′ and they are also adjacent in g. If they mine frequent subgraph patterns which are contained as induced subgraphs in labeled graphs in DB, the definition of support is altered to
Frequent subgraph patterns mined under this definition are called "frequent and induced subgraph" patterns.
If an edge does not exist between two vertices in a frequent subgraph pattern mined under the support definition (1.1), the pattern suggests that an edge may or may not exist between two corresponding vertices in many of the graphs in DB containing the pattern. On the other hand, if an edge does not exist between two vertices in a frequent and induced subgraph pattern mined under the support definition (1.2), the pattern suggests that an edge does not exist between two corresponding vertices in many of the graphs in DB containing the pattern. For example, Fig. 2 (a) shows three labeled graphs in the graph database. Although all three graphs contain loops (shown as triangles), both the subgraph pattern shown in Fig. 2 (c) and that shown in Fig. 2 (b) which does not contain any loops are mined under the support definition (1.1). We, therefore, can not know all connectivities between vertices in the pattern without accessing graph in DB containing this pattern. On the other hand, the subgraph pattern shown in Fig. 2 (b) is not mined under the support definition (1.2), because the subgraph pattern shown in Fig. 2 (b) is not an induced subgraph of the graphs shown in Fig. 2 (a) . We, therefore, do not need to access the graph database to understand the frequent and induced subgraph pattern.
Next, we consider a case that both connected and unconnected subgraph patterns are mined from DB consisting of connected graphs under the definition (1.2). In this case, we can not know the relevancy between two components in an unconnected subgraph pattern without accessing the original graphs in DB containing this pattern. Therefore, practically, we fo- cus on frequent connected subgraph patterns which are contained as induced subgraphs in the graphs in DB. Since we do not need to access the graphs in DB to understand frequent, connected, and induced subgraph patterns, we consider the patterns to be easily understandable.
1.2 Frequent Graph Sequence Mining. Figure 1 (a) shows an example of an observed graph sequence. The graph g (j) is the j-th labeled graph in the sequence. The problem we address in this paper is how to mine patterns that appear more frequently than a given threshold from a set of graph sequences. In [11] , we proposed transformation rules to represent graph sequences compactly under the assumption that "the change is gradual". In other word, only a small part of the structure changes, while the other part remains unchanged between two successive graphs g (j) and g
in a graph sequence. For example, the change between two successive graphs g (j) and g (j+1) in the graph sequence shown in Fig. 3 is represented as an ordered list of two transformation rules vi
. This list implies that a vertex with unique ID 1 and label A is inserted (vi), and then an edge between vertices with unique IDs 2 and 3 is deleted (ed). By assuming the change in each graph to be gradual, we can represent a graph sequence compactly even if the graph in the graph sequence has many vertices and edges. Moreover, the method called GTRACE efficiently mines all frequent patterns from ordered lists of transformation rules which are compactly represented.
However, when the temporal resolution is low for observing a graph sequence, the length of ordered list of transformation rules representing the graph sequence increases. This is because large portions of two successive graphs in the graph sequence change. Furthermore, as the length of the ordered list of transformation rules to represent the graph sequence increases, GTRACE becomes intractable for mining frequent patterns from the long ordered lists under the low support threshold, because according to the anti-monotonic property of the support, sub-patterns of the frequent patterns are also frequent; hence, a huge set of frequent patterns has to be mined.
In this paper, we propose an efficient method to mine understandable frequent patterns from a set of graph sequences containing many unique IDs and steps (elements) under the assumption that the change in each graph is NOT gradual. 
, where the superscript integer j (1 ≤ j ≤ l) for each labeled graph g (j) represents an ordered step in the graph sequence. g (j) is called an "element" of the sequence. The number of elements in the graph sequence, l, is called the "length" of the graph sequence. Furthermore, the number of vertices in the graph sequence, l j=1 |V (g (j) )|, is called the "size" of the graph sequence. We assume that each vertex v is mutually distinct from the others in any g (j) and has a "unique ID" id(v) in d. We define the set of unique IDs ID(d) as Figure 4 (a) shows a graph sequence We now define the inclusion relation between two graph sequences α and β.
, and
The first condition is similar to the definition of a subsequence used in conventional sequential pattern mining [15] . The second condition implies that if the unique IDs of two vertices v and v ′ in two different elements a (i) and a Example 3. Figure 4 shows an example that demonstrates the inclusion relation between two graph se- That is, φ(1) = 2, φ(2) = 3, and φ(3) = 4. In other words, g
2 , and g
hold.
A graph sequence database DB is a set of tuples sid, d , where sid is a graph sequence ID and d is a graph sequence. A tuple sid, d is said to contain a graph sequence α, if α is a subgraph subsequence of d, i.e., α ⊑ d. The "support" of a graph sequence α in a graph sequence database DB is the number of tuples in the database containing α, i.e.,
According to the definitions of a subgraph subsequence and the support, the anti-monotonicity of this support value holds. That is, if α ⊏ β, then σ(α) ≥ σ(β). Given a positive integer σ ′ as the support threshold, a graph sequence α is called a Frequent Subgraph Subsequence (FSS) pattern in the graph sequence database DB, if at least σ ′ tuples in the database contain α is, i.e., σ(α) ≥ σ ′ . In addition, we assume that an FSS
2.2 Union Graph and Relevancy. As mentioned in Section 1.1, many algorithms of conventional frequent graph mining mines frequent patterns that are understandable by limiting the frequent subgraph patterns to connected and induced subgraph patterns. In this and the following subsections, we extend the definitions of a connected subgraph and an induced subgraph, respectively, to a graph sequence. First, we define the relevancy between unique IDs in a subgraph subsequence based on the connectivity between vertices with the unique IDs in the subgraph subsequence. For example, consider the given the subgraph subsequence shown in Fig. 5 (a) . The vertices with unique IDs 2 and 4 in the subgraph subsequence are not connected directly in any of the three elements. However, they are connected to the vertex with unique ID 3 in the first and third elements, respectively. In this case, we consider the vertices 2 and 4 to be mutually relevant via the vertex 3. On the other hand, we can not know the relevancy between the vertex with unique ID 1 and vertices with the other unique IDs in the subgraph subsequence without accessing a huge set of original graph sequences DB containing this pattern, because the relevancy between 1 and the other unique IDs is not provided in this pattern. Therefore, we aim to eliminate all vertices with unique ID 1 in this pattern by defining the relevancy between unique IDs in a subgraph subsequence.
Definition 2. Unique IDs in a graph sequence
are relevant to one another, and d is called a "relevant" graph sequence, if the "union graph"
)}, and
In this definition, vertices and edges in a union graph do not have any labels, because we assume that the labels of the vertices and edges in a graph sequence can change. In addition, each element in a relevant graph sequence is not always connected. By limiting to frequent subgraph subsequence patterns, the union graphs of which are connected, we can know the relevancy between all pairs of unique IDs in each of the frequent subgraph subsequence patterns without accessing the huge set of graph sequences DB containing the patterns. 2.3 Induced Subgraph Subsequence. Any induced subgraph of a graph g can be obtained by deleting some of the vertices from g, along with any edges that connect to the deleted vertices. Thus, an induced subgraph is determined by its vertex set [8] . In this subsection, we extend the definition of an induced subgraph of a graph to a graph sequence to define an "induced subgraph subsequence".
, where 
Any induced subgraph subsequence of β can be obtained by deleting vertices with some of the unique IDs from β, along with any edges that connect to the deleted vertices. Thus, an induced subgraph subsequence is determined by its unique ID set. By limiting to the frequent subgraph subsequence patterns contained as induced subgraph subsequences in graph sequences in DB, we can know the relation between any two vertices in the frequent subgraph subsequence pattern without accessing the huge set of original graph sequences containing the pattern. If there is no edge between two vertices in an element of a subgraph subsequence pattern, the pattern states that there is no edge between two corresponding vertices in an element of many of the graph sequences in DB containing the pattern.
Problem Definition.
Based on the inclusion relation (⊑ i ) of the induced subgraph subsequence, the definition of support of a graph sequence α is modified as
According to the definition of an induced subgraph subsequence,
Therefore, the number of frequent subgraph subsequence patterns mined under the definition for σ i (α) is less than or equal to that mined under the definition for σ(α).
By using the definitions of a union graph and induced subgraph subsequence, the problem of mining frequent subgraph subsequences is defined as follows.
} and a minimum support threshold σ ′ as the input, the problem is to enumerate all frequent patterns The merits of mining only FRISSs from a graph sequence database are given below.
(1) FRISSs are easily understandable, because the union graphs thereof are relevant, and the FRISSs are included as induced subgraph subsequences in the graph sequences in DB.
(2) Since the total number of frequent subgraph subsequence (FSS) patterns with connected union graphs is much smaller than the number of all FSSs, we can reduce the computation time required to mine all FSSs with connected union graphs. (3) Since the total number of frequent subgraph subsequence patterns contained as induced subgraphs in the graph sequences in DB is much smaller than the number of all FSSs, we can reduce the computation time required to mine frequent and induced subgraph subsequence patterns.
3 Algorithm for Mining All FRISSs 3.1 Principles of FRISS Mining. A straightforward method for mining all FRISSs by extending the conventional graph mining algorithm recursively appends a vertex to a current FRISS, together with some edges that connect to the appended vertex. This method needs to append a vertex satisfying that the union graph of a frequent subgraph subsequence pattern is connected according to the definition of FRISS. However, as the depth of recursion increases, the computation time and the required memory also increase, because all sub-patterns of the FRISS are also frequent. For example, to mine the FRISS α = a (1) a (2) · · · a (l) shown in Fig. 8 , the depth of recursion to append vertices in the method is 15, because the number of vertices contained in the pattern is 9, i.e., j=1,··· ,l |V (a (j) )|=9 2 . In this section, we propose an efficient algorithm to mine all FRISSs from a graph sequence database. By using the definitions of relevancy of a graph sequence and an induced subgraph subsequence, the depth of recursion in our proposed method is given as the number of unique IDs in a FRISS plus the number of elements in the FRISS. When mining the FRISS shown in Fig. 8 , the depth of recursion of the proposed method is |V (g u (α))| + l = 4 + 3 = 7, where l is the length of , ed
, ed (2, 5) [ (3, 4) , •] , vd (2, 6) [4,•] ) by using transformation rules in the form of tr
proposed in [11] . GTRACE recursively appends a Transformation Rule (TR) 16 times when mining the pattern containing 16 TRs. To propose an efficient method for mining all FRISSs from a graph sequence database, we introduce the following lemmas. 
Proof. If a graph sequence α is frequent, there are at least σ ′ graph sequences containing α among DB. Union graphs of these graph sequences contains the union graph of α as an induced subgraph according to Lemma 3.1. Therefore, the union graph g u (α) of the graph sequence α is a frequent, connected and induced subgraph pattern among G u .
To enumerate all FRISSs efficiently, we first generate union graphs for all graph sequences in DB based on the definition of a union graph. Subsequently, all frequent, "connected", and "induced" subgraphs in these union graphs are enumerated by using the conventional Graph Mining algorithm. At every time when the algorithm outputs a frequent, connected, and induced subgraph, an altered version of PrefixSpan to be explained in the next subsections is called, with its input set of graph sequences generated by the projection given in the following definition. Figures 9 (a) and (b) show the graph sequence d = g (1) g (2) g (3) and the union graph g u (d) for d, respectively. Given a graph g which is an induced subgraph of g u (d) as shown in Fig. 9 (d) , one of the projected graph sequences in proj( sid, d ), g) is depicted in Fig. 9 (c) , where vertices in this projected graph sequence matches with the hatched vertices in Fig. 9 (a) .
Since the union graph of a FRISS is also frequent in the union graphs of all sid, d ∈ DB according to Lemma 3.2, we can enumerate all FRISSs from the projected graph sequences if all frequent connected, and induced subgraphs among the union graphs of all sid, d ∈ DB are given. Figure 10 shows an algorithm to enumerate all FRISSs F from DB. First, a set G u of the union graphs of graph sequences DB is generated in Line 3. Assuming that the function call FrequentSubgraphMiner in Line 4 repeatedly and exhaustively outputs a frequent, connected and induced subgraph g in G u one by one, SeqPatternMiner is called in Line 6 in Fig. 10 with the graph sequences projected in Line 5 to mine FRISSs from proj(DB, g). Finally, FRISSs mined from proj(DB, g) whose union graphs are isomorphic to g are added to F in Line 6. These processes are continued until the frequent, connected, and induced subgraph g is exhausted in FrequentSubgraphMiner. We have implemented FrequentSubgraphMiner using AcGM [10] which is one of the conventional Graph Mining methods. AcGM enumerates all embeddings in each union graph that are isomorphic with a frequent, connected, and induced subgraph g, thus enabling the efficient projection of g onto all of its subgraph subsequences proj( sid, d , g). Figure 10 : Algorithm to mine FRISSs.
Recursively Appending an Element.
By projecting the graph sequence database DB, we obtain a set of projected graph sequences each of whose unique IDs are relevant to one another. The projected graph sequences become the inputs to SeqPatternMiner in Fig. 10 . By recursively appending an element, but not a vertex, to a current FRISS in SeqPatternMiner, we can mine the complete set of FRISSs with union graphs isomorphic to g from proj(DB, g); this can be explained as follows.
Let g be a frequent, connected, and induced subgraph mined from G u , and α be a FRISS of length l mined from proj(DB, g) such that d ′ ∈ proj(DB, g) and
Since union graphs of all FRISSs mined from proj(DB, g) are isomorphic to g, g u (α) = g. In addition, α − be a graph sequence of length l generated by deleting a vertex from an element in α while keeping
is not an induced subgraph subsequence of d ′ according to the definitions of an induced subgraph subsequence and a projection. Therefore, there exists a graph sequence d − such that
− does not increment the support of any FRISS mined from proj(DB, g). Therefore, we do not need α − to mine the FRISS α from proj(DB, g).
On the other hand, if the union graph of α is not isomorphic to the union graph of α
is not isomorphic to g, because g = g u (α). Therefore, the frequent, connected, and induced subgraph g − where g − ⊏ i g and g − = g u (α − ) is mined from G u , because the connected and induced subgraph g − of frequent connected subgraph g is also frequent. Since α − is an induced subgraph subsequence of α which is frequent, α − is also frequent. Therefore, we do not need α − to mine the FRISS α from proj(DB, g), since α − is mined from proj(DB, g − ). For g u (α) = g u (α − ) and g u (α) = g u (α − ), we do not need to mine a graph sequence α − with length equal to the length of the FRISS α to mine α from the projected graph sequence proj(DB, g). Consequently, we can mine all FRISSs with union graphs isomorphic to g from the projected graph sequences proj(DB, g) by recursively appending an element, but not a vertex, to the current FRISS.
Lemma 3.3. The depth of recursion required to mine a FRISS α from the graph sequence database DB by the proposed method is the number of unique IDs in α plus the number of elements in α.
Proof. The proposed method recursively appends a vertex together with an edge (or some edges) by using AcGM in Line 3 of Fig. 10 to mine all frequent, connected, and induced subgraphs from G u . Therefore, to mine a frequent, connected, and induced subgraph g containing |V (g)| vertices from G u , the method recursively appends a vertex |V (g)| times, where |V (g)| is equal to the number of unique IDs in a FRISS α to be mined. In addition, because the method recursively appends an element by using PrefixSpan, the proposed method appends an element l times to mine the FRISS α containing l elements from proj(DB, g). Therefore, the depth of recursion in the proposed method to mine the FRISS α is |V (g)| + l.
The disadvantage of recursively appending an item or element based on the pattern growth principle is that often large amount of memory is required if the depth of recursion is very large. However, the depth of recursion in the proposed method is smaller than that of the method in which a vertex is recursively appended to a current FRISS. Therefore, we can efficiently mine all FRISSs from large and long graph sequences.
Isomorphism Matching of Elements.
In the rest of this section, we explain that the complexity of checking whether the elements (graphs) in graph sequences are isomorphic is O(1) in our implementation. 
In this example, we reassign unique ID 1 to all vertices with unique ID 3 in d 2 ) whether the element a (1) in α is isomorphic to each element in d Moreover, since our proposed method recursively appends an element to a current FRISS based on the pattern growth principle, we compile each element in the reassigned graph sequences to an item by using a hash table that maps an element to an item. For example in Fig. 11 , the reassigned graph sequences d 
where the first elements in d ′′ 1 and d ′′ 2 are compiled to i 1 , the second elements to i 2 , and so on. Now, we have two sequences of items, so we require O(1) to check whether the element a (1) represented by an item is isomorphic to each element (item) in the item sequences. After mining frequent sequence patterns containing items from the item sequences by using PrefixSpan, we decompile (reverse-compile) each item in the frequent sequence patterns to an element (graph) to obtain FRISSs.
By reassigning unique IDs in projected graph sequences and compiling graph sequences to item sequences, we avoid graph isomorphism matching between two elements (graphs). Since we can quickly check whether two elements are isomorphic by comparing two items, we can efficiently mine all FRISSs from large and long graph sequences.
Experiments
The proposed method was implemented in C++. The experiments were executed on an HP xw4600 with an Intel Core 2 8600 3.33 GHz processor and 2 GB of main memory and running Windows XP. The performance of the proposed method was evaluated using artificial and real world graph sequence data. [11] by using artificial datasets generated from the parameters listed in Table 1 . First, starting from g (1) generated with edge existence probability p e , we grew each graph sequence up to with |V avg | unique IDs and with |l avg | elements on average by inserting, deleting and relabeling vertices and edges at each step. This process was carried out under the assumption of a low temporal resolution in observing graph sequences, i.e., the change in each graph was NOT gradual. Similarly, we generated N FRISSs with |V ′ avg | unique IDs and |l ′ avg | elements on average. Then, we generated the DB where each graph sequence was overlaid by each FRISS with probability 1/N . Each graph sequence contained |L v | vertex labels and |L e | edge labels. The first part of Table 2 shows that the computation time is proportional to the number of graph sequences |DB|, as the case in conventional frequent pattern mining. The second and third parts of the table indicate that the computation times for both the proposed method and GTRACE are exponential with respect to the average number of elements |l ′ avg | in the embedded FRISSs and the average number of vertices |V avg | in each graph in the graph sequence database. The main reason that the computation time increases according to |l ′ avg | or |V avg | is considered to be the increase in the number of frequent patterns in both cases. However, the far superior efficiency of the proposed method compared with GTRACE is confirmed in terms of both computation time and the number of frequent patterns. The fourth part in Table 2 shows that the proposed method is tractable even with a low minimum support threshold.
Artificial
All parts of Table 2 show that the number of FRISSs mined by the proposed method is much smaller than the number of FTSs mined by GTRACE. By limiting frequent subgraph subsequences to relevant and induced subgraph subsequences only, the proposed method efficiently mines a complete set of FRISSs from a set of graph sequences. Additionally, since the proposed method checks in O(1) whether elements (graphs) in graph sequences are isomorphic, the efficiency of mining FRISSs from the graph sequences is further enhanced. Therefore, the proposed method is applicable in practical to graph sequences that are both long and large.
Real World Dataset.
To assess the practicality of the proposed method, it was applied to the Enron Email Dataset [5] . In the dataset, we assigned a unique ID to each person participating in email communication, and assigned an edge to a pair communicating via email on a particular day, thereby obtaining a daily graph g (j) . In addition, one of the vertex labels {CEO, Employee, Director, Manager, Lawyer, President, Trader, Vice President} was assigned to each vertex. We then obtained a set of weekly graph sequence data, i.e., a DB. The total number of weeks, i.e., number of sequences, was 200. We randomly sampled |V |(= 1 ∼ 182) persons to form each DB. the required computation time exceeds one hour or a memory overflow occurs, the results are indicated by "-".
The upper, middle, and lower parts of the table show the practical scalability of the proposed method with regard to the number of persons (unique IDs), the minimum support threshold, and the number of elements in graph sequences in the graph sequence database, respectively. GTRACE proved intractable for the graph sequence dataset generated from the default values, although change in each graph in this graph sequence database is gradual. On the other hand, the proposed method is tractable with respect to the database. Although we used the same graph sequence database to mine frequent patterns, the resulting numbers of FRISSs and FTSs are very different due to the definitions of a FRISS and FTS. Accordingly, we also use the computation time per FRISS or FTS in the comparison. Good scalability of the proposed method is indicated in Table 3 , since the computation times per FRISS for the proposed method are smaller than those per FTS for GTRACE. The scalability of the proposed method comes from limiting frequent subgraph subsequence patterns to relevant and induced subgraph subsequences only and isomorphism matching between elements as mentioned in Section 3.3. In addition, the proposed method is practicable, because frequent subgraph subsequences mined by the proposed method are easily understandable according to the definitions of relevant and induced subgraph subsequences. graphs [2] or evolving graphs [1] ). In [11] , GTRACE focuses on the differences between two successive graphs g (j) and g (j+1) in a graph sequence to compactly represent the graph sequence under the assumption that the change in each graph is gradual. The differences between graphs g (j) and g (j+1) are interpolated by a virtual graph sequence such that the edit distance between any two successive graphs in the virtual sequence is 1 and the edit distance between any two graphs is the minimum. Two successive graphs in the virtual sequence are represented by one of 6 transformation rules, namely vertex insertion (vi), vertex deletion (vd), vertex relabeling (vr), edge insertion (ei), edge deletion (ed), and edge relabeling (er) For example, the differences between two successive graphs g (j) and g (j+1) in the graph sequence shown in Fig. 3 is represented as an ordered list of two transformation rules vi
[(2,3),•] as discussed in Section 1.3. Based on the assumption that the change in each graph is gradual, GTRACE can compactly represents a graph sequence using the transformation rules even if each graph in the graph sequence has many vertices and edges.
In [2] , Borgwardt et al. proposed a method to mine frequent patterns from a graph sequence represented by the dynamic graph. They assumed that the number of edges in a dynamic graph increases and decreases while the number of vertices remains constant. They also assumed that labels assigned to vertices in the dynamic graph do not change and that no labels are assigned to edges. The characteristics of the dynamic graph are summarized in the third column of Table 4 . In this method, the existence and non-existence of an edge in each element is represented by 1 and 0, respectively, and an edge is labeled with the binary string consisting of these 1 and 0 as shown in the upper part of Fig. 13 . In this figure, the labels of vertices in the dynamic graph are omitted for the sake of simplicity.
On the other hand, Berlingerio et al. proposed a method to mine frequent patterns from a graph sequence represented by the evolving graph [1] . They assumed that the numbers of vertices and edges in an evolving graph increase but do not decrease and that labels assigned to vertices and edges in the dynamic graph do not change. In addition, a vertex in an evolving graph always comes with an edge connected to the vertex. The characteristics of the evolving graph are summarized in the fourth column of Table 4 . In this method, the graph sequence in the lower left of Fig. 13 is represented as an evolving graph in the lower right of Fig. 13 , where labels of vertices and edges in the evolving graph are omitted. The number attached to each edge in the evolving graph depicts the element in which the edge appears. Although these two methods can represent a complex graph sequence using a graph, they can not represent graph sequences where the numbers of vertices and edges increase and decrease and labels change, such as in human communities and gene networks mentioned in Section 1. Therefore, graph sequences addressed in this paper and in [11] belong to a more general class than the dynamic graph and evolving graph. Both the proposed method in this paper and GTRACE are applicable to the general class of graph sequences with the characteristics shown in the second column of Table 4 . The left hand side in Fig. 14 is not known in how many elements the vertex appears. On the other hand, the second FSS indicated by another dashed arrow means that a vertex with label A appears in at least two elements in many of the graph sequences in the graph sequence database.
In this paper, we proposed a novel method for mining all frequent, relevant, and induced subgraph subsequences from given graph sequences. We developed a graph sequence mining program, and confirmed the efficient and practical performance of the proposed method through computational experiments using artificial and real world datasets. The method proposed in this paper efficiently enumerates all FRISSs from a set of graph sequences, while methods in [2, 1] mine all frequent patterns from a long graph sequence. In [13, 6] , it is shown that the principle of enumerating possible patterns can be distinguished from the principle of counting support values of the patterns. Therefore, the proposed method in this paper can be extended to mine FRISSs from a long and large graph sequence based on [13, 6] . By extending our method to mine from a graph sequence, we plan to compare the performance of our method with that of Berlingerio's recently proposed method.
