Abstract-Recently we developed supervisor localization, a top-down approach to distributed control of discrete-event systems in the Ramadge-Wonham supervisory control framework. Its essence is the decomposition of monolithic (global) control action into local control strategies for the individual agents. In this paper, we establish a counterpart supervisor localization theory in the framework of State Tree Structures, known to be efficient for control design of very large systems. As before, we prove that the collective localized control behavior is identical to the monolithic optimal (i.e. maximally permissive) and nonblocking controlled behavior. Further, we propose a new and more efficient localization algorithm which exploits BDD computation.
I. INTRODUCTION
Recently we developed a top-down approach, called supervisor localization [1] , [2] , to the distributed control of discrete-event systems (DES) in the language-based RamageWonham (RW) supervisory control framework [3] . We view a plant to be controlled as comprised of independent asynchronous agents which are coupled implicitly through control specifications. To make the agents 'smart' and semiautonomous, our localization algorithm allocates external supervisory control action to individual agents as their internal control strategies, while preserving the optimality (maximal permissiveness) and nonblocking properties of the overall monolithic (global) controlled behavior. Under the localization scheme, each agent controls only its own events, although it may very well need to observe events originating in other (typically neighboring) agents. We call such a scheme distributed control architecture.
In this paper we continue our investigation of supervisor localization, but in the (dual) state-based framework of DES. We adopt the recently developed formalism of State Tree Structures (STS) [4] , [5] , adapted from Statecharts [6] , which has been demonstrated to be computationally efficient for monolithic (i.e. fully centralized) supervisor synthesis in the case of large systems. Our aim is to exploit the computational power of STS to solve distributed control problems in that case as well.
STS efficiently model hierarchical and concurrent organization of the system state set. The latter is structured as a hierarchical state tree, equipped with modules (holons) describing system dynamics. For symbolic computation, STS are encoded into predicates. A second feature contributing to computational efficiency is the use of binary decision diagrams (BDD) [7] , a data structure which enables a compact representation of predicates that admits their logical manipulation. With BDD representation of encoded STS models, the computational complexity of supervisor synthesis becomes polynomial in the number of BDD nodes (|nodes|), rather than in the 'flat' system state size (|states|). In many cases |nodes| |states|, which provides computational efficiency. In localization, we exploit both these features of STS.
The contributions of this paper are the following. First, we establish supervisor localization theory in the STS framework: formulate the distributed control problem, define the notion of control cover [1] for localization, and prove control equivalence between local controllers and the monolithic one. Here localization is applied to decompose a supervisor implemented by a state tracker and control functions (see Section II), not by automata; this is a notable difference from the approach in [1] . Second, we propose a symbolic localization algorithm which computes via predicates represented by BDD. We show that this algorithm improves efficiency over the one in [1] . Third, our localization algorithm (through state size reduction) can often increase the transparency of control logic for large systems, as compared to the monolithic STS synthesis [4] , [5] ; the latter, despite its computational power, can produce very complex supervisors with a large number of BDD nodes. This empirical result is illustrated in [8, Section V] through a detailed case study on a large semiconductor manufacturing system.
We note that there is a different approach to improving control transparency: synthesize guard conditions and thereby construct extended finite-state machines (EFSM) [9] , [10] . It would be interesting to conduct an empirical study to compare the results by EFSM and by our localization. We also note that in [11] , the authors proposed a multiagent coordination scheme in the RW framework similar in general terms to the distributed control architecture that our supervisor localization deals with. Their synthesis procedure is essentially, however, a combination of the existing standard RW supervisor synthesis with partial observation [3] and supervisor reduction [12] ; and no approach is presented to handle large-scale systems.
In the sequel, Section II provides preliminaries on STS; Section III formulates the distributed control problem; Section IV develops the supervisor localization theory and presents a symbolic localization algorithm for computing local controllers; and finally Section V states our conclusions.
II. PRELIMINARIES ON STATE TREE STRUCTURES
This section provides relevant preliminaries on the STSbased supervisory control theory, summarized from [4] , [5] .
A state tree structure (STS) G for modeling DES is a 6-tuple:
Here ST is the state tree organizing the system's state set into a hierarchy; H is the set of holons (finite automata) matched to ST that describes the 'local' behavior of G; Σ is the finite event set, partitioned into the controllable subset Σ c and the 
We shall often write b |= P for P (b) = 1. Also for a substate-tree T ∈ ST (ST ), we define T |= P if and only if (∀b ∈ B(T ))b |= P . Given the initial predicate P 0 with
, and the marker predicate P m with
Next write P red(ST ) for the set of all predicates on B(ST ), and define propositional logic connectives for its elements as follows: for every P, P ∈ P red(ST ) and
Introduce for P red(ST ) the partial order defined by P P iff (¬P ) ∨ P ; namely P P holds exactly when b |= P ⇒ b |= P for every b ∈ B(ST ). Under the identification of P red(ST ) with the power set P wr(B(ST )) and with subset containment ⊆, it is clear that (P red(ST ), ) is a complete lattice. The top element is true, the bottom element false.
Important elements in P red(ST ) are the reachability and coreachability predicates. Let P ∈ P red(ST ). The reachability predicate R(G, P ) holds on just those basic trees that can be reached in G, from some b 0 |= P ∧ P 0 , via a sequence of basic trees all satisfying P . Dually, the coreachability predicate CR(G, P ) is defined to hold on those basic trees that can reach some b m |= P ∧ P m in G by a sequence of basic trees all satisfying P . Clearly R(G, P ) P and CR(G, P ) P . A predicate P is nonblocking (with respect to G) if R(G, P )
CR(G, P ), i.e. every basic tree reachable from some initial state tree can also reach some marker state tree in G.
Another key property of a predicate is controllability. For
identifies the largest subset of basic trees from which there is a one-step transition σ into B P , or at which σ is not defined i.e. ∆(b, σ) = ∅ (it is always true that ∅ |= P ). A predicate P is called weakly controllable if (∀σ ∈ Σ u ) P M σ (P ). Thus P is weakly controllable if it is invariant under the dynamic flow induced by uncontrollable events. For an arbitrary predicate P ∈ P red(ST ) bring in the family N C(P ) of nonblocking and weakly controllable subpredicates of P , N C(P ) := {K P | K is nonblocking and weakly controllable}. Then N C(P ) is nonempty (since K = f alse belongs) and is closed under arbitrary disjunctions ∨; in particular the supremal element supN C(P ) :
Thus f assigns to each basic tree b a subset of events that always contains the uncontrollable events.
Thus the control action of f is fully represented by the set {f σ |σ ∈ Σ}. Clearly f σ (·) = true for every uncontrollable event σ. The closedloop STS formed by G and f is then written as
where
. Theorem 1 is the main result of STS on synthesizing an optimal (in the sense of supremal, or maximally permissive) and nonblocking supervisor. The SFBC f in Theorem 1 is represented by the control functions f σ , σ ∈ Σ, defined by
Thus for every
We close this section by describing how to set up a control problem in STS, as will be needed in Section III. Recall [3] that a finite-state automaton P is defined by
where Q is the state set, q 0 ∈ Q is the initial state, Q m ⊆ Q is the subset of marker states, Σ is the finite event set, and δ : Q × Σ → Q is the (partial) state transition function.
In the RW (language-based) framework, a control problem is typically given in terms of a plant automaton P and a specification automaton S that imposes control requirements on P. We can convert the pair (P, S) into an STS G with a predicate P specifying the illegal basic trees that G is prohibited from visiting. Conversion is illustrated by the example displayed in Fig. 1 . Here the plant P consists of two 'machines' M1, M2, and the specification automaton
( denotes an initial and marker state) is the buffer BUF of capacity one. First assign to each of the three automata a state variable which takes values in the corresponding state set; then bring in a root state x 0 which links the assigned state variables x 1 , x 2 , y by cartesian product. Thereby we obtain the STS G. Finally we determine the predicate P for illegal basic trees according to the control requirements imposed by the specification S. In the example, BUF conveys two requirements: (i) disabling event α 2 at state y 0 (so the buffer is protected from underflow) and (ii) disabling β 1 at y 1 (to prevent overflow). While the disablement of the controllable event α 2 is legal, that of the uncontrollable β 1 is illegal. Hence P = (x 1 = x 11 ) ∧ (y = y 1 ), where β 1 is defined at x 11 and y 1 .
III. PROBLEM FORMULATION
Consider a plant automaton P (as defined in (5)) consisting of n component automata A specification automaton S is defined over Σ, imposing a behavioral constraint on P.
As stated at the end of Section II, we convert the pair (P, S) into an STS G = (ST, H, Σ, ∆, P 0 , P m ) with a predicate P specifying the illegal basic trees. The supremal nonblocking and weakly controllable subpredicate of ¬P is supN C(¬P ), and we suppose supN C(¬P ) ∧ P 0 = f alse to exclude the trivial solution. Let
Then by Theorem 1, there exists a nonblocking SFBC f (defined in (4)) such that R(G f , true) = S, with
The SFBC f represented by the control functions f σ , σ ∈ Σ, can be written explicitly as follows: for every b ∈ B(ST ),
So the pair (G f , f ) is the monolithic optimal and nonblocking supervisor for the control problem (G, P ), where G f is the state tracker with state set B S which supports dynamic evolution of the controlled system, and f is the SFBC which issues disablement commands based on the state where G f currently resides. Since f can be represented by the set of control functions {f σ | σ ∈ Σ c }, the supervisor (G f , f ) may be implemented as displayed on the left of Fig. 2 (cf. [4] , [5] ). Here the controllable events are grouped with respect to individual agents P k .
In this implementation, the state tracker G f is a global entity, inasmuch as it reports each and every basic tree in B S that the system visits to all f σ for their decision making. For a purely distributed implementation, we propose to localize G f to the individual agents so that each of them is equipped with its own local state tracker, denoted by G f k , k = 1, . . . , n. As will be seen in Section IV, each G f k will be constructed by finding a suitable cover
k is an index set, and i∈I k B k,i = B S . There will also be a set of marked cells I m,k ⊆ I k . Thus a local state tracker G f k reports system state evolution only in terms of cells (subsets) of basic trees, rather than singleton basic trees. This requires that the associated local control functions g σ , σ ∈ Σ c,k , take subsets of basic trees as arguments, i.e. g σ : P wr(B(ST )) → {0, 1}. It is then required that G f k track exactly the information sufficient for its associated g σ to issue correct local control. This distributed implementation is displayed on the right of Fig. 2 . Finally, we emphasize that in the absence of monolithic tracking, the local state trackers G f k must communicate in order to give correct reports on system state evolution. The communication network topology, namely who communicates with whom, is not given a priori but will be generated systematically as part of our localization result.
We require this distributed implementation to preserve the optimality and nonblocking properties of the monolithic supervisory control. Fix an arbitrary k ∈ [1, n] and σ ∈ Σ c,k . Suppose that the controlled system is currently visiting a basic tree b ∈ B S ; then there must exist a cell B k,i , i ∈ I k , of the cover C k to which b belongs. As displayed in Fig. 3 , the monolithic state tracker G f reports b to f σ which then makes the control decision f σ (b); on the other hand, the local state tracker G f k reports the whole cell B k,i to g σ which then makes the control decision g σ (B k,i ). We say that the 
We can now formulate the Distributed Control Problem. Given a plant automaton P (as defined in (5)) of component agents P 1 , . . . , P n and a specification automaton S satisfying Assumptions 1 and 2, let SUP := (G f , {f σ |σ ∈ Σ c }) be the corresponding STS monolithic supervisor. Construct a set of local state trackers LOC st := {G f k |k ∈ [1, n]}, one for each agent, with a corresponding set of local control functions
are control equivalent in the sense defined in (9) and (10).
IV. SUPERVISOR LOCALIZATION
We solve the Distributed Control Problem by developing a supervisor localization procedure in the STS framework; this is analogous to the development in the RW languagebased framework of [1] . For the proofs of the results in this section, refer to [8] .
We need some notation from [4] . Let σ ∈ Σ and P ∈ P red(ST ). Then Γ(P, σ) is the predicate which holds on the largest set of basic trees, each of which can reach a basic tree in B P by a one-step transition σ. Also N ext G (σ) is the predicate which holds on the largest set of basic trees of G that is reachable by a one-step transition σ.
where S is the supervisor predicate in (6) . Now fix an arbitrary k ∈ [1, n] . We develop a localization procedure which decomposes the monolithic state tracker G f into a local state tracker G f k for agent P k defined over Σ k . First, we establish a control cover on B S (in (6)), the state set of G f , based solely on the control and marking information pertaining to Σ c,k , as captured by the following four functions. Let σ ∈ Σ c,k . Define E σ : B S → {0, 1} by 
Thus M holds on the set of basic trees which are marked in
So T holds on the set of basic trees originally marked in G.
Note that for each b ∈ B S , we have by P Theorems 2 and 3 together establish the same conclusion as in the RW framework [1] : namely every set of control covers generates a solution to the Distributed Control Problem, and every normal solution to the Distributed Control Problem can be constructed from some set of control covers. In particular, a set of state-minimal local state trackers (possibly non-unique) can in principle be defined from a set of suitable control covers. It would thus be desirable to have an efficient algorithm that computes such a set of covers; however, the minimal state problem is known to be NP-hard [12] . Nevertheless, a polynomial-time localization algorithm was proposed in [1] which generates a control congruence (instead of a control cover), and empirical evidence [2] shows that significant state size reduction can often be achieved. In the following, we propose a new localization algorithm which is based on STS. The advantage of using STS is that the efficiency of the new algorithm is improved compared to the one in [1] , as will be shown below.
We sketch the idea of the algorithm as follows. (1)). We note that since∆ can handle one-step transitions of a predicate corresponding to a subset of basic trees, in each call of the SUB function we may also check control consistency by applyingR k to this subset. Finally, the algorithm at line 6, after checking all the elements inB S , generates a control congruence C k each cell of which consists of the basic trees b i whose corresponding predicatesb i are merged inB S .
Theorem 4: The STS localization algorithm terminates, has (worst-case) time complexity O(N 3 ), and the generated C k is a control congruence on B S .
We remark that the STS localization algorithm realizes the same functionality as the one in [1] , and moreover improves the time complexity from O(N 4 ) in [1] to O(N 3 ). This is achieved by the fact that the (global) transition function of STS can handle subsets of basic trees simultaneously, which makes checking the control consistency relation in each call of the SUB function more efficient.
The following is the pseudocode of the algorithm. Notation: "\" is set subtraction; x ≺ y means x y and x = y. We have applied the above STS localization algorithm to study Cluster Tool, an integrated semiconductor manufacturing system used for wafer processing, whose state size is of the order 10
11 . Due to space limitation, we refer to [8, Section V] for a detailed exposition, where both improved computational efficiency and control logic transparency are demonstrated.
V. CONCLUSIONS
We have developed the top-down supervisor localization approach in the STS framework to solve a distributed control problem of discrete-event systems. Compared to the language-based RW counterpart [1] , we have designed a more efficient symbolic localization algorithm by exploiting BDD computation.
