Abstract
Introduction

37
Rice, which is enriched with complex carbohydrates, vitamins, minerals, and fiber, is the main staple 38 food for a large segment of the world population. Heterosis, referred to the superior performance of 39 hybrids relative to their parents, has been reported as a major contributor to the increased productivity in 
50
Genomic selection models are often evaluated by trait predictability, a measurement of prediction 51 accuracy that is calculated through cross validation (Riedelsheimer et al. 2012) . A primary goal of 52 genomic selection modelling is to optimize the trait predictability, which is defined as the squared 53 correlation between the observed and the predicted phenotypic values.
54
In addition to genomic data, the rapid advancement of technology generates other types of omic 55 datasets, such as transcriptomic data, proteomic data, and metabolomic data. An integrated analysis of 56 these omic datasets may advance our knowledge of the underlying genetic and biochemical basis for 57 agronomic traits. For example, the joint analysis of transcriptomic data and genomic data, called eQTL 
69
and transcriptome-based prediction in hybrid maize appeared to be more precise than genome-based 70 prediction (Frisch et al. 2010) . Similarly, genomic data and metabolomic data of two backcross 
85
With the explosion of omic data, how to appropriately use these resources to aid selection has 86 become a heated topic. It has been indicated that inclusion of metabolomic data did not improve 87 predictive value, but hampered the performance of genomic selection in hybrid wheat (Zhao et al. 2015) .
88
Prediction based on all available omic data (genomic, metabolomics and transcriptomic data) rarely 
97
The goal of the study is to prove the concept that trait predictability may be optimized by using 98 superior prediction models and selective omic datasets. For demonstration, we used an immortalized F2
99
(IMF2) population which was created by randomly paring 210 RILs (Hua et al. 2003) . Three individual 100 omic datasets, i.e., genomic dataset, transcriptomic dataset and metabolomic dataset, and all possible 101 combinations of these omic datasets were comprehensively analyzed for trait predictability using six 102 widely adopted prediction methods.
103
Results
104
Analysis of variance for predictabilities
105
We calculated 168 (4×7×6) predictabilities for 4 traits using all 7 possible combinations of omic datasets
106
(G, M, T, G + M, G + T, M + T, and G + M + T) with 6 prediction methods (Table S1 ; Table S2 
112
(1 st panel of Figure 1 ), the seven combinations are classified into three levels, i.e., A (best), B and C
113
(worst). Combining genomic data and metabolomic data (G + M) produced the best predictability, while
114
GS (prediction solely based on genomic data) gave the worst predictability. For the other three traits
115
(KGW, GRAIN and TILLER), only two levels were detected for the seven combinations of omic datasets,
116
with G + M being the best for KGW and GRAIN and G + M + T being the best for TILLER. Comparisons 117 between six prediction methods with 'combination factor' being averaged out are depicted in Figure 2 .
118
BLUP appears to be the optimal method across all traits. For YIELD, LASSO generated the highest 119 predictability; however, there is no statistical difference between BLUP and LASSO.
120 Table 1 . Analysis of variance of predictabilities for a IMF2 population using a 7 × 4 × 6 factorial design
121
(seven combinations of omic datasets, four traits, and six prediction methods) 
135
Similar analyses have been performed on the RIL population. All main and interaction effects are 136 significant in RILs (Table S3) . Comparisons between various omic data combinations with 'method 137 factor' being averaged out suggest that G + M is the best prediction scheme for YIELD, KGW and
138
GRAIN. For TILLER, the best predictability was achieved by using genomic data G only; however, the 139 difference between G + M and G is not significant ( Figure S1 ). BLUP outcompeted other prediction 140 methods again in the analysis of the RIL population ( Figure S2 ).
142
Effects of different variables under different models
143
We calculated the effects of variables included in different models (G, M, T, G + M, G + T, M + T, and
144
G + M + T) for 4 traits with the BLUP method since it appeared to be the optimal prediction method in 
162
GHz, Memory 16.00G). For both IMF2 population (Table S4 ) and RIL population ( heritability and the predictability for these four traits was 0.9603 (P = 0.040) in the IMF2 population.
173
Similarly, the predictabilities for these four traits in the RIL population were 0.4260, 0.6807, 0.5259 and 174 0.3828, respectively, and the correlation between heritability and predictability was 0.9440 (P = 0.040).
175
As expected, trait predictability generally increases with trait heritability.
177
Overfitting
178
The squared correlation between the observed trait values and the predicted EBVs is called goodness of by BLUP when different omic data combinations were used in regression. In comparison (1), out of the 210 top 10 hybrids selected using BLUP, 9, 3, 6 and 7 hybrids were also selected by at least one other 211 prediction method for four traits (YIELD, KGW, GRAIN and TILLER), respectively (Table S7 ). In 
213
by at least one other omic data combination for four traits, respectively (Table S8) .
12
Discussions
215
This is the first study that systematically compares various trait prediction schemes using all possible 216 combinations of omic datasets with different prediction models in order to identify the optimal strategy 217 to achieve the best predictability. We found that the prediction based on the combination of genomic data 
223
Rather, the computational complexity is substantially increased when including transcriptomic data in 224 the models because the number of predictor variables becomes much larger. The majority of transcripts 225 included in the prediction models are irrelevant to the trait, leading to severe overfitting and therefore 226 reduced predictability in cross validation. Considering YIELD, the greatest predictability was achieved 227 by using metabolomic data (M) with LASSO, suggesting an optimal prediction strategy for prediction of 228 yield of hybrid rice. In the RIL population, the combination of genomic data and metabolomic data (G +
229
M) appeared to be a better option. We conclude that transcriptomic data is not necessary for selection of 230 rice, which may greatly reduce labor and cost in industry and in future research. We also observed that 231 the predictabilities for RILs were generally higher than those in hybrids, especially for predictions using 232 metabolomic and transcriptomic data. This might be due to the fact that the metabolomic and 
259
Among the six prediction methods, SVM-POLY has the greatest goodness of fit (Table S9) ; however,
260
the predictability of SVM-POLY is unfavorable. This suggests that goodness of fit is not suitable for 261 evaluating prediction models and the potential overfitting may undermine the predictive value. Rather,
262
the predictability, which is equivalent to the square of the difference between the square root of goodness
263
of fit and the level of overfitting, can objectively reflect the applicability of the models when they are 264 applied to independent datasets rather than training set. In our rice study, BLUP appeared to have the 265 highest predictabilities and lowest levels of overfitting in hybrids (Table S1; Table S9 ; Figure 5 ),
266
indicating that BLUP is more efficient in capturing signal from noise than the other prediction methods.
267
We also examined the prediction performance for four traits based on the data in years 1998 and 
280
For YIELD, the predictabilities for BLUP, SSVS and SVM-POLY were close to each other. Among 281 the top 10 hybrids selected by the BLUP, 7 were selected by SSVS and 6 were selected by SVM-POLY.
282
It appeared that methods with similar predictabilities tend to select more common top individuals. For 
328
The genotype of an IMF2 hybrid was deduced from the genotypes of two crossing parents. Let 
347
Prediction methods
348
Six statistical methods were used for prediction: (i) LASSO developed by (Tibshirani 1996) and 
374
Cross-validation
375
In this study, a 10-fold cross-validation was used to evaluate the predictability of each prediction method 376 and combination of omic datasets. The trait predictability is defined as the squared correlation between 377 the observed trait values and the predicted EBVs in cross-validation environment. The predictability 378 calculated for a sample depends on how the sample is partitioned into different subsets for cross-
379
validation. Therefore, 100 repeated cross-validations were performed for each analysis by randomly 380 partitioning data in different ways and the average of the 100 predictabilities from the 100 repeated cross-
381
validations was used for the study.
382
