The centrality of a vertex v in a network intuitively captures how important v is for communication in the network. The task of improving the centrality of a vertex has many applications, as a higher centrality often implies a larger impact on the network or less transportation or administration cost. In this work we study the parameterized complexity of the NP-complete problems Closeness Improvement and Betweenness Improvement in which we ask to improve a given vertex' closeness or betweenness centrality by a given amount through adding a given number of edges to the network. Herein, the closeness of a vertex v sums the multiplicative inverses of distances of other vertices to v and the betweenness sums for each pair of vertices the fraction of shortest paths going through v. Unfortunately, for the natural parameter "number of edges to add" we obtain hardness results, even in rather restricted cases. On the positive side, we also give an island of tractability for the parameter measuring the vertex deletion distance to cluster graphs.
Introduction
Measuring the centrality of a given vertex in a network has attracted the interest of researchers since the second half of the 20th century [13] , see Newman's book [19] for an overview. There are various interpretations of what makes a vertex more central than another vertex in a network. Two popular measures for the centrality of a vertex z are closeness centrality c z and betweenness centrality b z [13] . They are based on the distances of the given vertex z to the remaining vertices and on the number of shortest paths going through z, respectively. For this work, we use the following definitions. σ stz σ st in conjunction with small H-index [11] , we show that Closeness Improvement remains NPhard on (connected) graphs of diameter at most 6 and H-index 4 (Theorem 2). On the positive side, we show that Closeness Improvement allows a fixed-parameter algorithm with respect to the parameter distance to cluster graph, that is, the smallest number of vertices to delete in order to obtain a cluster graph. Directed Closeness Improvement is NP-hard and W [2] -hard with respect to k even if the input graph is acyclic (Theorem 4) or has diameter 4 (Theorem 5).
For Betweenness Improvement the picture is similar. It is W [2] -hard with respect to k (Theorem 6) also in the directed case (Theorem 8), NP-hard for graphs of H-index 4 (Corollary 5), and Betweenness Improvement is fixed-parameter tractable with respect to k and the distance to cluster graph combined.
Preliminaries and Notation. We use standard notation from graph theory [23] . Throughout, we refer to the number of vertices as n and to the number of edges (arcs) as m. For two vertices u, v we denote by d(u, v) the distance between u and v, i.e. the number of edges on a shortest path from u to v. If u and v are not connected by a path, then d(u, v) = ∞. A split graph allows for a partition of the vertex set into a clique and an independent set. In a cluster graph each connected component is a clique. The diameter of a graph is ∞ if it is disconnected and the maximum distance of any two vertices otherwise. The H-index of a graph is the largest integer h such that there h vertices of degree at least h.
We also use standard notation from parameterized complexity [8] . Importantly, a parameterized reduction from a parameterized problem L ⊆ Σ * × N with parameter k to a parameterized problem L ′ ⊆ Σ * × N with parameter k ′ is a g(k) · |I| O(1) -time computable function f : Σ * × N → Σ * × N : (I, k) → (I ′ , k ′ ) such that k ′ ≤ h(k) for some computable function h and
The Exponential Time Hypothesis roughly states that satisfiability of a Boolean formula in conjunctive normal form with clauses of size 3 cannot be decided in 2 o(n) time, see Impagliazzo and Paturi [16] , Impagliazzo et al. [17] for details.
Closeness Centrality
In this section, we present algorithmic and hardness results for Closeness Improvement. First, we make an important observation that will help us in our proofs. Intuitively, we show that to improve the closeness of a vertex by adding edges, it always makes sense to add only edges adjacent to that vertex. Lemma 1. Let I = (G = (V, E), z, k, r) be a Closeness Improvement instance. If I is a Yes-instance, then c z can be increased to r by adding at most k edges, all of which contain z.
Proof. Let u, v ∈ V \ {z} be two vertices of the input graph G such that e := {u, v} / ∈ E. Assume for the sake of contradiction that S is a solution with the largest number of edges incident to z and that {u, v} ∈ S. Consider the shortest paths from u to z and from v to z in G + S. If these paths have the same length, then neither contains {u, v}. Hence, in this case we have that c z in G + S equals c z in G + (S \ {u, v}). Thus, adding an arbitrary edge to (S \ {u, v} yields a solution with a greater number of edges incident to z than S, a contradiction. Hence, one of the two shortest paths is shorter than the other; say u is closer to z than v. (Observe that, hence, {v, z} / ∈ E.) In this case, c z in G + ((S \ {u, v}) ∪ {v, z}) is at least as large as c z in G + S: Consider any shortest path P in G + S from some vertex w to z that contained {u, v}. Since u is closer to z than v, path P contains first v and then u. Hence, replacing the remaining path after v with the direct edge to z shortens P . Hence, ((S \ {u, v}) ∪ {v, z}) contains more 
2 ). The red dashed edges form a solution for I ′ . edges incident to z and yields c z which is at least large as for S, a contradiction. Hence, the solution with the largest number of edges incident to z does not contain any edges not incident to z, showing the lemma.
From this observation follows, that if we were to try all possibilities to solve Closeness Improvement, it suffices to consider only sets of edges to add, where every edge is adjacent to the node whose closeness we want to improve. Hence, we get an XP algorithm with respect to k. 
Proof. We give a reduction from Dominating Set which is W[2]-hard and does not admit an algorithm with running time f (k) · n o(k) unless the Exponential Time Hypothesis is false [8] . Let I = (G = (V, E), k ∈ N) where V = {u 1 , . . . , u n }. We construct a Closeness Improve-
as follows: Given the input graph G, we simply add an isolated vertex z to the graph, that is G ′ = (V ∪ {z}, E).
We now show that the reduction is correct, i.e. I is a Yes-instance if and only if I ′ is a Yes-instance:
⇒: Let there be a dominating set V DS ⊆ V of size k in G. After adding k edges between z and each vertex in V DS in G ′ , these k vertices have distance 1 to z and the n − k neighbors of the vertices V DS have distance 2 to z. Hence, c z = k + n−k 2 . That is, I ′ is a Yes-instance. ⇐: The reverse direction is by contraposition. Assume that there is no dominating set of size k in G. Lemma 1 shows that we can maximally increase c z by adding edges where one endpoint is z. However, after adding k edges between z and k other vertices in G ′ , there are Proof. Instead of the plain Dominating Set problem, we reduce from special cases which have been shown to be hard in the literature. For the first result, we reduce from Dominating Set on planar graphs with maximum degree 3 [14] . Clearly, the reduction in Theorem 1 does not destroy planarity or increase the maximum degree.
For the second result, we use the standard reduction from Set Cover to Dominating Set in split graphs, which identifies the size of the sought set cover and the size of the sought dominating set [2] . Since Set Cover is W[2]-hard with respect to the size of the sought set cover [10] , so is Dominating Set on split graphs with respect to the size of the sought dominating set. Hence, the same is true for Closeness Improvement on split graphs by the reduction in Theorem 1.
For the third result, we use the fact that Dominating Set is W[2]-hard on graphs of diameter 2 [18] .
Applications in social networks, which have both small diameter and small H-index 2 [11] , motivate the following more special hardness result where both these values are small constants. It also shows that Closeness Improvement remains hard on connected graphs, which was left open by Theorem 1. Proof. The proof is by a parameterized reduction from two variants of Dominating Set, detailed below. Let I = (G = (V, E), k ∈ N) be a Dominating Set instance where V = {u 1 , . . . , u n }. We construct a Closeness Improvement instance
2 Recall that the H-index of a graph is the largest integer h such that there are h vertices of degree at least h. 2 ) as follows (see Fig. 2 ): Given the input graph G, we add 2n vertices x 1 , . . . , x n , y 1 , . . . , y n such that each vertex x i is adjacent to u i and y i . Furthermore, we add z and add edges between z and each y 1 , . . . , y n . Formally,
We partition V ′ into the subsets Y ′ := {y 1 , . . . , y n }, X ′ := {x 1 , . . . , x n } and U ′ := {u 1 , . . . , u n }. Note that the vertices in Y ′ have distance 1 to z, the vertices in X ′ have distance 2 to z and the vertices in U ′ all have distance 3 to z. This completes the construction which can clearly be carried out in polynomial time.
Suppose the reduction is correct. To get NP-hardness and W [2] -hardness with respect to k on diameter 4 graphs, we reduce from Dominating Set on graphs of diameter two, which is NP-hard [1] and W [2] -hard with respect to k [18] . It is not hard to see that the resulting graph G ′ indeed has diameter 4. To get NP-hardness on graphs with simultaneously diameter 6 and H-index 4, reduce instead from Dominating Set on graphs G with maximum degree 4. By the connections via x i , y i , and z, any two vertices of G are connected in G ′ by a path of length at most 6. Graph G ′ has H-index 4, because it has maximum degree 4 apart from z.
First, we show that adding edges between z and vertices in U ′ is optimal: Assume an edge {z, x i }, x i ∈ X ′ , is added. Then the distance between z and x i is 1 and the distance between z and u i is 2. If we instead add the edge {z, u i }, then the distance between z and u i is 1 and the distance between z and x i remains 2. Furthermore, the edge {z, u i } may introduce shorter distances to the neighbors of u i , which the edge {z, x i } does not. Hence, if a solution for I ′ contains {z, x i }, we can replace that edge by {z, u i }.
It remains to show that the reduction is correct, i.e. I is a Yes-instance if and only if I ′ is a Yes-instance:
⇒: Let I be a Yes-instance. Then there is a dominating set
After adding k edges between z and each vertex in U ′ DS , these k vertices have distance 1 to z and the n − k neighbors in U ′ \ U ′ DS have distance 2 to z. Furthermore, each vertex in Y ′ has distance 2 to z and each vertex in X has distance 1 to z.
Hence,
That is, I ′ is a Yes-instance. ⇐: We prove the other way by contraposition. That is, we show that I ′ is a No-instance if I is a No-instance. Let I be a No-instance. If there is no dominating set of size k in G ′ −(X ′ ∪Y ′ ), then after adding k edges between z and vertices in U ′ , there are l ≥ 1 vertices in U ′ whose distances to z is still 3.
We note that it is not hard to show that Closeness Improvement is polynomial-time solvable on graphs of diameter 2. The case of diameter 3 remains open.
Algorithmic Result. Now we present an algorithm for Closeness Improvement, which shows that the problem is fixed-parameter tractable when parameterized by the distance of the input graph to a cluster graph.
where ℓ is the vertex deletion distance of G to a cluster graph, and thus is in FPT with respect to the parameter ℓ.
Proof. Let (G, z, k, r) be a Closeness Improvement instance, where V VDS ⊂ V is a vertex set of size ℓ such that G C = (V C , E C ) := G − V VDS is a cluster graph with the set of connected components C = {C 1 , . . . , C s } which we also call clusters. Since a cluster vertex deletion set V VDS of size ℓ can be found in O(1.92 ℓ · (n + m)) time if it exists [3, 15] , we may assume that V VDS is given. By Lemma 1 we may assume that the edges in an optimal solution E * to (G, z, k, r) all have endpoint z. Hence, in the following we denote by a solution V ′ the endpoints different from z of the corresponding edge set. Any solution can thus be divided into vertices in V VDS and those in V \ V VDS . Let V * VDS be the intersection of an optimal solution V * with V VDS . The first step in our algorithm is to find V * VDS , by trying all 2 ℓ possibilities. It remains to determine V * \ V VDS . Intuitively, if there are vertices which have the same neighborhood in V VDS and are in clusters that also have the same neighborhood in V VDS , then each such vertex after the first one does not help to shorten distances to z for any vertex except itself. Hence, if we know that the optimal solution contains vertices in clusters both with some specified neighborhood in V VDS , then we can assume that these vertices are distributed among the largest clusters with that neighborhood. In the algorithm we thus first determine for which neighborhoods in V VDS there are clusters and vertices in these clusters in the optimal solution. Then we distribute the vertices in the solution optimally among the chosen neighborhoods. The proof that this yields an optimal solution is unfortunately technical and we need the following notation.
We say that the signature sig(C i ) of a cluster
That is, the signature ofV encodes the signatures of the clusters touched byV along with, for each touched cluster, the signatures of all vertices touched byV in that cluster. Say that a vertex subset V j of some cluster C j is eligible for some signature sig(V i ) of a vertex subset V i of a cluster C i if sig(V j ) = sig(V i ). Accordingly, for some solutionV with signature sig(V ), say that a vertex subset
and the closeness centrality of z achieved by V ′′ is at least the one achieved byV .
Let S be the signature of some vertex subset of some cluster. Call a vertex subset V i ⊆ C i of some cluster C i ∈ C most potent for S if it is eligible for S and among all vertex subsets of some cluster in C that are eligible for S we have that V i 's cluster is the largest. If the signature S is clear from the context, we say that V i is most potent.
Let V * be the reduct of an optimal solution. We claim that there is an optimal solution with reduct V * 2 with signature sig(V * 2 ) = sig(V * ) such that, for each S ∈ sig(V * 2 ), there is a vertex subset V j of some cluster contained in V * that is most potent among vertex subsets eligible for S. Assume the claim does not hold. Then there exists the reduct V * 3 of some optimal solution such that V * 3 contains the largest number of most potent vertex sets and at least one signature S ∈ sig(V * 3 ) such that no vertex subset of some cluster which is most potent for S is contained in V * 3 . Observe however, that some vertex subset V i ⊆ C i with sig(V i ) = S is contained in V * 3 . Let V j be most potent among vertex sets with signature sig(V i ) and let
and, because of that, each vertex in V \ (C i ∪ C j ) has the same distance to z according to V * 3 and to V * 4 . However, since
, and since, for each vertex signature in sig(V i ) there is at most one vertex in each of V * 4 and V * 3 with that signature, more vertices have distance 2 to z according to V * 4 than to V * 3 . This is a contradiction to V * 3 being the reduct of an optimal solution. Hence, the claim holds. Thus, once we know the signature of an optimal solution, we know it is optimal to take the most potent (according to that signature) vertex sets into our solution.
Let V * again be the reduct of an optimal solution. The remainder of V * is the subset of V * resulting from removing for each S ∈ sig(V * ) a most potent vertex set V j with signature sig(V j ) = S from V * (note that the V j 's are present without loss of generality by the previous claim).
We claim that there is some optimal solution with reduct V * 2 with signature sig(V * 2 ) = sig(V * ) such that the remainder of V * 2 contains among all vertex subsets of some cluster with a signature in sig(V * 2 ) those vertex subsets in the largest clusters. Assume otherwise. Then there exists the reduct V * 3 of some optimal solution such that the remainder V * ,R 3
, and there is a cluster C j and a vertex subset
and, because of that, each vertex in V \ (C i ∪ C j ) has the same distance to z according to V * 3 and to V * 4 . By the same argument as in the previous claim, we obtain a contradiction to V * 3 being the reduct of an optimal solution. Hence, also this claim holds. Thus, once we know the signature S of an optimal solution, we know it is optimal to take into the remainder of the optimal solution those vertex subsets with a signature in S that are contained in the largest clusters.
The algorithm to compute an optimal solution V * is now as follows. Try all possibilities for the intersection V * ∩ V VDS . Next, try all possibilities for the signature S of V * . Put into V * , for each S ′ ∈ S, a vertex subset of some cluster which is most potent for S ′ . Then, find the smallest vertex subsets of the clusters which have some signature in S and add them to V * in decreasing order of the size of their cluster as long as |V * | ≤ k. Finally, add to V * arbitrary vertices until |V * | = k. This algorithm finds an optimal solution because at least one of the possibilities checked above corresponds to an optimal solution and by the claims above.
It remains to show the running time: There are at most 2 ℓ possibilities for V * ∩ V VDS . For each signature of a cluster C i , of which there are at most 2 ℓ , there are at most 2 2 ℓ possibilities for the set of vertex signatures of a subset of C i . Hence, the signature of V * is the subset of a set of size 2 ℓ · 2 2 ℓ , meaning that there are at most 2 2 2 O(ℓ) possibilities for the signature of V * .
Hence, the algorithm checks at most 2 2 2 O(ℓ) possibilities. To see that the cluster vertex subsets added to V * for each possibility can be computed in polynomial time, observe that the it suffices to iterate over each cluster, find its signature and the signature of its vertices and accumulate the largest ones into a dictionary data structure indexed by the size of the clusters.
Directed Closeness Improvement. We now investigate the problem Directed Closeness Improvement of improving the closeness centrality of a vertex z on directed, unweighted graphs. Herein, the closeness centrality is measured by sum of the multiplicative inverse dis-tances from z to the other vertices 3 . We show that the problem remains W[2]-hard with respect to the number k of added arcs, even on directed acyclic graphs and even if the diameter of the graph is 4. Analogously to the undirected variant, we show that we can maximize the closeness centrality of a vertex z in a directed graph by adding arcs adjacent to z: Proof. The proof uses a parameterized reduction from Set Cover with the parameter number of subsets k, which is be W[2]-hard [10] . Let I = (F = {F 1 , . . . , F m }, U = {s 1 , . . . , s n }, k) be a Set Cover instance. We reduce I to a Closeness Improvement instance I ′ = (G = (V, A), z, k, k+ n 2 ), where G is a directed, unweighted graph constructed as follows: For each s i ∈ U and each F j ∈ F, we add a vertex v i or u j to the graph, respectively. Furthermore, if s i ∈ F j for any s i ∈ U, F j ∈ F, then we add an arc (v j , u i ). Finally, we add a vertex z to the constructed graph. We provide an example in Fig. 3 . It is easy to see that the constructed directed graph is acyclic.
Before showing the correctness of the reduction, we state and prove the following observation: The closeness centrality of z can be maximally increased by adding arcs from z to v j .
First of all, the closeness centrality of z can be maximally increased if the source of each added arc is z. Otherwise, if z is the target of an arc, then we either introduced a loop, or the source of the arc remains unreachable from z. If z is neither the source nor the target of the arc, then all introduced shortest paths containing this arc become even shorter if we replace the source of the arc by z. Finally, an arc (z, u i ) can be replaced by (z, v j ), where (v j , u i ) ∈ E. By adding the arc (z, u i ), the distance from z to u i is decreased to 1. An arc (z, v j ) decreases the distance from z to v j to 1 and the distance of at least one more vertex u i to 2. Hence, by adding arcs from z to v j , we obtain a larger closeness centrality of z compared to adding edges from z to u i .
We show that the reduction is correct, that is, I is a Yes-instance if and only if I ′ is a Yes-instance.
⇒: If I is a Yes-instance, then there is an F ′ ⊆ F of size k such that F j ∈F ′ = U . By adding k arcs (z, v j ), F j ∈ F ′ , there are k vertices with distance 1 from z, and each vertex in {u 1 , . . . , u n } has distance 2 from z. Hence, c z can be increased to k + n 2 and I ′ is a Yesinstance.
⇐: If I is not a Yes-instance, then there is no such set
After adding k arcs from z to vertices in {v 1 , . . . , v m }, there is at least one vertex u i such that there is no path from z to u i . Summing up, c z can be increased to at most k + n ′ 2 for n ′ < n and I ′ is a No-instance.
In the next theorem, we slightly modify the reduction in the proof of Theorem 4 in order to show that Directed Closeness Improvement remains W[2]-hard on directed graphs with diameter 4.
Theorem 5. Directed Closeness Improvement is NP-hard and W[2]-hard with respect to the number k of edge additions on directed graphs with diameter 4.
Proof. Let I = (F = {F 1 , . . . , F m }, U = {s 1 , . . . , s n }, k) be a Set Cover instance. We construct a Directed Closeness Improvement instance I ′ = (G = (V, E), z, k, r) as follows. First we construct a directed graph as described in the reduction in the proof of Theorem 4. Then we add m vertices w i and 2m arcs (z, w i ), (w i , v i ) for each 1 ≤ i ≤ m. Additionally, for each u i , v i and w i ∈ V , we add the arcs (u i , z), (v i , z) and (w i , z) to G. Finally, we set
The constructed graph is a directed graph with diameter 3: From z, the length of shortest paths to the other vertices is at most 3. The distance from each vertex w i , v i and u i to any vertex u j is at most 4, and the distance from these vertices to any vertex v j is at most 3. Hence, G is a strongly connected directed graph with diameter 4.
Analogously to the reduction in Theorem 4, there is an optimal solution for I ′ which only contains arcs where z is the source and some of the vertices v i are the target -the proof for this statement is the same as the one in the referred theorem.
It remains to show that the reduction is correct, that is I ′ is a Yes-instance if and only if I is a Yes-instance:
⇒: If I is a Yes-instance, then there is an F ′ ⊆ F of size k such that F j ∈F ′ = U . By adding k arcs (z, v j ), F j ∈ F ′ , there are k vertices v i with distance 1 from z, and each vertex in {u 1 , . . . , u n } has distance 2 from z. Moreover, the other n − k vertices v i have distance 2 from z, and each vertex w i has distance 1 from z. Hence, c z can be increased to r = k + n + n+(n−k) 2 and I ′ is a Yes-instance. ⇐: If I is not a Yes-instance, then there is no such set
After adding k arcs from z to vertices in {v 1 , . . . , v m }, there is at least one vertex u i such that there is no path from z to u i . Hence, there are n vertices w i and k vertices v i with distance 1 from z and n − k vertices u i with distance 2 from z. Furthermore, there are n ′ < n vertices u i with distance 2 from z, and there is at least one vertex u i with distance 3 from z. Summing up, c z can be increased to at most k + n + n ′ +(n−k) 2 + 1 3 for n ′ < n and I ′ is a No-instance.
The computational complexity of Directed Closeness Centrality on directed graphs with diameter 3 remains open. However, analogously to the problem variant with undirected input graphs, it is not hard to show that the problem is polynomial-time solvable on graphs with diameter at most 2.
Betweenness Centrality
We now investigate the problem of increasing the betweenness centrality of a vertex in a graph by inserting a certain number of edges into the graph. We remark that the betweenness centrality of a vertex in an undirected graph can be computed in O(n · m) time [4] . We show that, similar to Closeness Improvement, Betweenness Improvement is W[2]-hard with respect to the parameter number of edge additions and FPT with respect to the combination of the number of edge additions and the distance to a cluster graph.
First, we make an important observation that will help us in our proofs. Analogous to Lemma 1, we show that to improve the betweenness of a vertex by adding edges, it always makes sense to add only edges adjacent to that vertex.
Lemma 3. Let I = (G, z, k, r) be a Betweenness Improvement instance. If I is a Yesinstance, then there is an optimal solution that only contains edges where one endpoint is z.
Proof. Let S be a solution for I, and let e := {u i , u j } ∈ S. Furthermore, assume that e introduces at least one shortest path containing z (if it does not, then e can be replaced by any edge containing z). Without loss of generality, assume u i precedes u j on each of these paths. Then by replacing e by e ′ := {z, u j } in S, the distance between z and u j decreases to 1 and the shortest paths previously containing e now contain e ′ . Hence, b z does not decrease.
Hence, if we compute a solution for some Betweenness Improvement instance, we need to find a subset of the graph's vertices of size k such that adding an edge between z and these vertices maximally increases the betweenness centrality of z. This directly implies the following corollary:
Corollary 4. Betweenness Improvement is solvable in O(n k · (n + m)) time where k is the number of edge additions and thus is in XP with respect to the parameter number of edge additions.
Hardness Results. We show that Betweenness Improvement is W[2]-hard with respect to the parameter number of edge additions by a parameterized reduction from Dominating Set on graphs with diameter 3. Furthermore, we show that the problem is NP-hard on graphs with diameter 3 and H-index 4.
Theorem 6. Betweenness Improvement is NP-hard and W[2]-hard with respect to the parameter number k of edge additions on graphs with diameter 3. Moreover, unless the Exponential Time Hypothesis fails, Betweenness Improvement does not allow an algorithm with running time
Proof. We give a parameterized reduction from Dominating Set, which also directly implies the running time lower bound when assuming ETH [8] . Let I = (G = (U, E), k) be a Dominating Set instance, where U = {u 1 , . . . , u n } . We construct a Betweenness Improvement instance
where α >
. The graph G ′ is constructed as follows. For each u i ∈ U , we add a vertex u ′ i to G ′ . Also, for each edge {u i , u j } ∈ E, we add an edge {u ′ i , u ′ j } to E ′ . We set U ′ := {u ′ 1 , . . . , u ′ n }. Next, we add the vertices {z 1 , z 3 , z 4 } and Z 2 = {z 2 1 , . . . , z 2α } to G ′ . For each z 2 i ∈ Z 2 , we add two edges {z 1 , z 2 i } and {z 2 i , z 3 } to G ′ . Furthermore, we add the edges {z 1 , z 3 }, {z 1 , z 4 } (G, z 1 , k, r) . The red, dashed edges form a solution.
and {z 3 , z 4 }. Finally, for each vertex u ′ i ∈ U ′ , we add an edge {z 4 , u ′ i }. Fig. 4 illustrates the construction. It is easy to check that G ′ has diameter 3.
As z 1 is adjacent to all vertices except the ones in U ′ , a solution S for I ′ contains only edges where one endpoint is z 1 and each other one is in U ′ (Lemma 3).
We now show that I ′ is a Yes-instance if and only if I is a Yes-instance: First, if I is a No-instance, we show that there is an upper bound r u < r such that b z 1 can be increased to at most r u by adding at most k edges to G ′ . Second, if I is a Yes-instance, we provide a lower bound r ℓ ≥ r such that b z 1 can be increased to at least r ℓ by adding at most k edges to G ′ . Both r ℓ and r u depend on α, which determines the size of G ′ . Finally, we determine a minimum value for α such that r ℓ and r u are strict bounds.
⇒ The input graph contains a dominating set U DS ⊆ U of size k. We say that U ′ DS is the set of vertices in the constructed graph which correspond to the vertices in U DS . Then, by adding k edges between z 1 and the vertices in U ′ DS , for the following pairs of vertices there are shortest paths containing z 1 :
• For each pair (u ′ ∈ U ′ DS , z ∈ Z 2 ), there is one shortest path of length 2, containing z 1 . The number of such pairs is αk.
• For each pair (u ′ ∈ U ′ \U ′ DS , z ∈ Z 2 ), two out of three shortest paths of length 3 between u ′ and the vertices in z contain z 1 : One contains z 1 and a member of the dominating set, one contains z 1 and z 4 , and one contains z 3 and z 4 . The number of such pairs is α(n − k).
• For each pair (u ′ ∈ U ′ DS , z 3 ), there are two shortest paths of length 2 between u ′ and z 3 : One contains z 1 , the other one contains z 4 . The number of such pairs is k.
• For each pair (z 2 i , z 2 j ∈ Z 2 | i = j), there are two shortest paths of length 2 between z 2 i and z 2 j : One contains z 1 , the other one contains z 3 . The number of such pairs is α 2 .
• For each pair (z 2 i ∈ Z 2 , z 4 ), there are two shortest paths of length 2: One contains z 3 and the other one contains z 1 . The number of such pairs is α In total,
which can be simplified to
⇐ We prove the reverse direction by contraposition. That is, we show that I ′ is a Noinstance if I is a No-instance. If the input instance does not admit a dominating set of size at most k, then there is at least one vertex which cannot be dominated. We analyze the number of shortest paths in the constructed Betweenness Improvement instance after adding k edges between z 1 and vertices in U ′ . We set
Furthermore, let ℓ be the number of vertices that are undominated in G ′ after adding the edges in S, i.e. which are not adjacent to z 1 and which do not have a neighbor adjacent to z 1 . As G does not admit a dominating set of size k, it holds that ℓ ≥ 1.
• For each pair (u ′ ∈ U ′′ , z ∈ Z 2 ), there is one shortest path of length 2, containing z 1 . The number of such pairs is αk.
• For each pair (u ′ ∈ U ′ \ U ′′ , z ∈ Z 2 ) where u ′ is a neighbor of one of the vertices in U ′′ , two out of three shortest paths of length 3 between u ′ and the vertices in z contain z 1 : One contains z 1 and a member of the dominating set, one contains z 1 and z 4 , and one contains z 3 and z 4 . The number of such pairs is α(n − k − ℓ).
there is a path of length 2 containing z 4 . If the vertices in U ′ are not adjacent, then this is the shortest path. Additionally, there may be another shortest path containing z 1 of length 2, introduced by the edges in S. Hence, for each of up to k 2 pairs of vertices, one out of two shortest path contain z 1 .
• For each pair (u ′ ∈ U ′ \ U ′′ , z ∈ Z 2 ) where u ′ is not a neighbor of one of the vertices in U ′′ , there are two shortest paths betweens u ′ and z of length 3: One contains z 1 and z 4 , the other one contains z 3 and z 4 . The number of such pairs is αℓ.
• For each pair (u ′ ∈ U ′′ , z 3 ), there are two shortest paths of length 2 between u ′ and z 3 :
One contains z 1 , the other one contains z 4 . The number of such pairs is k.
• For each pair (z 2 i ∈ Z 2 , z 4 ), there are two shortest paths of length 2: One contains z 3 and the other one contains z 1 . The number of such pairs is α. In total,
In the last step, we need to determine a proper value for α such that r u < r ℓ . Hence, the inequality that needs to be satisfied is
This equation can be transformed to
By setting ℓ = 1 and transforming the binomial coefficient, we get
Hence, by setting α to a value strictly larger than
, the reduction is correct. Furthermore, the reduction is computable in fpt time: As the size of I ′ is polynomial to the size of I, G ′ can be constructed even in polynomial time.
By closer inspection of the reduction, we can also show that Betweenness Improvement remains hard on graphs with diameter 3 and H-index 4.
Corollary 5. Betweenness Improvement is NP-hard on graphs with diameter 3 and H-index 4.
Proof. Let I = (G, k) be a Dominating Set instance, where G is a graph with maximum degree three. Let G ′ be the graph constructed by the reduction used in the proof of Theorem 6. Then each vertex except z 1 , z 3 , and z 4 has degree at most four. Hence, the h-index of G ′ is at most four. As Dominating Set is NP-hard even on planar graphs with degree three [14] , Betweenness Improvement remains NP-hard on graphs with h-index four. Furthermore, the constructed graph has diameter 3.
Algorithmic Result. We also derive a positive result for Betweenness Improvement. We show that the problem is fixed-parameter tractable with respect to the combined parameter distance to cluster and number of edge additions.
, where ℓ is the distance of G to a cluster graph, and thus is in FPT with respect to the combined parameter (k, ℓ).
Proof. Let (G, z, k, r) be a Betweenness Improvement instance, where the set V VDS ⊂ V is a cluster vertex deletion set of size ℓ, that is, G[V \ V VDS ] is a cluster graph with connected components (clusters) {C 1 , . . . , C s } =: C. Since a cluster vertex deletion set of size ℓ can be found in O(1.92 ℓ · (n + m)) time if it exists [3, 15] , we may assume that V VDS is given. The basic idea is similar to Theorem 3. First, we determine the intersection of an optimal solution with V VDS . To find the vertices in V \ V VDS we assign signatures to clusters and vertices in clusters based on their neighborhood in V VDS . We then find the signatures in an optimal solution and the optimal vertices for each signature. A difference to Theorem 3 is that, once we have determined the signatures of vertices in an optimal solution, it still matters how many vertices we take for each signature.
Let V * be the set of endpoints different from z of the edges in an optimal solution. By Lemma 3 we may assume that |V * | = k. The first step in the algorithm is to iterate over all 2 ℓ possibilities for putting V * ∩ V VDS in the output solution. Assume henceforth that we are in the iteration in which we have found V * ∩ V VDS . Define for each cluster C i its cluster signature as the set of neighbors of C i in V VDS ∪{z}. From V * we get a subset S of the set of all 2 ℓ possible cluster signatures by putting into S all signatures of clusters which have nonempty intersection with V * . That is, S = {N (C i ) ∩ (V VDS ∪ {z}) | i ∈ {1, . . . , s}}, where N (C i ) = v∈C i N (v). The second step in the algorithm is to iterate over all 2 2 ℓ possibilities for S. Assume below that we are in the iteration in which we have found S.
Define for each vertex v ∈ V \(V VDS ∪{z}) its vertex signature as the set N (v)∩(V VDS ∪{z}). From V * , for each cluster signature S ∈ S, we obtain a family T S of sets of vertex signatures by, for each cluster C i with signature S that has nonempty intersection with V * , putting into T S the set {N (v) ∩ V VDS | v ∈ C i ∩ V VDS }. The third step in the algorithm is to iterate for each S ∈ S over all 2 2 ℓ possible families T S . In total, these are at most 2 ℓ · 2 2 2 ℓ possibilities. Assume henceforth that we are in the iteration in which we have found T S for each S ∈ S.
As fourth step in the algorithm we find for each S ∈ S and each S ′ ∈ T S the number n S,S ′ of clusters C i such that C i ∩ V * = ∅, C i has signature S ′ , and the set of vertex signatures of vertices in C i ∩ V * is exactly S ′ . We do this by iterating over all at most (2 ℓ · 2 2 ℓ ) k possibilities.
Assume henceforth that we are in the iteration in which we have found n S,S ′ for each S ∈ S and each S ′ ∈ T S .
As a fifth step in the algorithm we find for each of the n S,S ′ clusters C i as above, for each vertex signature in s ∈ S ′ the number n S,S ′ ,s of vertices in C i ∩ V * with signature s. Again, we iterate over all at most (2 ℓ · 2 2 ℓ · 2 ℓ · k) k possibilities. Assume henceforth that we are in the iteration in which we have found n S,S ′ ,s .
Say that a cluster C i is eligible for S, S ′ if it has cluster signature S and for each vertex signature s ∈ S ′ there are n S,S ′ ,s vertices with signature s in C i . We now claim that, without loss of generality, among clusters that are eligible for S, S ′ , set V * contains only vertices from the k largest such clusters. Assume otherwise. Hence, there is a cluster C i among the k largest clusters eligible for S, S ′ and a cluster C j which is eligible for S, S ′ but not among the k largest such clusters. (Recall that we are in an iteration in which we have found S, S ′ , n S,S ′ , and n S,S ′ ,s as defined and hence, C j exists.) Obtain W * from V * by replacing each vertex in C j ∩ V * with a vertex in C i with the same signature; call the vertices in C i ∩ W * the replacements of the vertices in V * . The betweenness centrality of z with respect to W * is at least the one with respect to V * . Indeed, each shortest path with respect to V * that contains z and some vertices in C j ∩ V * induces a shortest path with respect to W * containing z and the corresponding replacements in C i ∩ W * . Thus, the claim holds.
The sixth and final step in the algorithm is thus to try all possibilities to mark n S,S ′ clusters which are eligible for S, S ′ and to put, for each marked cluster and each s ∈ S ′ a set of n S,S ′ ,s arbitrary vertices of signature s in the marked cluster into the output solution. There are at most (2 ℓ ·2 2 ℓ ·k 2 ) k possibilities. By the claim and since we can replace vertices with the same signatures in the marked clusters in V * , in one of the tried possibilities, we will find an optimal solution.
Directed Betweenness Improvement. We now cover results for the problem of improving the betweenness centrality of a vertex in a directed, unweighted graphs. First, we define betweenness centrality for directed, unweighted graphs, as the definition due to Freeman [12] only measures the centrality over all unordered subsets of vertices of size two. A very natural definition, which is equivalent to the one used in further literature (e.g. by White and Borgatti [25] ) is to measure the ratio of shortest paths containing a certain vertex z for both orders of any pair of vertices: b z = s∈V σstz σst . Herein s, t = z and the second sum is taken over all t ∈ V such that t = s and σ st = 0. Using this definition, Directed Betweenness Improvement is defined analogously to Betweenness Improvement.
Analogously to the undirected problem variant, we show that we can maximize the betweenness centrality of a vertex z by adding arcs incident to z. Proof. Assume S contains an arc (u 1 , u 2 ) such that u 1 = z and u 2 = z. Let v 1 , v 2 ∈ V such that (u 1 , u 2 ) introduced a shortest path from v 1 to v 2 containing z and the arc (u 1 , u 2 ). It is clear that u 2 must have been connected to z by a path before adding the arc (u 1 , u 2 ). Furthermore, it is clear σ v 1 v 2 z ≤ 1, as there max be other paths from v 1 to v 2 not containing z.
However, the shortest paths introduced by (u 1 , u 2 ) necessarily contain u 1 and u 2 ; hence, these paths can be contracted by replacing (u 1 , u 2 ) by (u 1 , z). By this, we do not decrease b z : Let ℓ be the length of a shortest path from v 1 to v 2 which contains (u 1 , u 2 ) and z. Then, after replacing (u 1 , u 2 ) by (u 1 , z), there is exactly one shortest path of length ℓ ′ < ℓ from v 1 to v 2 . Hence, σ stz = 1. Proof. We show a parameterized reduction from Set Cover. Let I = (F = {F 1 , . . . , F m }, U = {s 1 , . . . , s n }) be a Set Cover instance. We construct a Directed Betweenness Improvement instance I ′ = (G = (V, A), z, k, k(1 + n) + n)), where G is a directed, unweighted graph. The construction is as follows:
• For each s i ∈ U , add a vertex u i . Set V U := {u 1 , . . . , u n }.
• For each F j ∈ F, add a vertex v j . Set V V := {v 1 , . . . , v m }.
• Add the vertex z.
• Add the vertices c 1 , . . . , c m(m+n−1) ; the set of these vertices is denoted as V C .
• For each c ∈ V C , add the arcs (c, z).
• For each u i ∈ V U and each v j ∈ V V , add an arc (v j , u i ) if s i ∈ F J . In Fig. 5 , the reduction is illustrated. It is easy to see that the constructed directed graph is acyclic.
Let I be a Yes-instance and S be an arc set of size at most k, such that b z ≥ r in G ′ = (V, A ∪ S). We now show that for each arc a ∈ S, the source is z and the target is one of the vertices in V V . First, from Lemma 4 we know that there is a solution S ′ of the same size where z is an endpoint of each arc a ∈ S ′ . Hence, in the following we assume that for each a ∈ S, one of its endpoints is z.
Moreover, if a solution S contains an arc (z, u i ), u i ∈ V U , we can replace it by an arc (z, v i ), v i ∈ V V such that s i ∈ F j without decreasing b z : The arc (z, u i ) introduces paths from the vertices z and all its predecessors to u i . By replacing (z, u i ) by (z, v j ), the paths remain, but additionally paths from z and its predecessors to v j are added. Hence, b z does not decrease.
Furthermore, by adding the vertex set V C of size m(m + n − 1), we ensure that by adding arcs where the source is z, we obtain more (shortest) paths containing z than by adding arcs where the endpoint is z: Each arc from z to a vertex in V V introduces at least m(m + n − 1) shortest paths containing z. However, adding an arc from a vertex in V U to z introduces at most m((m − 1) + (n − 1)) paths containing z: Each vertex in V U has at most m predecessors in V V . Furthermore, z may have at most m successors in V V and at most (n−1) successors in V U . Hence, by adding an arc from a vertex in V U to z, c z is increased by at most m((m−1)+(n−1)).
We now show that the reduction is correct, i.e. that I is a Yes-instance if and only if I ′ is a Yes-instance.
⇒: If I is a Yes-instance, then there is a F ′ ⊆ F of size k such that ∪ F j ∈F ′ = U . By adding arcs (z, v j ) for each F j ∈ F ′ , the following shortest paths contain z:
• For each v j such that F j ∈ F ′ and each c ∈ V C , there is a shortest path from c to v j containing z. As |F ′ | = k, the number of such shortest paths is k(m(m + n − 1)).
• For each u i and each c ∈ V C , there is a shortest path from c to u i containing z. In total, the number of such paths is n(m(m + n − 1)). Hence, b z can be increased to (k + n)(m(m + n − 1)) and I ′ is a Yes-instance. ⇐: If I is not a Yes-instance, then there is no such set F ′ ⊆ F of size k such that F ′ = U . Let S be a set of size k which contains arcs from vertices v j to z. The graph G ′ = (V, A ∪ S) contains the following shortest paths, each containing z:
• For each v ∈ V V which is the endpoint in an arc in S, and each c ∈ V C , there is a shortest path from c to v containing z. As the target of all arcs in S is a vertex in V V and |S| = k, the number of such shortest paths is k(m(m + n − 1)).
• As I is a No-instance, there is at least one vertex u in G ′ such that there is no path from the vertices in V C to u. Hence, the number of paths from vertices in V C to vertices in V U is at most n − 1(m(m + n − 1)). Hence, b z can be increased to at most (k + n − 1)(m(m + n − 1)) and I ′ is a Yes-instance.
Conclusion and Outlook
We studied the (parameterized) complexity of Closeness Improvement and Betweenness Improvement with respect to the number k of added edges and (unfortunately) obtained mostly hardness results even in several special cases that are relevant to practice. On the plus side, we obtained tractability results relating to the vertex-deletion distance to cluster graphs.
Our tractability results yield running times that are impractical and need to be improved. Some further questions that we left open are as follows. First, it is not hard to show that Closeness Improvement polynomial-time solvable on graphs of diameter 2. Is this also true for diameter 3? As we showed, for diameter 4 it is NP-hard. Noticeable is also that the problem seems to be harder on disconnected graphs. In particular, our reductions also imply NP-hardness for disconnected graphs where every connected component has diameter 2.
There seem to be similarities between Dominating Set and Closeness Improvement, as indicated by our hardness reductions. Dominating Set is fixed-parameter tractable with respect to the combined parameter maximum degree and k. Does the same hold for Closeness Improvement? Similar questions extend to Betweenness Improvement. For Betweenness Improvement it would also be interesting to see, whether in our fixed-parameter algorithm for the combined parameter solution size k and the distance to cluster graph, we can remove the dependency on k.
