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Zusammenfassung
In dieser Arbeit werden die Eigenschaften von nicht-Singlett Q-deformierten N = 2 su-
persymmetrischen Eichfeldtheorien untersucht. Nach einer Analyse der durch eine all-
gemeine Deformation induzierte supersymmetrie Brechung konstruieren wir die nicht-
Singlett deformierten Eichtransformationen fu¨r sa¨mtliche Komponenten des Vektormulti-
pletts sowie die entsprechende Seiberg-Witten Abbildung. Entsprechend der Wahl unter-
schiedlicher nicht-Singlett Deformationstensoren werden verschiedene Deformationen der
supersymmetrischen Yang-Mills-Wirkung bestimmt. Mittels einer Zerlegung solcher Ten-
soren lassen sich exakte Wirkungen fu¨r den bosonische Sektor der deformierten N = (1, 0)
und der vollsta¨ndigen N = (1, 1/2) erweiterten supersymmetrischen Theorie berechnen.
Durch eine sogenannte schwache Wiederherstellung vernachla¨ssigter Freiheitsgrade des
Deformationstensors erhalten wir eine neue Wirkung, welcher die balancierte Symme-
triebrechung von N = (1, 1/2) nach N = (1, 0) Supersymmetrie beschreibt. Zum Ab-
schluss bestimmen wir die entsprechende Supersymmetrietransformationen fu¨r alle betra-
chtete Fa¨lle.
Als Vorbereitung einer nicht(anti)kommutativen Verallgemeinung von N = 2 er-
weiterten Eichtheorien, werden im ersten Teil dieser Arbeit nichtkommutative Feldthe-
orien und harmonische Superra¨ume eingefu¨hrt. Des Weiteren werden die Eigenschaften
nicht(anti)kommutativer N = 2 euklidischer Superra¨ume untersucht, insbesondere die
Struktur der von Q-Defomationen induzierten Brechungen der Supersymmetrie. Als
einfaches Beispiel wird die singlett-deformierte Supersymmetrische Yang-Mills-Theorie
vorgestellt.
Im zweiten Teil dieser Arbeit bescha¨ftigen wir uns hauptsa¨chlich mit non-Singlett Q-
Deformationen von Eichtheorien. Die Konstruktion exakter Eichtransformationen und
Seiberg-Witten Abbildungen mittels einer Zerlegung des Deformationstensor erfolgt mit
Hilfe eines neu entwickelten Algorithmus zur Lo¨sung harmonischer Gleichungen. Unter
anderen werden dadurch deformierte supersymmetrische Yang-Mills-Wirkungen und die
zugeho¨rigen Supersymmetrietransformationen bestimmt.
Schlagworte: Nicht-Singlett Q-Deformationen, Nichtkommutative Eichtheorie, Har-
monischer Superraum.

Abstract
In this work we study the properties of non-singlet Q-deformed N = 2 supersymmetric
gauge theories, from a field theoretical point of view. Starting from the supersymmetry
breaking pattern induced by a general deformation matrix, we embark on the construction
of the non-singlet deformed gauge transformation laws for all vector multiplet fields and
their corresponding minimal Seiberg-Witten map. Several deformed super-Yang-Mills
actions in components corresponding to different choices of the non-singlet deformation
tensor are built. For a particular decomposition ansatz of such tensor, we obtain exact
actions describing the bosonic sector of the deformed N = (1, 0) and the full action for
enhanced N = (1, 1/2) residual supersymmetry. A tuned supersymmetry breaking of
this enhanced action down to the N = (1, 0) case is found by weakly restoring some
discarded degrees of freedom of the deformation. Finally we find the associated residual
supersymmetry transformations for the cases studied.
The first part of this work, gives an overview of noncommutativity in quantum field
theory and of harmonic superspace as needed to define noncommutative generalizations
of extended gauge field theories. A study of general properties of non(anti)commutative
structures in N = 2 euclidean superspace and the (super)symmetry breaking pattern
induced by Q-deformations will follow. In addition, singlet-deformed super-Yang-Mills is
given as an example.
The second part deals with non-singlet Q-deformations of gauge theories. We will
introduce a decomposition ansatz for the deformation matrix, allowing the exact study
of the deformed gauge transformations, and develop a general algorithm to solve the
harmonic equations associated to this decomposition. A close expression for the gauge
transformations of component fields is derived, along with the corresponding minimal
Seiberg-Witten map to an equivalent commutative gauge theory. Finally we will build
deformed super-Yang-Mills actions and their corresponding supersymmetry transforma-
tions for relevant cases of the deformation matrix.
Keywords: Non-singlet Q-deformations, Noncommutative Gauge Theories, Harmonic
Superspace.
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Preface
This dissertation is not intended to be an introductory text. It assumes knowledge of
Quantum Field Theory, Supersymmetry and Group theory, especially Cartan’s treatment
of coset spaces. The first part of this work pretends to establish the fundamentals and
conceptual setup for the second part instead of giving a profound introductory review.
Novel (published and unpublished) results and interpretarions are nevertheless not only
confined to the second part. An effort has been made to keep the body of the work
compact, by restricting technical details and material not essential for the discourse to
the appendixes that constitute the third part of the dissertation. Chapters include a short
introductory section whose style is thought as to convey a comprehensive view of the work
just by reading them alone.
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Introduction
Noncommutativity is a long-established idea in physics and mathematics. In the operator
sense, its interplay with the classical geometrical objects of (phase)space was already of
importance in the early days and during the development of quantum mechanics [1, 2].
As far back as in the late 1940’s [3, 4], noncommutative generalisations of the position
coordinates in quantum field theory were proposed in order to treat divergences, but
introduced conceptual difficulties as nonlocality and Lorentz symmetry breaking. As
the project of incorporating space noncommutativity into quantum field theory appeared
around the time in which a consistent renormalization scheme was developed, the interest
in this idea quickly faded for physicists. For mathematicians instead, it became the
cornerstone of a generalized geometry, called Noncommutative geometry, in which the
algebra of functions over a certain space is taken to be noncommutative. By being free of
the prejudices derived by physical considerations, mathematicians were able to formulate,
from the standpoint provided by this marriage between geometry and algebra, the first
noncommutative field and gauge theories in a clear and consistent way [5]. Strangely
enough, they helped physicists to understand the relevance of such theories in their own,
and not as loose alterations of quantum field theories.
Supersymmetry has similarly a long tradition of more than three decades. It is very
well-grounded in quantum field theory since the work of Haag, ÃLopuszan´ski and Sohnius
[6] established it as the symmetry of the S-Matrix. Supersymmetry also has striking
regularizing properties that led to the discovery of the first set of ultraviolet-finite local
quantum field theories in four dimensions [7, 8], where its characteristic mixing of bosons
and fermions produces the “miraculous” cancellation of divergences. It played a crucial
roˆle in the solution of the hierarchy problem in grand unification theories[9, 10, 11],
and provided a new approach to the search for a theory of all interactions including
gravity [12, 13, 14]. Additionally, manifestly supersymmetric invariant theories can be
formulated on an extension of spacetime known as superspace [15, 16] for which, from
a strictly mathematical point of view, it is very natural to pursue a noncommutative
generalization.
The frame where this two concepts naturally merge is provided by string theory, which
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requires supersymmetry for its sound formulation and simultaneously seems to enclose
noncommutativity by actually producing it in some particular setups. The appearance of
string theory brought forth the only known consistent scheme for the regularization of a
quantum theory of gravity, and hence revived the interest in unification theories.
Introducing noncommutative spacetime coordinates implies uncertainty relations on
them that set a fundamental length scale. Under this scale, the idea of a point blurs and
singular objects can turn into smeared out entities. A field theory defined on such a space
should become divergence-free, effectively imposing an ultraviolet cut-off equivalent to the
introduction of a lattice. Monopole configurations, for instance, could have finite energy.
Analogously, the principle underlying the stringy plan of quantum gravity regularization
is precisely nonlocality, since it replaces pointlike interactions by smooth two-dimensional
junctions. Additionally, string theory carries a length scale ls. It is generally believed that
the structure of spacetime in a quantum field theory describing gravity must change at
Planck scale due to an uncertainty principle: If we try to measure positions with accuracies
comparable to this scale, the energy and momentum needed will deform spacetime itself
significantly enough to destroy the resolution of the measure [17]. If string theory is to
describe physics at such high energy regimes, such phenomena are to be expected.
One of the most celebrated results of string theory is the appearance of general rel-
ativity from the limit where a string is immersed in a background of modes smaller in
length than the string itself. This supports the belief that the geometry of spacetime is an
emerging property of string dynamics. A more recent discovery from the study of M(atrix)
theory [18, 19], and D-branes in certain backgrounds [20, 21, 22, 23, 24], is that geometries
derived from strings can be noncommutatively deformed when the background fields are
large in string length units, that is, when stringy effects become comparatively important.
A background consisting of a constant magnetic Neveu-Schwarz field, for example, will
produce a low energy dynamics of D3 brane excitations governed by noncommutative
N = 4 super Yang-Mills theory [25]. Furthermore, the fact that both an ordinary and a
noncommutative field theory can be obtained from different regularizations of this setup
suggested the existence of a map between them [25], that has been called Seiberg-Witten
map.
As was discovered soon afterwards, noncommutative spacetime as a consequence of
stringy phenomena was not the end of the story. A similar analysis for Ramond–Ramond
backgrounds like the graviphoton [26, 27] produced a nontrivial modification of the al-
gebra of coordinates, this time involving the extended part of superspace, constituted of
Graßmann-odd objects. As their algebra is characterized by anticommutators in addition
of commutators, the resulting geometry has come to be called non(anti)commutative. The
possibilities when constructing these generalized geometries from string setups, resulted
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in a reconsideration of spacetime (and superspace) non(anti)commutativity in quantum
field theories and conferred such generalisations more physical relevance.
Early works on the subject of non(anti)commutativity started in the context of a pro-
posed fermionic substructure of spacetime [28, 29], in quantum gravity [30, 31], and on
the more mathematical study of quantum deformations of supersymmetry [32, 33]. More
general studies that followed [34, 35, 36], explored the possible allowed deformations of
superspace and established the restrictions that particular deformation structures and
space signatures impose on non(anti)commutativity itself. A distinction was then made
between D- and Q-deformations, constructed out of spinor derivatives and supercharges,
respectively. When string-inspired non(anti)commutative deformations started to appear
[37, 38, 39], the attention focused on Q-deformations since these were directly implied
from the few worked-out examples. The subject soon expanded to include their impact
on extended superspace [36, 35], and further on harmonic superspace [40, 41]. Neverthe-
less, interesting features of non(anti)commutativity per se, that link it to soft/dynamical
supersymmetry breaking [42, 43], BPS-solutions [44], quantum deformations of supersym-
metry [45, 46, 47] and target space geometry of sigma models [48, 49], have presently made
very tempting to continue the study of the physical consequences thereof, postponing the
issue of a precise relation to specific string backgrounds.
Non(anti)commutative deformations are controlled by a deformation matrix that spec-
ifies the deformed algebra of Graßmann coordinates in extended superspace. In the case
of Q-deformations, which have a severe impact on the action of symmetry generators on
the algebra of superfields, the resulting supersymmetry breaking pattern is tuned by this
matrix. In contrast to the N = 1 case, where this consists simply in a partial break-
ing to N = 1/2 [34, 37], the extended supersymmetry case is richer in structure. In
N = 2, for example, different decompositions of the deformation matrix, classified by
their tensor properties under the R-symmetry group SU(2), lead to N = 1 or N = 3/2
residual supersymmetry. For so-called singlet deformations, where this matrix becomes
an SU(2) singlet, several deformed field models of the hypermultiplet [42] and super-
Yang-Mills theory [50, 51, 52], have been studied. The general choice of deformation
was also explored perturbatively for super-Yang-Mills up to some orders in the deforma-
tion matrix parameters [53, 54, 55]. A remarkable quantum property of these theories
is that even when the parameters of the deformation have negative mass dimension and
should induce divergences by naive power-counting, all studied examples have turned
out to be renormalizable. This subject is at the present under intensive study, and its
scope covers non(anti)commutative N = (1/2, 0) Wess-Zumino and Yang-Mills models
[56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69] and also the N = 2 Yang-Mills and
the neutral hypermultiplet, as studied in the pioneering work [70].
xviii INTRODUCTION
The main goal of this work is to study the properties of non-singlet Q-deformed N = 2
supersymmetric gauge theories, from a field theoretical point of view. The program in-
cludes the study of the supersymmetry breaking pattern induced by a general deformation
matrix, the construction of gauge transformation laws for all vector multiplet fields and
their corresponding minimal Seiberg-Witten map, the derivation of the different deformed
super-Yang-Mills actions in components that follow from the pattern, and finally the con-
struction of the associated residual supersymmetry transformations.
In the first part of this work, we will start by giving an overview of noncommutativity
in quantum field theory from its origin in the Weyl quantization formalism, where we will
introduce the Moyal product that deforms the algebra of functions in phase space. This
product will allow us to make a connection to the study of algebra deformations and of
noncommutativity as a way to generalize field theories. A comment on the stringy origin of
noncommutativity will be included. In §2, follows the introduction of harmonic superspace
as needed to define extended gauge field theories. We will then devote §3 to the subject of
non(anti)commutativity in general. There, the requirements that supersymmetry imposes
on it, and the peculiarities of Q-deformation will be explained. The breaking pattern
induced by these deformations will then be derived. Singlet-deformed super-Yang-Mills
is given as an example.
The second part of this work will deal exclusively with non-singlet Q-deformations of
gauge theories. In §4 we will introduce a decomposition ansatz for the deformation matrix,
allowing the exact study of the deformed gauge transformations. A general algorithm to
solve the harmonic equations associated to this decomposition is developed. After giving
the close form of the gauge transformations, we will derive the corresponding minimal
Seiberg-Witten map to an equivalent anticommutative U(1) gauge theory. Chapter §5
will deal with the construction of deformed actions and corresponding supersymmetry
transformations for relevant cases of the deformation matrix.
A third part of the dissertation includes only appendixes that cover the notation and
conventions followed, the technical details of the calculations supporting the discussion in
the main body of the work, and the common tools used to perform them.
Part I
Fundamentals of
Non(anti)commutativity
1

Chapter 1
Noncommutativity in Field Theory
In quantum mechanics, uncertainty relations between phase space quantities is a con-
sequence of the noncommutativity of the operators associated to them. In a classical
work by Weyl [1] he proposed a quantization prescription based on the idea of mapping
functions of phase space to their related quantum operators. This naturally led to the
idea of introducing noncommutativity in the algebra of phase space functions, further
developed by Moyal [2]. As the classical variables should be recovered in the limit ~→ 0,
when quantum effects cease to be important, the noncommutativity was thought to be
parametrized by this scale and conceived as a deformation of an otherwise commuting
algebra of functions. It became clear that these functions must obey strong restrictions
for a deformation conceived as a series expansion of their products to converge. In the
seminal papers of Bayen, Flato, Fronsdal, Lichnerowicz and Sternheimer [71, 72] it was
shown that one could understand quantization as a formal deformation, without worrying
to much about the convergence and the precise construction of Hilbert spaces.
In the context of quantum field theories, noncommutative generalizations are to appear
when the algebra of functions over the standard configuration space of a theory is replaced
by a noncommutative one. One would like such effects to be present at a certain quantum
scale, representing the coordinate uncertainty that must disappear when we zoom out
back to lower energies. This leads to the idea of noncommutativity as a deformation of
smooth continuous space spacetime, implemented through an anticommutative product
as in the theory of deformation quantization.
A simple way to deform the algebra of spacetime functions is by using an associative
but noncommutative product ’?’ called Moyal product [2]
f(x)g(x) −→ f(x) ? g(x), such that [xµ, xν ]? 6= 0. (1.1)
Spacetime noncommutativity introduces nonlocality that can smear out singular objects.
In quantum field theories it will enter through interaction terms that, generally speaking,
3
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Figure 1.1: Noncommutativity as a small scale deformation of spacetime
produce vertex diagrams with a phase factor depending on the momenta, which were
expected to regulate divergences. In addition, even more bizarre behaviour appears,
as exemplified by the breaking of Lorentz invariance, and the so called UV/IR mixing
between the high and low energy regimes. Introducing noncommutativity suggests useful
nontrivial generalizations of relevant theories. It can provide a free parameter to do
perturbative expansions, and in some cases allows a whole new set of exact solutions not
present in the commutative limit[73, 74]. Though a unique noncommutative generalization
of a given theory may not exist, a selection scheme could be nevertheless based on the
preservation of symmetries for a particular theory.
Recent applications of noncommutative field theory have been related but not limited
to the strings scenario. In condensed matter theory, for instance, a model of electrons in
a magnetic field due to Landau provides a simple example of noncommuting coordinates
which has a direct analogous in string theory. Also the theory of the quantum Hall effect
[75] has received interesting inputs from noncommutative geometry [76] and noncommu-
tative field theory [77]. A noncommutative generalization of the standard model [78] has
been studied in the framework of non stringy particle phenomenology [33], were even
experimental test have been suggested [79]. In cosmology, an inflation mechanism with-
out inflaton but relying on spacetime noncommutativity was proposed in [80]. They also
appear in the theory of quantum algebras associated to massive superparticles [81, 82].
In this chapter we will see how do deformations in the algebra of functions of a field
theory appear from the Weyl quantization formalism, where the Moyal star product is
introduced. Typical features as the smearing out of the product of compact functions
and the occurrence of non local effects relating different energy regimes are presented.
Afterwards, in §1.2, will see how the deformations of the algebra of functions are related
to the symmetries of a theory. In particular, we will see how the Moyal product can be de-
fined in terms of a Poisson structure, built out of the generators of spacetime translations.
4
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This will be the basis to define non(anti)commutative deformations of superspace in §3,
where supercharges will be used instead as translation generators. Most of the eccentric
consequences of noncommutativity in quantum field theory, as nonlocality and UV/IR
mixing (see for example [83] and references therein), will be absent when we particularize
to the kind of non(anti)commutative deformations which are the main object of this work.
However, in section §1.3 we will comment on the essential quantum theoretical effects of
noncommutativity, taking φ4 theory as an example. Finally, as complementary motiva-
tion to the study of noncommutative (and later on non(anti)commutative) deformations,
we will comment in §1.4 how this deformations appear from string theory when strings
attached to D-branes are placed in particular backgrounds.
1.1 Weyl Quantization and the Star Product
For a physicist, the most familiar example of a noncommutative algebra comes from quan-
tum mechanics, where the operators qˆ, pˆ corresponding to conjugated classical variables
q, p, satisfy
[qˆ, pˆ] = i~ (1.2)
Through the so called Weyl transform it is possible to quantize the system by mapping
functions of phase space f(q, p) into their corresponding quantum operators Oˆf (qˆ, pˆ)
Oˆf (qˆ, pˆ) =
1
(2pi)2
∫
dσ dτ dq dp e−iτ(qˆ−q)−iσ(pˆ−p)f(q, p) (1.3)
We can try to find a function h(p, q) in phase space whose Weyl transform corresponds
to the product of operators Oˆh = Oˆf Oˆg. As we may expect, the composition law of Weyl
transforms induces a noncommutative product of functions in phase space h = f ?g which
reflects the fact that operators in quantum mechanics do not commute Oˆf Oˆg 6= OˆgOˆf ,
and reduces to the ordinary product when ~ → 0. In what follows we will consider this
map in more detail to see how the star product arises from noncommutativity of quantum
operators.
We start by considering the above commutation relation (1.2) as the Lie algebra of
what has come to be called the Weyl-Heisenberg group[1]. Elements of this group are
defined by
U(τ, σ) = exp [−i(τ qˆ + σpˆ)] , (1.4)
and are unitary transformations that represent translations in phase space
U(τ, σ) qˆ U¯(τ, σ) = qˆ − ~σ
U(τ, σ) pˆ U¯(τ, σ) = pˆ+ ~τ
(1.5)
5
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The key idea of Weyl is to define quantum operators as elements of this group’s algebra
Oˆf (qˆ, pˆ) =
1
(2pi)2
∫
dσ dτ U(τ, σ)f˜(τ, σ) (1.6)
Taking f˜(q, p) to be the Fourier transform of a function in phase space
f˜(τ, σ) =
∫
dq dp ei(τq+σp)f(q, p), (1.7)
we arrive to the Weyl transform mentioned above (1.3). Using Glauber’s identity we can
restate it as
Oˆf (qˆ, pˆ) =
1
(2pi)2
∫
dσ dτ dq dp e−iτ(qˆ−q)e−iσ(pˆ−p)e
1
2
i~τσf(q, p) (1.8)
The factor e
1
2
i~τσ can be interpreted as the one arising from commuting the qˆ’s and pˆ’s as
needed to obtain a Weyl ordered operator from the possible products of q and p appearing
in the original phase space function. Additionally the transform has the proper classical
limit ~→ 0,
Oˆf (qˆ, pˆ) =
∫
dq dp δ(qˆ − q)δ(pˆ− p)f(q, p) = f(qˆ, pˆ). (1.9)
Having a complete quantization prescription, lets us now take a closer look to the compo-
sition law of the Weyl transform. First note that the Weyl-Heisenberg group represents
phase space translations up to a phase
U(τ1, σ1)U(τ2, σ2) = e
− i
2
~(τ1σ2−σ1τ2)U(τ1 + τ2, σ1 + σ2). (1.10)
So that the product of two operators correspond to the following transform
Oˆf (qˆ, pˆ)Oˆg(qˆ, pˆ) =
1
(2pi)4
∫
dσ1dτ1dσ2dτ2 U(τ1 + τ2, σ1 + σ2)e
− i
2
~(τ1σ2−σ1τ2)f˜(τ1, σ1)g˜(τ2, σ2)
=
1
(2pi)2
∫
dσ dτ U(τ, σ)
×
[
1
(2pi)2
∫
dσ′ dτ ′ e
i
2
~(στ ′−τσ′)f˜( τ
2
+ τ ′, σ
2
+ σ′)g˜( τ
2
− τ ′, σ
2
− σ′)
]
In the last integral it is possible to recognize the Fourier transform of the quantity
e
i
~ (∂p∂q′−∂q∂p′ )f(q, p)g(q′, p′)|(q,p)=(q′,p′) ≡ f ? g(p, q) (1.11)
which defines a bilinear map over the algebra of smooth functions in phase space, that is,
some noncommutative product.
This discussion can be directly generalized for general complex valued Schwarz func-
tions on d-dimensional Euclidean spaces, for which it is always possible to define a Fourier
transform
f˜(k) =
∫
ddx e−ik·xf(x). (1.12)
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We will introduce again commutation relations for the operators xˆm
[xˆm, xˆn] = iθmn, (1.13)
with θmn taken to be a constant antisymmetric invertible matrix. The quantization for-
malism provides us then with the quantum operator or Weyl symbol associated to the
function f
Oˆf =
∫
ddk
(2pi)d
eik·xˆ f˜(k) (1.14)
which can be rewritten explicitly in terms of the Weyl map ∆ˆ(x) as
Oˆf =
∫
ddx f(x)∆ˆ(x), ∆ˆ(x) =
∫
ddk
(2pi)d
eik·xˆe−ik·x. (1.15)
If the operators xˆm commute with each other, then the map ∆ˆ(x) reduces to a delta
function δd(xˆ − x), and the symbol of a function f reduces to the original “classical”
function Oˆf = f(xˆ). Again, using Glauber’s identity
eik·xˆeik
′·xˆ = e−
i
2
θmnkmk′nei(k+k
′)·xˆ, (1.16)
we can compute the function whose symbol is associated to products of operators. A com-
position law relating the noncommutative product of operators with a noncommutative
product of functions will then be given by
Oˆf Oˆg = Oˆf?g, (1.17)
where ? represents the Moyal star product
f(x) ? g(x) ≡ f(x) exp
(
i
2
←−
∂ mθ
mn−→∂ n
)
g(x)
=
∫
ddk
(2pi)d
ddk′
(2pi)d
f˜(k)g˜(k − k′)e− i2 θmnkmk′neik′·x (1.18)
As we will see in the next section, this noncommutative yet associative product is a
particular case of the star product usually found in deformation quantization [71].
The introduction of nonlocal behaviour of noncommutative quantum field theories
through this product produces a plethora of unexpected and novel properties. Singular
pointlike sources, for instance, are smeared out and made to interact over an extended
finite region.
Let us take a closer look into this phenomenon by calculating explicitly the integral
representation of the star product of two functions, starting from the product of two Weyl
7
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maps,
∆ˆ(x)∆ˆ(y) =
∫
ddk
(2pi)d
ddk′
(2pi)d
ei(k+k
′)·xˆe−
i
2
θmnkmk′ne−ik·x−ik
′·y
=
∫
ddk
(2pi)d
ddk′
(2pi)d
∫
ddz ei(k+k
′)·z∆ˆ(z)e−
i
2
θmnkmk′ne−ik·x−ik
′·y
=
1
pid| det θ|
∫
ddz ∆ˆ(z)e−2i(θ
−1)mn(x−z)m(y−z)n , (1.19)
where we tacitly assume invertibility of θ. We see then that the Weyl maps are orthonor-
mal
Tr
(
∆ˆ(x)∆ˆ(y)
)
= δd(x− y), (1.20)
and we can in this case define the inverse Weyl transform, which is precisely the Wigner
distribution function [84] taking symbols into functions
f(x) = Tr
(
Oˆf∆ˆ(x)
)
. (1.21)
The integral representation of the star product of two functions is then given by
Tr
(
Oˆf Oˆg∆ˆ(x)
)
=
1
pid| det θ|
∫
ddy ddz f(y)g(z) exp
[−2i(θ−1)mn(x− y)m(x− z)n] ,
(1.22)
which shows how point interactions get distributed over a region in space. We can define
a scale of deformation by rotating θmn into a skew diagonal form
θmn =

0 θ1
−θ1 0
. . .
0 θd/2
−θd/2 0
 , (1.23)
and taking the operator norm of θmn
‖θ‖ = max
1≤i≤d/2
|θi|. (1.24)
Now we can state precisely that in particular, compact functions that vanish outside a
region of size l¿√‖θ‖ have a star product that is non vanishing over a region of typical
size ‖θ‖/l. For example, the star product of point sources is nonzero in every point of
space
δd(x) ? δd(y) =
1
pid| det θ| . (1.25)
In more physical terms, the fields with a small typical size —that is very high energy—
interact instantaneously over long distances through the star product, having profound
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consequences for the quantum theory. One would expect that nonlocal effects turn neg-
ligible for energies below the
√‖θ‖ deformation scale, but in fact high energy virtual
particles contribute to low energy processes producing the UV/IR regime mixing. An
ultraviolet cutoff Λ will control the standard high momentum divergences just to produce
infrared singularities to be controlled by a low momenta cutoff 1/‖θ‖Λ.
Our final goal in this section is to move on to the analysis of deformed quantum field
theories. As these involve derivatives of fields, the Weyl symbol corresponding to field
derivatives will be needed. This is easily seen to correspond to the anti-Hermitian linear
derivation ∂ˆm defined by
[∂ˆm, xˆ
n] = δnm, [∂ˆm, ∂ˆn] = 0. (1.26)
It acts on the Weyl map through a commutator
[∂ˆm, ∆ˆ] = −∂ˆm∆ˆ, (1.27)
and therefore the symbol of a derivative is precisely
Oˆ∂mf =
∫
ddx ∂mf(x)∆ˆ(x) = [∂ˆm, Oˆf ] (1.28)
The generators of translations are also given in terms of derivations ∂ˆm as unitary
operators
U(v) = ev·∂ˆ, U(v)∆ˆ(x)U¯(v) = ∆ˆ(x+ v), for v ∈ Rd (1.29)
From this it is clear that the trace of the Weyl map Tr ∆ˆ(x) is independent of x ∈ Rd and
therefore we can choose a normalization Tr ∆ˆ(x) = 1 leading to
Tr Oˆf =
∫
ddx f(x), (1.30)
and implying the cyclicity of the star product under the integral as a consequence of the
cyclicity of the trace ∫
ddx f1(x) ? · · · ? fM(x) = Tr
(
Oˆf1 · · · OˆfM
)
. (1.31)
In particular the star product of two functions under the integral is commutative∫
ddx f(x) ? g(x) =
∫
ddx f(x)g(x). (1.32)
Weyl’s quantization formalism can be also used in presence of more general commu-
tators resulting in non constant deformation parameters or even other operators [85]. A
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particularly relevant situation appears when quantizing open strings in the presence of
a nonconstant B-field. There the set of commutators involving both coordinates and
momenta will depend on operator functions of such variables, and will constitute an al-
gebra of pseudo-differential operators on noncommutative space [86, 87, 88, 89]. Instead
of Moyal product, the star product will be given by the Kontsevich formula [90]. When
the B-field is a closed two form dB = 0 then non constant Poisson tensors θ appear, to
keep the Kontsevich product associative.
1.2 Star Product from Algebra Deformations
Apart from its formulation in the context of the Weyl formalism, the star product also has
a natural interpretation in deformation quantization. Instead of promoting phase space
variables to operators allowing nontrivial commutation relations, one seeks to generalize
the algebra of functions on this space by introducing nontrivial products. To assure a
proper classical limit, the products depend on some quantum scale ~ in such a way as
to recover the standard algebra of functions in the case ~ → 0. As the geometry of a
manifold can be defined in terms of the properties of the algebra of functions on it, one
can understand quantization as a deformation of geometry rather than a promotion of
physical quantities to operators in a Hilbert space.
General deformations of the algebra of functions on a manifold M , can be defined in
terms of a formal series whose first order corresponds to the original undeformed algebra
f ?λ g = fg +
∞∑
i=1
λiCi(f, g), f, g : M −→ C (1.33)
As a formal power series, the Moyal product (1.18) corresponds to
f ? g = fg +
∞∑
i=1
1
i!
(
i
2
)i
θm1n1 · · · θmini∂m1 · · · ∂mif∂n1 · · · ∂nig (1.34)
with θmn constant. Modulo some redefinitions of f and g, the Moyal product is the only
deformation of the algebra of functions on Rd whose formal series has local differential
bilinears of f and g as coefficients, and coincides at first order with the Poisson bracket
of functions [71, 72, 91]
f ? g = fg +
i
2
θmn∂mf∂ng + O(θ
2). (1.35)
If one starts with a more general Poisson structure
Pi(f, g) = P
m1n1 · · ·Pmini∇m1 · · ·∇mif ∇n1 · · ·∇nig, (1.36)
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defined in terms of a more general derivation ∇m and of some antisymmetric matrix Pmn,
and tries to obtain a smooth deformation of the algebra
f ?λ g = fg +
∞∑
i=1
λi
i!
Pi(f, g), (1.37)
then requiring associativity will impose severe restrictions on the derivative and on Pi
itself. Only a flat torsion-free derivative and a Poisson structure with constant P nm will
render the product associative, taking it back to the Moyal case (1.34), which can therefore
be written equivalently as
f ? g = fePg, (1.38)
where the Poisson structure P is simply
P = − i
2
←−
∂ mθ
mn−→∂ n (1.39)
Noncommutativity of the coordinates on the manifold follows then from the action of this
structure
[xm, xn]? ≡ xm ? xn − xn ? xm = iθmn. (1.40)
The conditions on the Poisson structure can also be interpreted as a consequence of
translation invariance in flat spacetime since the only nontrivial coordinate deformation
consistent with it has constant deformation matrix. More explicitly, if we take θmn to be
a local function of the coordinates θmn(x) under translations x 7→ x+ a we obtain
[x′m, x′n] = [xm + am, xn + an] = [xm, xn] , ⇒ θmn(x+ a) = θmn(x) (1.41)
For spacetime symmetries to be preserved, the deformed coordinate algebra must be
also covariant. The deformed algebra will in general break invariance under Lorentz
transformations xm 7→ x′m = Λmn xn for dimension d > 2
[x′m, x′n] =
[
Λmp x
p,Λnqx
q
]
= Λmp [x
p, xq] Λnq = iΛ
m
p θ
pqΛnq 6= iθmn (1.42)
In d = 2 every antisymmetric matrix is proportional to the Lorentz invariant Ricci tensor
²mn, meaning that the equality could hold.
In general one should analyze how a deformation affects the algebra of the symmetry
generators of the theory. Within the Poincare algebra, Lorentz and translation generators
Lmn, Pm satisfy
[Lmn, Lrs] = ηnrLms − ηmrLns + ηnsLmr − ηmsLnr
[Lmn, Pr] = ηnrPm − ηmrPn (1.43)
[Pm, Pn] = 0.
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Being the derivative, the standard representation of momentum translations in spacetime
Pm = ∂m, one can write the Poisson structure as
P = −←−P mθmn−→P n, (1.44)
Where the factor of i
2
has been absorbed into θmn for convenience. Due to the trivial com-
mutation relation of the momentum generators one can easily check that the translation
algebra does not get deformed
[Pm, Pn]? = [Pm, Pn] = 0. (1.45)
On the other hand, as translation and Lorentz generators do not commute, it follows that
the Poisson structure cannot simply “pass through” the Mmn and the Lorentz algebra
will pick up a deformation
[Lmn, Lrs]? = [Lmn, Lrs] + O(θ). (1.46)
One concludes that the noncommutative deformation of a theory will not be Lorentz
invariant.
Deformed theories can be nevertheless invariant under another kind of symmetry re-
alized not in terms of classical but quantum groups. For quantum groups, the parameters
of the transformation will also obey a deformed algebra, and will therefore restore its
original structure.
1.3 Generalizing Field Theories
As a first example of a deformed quantum field theory, let us take a look at a simple
noncommutative generalization of the φ4 theory in Rd
Sφ4? =
∫
ddx
[
1
2
∂φ · ∂φ+ m
2
2
φ2 +
g2
4!
φ ? φ ? φ ? φ
]
(1.47)
Note that the substitution of standard multiplication by star products only affects the
interaction terms of the theory due to the cyclicity property of the star product (1.32).
As the free part of the theory is undeformed, bare propagators of noncommutative φ4
theory are identical to the standard ones.
In contrast, the interaction vertex in momentum space picks up a phase factor de-
pending on the external momenta∫
ddxφ ? φ ? φ ? φ =
∫ 4∏
r=1
ddkr
(2pi)d
φ˜(kr)(2pi)
dδ(P4r=1 kr)∏
r<s
exp
(
− i
2
θmnkrmks n
)
︸ ︷︷ ︸
V (k1,k2,k3,k4)
. (1.48)
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Though local in each order of a θ expansion, this vertex describes a nonlocal interaction.
As in this setup momentum conservation implies that the vertex V (k1, k2, k3, k4) is
invariant only under cyclic permutations of momenta kr, it would be very nice to device
a way to introduce this information into the diagrammatica to avoid keeping track of the
order explicitly. Fortunately some tools are already available from the theory of the large
N limit of U(N) Yang-Mills theory or analogously from matrix models [92, 93, 94]. The
idea is to substitute lines by oriented ribbons, so that the line corresponding to momentum
k carries two “momentum indexes” la, lb
1
(la − lb)2 +m2 (1.49)
Being built out of ribbons, the noncommutative Feynman diagrams are graphs drawn over
Riemman surfaces of general genus. If is possible to draw a graph over the surface of plane
or a sphere, i.e. without crossing lines, it is called planar. For such a graph consisting of
L loops with k1, . . . , kn external cyclically ordered momenta, we can take ka = lma− lma+1
with ma running from 1 to L + 1 and organized in a cyclical way such as lma+1 = lm1 .
This construction will take care of the order of incoming momenta and will automatically
impose momentum conservation on each vertex because adjacent ribbon edges in a vertex
have opposite momentum indexes. With this, it is possible to establish [95] that for any
planar graph one obtains an overall phase factor depending only on the ordered external
momenta p1, . . . , pM
VP(p1, . . . , pM) =
∏
a<b
e−
i
2
θmnpampb n (1.50)
That the only contribution of noncommutativity in planar graphs is this factor, indicates
that their UV behaviour is essentially the same as the undeformed one [96, 97, 98]. Even
when our expectations of improving renormalizability in this way are gone, there are still
some important differences coming from the nonplanar sector of the deformed theory,
where we have to take in account momentum propagators crossing each other. The
contribution in this case can be written in terms of the planar one
VNP(p1, . . . , pM) = VPlanar(p1, . . . , pM)
∏
a,b
e−
i
2
∩abθmnpampb n , (1.51)
where ∩ab is a matrix counting the crossings. In this case phase oscillations do render all
one-loop diagrams UV finite, but acquire a singular IR behaviour. Let us clear this up
by looking at the one-particle irreducible two-point function up to one loop
Π(p) = Π(0)(p) + g2Π
(1)
P (p) + g
2Π
(1)
NP(p)) + O(g
4) (1.52)
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Where
Π(0)(p) = p2 +m2
Π
(1)
P (p) =
1
3
∫
ddk
(2pi)d
1
k2 +m2
Π
(1)
NP(p) =
1
6
∫
ddk
(2pi)d
eiθ
mnkmpn
k2 +m2
(1.53)
are the bare mass, planar and non planar propagators respectively. As in the limit p→ 0
the one loop propagators coincide up to a factor Π
(1)
P (p) = 2Π
(1)
NP(0) we can write the full
propagator in terms of the nonplanar contribution
Π(p) = p2 +m2 + 2g2Π
(1)
NP(0) + g
2Π
(1)
NP(p) + O(g
4). (1.54)
The main consequence is that the behaviour of the nonplanar propagator fully determines
the singularities of the one loop two point function. Momentum regularization with a
cutoff of Λ leads to
Π
(1)
NP(p) =
1
96pi2
(
Λ2eff −m2 ln
Λ2eff
m2
)
+ O(1), (1.55)
where the effective cutoff is given in terms of the momentum cutoff as
Λ2eff =
1
1
Λ2
+ δklθmkθlnpmpn
(1.56)
As the momentum cutoff Λ goes to infinity, one sees that noncommutativity clearly im-
proves the UV behaviour of the propagator by keeping it finite but only to replace the
UV divergence by a singular IR behaviour
lim
Λ→∞
Λ2eff =
1
δklθmkθlnpmpn
, (1.57)
this strange phenomenon is called UV/IR mixing and has no analog in commutative field
theory. Here the singular behaviour at p = 0 is the result of high energy contributions
which turns the standard exponentially decaying correlators of massive scalar particles by
polynomial interactions, that is, long-range power-law forces.
1.4 String Theory and Noncommutativity
As an example of the kind of unconventional stringy effects on geometry that motivate
noncommutativity in gauge field theories, we are going to study open strings ending on
Dp-branes in a background of a constant Neveu-Schwarz B-field.
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We will choose a particularly simple setup, with Bij 6= 0 only for i, j = 1, . . . , r, and
the flat metric gij = 0 for i = 1, . . . , r, j 6= 1, . . . , r where r is precisely the rank of the
B-field. In this case the worldsheet action of the string is written as
S =
1
4pil2s
∫
Σ
(gij∂ax
i∂axj − 2ipil2sBijεab∂axi∂bxj) (1.58)
ls being the string length and Σ its eucliedean worldsheet. The presence of Dp-branes is
now essential, since it is possible to integrate by parts the term including the constant
B-field to obtain a boundary contribution
S =
1
4pil2s
∫
Σ
gij∂ax
i∂axj − i
2
∫
∂Σ
Bijx
i∂‖xj, (1.59)
where ∂‖ is a tangential derivative along the worlsheet boundary ∂Σ. Components of Bij
not on the brane, can be simply gauged away, meaning we can assume r ≤ 1 + p. In
simple words, without Dp-branes, the Neveu-Schwarz field can be decoupled from the
dynamics. For the coordinates along the Dp-branes, boundary conditions are derived
from the equations of motion of this system
gij∂⊥xj + 2ipil2sBij∂‖x
j
∣∣
∂Σ
= 0, (1.60)
which include a derivative ∂⊥, normal to the boundary ∂Σ. This equation interpolates
between Neumann conditions in the case l2sB → 0 and Dirichlet conditions for l2sB À 1,
or equivalently g → 0. When the Dirichlet term dominates, the string boundaries are
fixed to points in the Dp-brane for Bij invertible, due to ∂‖xj
∣∣
∂Σ
= 0. It is in this regime,
when the background fields are large in string length units, and stringy effects become
comparatively important, the commutator of coordinates on the boundary turns out to
be nontrivial.
To see this one considers the classical approximation of string theory for which ∂Σ is
a disc which can be conformally mapped to the upper half plane. In the corresponding
complex coordinates z = t+ iy, y ≥ 0, with ∂ = ∂/∂z, ∂¯ = ∂/∂z¯, the equations of motion
(1.60) are
gij(∂ − ∂¯)xj + 2ipil2sBij(∂ + ∂¯)xj
∣∣
z=z¯
= 0, (1.61)
The propagator for this boundary conditions is [99, 100, 101]
〈xi(z)xj(z′)〉 = −l2s
(
gij log |z − z′| − gij log |z − z¯′|+Gij log |z − z¯′|2+
+
1
2pil2s
θij log
|z − z¯′|
|z¯ − z′| +D
ij
)
, (1.62)
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where Gij and θij are the symmetric and antisymmetric parts of a matrix
Gij =
(
1
g + 2pil2sB
)ij
S
, θij =
(
1
g + 2pil2sB
)ij
S
., (1.63)
and Dij is a constant depending on B but independent of the coordinates. If the low
energy limit l2s → 0 is considered, by keeping B fixed, evaluating the propagator at the
boundary which is identified to the real line one obtains
〈xi(t)xj(0)〉 = i
2
θij Sign(t), θij =
(
1
B
)ij
, i, j = 1, . . . , r. (1.64)
In conformal field theory, the short distance behaviour of operator products coincide with
their commutators when replacing time by operator ordering. In this way it is found [24]
that the quantity θij is related to such commutator according to
[xi(t), xj(0)] = T
(
xi(t− 0)xj(0)− xi(t+ 0)xj(0)) = iθij (1.65)
In general, normal ordered operators will satisfy
lim
t→0+
: f(x(t)) : : g(x(0)) : = : f(x(0)) ? g(x(0)) :, (1.66)
where ? is precisely the Moyal product of functions as defined in (1.18). Another relation
to algebra deformations appears [102] when considering a sigma model with the boundary
interaction of (1.59), which is a special case of the theory used by Kontsevich in the study
of deformation quantization [90].
Deformations of superspace instead appear naturally in a graviphoton background field
[26, 27]. In particular, Ooguri and Vafa[27] study the consequences of this phenomena at
field theory level. The source of inspiration of Q-deformed supersymmetric analysis is its
relation to the extention of the Dijkgraaf-Vafa [103] conjecture including non-planar dia-
grams in the partition function, which is characterized by the presence of the graviphoton
field strength.
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Harmonic Superspace
Since our main goal is to describe deformations of extended supersymmetric theories, we
will introduce the natural framework in which they are constructed: harmonic superspace
[104]. During the 1970s, when the superspace approach was developed, it was realized
that manifestly supersymmetric invariant theories could be easily formulated in terms of
an extension of standard Minkowskii M4 or Euclidean R4 space which was given the name
superspace. Even though the ideas coming from N = 1 superspace rapidly developed
into a powerful technique in quantum field theory, it was very disappointing not to find a
straightforward generalization of the methods to find suitable off-shell manifestly invari-
ant theories of extended (N ≥ 2) supersymmetry, but instead a no-go theorem discarding
them [105, 106]. Manifestly invariant theories are not just wanted for aesthetic but also
for practical reasons, as quantization of supersymmetric theories is greatly simplified by
covariant quantization techniques, which in the context of non(anti)commutative defor-
mations are also deemed to be necessary. Harmonic superspace entered the scene in the
middle 1980’s circumventing the no-go theorem by introducing an infinite set of auxiliary
fields into the analysis, allowing the proper off-shell formulation of manifestly invariant
extended supersymmetry theories [107].
In this chapter we will explain how does harmonic superspace suits the purpose of
describing N = 2 theories without incurring in the overconstrained formulations of stan-
dard superspace. Very much in the same way as standard Minkowskii space is built as
a coset space of the Poincare´ and its Lorentz subgroup, we will show in §2.2, how har-
monic superspace is constructed as a coset of the super-Poincare´ times SU(2) and Lorentz
times U(1) groups. Harmonic superspace coordinates and their corresponding covariant
derivatives are also built following Cartan’s procedure. As the resulting space corresponds
to standard superspace augmented by a sphere, fields in this space can be expanded in
spin weighted spherical harmonics [108], whose relation with standard harmonic variables
will be given in §2.3. Some properties we later use are established in that section. The
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main object of this work, the N = (1, 1) gauge theory action in harmonic superspace, is
formulated in §2.4. Some of the concepts and techniques that are to be generalized to the
non(anti)commutative case will be then shown. In particular, the method to gauge away
the infinite extra degrees of freedom coming from the harmonic expansion.
2.1 The Convenience of Harmonic Superspace
First we note that superspace can be thought as a natural generalization of the coset con-
struction of standard spaces. To put this into more concrete terms1, we should remember
that Minkowskii space is the coset of the Poincare´ group P with its Lorentz subgroup
L = SO(3, 1).
M4 =
P
L = (x
αα˙). (2.1)
It is then natural to replace here the Poincare´ group with the simplest N = 1 super-
Poincare´ group SuP . By doing so, one arrives to N = 1 superspace
M4|4 ≡ SuPL = (x
αα˙, θα, θ¯α˙). (2.2)
The superindex 4|4 indicates that we are dealing with 4 standard (xαα˙) and 4 extended
fermionic Graßmann odd (θα, θ¯α˙) coordinates.
In standard classical and quantum field theories invariant under Poincare´ group, the
tensor properties of a field completely determine their transformation laws. Regardless
of the particular theory we are describing, a scalar field, for example, is the one that
transforms as
f ′(x′) = f(x). (2.3)
whenever the coordinates of spacetime transform under the Poincare´ group. We say
that a field theory whose action and equations of motion possess a particular symmetry
is manifestly invariant under it, if such symmetry is realized on fields geometrically by
coordinate transformations as in (2.3). To devise a manifestly supersymmetric invariant
theory one will then need superfields, that is functions of superspace Φ(x, θ, θ¯) whose
transformation laws under supersymmetry are completely determined by their tensor
properties. Apart from the standard transformation rules under the Poincare´ group,
which we already know well, it will be necessary to include also supertranslations defined
in terms of some anticommuting infinitesimal parameters ²α and ²¯α˙ as
δxαα˙ = i(²αθ¯α˙ − θα²¯α˙), δθα = ²α, δθ¯α˙ = ²¯α˙. (2.4)
1From here on, we will mainly use spinor notation for vectors in Minkowskii and in Euclidean space,
as defined in appendix §A.
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A scalar superfield is defined as that transforming according to
Φ′(x′, θ′, θ¯′) = Φ(x, θ, θ¯). (2.5)
The next step to build a theory with superfields would be to construct its action,
while being aware of the standard field content that a superfield should have. In this
case we should check which representation of the supersymmetry algebra are we dealing
with. This is done by the well known method of induced representations (see for example
[109]). In short this consists in setting the algebra generators on-shell —for us particularly
the supercharges Qα, Q¯α˙— by selecting fixed time-like (P
2 < 0) or light-like (P 2 = 0)
momenta. This allow us to boost them into convenient frames with standard momenta
invariant under the little group SO(3) or ISO(2) for massive and masless particles re-
spectively. With this simplification, creation and annihilation operators can be written
easily in terms of the supercharges. Finally physical states are built in the usual way
by applying the creation operator to a suitably defined vacuum. Supersymmetry is very
strictive when it comes to its irreducible representations, and will force a supermultiplet
to contain exactly the same number of fermionic and bosonic degrees of freedom, and only
fields of the same mass.
Though is a standard procedure to find irreducible representations of supersymmetry
realized over on-shell physical states, to study the corresponding off-shell realizations
over fields is challenging even with the aid of superfields. Supersymmetry irreducible
representations are contained inside the superfields as their power series of the scalar
superfield in the extended coordinates θ and θ¯ reveals
Φ(x, θ, θ¯) =A(x) + θαψα(x) + θ¯α˙χ¯
α˙(x) + (θθ)F (x) + (θ¯θ¯)G(x)
+ θαθ¯α˙Aαα˙(x) + (θθ)θ¯α˙κ¯
α˙(x) + (θ¯θ¯)θαλα(x) + (θ¯θ¯)(θθ)B(x).
(2.6)
Note that this power expansion is truncated to a polynomial due to the anticommuting
nature of the extended coordinates which makes them nilpotent. Also, invariance under
the Poincare´ subgroup assure that all superfield components, that is the coefficients of
the extended coordinates θ and θ¯, are usual fields. We obtain thus only a finite set of
components, all transforming properly under the super-Poincare´ group. Superfields are
however highly reducible representations of supersymmetry an contain much more com-
ponents than those needed. As an example let us consider the simplest supersymmetric
theory in four dimensions: the N = 1 matter multiplet. On-shell it contains a spinor
ψα(x) and a complex scalar field A(x), and can be described in M4|4 precisely by the
N = 1 scalar superfield above. The problem is that this superfield contains not only both
these fields but additional scalars, spinors and vectors which we have to discard by means
of a covariant irreducibility constraint
D¯α˙Φ = 0, (2.7)
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defined in terms of a covariant spinor derivative
D¯α˙ = −∂¯α˙ − 2iθα∂αα˙ (2.8)
The irreducibility constraint is solved by a field with less field content
Φ(x, θ, θ¯) =A(x) + θαψα(x) + (θθ)F (x)
+ iθαθ¯α˙∂αα˙A(x) +
i
2
(θθ)θ¯α˙∂αα˙ψ
α(x) +
1
4
(θ¯θ¯)(θθ)A(x).
(2.9)
However, there is still an extra field F (x) not appearing in the on-shell spectrum. It
turns out that this field is essential for the off-shell formulation of the theory. F (x) has
dimension 2 and therefore can only appear without any derivatives in an action, meaning
it is an auxiliary field that can be eliminated from the theory using its algebraic equations
of motion. There are several deep reasons not to do that. First of all they allow a linear
realization of supersymmetry on the fields
δA = −²αψα,
δψα = −2i²¯α˙∂αα˙A− 2²αF,
δF = −i²¯α˙∂αα˙ψα,
(2.10)
which is totally independent of the model, and closes off-shell, that is, we do not have
to impose equations of motion as a constraint in order to obtain the supersymmetry
algebra. Without auxiliary fields it therefore a very discouraging endeavour to write
supersymmetric interacting theories. Their kinetic, mass and interaction terms will not
be separately invariant, only the action as a whole will, and it is only found after a very
involved Noether procedure. All these cause great difficulties with a particular impact
on the analysis of the UV behaviour of the theory. On the other hand, introducing
auxiliary fields and manifestly invariant quantization procedures greatly facilitated the
analysis of the quantum aspects of this theories. Auxiliary fields are also fundamental
in the description of supersymmetry breaking. As a summary, a theory is not written
down off-shell in terms of superfields with auxiliary fields included only because they are
beautiful and compact, but because they provide essential tools to calculate and interpret
the quantum behaviour of supersymmetric theories.
A key problem arises when trying to generalize this kind of procedure to the N = 2
case. As an example let us show what happens with the Fayet-Sohnius matter multiplet,
consisting of four scalar fields organized in a SU(2) doublet f i and two isosinglet spinor
fields ψα, κ¯α˙. The corresponding superfield containing these is the isodoublet superfield
qi(x, θ, θ¯) [110] which is a function of N = 2 superspaceM4|8. The extra degrees of freedom
appearing on this superfield are set to zero in a consistent way through the corresponding
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irreducibility constraint in extended superspace, which reads
D(iα q
j)
= D¯
(i
α˙ q
j)
= 0, (2.11)
leaving only the physical fields and their derivatives
qi(x, θ, θ¯) = f i(x) + θiαψα(x) + θ¯
i
α˙κ¯
α˙(x) + derivative terms. (2.12)
The crucial point here is that the covariant irreducibility constraint automatically puts
the fields on the free mass shell
f i(x) = ∂αα˙ψα = ∂αα˙κ¯α˙ = 0. (2.13)
It is impossible to relax the constraint (2.11) in the framework of standard superspace as it
was proven in a celebrated no-go theorem [105, 106]. Therefore, if an off-shell formulation
of this theory is intended, one must look for extensions of superspace itself.
For the extended case we can say in general that the only existing procedure to for-
mulate off-shell manifestly supersymmetric theories in terms of unconstrained superfields
is by means of harmonic superspace, which consists of augmenting the N = 2 superspace
by a sphere
HM
4+2|8 = M4|8 × S2 (2.14)
Harmonic superspace circumvents the no-go theorem preventing the construction of
manifestly supersymmetric off shell actions, by introducing an infinite set of auxiliary
degrees of freedom. In the case of the N = 2 matter hypermultiplet, this extra degrees of
freedom appear as an infinite set of auxiliary fields in the the harmonic expansion of the
analytic superfield q+. As we will see later on, the N = 2 Yang-Mills theory has instead
a finite set of auxiliary fields, but infinitely many pure gauge degrees of freedom which
can be gauged away.
2.2 Coset Construction
Harmonic superspace is conceived as a natural generalization of real N = 2 superspace
M4|8, which is also a coset space in the same sense as the Minkowskii or the N = 1
superspace before. Apart from the Lorentz subgroup SO(3, 1), the general super-Poincare´
also includes SU(N) transformations as part of their automorphisms. Representing the
groups in term of the algebra that generates them, we can write
M4|4N =
{
so(3, 1), Pαα˙, Q
i
α, Q¯iα
}
{so(3, 1)} =
{
so(3, 1), Pαα˙, Q
i
α, Q¯iα, su(N)
}
{so(3, 1), su(N)} , (2.15)
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with so(3, 1) and su(N) being the Lorentz and SU(N) algebras, and Qiα, Q¯iα the gener-
ators of supertranslations. Harmonic superspace as a coset space is defined by keeping
only the U(1) part of the SU(2) subgroup in the coset structure of N = 2 superspace
HM
4+2|8 ≡
{
so(3, 1), Pαα˙, Q
i
α, Q¯iα˙, su(2)
}
{so(3, 1), u(1)} = M
4|8 × SU(2)
U(1)
, (2.16)
From the known fact that the coset space SU(2)/U(1) corresponds to the sphere S2, we
can see immediately that the topology of this space is M4|8×S2. The coset (2.16) can be
parametrized as follows
Ω = exp i
(−1
2
xαα˙Pαα˙ + θ
α
i Q
i
α + θ¯
i
α˙Q¯
α˙
i
)
exp i
(
ξT++ + ξ¯T−−
)
. (2.17)
here T±± belong to the su(2) algebra together with the U(1) generator T 0[
T++, T−−
]
= T 0,
[
T 0, T±±
]
= ±2T±±. (2.18)
The resulting parametrization of harmonic superspace obtained its called central basis
and has coordinates given by (xαα˙, θiα, θ¯
i
α˙, ξ, ξ¯). The SU(2) algebra is represented on the
supercharges by means of the Pauli matrices τ i as[
T 0, Qi
]
= (τ 3)ijQ
j,
[
T±±, Qi
]
= (τ±±)ijQ
j, (2.19)
where
τ 3 =
(
1 0
0 −1
)
, τ++ =
1
2
(τ 1 + iτ 2) =
(
0 1
0 0
)
, τ−− =
1
2
(τ 1 − iτ 2) =
(
0 0
1 0
)
.
(2.20)
Transformation rules for the coordinates of this space can be easily derived from the
action of elements of the group on this coset following Cartan’s procedure. Under super-
translations, the superspace coordinates transform in the usual way but leave the new
coordinates unchanged
δxm = i(²iσmθ¯i − θiσm²¯i), δθiα = ²iα, δθ¯iα˙ = ²¯iα˙, δξ = δξ¯ = 0. (2.21)
Additionally we must consider transformations respect to SU(2), under which the odd
coordinates θi, θ¯
i behave like isospinors, as their indexes suggest. The new coordinates
ξ, ξ¯ however transform in a nonlinear way under SU(2) and is convenient to introduce a
new parametrization in terms of harmonic variables defined as follows
u+i =
[
exp i
(
ξτ++ + ξ¯τ−−
)]1
i
, u−i =
[
exp i
(
ξτ++ + ξ¯τ−−
)]2
i
. (2.22)
in which the coordinates of the central base are given by
(X, u) ≡ (xαα˙, θiα, θ¯iα˙, u±i ). (2.23)
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These harmonic variables, or harmonics for short, satisfy the conditions
u+i u
−
j − u+j u−i = εij, u+i = u−i . (2.24)
Defining the matrix
u ≡
(
u+1 u
−
1
u+2 u
−
1
)
, (2.25)
it is easy to characterize the harmonics as SU(2) variables, since conditions (2.24) corre-
spond to
det(u) = 1, u† = u−1. (2.26)
The transformation law of harmonics under SU(2) will be now much simpler
u′±i = Λ
j
iu
±
i e
±iψ(Λ,ξ,ξ¯), Λji ∈ SU(2) (2.27)
where ψ is a local phase factor of the induced U(1) transformation.
The names of the harmonic variables are seen to be chosen to represent how they
transform under this induced U(1) group which should not be confused with with a gauge
symmetry group. Heuristically one can think that the geometrical information contained
the sphere S2 ∼ SU(2)/U(1) added to the space is encoded in the SU(2) harmonic
variables and in the presence of a U(1) charge. The symmetrized products of u±i
u+···+−···−i1···imj1···jn ≡ u+(i1 . . . u+inu−j1 . . . u−jm), (2.28)
are spin weighted spherical harmonics and form a complete basis of functions on the
sphere S2. One can indeed project any SU(2) tensor onto the sphere using this basis.
The transformation properties of the projected tensor under the induced U(1) group are
then determined by its total charge. As an example one can take a tensor tij and project
it using u++ij to t
++ = tiju++ij . Under the induced U(1) transformation t
++ will pick up a
local phase factor e2iψ(Λ,ξ,ξ¯) of charge 2.
One can compare the properties of harmonics with what happens in general relativity
where a vierbein eaµ turn the spacetime index µ into the coordinate independent index
a. Harmonic variables u±i resemble zweibeins because they turn the SU(2) index i into a
U(1) index ±, but as they do not transform under a U(1) group independent of SU(2)
they are not true vielbeins (that of general relativity eaµ transforms under diffeomorphisms
and an independent Lorentz group). Nevertheless it is possible to include an extra phase
degree of freedom to turn harmonic variables into true SU(2)→ U(1) zweibeins.
Harmonic variables can be used to project the standard supercoordinates onto the
sphere and obtain a new set of coordinates called the analytical basis given by
(XA, u) ≡ (xαα˙A , θα±, θ¯α˙±, u±i ) = (ζ, θ−, θ¯−, u) (2.29)
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where
θα± =θαku±k , θ¯
α˙± = θ¯α˙ ku±k ,
xαα˙A =x
αα˙ − 4iθα (i θ¯α˙ j)u−i u+j .
(2.30)
The analytical basis can be also defined in terms of a coset space as follows
HM
4+2|4
A ≡
{
so(3, 1), Pαα˙, Q
i
α, Q¯iα, T
±±, T 0
}{
so(3, 1), Q+α , Q¯
+
α˙ , T
0
} . (2.31)
Its corresponding parametrization can be read from
Ω = exp i
(
ξT++ + ξ¯T−−
)
exp i
(−1
2
xαα˙A Pαα˙ − θ+αA Q−α − θ¯+α˙A Q¯−α˙
)
exp i
(
θ−αA Q
+
α + θ¯
−α˙
A Q¯
+
α˙
)
.
(2.32)
Covariant derivatives can also be found from the coset construct with help of the
Mauer-Cartan form by a standard procedure2
D+α = ∂−α, D
−
α = −∂+α + 2iθ¯−α˙∂αα˙,
D¯+α˙ = ∂¯−α˙, D¯
−
α˙ = −∂¯+α˙ − 2iθ−α∂αα˙.
(2.33)
where
∂±α =
∂
θ±α
, and ∂¯±α˙ =
∂
θ¯±α˙
.
By using this derivatives in superfields on analytical harmonic superspace, one can define
a new kind of Graßmann analyticity analogous to chirality in the standard case. Recall
that chiral superspace M4|2NL is in some sense a subspace of superspace3 M4|2N consisting
only on left chiral Graßmann coordinates. It is also possible to interpret (2.31) as a way
to factor out the Q+ and Q¯+ generators and dropping the dependence on the θ− and θ¯−
coordinates. The analogous of the chirality conditions are then the harmonic Graßmann
analyticity conditions
D+αΦ(XA, u) = D¯
+
α˙Φ(XA, u) = 0 (2.34)
which are directly solved by a superfield depending only on positively charged spinor
variables Φ(ζ, u), where
(ζ, u) ≡ (xαα˙A , θα+, θ¯α˙+, u±i ). (2.35)
As our primary aim will be to describe Q-deformations, we introduce here a superspace
suitable for this purpose, the combined chiral-analytic basis or left-chiral basis of harmonic
superspace. (XL, u) = (x
αα˙
L , θ
±α;u±i ) defined by the coordinate change
xαα˙L = x
αα˙
A + 4iθ
−αθ¯+α˙, (2.36)
2An example of an explicit calculation of this kind can be found in [111]
3It is truly a subspace of the complexification of superspace M4|2N
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The corresponding coset space is the one constructed by factoring out the right super-
charges as in standard chiral superspace
HM
4+2|4
L ≡
{
so(3, 1), Pαα˙Q
i
α, Q¯iα, T
±±, T 0
}{
so(3, 1), Q¯±α˙ , T 0
} . (2.37)
Covariant derivatives of harmonics can be read out from the Maurer-Cartan forms on
the sphere in terms of harmonics.
eiξτ
+++ξ¯τ−− deiξτ
+++ξ¯τ−− =
i
2
(
ω3τ 3 + ω−−τ++ + ω++τ−−
)
, ω±± = ω1 ± iω2 (2.38)
where
ω±± = ∓2iu±jdu±j , ω3 = 2iu+jdu−j = 2iu−du+j (2.39)
In the central basis, the covariant derivative of an harmonic function of charge q
Df (q)(u) =
(
d− iq
2
ω3
)
f (q) (2.40)
may be then rewritten in terms of the 1-forms in (2.38) to obtain
Df (q)(u) =
i
2
[ω3(D0 − q) + ω++∂−− + ω−−∂++]f (q)(u) (2.41)
with
D0 = u+i
∂
∂ u+i
− u−i ∂
∂ u−i
, ∂±± = u±i
∂
∂ u∓i
. (2.42)
The covariant derivatives on the sphere coincide with ∂±± due to
Df (q)(u) =
(
ω++D−− + ω−−D++
)
f (q) =⇒ D±± = ∂±±, (2.43)
and in general form a SU(2) algebra[
D++, D−−
]
= D0,
[
D0, D±±
]
= ±2D±±.
In the analytic basis, the covariant derivative (2.40) will pick up extra factors coming
from the 1-forms ωm, ω±α, ω±α˙ in the expression for Ω−1dΩ with the analytic parametriza-
tion (2.32) resulting in
D0A = D
0 + θ+α∂+α − θ+α∂+α + θ¯+α˙∂¯+α˙ − θ¯−α˙∂¯−α˙,
D++A = ∂
++ − 2iθ+αθ¯+α˙∂αα˙ + θ+α∂−α + θ¯+α˙∂¯−α˙,
D−−A = ∂
−− − 2iθ−αθ¯−α˙∂αα˙ + θ−α∂+α + θ¯−α˙∂¯+α˙.
(2.44)
For completeness we write the main operators in the combined chiral-analytic coordi-
nates
D+α =∂−α + 2iθ¯
+α˙∂αα˙, D
−
α =− ∂+α + 2iθ¯−α˙∂αα˙,
D¯+α˙ =∂¯−α˙, D¯
−
α˙ =− ∂¯+α˙, (2.45a)
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D++ =∂++ + θ+α∂−α + θ¯+α˙∂¯−α˙,
D−− =∂−− + θ−α∂+α + θ¯−α˙∂¯+α˙,
(2.45b)
Q+α =∂−α, Q
−
α =− ∂+α. (2.45c)
2.3 Harmonic Variables and Spherical Functions
Now that it has been shown how do the main harmonic superspaces are constructed, it
remains to study the properties of fields on them, that is harmonic superfields.
It is known that it is possible to describe functions in a coset space G/H in terms
of functions of G that are homogeneous on H. The particular example of interest to us
are of course functions of the sphere S2 ∼ SU(2)/U(1). It can be shown that any square
integrable function on the sphere can be expanded in a series of harmonics as follows
f (q)(u) =

∞∑
n=0
f (i1i2... in+qj1j2... jn)u+ ··· + − ··· −i1···in+qj1···jn , q ≥ 0,
∞∑
n=0
f (i1i2... inj1j2... jn−q)u+ ··· + −··· −i1···inj1···jn−q , q < 0
(2.46)
Where we have used (2.28). The coefficients f (i1···j1··· ) are irreducible representations of
SU(2), and the function f (q) is homogeneous of degree q in the local U(1) phase eiψ, as
can be seen by multiplying harmonics by their corresponding phase factors
u±i −→ u±i e±iψ =⇒ f (q) −→ f (q)eiqψ (2.47)
Though harmonics have been traditionally identified with Jacobi polynomials [104], we
have found an unconventional approach to this relation, since a better understanding of its
geometrical meaning can be obtained by realizing that (2.46) corresponds precisely to the
expansion of a spin 2q square-integrable function on the sphere, in spin-weighted spherical
harmonics of spin 2q [112, 113]. A spin n square-integrable function nF (ϑ, ϕ) ∈ L2(S2) of
standard polar and azimuthal angles on the sphere, is defined by their behaviour under
rotations of the tangent plane at the point (ϑ, ϕ) on the sphere, by an angle ψ [108].
nF
′(ϑ, ϕ) = einψnF (ϑ, ϕ). (2.48)
As said before, any function of this kind can be expanded uniquely as
nF (ϑ, ϕ) =
∑
l∈N
|m|≤l
nFˆlm(ϑ, ϕ) nYlm(ϑ, ϕ) (2.49)
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in terms of spin weighted spherical harmonics nYlm(ϑ, ϕ). These functions are defined as
nYlm(ϑ, ϕ) = (−1)n
√
2l + 1
4pi
dlm,−n(ϑ)e
imϕ, (2.50)
where dlmn are the Wigner d-functions
dlmn(ϑ) =
min(r,s)∑
t=max(0,q)
(−1)t [r!(r − q)!(s− q)!s!]
1/2
(r − t)!(s− t)!t!(t− q)!
(
cos θ
2
)r+s−2t(
sin θ
2
)2t−q
. (2.51)
Where, for short,
q = m− n, r = l +m, s = l − n (2.52)
Orthonormality and completeness relation for this functions read∫
S2
dΩ nY
∗
lm(ϑ, ϕ)nYl′m′(ϑ, ϕ) = δll′δmm′ (2.53)
and ∑
l∈N
|m|≤l
nY
∗
lm(ϑ
′, ϕ′)nYlm(ϑ, ϕ) = δ(cos θ′ − cos θ)δ(ϕ′ − ϕ). (2.54)
The coefficients of the expansion (2.49) are obtained by
nFˆlm =
∫
S2
dΩ nY
∗
lm(ϑ, ϕ)nF (ϑ, ϕ), l ≥ |n|, |m| ≤ l. (2.55)
Harmonics avoid using a precise parametrization of S2 allowing us to deal with global
functions on the sphere. It is also very convenient from the field theoretical point of view
to have manifest SU(2) covariance in the coefficients of the expansion.
We are ready to construct a harmonic superfield expansion in the analytic frame.
Being the natural generalization of a chiral superfield in harmonic superspace which is
heavily used in the description of supersymmetric gauge theories, we will take again as
an example the harmonic Graßmann analytic field (2.34), but with a general U(1) charge
q. Its superfield expansion is now
Φ(q)(ζ, u) =φ(q)(xA, u) + θ
+ψ(q−1)(xA, u) + θ¯+χ¯(q−1)(xA, u)
+ (θ+)2M (q−2)(xA, u) + (θ¯+)2N (q−2)(xA, u) + θ+αθ¯+α˙A
(q−2)
αα˙ (xA, u)
+ (θ¯+)2θ+λ(q−3)(xA, u) + (θ+)2θ¯+κ(q−3)(xA, u) + (θ+)2(θ¯+)2D(q−4)(xA, u).
(2.56)
Observe that each field component of this expansion is an harmonic function of definite
U(1) charge which can be further expanded according to (2.46), and will therefore contain
infinitely many degrees of freedom in the form of a tower of irreducible SU(2) represen-
tations. It turns out that these extra fields are precisely what is needed to overcome the
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no-go theorem on manifestly invariant off-shell N = 2 theories. As we will see, imposing
constraints analogous to (2.11) to a harmonic hypermultiplet will properly reduce its field
content without putting the theory on-shell. From the infinite tower of fields, the number
of physical fields will remain finite whereas the additional degrees of freedom will consist
of the necessary auxiliary or just pure gauge fields.
By means of the following rules one can define an invariant integral on SU(2)
a)
∫
du f (q)(u) = 0 if q 6= 0,
b)
∫
du u+ ··· + − ··· −i1···in+qj1···jn = 0,
c)
∫
du 1 = 1,
d)
∫
duD++(f (q)(u)) =
∫
duD−−(f (q)(u)) = 0.
(2.57)
To prove this properties, one has to select a particular parametrization like the Euler
angles or stereographic coordinates to map them into identities from ordinary calculus
on the sphere S2 [104]. However, the independent rules suffice to solve all problems we
will face within harmonic analysis. A practical observation is that any object with SU(2)
indices contracted with u±i produces an object with U(1) indices, for example we can say
that xαα˙ has U(1) charge q = 0, θ+ has U(1) charge q = 1 and θ− has U(1) charge q = −1.
2.4 N = 2 Gauge Theory
Gauge fields are defined by their interaction with matter through the minimal coupling,
linking charge conservation with the concepts of internal symmetry and curvature. Let
us take the standard free action for a spin-1
2
matter field
Sψfree = −
i
2
∫
d4xψα∂αα˙ψ¯
α˙ (2.58)
where ψα is taken to transform globally under some representation of an internal symmetry
group. In order to keep the action invariant under a local transformation,
ψ′α(x) = e
iλ(x)ψα(x), (2.59)
one needs to introduce a compensating gauge field Aαα˙(x) into the derivative
∂αα˙ψ
β → (∂αα˙ + iAαα˙(x))ψβ ≡ Dαα˙ψβ. (2.60)
This field is a connection in the geometrical sense, as can be seen from its inhomogeneous
transformation law
A′αα˙(x) = −ieiλ∂αα˙e−iλ + eiλAαα˙e−iλ, (2.61)
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which assures gauge invariance of the action defined in terms of the covariant derivative
Dαα˙
Sψmc = −
i
2
∫
d4xψαDαα˙ψ¯α˙, (2.62)
and gives the well known infinitesimal transformation law for the vector field
δAαα˙(x) = −∂αα˙λ(x) (2.63)
The curvature or field strength tensor is a gauge covariant object constructed exclusively
out of the connection through the commutator of the covariant derivative
[Dαα˙,Dββ˙] = Fαβεα˙β˙ + Fα˙β˙εαβ (2.64)
The standard Yang-Mills action is constructed with the simplest scalar that can be made
out of such curvature
SYM =
1
16
Tr
∫
d4x
(
FαβFαβ + F
α˙β˙Fα˙β˙
)
. (2.65)
A natural generalization from this idea, the N = 2 superconnection, will arise from
minimally coupling the simplest N = 2 free matter action which corresponds to the
hypermultiplet q+. This action in analytic superspace (2.35) is written as [104]
Sq+free
= −
∫
du dζ(−4) q˜+D++q+, (2.66)
where the conjugation ˜ is defined in §A. First the gauge transformation parameter is
turned into a local field of the analytic coordinates (ζ, u)
q+′ = eiλq+, λ = λ(ζ, u) (2.67)
Minimal coupling is constructed by means of a compensating gauge superfield
D++ → D++ ≡ D++ + iV ++(ζ, u) (2.68)
By this particular choice of coordinates, we assure the Graßmann analyticity of both the
hypermultiplet and the minimally coupled action.
Sq+mc = −
∫
du dζ(−4) q˜+D++q+. (2.69)
The inhomogeneous transformation law of this superfield which renders the action invari-
ant is
V ++′ = −ieiλD++e−iλ + eiλV ++e−iλ. (2.70)
The essential diference with the standard superspace formalism is that the introduction
of harmonic superspace valued fields provide us with infinitely many degrees of freedom.
29
CHAPTER 2. HARMONIC SUPERSPACE
This is precisely what is needed in order to define a theory for this gauge prepotential
that is not overconstrained in the sense of (2.11).
To get a taste of the techniques to handle this extra fields, we give the abelian Wess-
Zumino gauge fixing prescription as an example. The idea here is to gauge away the extra
degrees of freedom using the transformation
δV ++ = D++λ (2.71)
on the components of the fields
V ++ = v++(x, u) + θ+αθ¯+α˙Aαα˙(x, u) + · · · (2.72a)
λ = λ(x, u) + θ+αθ¯+α˙λ−−αα˙ (x, u) + · · · , (2.72b)
giving
δv++ = ∂++λ, δAαα˙ =
1
2
∂++λ−−αα˙ + ∂αα˙λ. (2.73)
Now, from the full harmonic expansion of these fields, one can gauge away v++ fully using
all harmonic components of λ but the first. More precisely, as v++ has an expansion in
fields with isospin greater than 1, the isospin 0 component of λ remains free. This fixation
has of course an impact on the variation of the vector field, but again, these freedoms can
be fully gauged away into λ−−αα˙ which only contains components with isospin greater than
1. What remains is the standard expression for the physical component, that is
δAαα˙(x) = ∂αα˙λ(x) (2.74)
Proceeding analogously for the rest of the components, one arrives to the Wess-Zumino
gauge for the superconnection
V ++WZ (ζ, u) =(θ
+)2φ¯(x) + (θ¯+)2φ(x) + θ+αθ¯+α˙Aαα˙(x)
+ 4(θ¯+)2θ+αψiα(x)u
−
i + 4(θ
+)2θ¯+α˙ψ¯
α˙i(x)u−i + 3(θ
+)2(θ¯+)2Dij(x)u−i u
−
j .
(2.75)
The field content of this harmonic superfield coincides precisely with the N = 2 Yang-
Mills off-shell supermultiplet, namely a gauge vector Aαα˙, a doublet of Weyl spinors ψ
i
α,
a complex scalar field φ, and a triplet of auxiliary fields D(ij).
The road to a super Yang-Mills action in terms of unconstrained fields is not a straight-
forward generalization as one may think at first glance. It is possible though [104] to define
a field strength tensor W in terms of a non-analytical superfield V −− which is not the
prepotential defined above,
W ≡ −1
4
(D¯+)2V −− ≡ A+ θ¯+α˙ τ−α˙ + (θ¯+)2τ−− (2.76)
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This field is linked with the prepotential through a constraint between covariant deriva-
tives [D++,D−−] = D0, ⇒ D++V −− −D−−V ++ + i [V ++, V −−] = 0, (2.77)
which is a nonlinear differential equation that can be perturbatively solved using harmonic
distributions
V −−(X, u) =
∞∑
n=1
∫
du1 . . . dun (−i)n+1V
++(X, u1) . . . V
++(X, un)
(u+u+1 )(u
+
1 u
+
2 ) . . . (u
+
nu
+)
. (2.78)
A super Yang-Mills action can be then easily written as
SN=2YM =
1
4
Tr
∫
d4xLd
4θduW2. (2.79)
Gauge invariance can be checked directly from the nontrivial transformation law of the
field strength
δW = [W , λ] (2.80)
or by using the usual expression for the variation of the action [107]
δS ∼
∫
d4xLd
4θd4θ¯du δV ++V −− (2.81)
If we express W in terms of V −− using (2.77) we end up with a harmonic “flatness”
equation for the field strength
D++W + [V ++,W] = 0, (2.82)
It is not necessary to solve completely this equation because only its first component A
contribute to the action
SN=2YM =
1
4
Tr
∫
d4xLd
4θ A2. (2.83)
As in the gauge case, the symmetry transformations are obtained by compensating the
Wess-Zumino breaking terms coming from the standard supercharge generators. For the
undotted generarors, for example,
δV ++WZ =
(
²+α∂+α + ²
−α∂−α
)
V ++WZ −D++Λ−
[
V ++WZ , Λ
]
, (2.84)
where Λ is the corresponding compensating gauge transformation.
As it will be of interest later on, we particularize again to the Abelian case where in
fact only three components of the nonanalytical potential have to be determined by the
curvature equation in order to fix A
V −− = θ¯−α˙ v
− α˙ + (θ¯−)2A+ (θ¯+θ¯−)ϕ−− + · · · (2.85)
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After substituting the solution into (2.83) we obtain the well known Abelian N = 2 Super
Maxwell action
SN=2M =
∫
d4xL
[
−1
2
φφ¯+ 1
4
D2 − 1
16
F 2 + iΨi α∂αα˙Ψ¯
α˙
i
]
. (2.86)
which is clearly a free theory.
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Chapter 3
Non(anti)commutativity
We have seen that for standard Euclidean or Minkowskii space the Moyal product pre-
serves the algebra of translations, as one can read from (1.45). Keeping in mind that
we plan to describe deformations of N = 2 theories, we should determine to what extent
deformations of the algebra of functions on superspace will affect the symmetry properties
of a theory of fields defined on it. We will be particularly interested in the preservation of
invariance under supertranslations, and the natural generalization of the Poisson structure
(1.44) in terms of supercharges.
The presence of both bosonic and fermionic coordinates in superspace xM = (x, θ),
enriches the algebra of coordinates by introducing anticommutators
[xαα˙, xββ˙] [xαα˙, θβ] [xαα˙, θ¯β˙] {θα, θβ} {θα, θ¯β˙} {θ¯α˙, θ¯β˙}
allowing a bigger set of possible deformations, including those breaking the noncom-
mutative nature of the Graßmann variables. These kind of deformations are called
non(anti)commutative.
The possible non(anti)commutative deformations of the algebra of supercoordinates
will be restricted by the particular properties we require the geometry to have. Invariance
under generic translations is usually the basic requirement, followed by the associativity
of the fundamental coordinate algebra. Additionally, the conjugation rules for coordinates
and fields severely restrict the deformation and are heavily dependent on the kind of base
space-time supermanifold. As an example, the conjugation rules for spinorial variables
in N = 1 super Minkowskii, relate θ and θ¯, and rule out the possibility of having a
non trivial anti commutator of fermionic coordinates if we ask for associativity. It is
possible though to have such nontrivial deformations of superspace if we allow for reality
conditions on fermionic coordinates, separating effectively the behaviour of θ and θ¯. This
reality conditions are distinctive of Euclidean manifolds with extended supersymmetry.
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3.1 Constraints on Non(anti)commutativity
Naively we would expect non(anti)commutativity to appear already in N = 1 super
Minkowskii when a deformation on the graded algebra of coordinates ZA = (xαα˙, θα, θ¯α˙),
is introduced in the following form
[ZA, ZB} = PAB(Z). (3.1)
Explicitly,
{θα, θβ} = Aαβ(x, θ, θ¯), {θα, θ¯β˙} = Bαβ(x, θ, θ¯), {θ¯α˙, θ¯β˙} = A¯α˙β˙(x, θ, θ¯),
[xαα˙, θβ] = iCαα˙ β(x, θ, θ¯), [xαα˙, xββ˙] = Dαα˙ ββ˙(x, θ, θ¯), [xαα˙, θ¯β˙] = iC¯αα˙ β˙(x, θ, θ¯).
(3.2)
The conjugation rules for the coordinates (θα)† = θ¯α˙, restrict the functions to be conjugate
of each other
(Aαβ)† = A¯α˙β˙, (Bαα˙)† = Bαα˙, (Cαα˙ β)† = C¯αα˙ β˙, (Dαα˙ ββ˙)† = Dαα˙ ββ˙, (3.3)
reflecting the relation between the coordinates themselves. When invariance of the algebra
under generic (super)translations is required
[Z ′A, Z ′B} = PAB(Z ′) = PAB(Z), (3.4)
then the fermionic coordinates allow only constant deformations [35], and the other non
vanishing commutators depend only on extended coordinates and are given in terms of
the former constants,
{θα, θβ} = Aαβ, {θα, θ¯β˙} = Bαβ, {θ¯α˙, θ¯β˙} = A¯α˙β˙,
[xαα˙, θβ] = iCαα˙ β(θ, θ¯), [xαα˙, xββ˙] = Dαα˙ ββ˙(θ, θ¯), [xαα˙, θ¯β˙] = iC¯αα˙ β˙(θ, θ¯).
(3.5)
Further requiring associativity of the algebra, one is left with [35],
{θα, θβ} = 0, {θα, θ¯β˙} = 0, {θ¯α˙, θ¯β˙} = 0,
[xαα˙, θβ] = iCαα˙ β, [xαα˙, xββ˙] = Dαα˙ ββ˙(θ, θ¯), [xαα˙, θ¯β˙] = iC¯αα˙ β˙.
(3.6)
Meaning that the most general associative deformation of N = 1 super Minkowskii consis-
tent with the standard spinor conjugation rule does not allow deformation of the fermionic
sector of the algebra. Therefore, we should not expect a natural connection with a back-
ground field like the graviphoton in the framework of N = 1 super Minkowskii.
Not until we relax the constraints imposed by the conjugation rules are we capable
of producing deformations in the fermionic sector. What we are looking for, are real-
ity conditions over fermionic coordinates, a characteristic of Euclidean manifolds with
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extended supersymmetry1. A nontrivial anticommutation relation between spinor coor-
dinates can be obtained in N = 2 Euclidean superspace, where we can define symplectic
Majorana-Weyl spinors, and impose
(θαi )
∗ = θiα, (θ¯
i α˙)∗ = θ¯i α˙ (3.7)
In this case, the most general associative algebra consistent with superspace translations
is twofold [35], either
{θαi , θβj } = Aαβ1 ij, {θαi , θ¯jβ˙} = 0, {θ¯iα˙, θ¯jβ˙} = 0,
[xαα˙, θβ] = iCαα˙ β1 i −
1
2
Aαβ1 ij θ¯
jα˙, [xαα˙, θ¯iβ˙] = 0,
[xαα˙, xββ˙] = iDαα˙ ββ˙ +
i
2
(Cββ˙ α1 i θ¯
iα˙ − Cαα˙ β1 i θ¯iβ˙)−
1
4
θ¯iα˙Aαβ1 ij θ¯
jβ˙,
(3.8)
or
{θ¯iα˙, θ¯jβ˙} = Aij α˙β˙2 , {θαi , θ¯jβ˙} = 0, {θαi , θβj } = 0,
[xαα˙, θ¯iβ˙] = iCi αα˙ β˙2 −
1
2
Aij α˙β˙2 θ
α
j , [x
αα˙, θβ] = 0,
[xαα˙, xββ˙] = iDαα˙ ββ˙ +
i
2
(Ci ββ˙ α˙2 θ
α
i − Ci αα˙ β˙2 θβi )−
1
4
θαi A
ij α˙β˙
2 θ
β
j .
(3.9)
This shows how do deformations of the fermionic coordinates may appear naturally in
superspace. The constants C1 and C2 will break the R-Symmetry of N = 2 but we can
simply set them to zero if we like.
A more tricky way of obtaining this kind of deformations [37, 61] is to double the
fermionic degrees of freedom in order to formally define a kind of N = 1 Euclidean
superspace out of N = 2 spinor variables
θα ≡ θα1 − θα2 , θ¯α ≡ θα1 + θα2 ,
θα˙ ≡ θ¯1α˙ − θ¯2α˙, θ¯α˙ ≡ θ1α˙ + θ¯2α˙.
(3.10)
We then select the N = 1 subspace consisting only of undotted variables, and introduce
an alternate pseudoconjugation that does not relate θα with θα˙, but instead
(θα)∗ = iθ¯α, (θ¯α)∗ = −iθα,
(θα)
∗ = −iθ¯α, (θ¯α)∗ = iθα.
(3.11)
For a chiral representation of the supersymmetry, where
Qα = i∂α + θ
α˙∂αα˙, Qα˙ = i∂α˙
Dα = ∂α, Dα˙ = ∂α˙ + iθ
α∂αα˙,
(3.12)
1A nice treatment of spinors in spaces with arbitrary dimensions and signatures is given in chapter 3
of [114]
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the supertranslations take the form
δxαα˙ = −i²αθα˙, δθα = ²α, δθα˙ = ²α˙, (3.13)
and the non(anti)commutative algebra reduces to just one nontrivial term
{θα, θβ} = Cαβ. (3.14)
Requiring again invariance under supertranslations and associativity, we are left with Cαβ
constant. This kind of deformation is called a D-deformation because it induces a change
in the algebra of covariant derivatives leaving the algebra of the supercharges intact. For
the representation chosen, such a D-deformation will look like
{Dα, Dβ} = 0, {Dα, Dα˙} = i∂αα˙, {Dα˙, Dβ˙} = −Cαβ∂αα˙∂ββ˙, (3.15)
and will clearly pose a problem when attempting to construct chiral fields for which the
condition Dα˙φ = 0 is affected. On the other hand, supersymmetry is preserved totally by
this kind of deformations.
Another possibility is to take the antichiral representation
Qα = i∂α, Qα˙ = i∂α˙ + θ
α∂αα˙,
Dα = ∂α + iθ
α˙∂αα˙, Dα˙ = ∂α˙,
(3.16)
whose corresponding supertranslations take the form
δxαα˙ = −i²α˙θα, δθα = ²α, δθα˙ = ²α˙. (3.17)
In this case we are left with a N = 1 generalization of the deformed algebra (3.8),
{θα, θβ} = Cαβ, {θα, θβ˙} = 0, {θα˙, θβ˙} = 0,
[xαα˙, θβ] = −iCαβθα˙, [xαα˙, xββ˙] = θα˙Cαβθβ˙, [xαα˙, θβ˙] = 0.
(3.18)
Here the situation is then the opposite of that of (3.12), as the algebra of covariant
derivatives remains the same while the supersymmetry algebra gets deformed
{Qα, Qβ} = 0, {Qα, Qα˙} = i∂αα˙, {Qα˙, Qβ˙} = −Cαβ∂αα˙∂ββ˙. (3.19)
These so called Q-deformations break supersymmetry, but in turn preserve chirality. As
in this particular case the deformation of the algebra affects only the dotted supercharges,
it is often said that N = 1 breaks to N = 1
2
supersymmetry.
With a suitable change of variables
xαα˙L = x
αα˙ − iθαθα˙, (3.20)
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the coordinate algebra (3.18) reduces back to the simple case (3.14) with Cαβ constant.
As the commutation relations of bosonic coordinates vanish, the Poisson structure in the
Moyal-like product over chiral superfields will be nilpotent
Φ ?Ψ = Φ exp(−←−∂ αCαβ−→∂ β)Ψ = ΦΨ− Φ←−∂ αCαβ−→∂ βΨ− 1
2
P 2∂2Φ∂2Ψ. (3.21)
This is our first example of what are called nilpotent deformations. It is the common lore
that noncommutativity introduces nonlocality in quantum field theory, but this kind of
Poisson structures have the remarkable property of rendering their corresponding Moyal
product polynomial, thus producing local actions.
3.2 Nilpotent deformations of N = 2 Superspace
As mentioned before, the conjugation relations of Minkowskii space are too restrictive to
allow this kind of nilpotent deformations. We turn instead to Euclidean space, which is
invariant under Spin(4) = SU(2)L × SU(2)R, and where the independence of left and
right spinors release this constraints. Let us start with chiral coordinates in N = (1, 1)
superspace
zL ≡ (xαα˙L , θαk , θ¯α˙k), xαα˙L = xαα˙ + 2iθαk θ¯α˙k. (3.22)
The N = (1, 1) Euclidean superalgebra consists of the supercharges Q, the momenta
P , and the generators of the group of automorphisms, which factors into the Euclidean
space spinor group Spin(4) and the R-Symmetry group SU(2) × O(1, 1). A differential
representation of this algebra, given in terms of the chiral coordinates is given by
Qkα = ∂
k
α, Q¯α˙k = ∂¯α˙k − 2iθαk ∂αα˙, Pαα˙ = ∂αα˙,
}
Supertranslations
Lαβ = −1
2
xL (αα˙∂
α˙
β) + θ(αk∂
k
β) SU(2)L
Rα˙β˙ =
1
2
x
α(α˙
L ∂
β˙)
α + θ¯
(α˙k
∂¯
β˙)
k SU(2)R
 Euclidean Spin(4)
Tij = −θα(i∂αj) + θ¯α˙(i∂¯α˙j) SU(2)
O = θαk ∂
k
α − θ¯α˙k∂¯α˙k O(1, 1)
 R-Symmetry
(3.23)
Using this representation, a chiral nilpotent deformation will be determined by the fol-
lowing Poisson structure
P = −←−Q iαCαβij
−→
Q jβ = −
←−
∂ iαC
αβ
ij
−→
∂ jβ, (3.24)
where the matrix deformation parameter Cαβij = C
βα
ji is constant, as required by the
associativity of the Moyal product. The corresponding graded commutation relations for
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superspace coordinates are
{θαi , θβj } = Cαβij , {θαi , θ¯β˙j } = 0, {θ¯α˙i , θ¯β˙j } = 0,
[xαα˙, θβ] = 0, [xαα˙, xββ˙] = 0, [xαα˙, θ¯β˙] = 0.
(3.25)
The Poisson operator is in this case also constructed only in terms of supercharges which,
being Graßmann odd, render it nilpotent P 5 = 0. On the other hand, considering that
these supercharges do not commute with all N = (1, 1) generators (3.23), it is obvious
that some symmetries will be broken by the deformation. The resulting supersymmetry
breaking pattern will depend on our particular selection of Cαβij , for example, the Poisson
structure for a general matrix will not “commute” with any generator containing θαi due
to the action of ∂αi within the Moyal product. As a consequence, symmetries generated
by Lαβ, Tij, and Q¯α˙k will be broken, implying a breaking of half the supersymmetry
N = (1, 1)→ N = (1, 0) and of the automorphisms group Spin(4)× O(1, 1)× SU(2)→
SU(2)R.
We can explore more precisely how a symmetry is deformed by looking at the trans-
formation laws of covariant objects. The way a general superfield A transforms under a
particular symmetry is given by the action of the generator of such symmetry Ga and
measured by its infinitesimal parameter ²a as in
δ²A = −²aGaA. (3.26)
In the undeformed case such transformations fulfil naturally the Leibniz rule
δ²(AB) = δ²AB + Aδ²B, (3.27)
but deformations can destroy this property because in general
δ²(A ? B) 6= δ²A ? B + A ? δ²B. (3.28)
Whenever the equality holds, the symmetry will be preserved by the deformation. This
motivates the definition of a commutator between the operator ² · G and the bilinear
Poisson structure as
A[² ·G,P ]B ≡ −Cαβij
(
[² ·G, ∂iα]A∂jβB + ∂iαA [² ·G, ∂jβ]B
)
. (3.29)
Using this on the generator O of the algebra (3.23) we immediately see that
A[O,P ]B = 2APB, (3.30)
meaning that the O(1, 1) factor of R-symmetry is broken for any kind of Q-deformation.
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We can further refine the scheme of breaking by decomposing the matrix Cαβij . First
we can separate it [36, 40] into its (1, 1) and (3, 3) parts under SU(2)L × SU(2), which
are referred to as singlet and non singlet parts respectively
Cαβij = ε
αβεijI︸ ︷︷ ︸
(1,1) singlet
+ C
(αβ)
(ij)︸ ︷︷ ︸
(3,3) nonsinglet
(3.31)
A Poisson operator containing only the singlet component of the deformation matrix will
commute with Lαβ and Tij thus restoring spacetime Spin(4) and SU(2) symmetries. A
purely non singlet deformation will have in general the same symmetry breaking pattern
as the full matrix Cαβij unless we further decompose it into what we call [115] the product
ansatz
C
(αβ)
(ij) = bijc
αβ. (3.32)
Since the general matrix has rank 3, it can be shown that this is a particular case of the
non-singlet deformation matrix decomposition
C
(αβ)
(ij) =
3∑
r=1
b
(r)
ij c
αβ
(r). (3.33)
which contains the complete information of its nine original degrees of freedom.
For the product ansatz (3.32), the commutator of P with the SU(2)L generator will
result in
A[λ · L, P ]B = −1
2
bijc
α
γλ
γβ∂i(αA∂
j
β)B. (3.34)
If we select a transformation parameter parallel to the deformation matrix λαβ ∝ cαβ,
we obtain a vanishing commutator, meaning that the subgroup arising from choosing a
preferential direction of SU(2)L, that is U(1)L, is preserved. A completely analogous ar-
gument for the automorphisms group will take us to the preservation of its U(1) subgroup.
On the other hand the supersymmetry generator Q¯α˙k produces the following commutator
with P
A[²¯ · Q¯, P ]B = 2ibijcαβ ²¯α˙i
(
∂αα˙A∂
j
βB − ∂jβA∂αα˙B
)
. (3.35)
From this we can see that turning off components of the bij matrix could preserve half the
supersymmetry. For instance (b11, b12, b22) = (1, 0, 0) allows commutation of Q¯
2
α˙ generators
with P . Schematically, the breaking pattern of the supersymmetry algebra for particular
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deformation matrix decompositions is expressed in the following diagram
Deformation Type Automorphisms Preserved Residual SUSY
Cαβij
//
 ''OO
OOO
OOO
OOO
OOO
SU(2)R N = (1, 0)
C
(αβ)
(ij)

Iεαβεij // Spin(4)× SU(2) N = (1, 0)
bijc
αβ // SU(2)R × U(1)L × U(1) N = (1, 0), (1, 12)
3.3 Q-deformations of N = (1, 1) Harmonic Super-
space
Since the structure of the deformation matrix has been established, we continue by in-
corporating the deformations treated in §3.2 into the framework of harmonic superspace,
where we will introduce it into several theories. We will follow closely what was done in
§1.3 for ordinary spacetime, namely the modification of the algebra of superfields by a
Moyal product. This will profoundly affect the gauge group of the theory, to the extent
of producing generalizations of U(1) theories that are non-Abelian in character.
As already mentioned previously, the deformed formulations of superspace are realized
via two well known Poisson operators defined in terms of the supersymmetric charges
(Q-deformations) or covariant derivative operators (D-deformations). Q-deformations
break the supersymmetry, but preserve chirality and Graßmann harmonic analyticity. D-
deformations are supersymmetry-preserving, but in turn break chirality and Graßmann
analyticity. In what follows, we will focus our attention in the nilpotent Q-deformations
defined by (3.24),
P = −←−Q iαCαβik
−→
Q kβ. (3.36)
We have seen that the deformation matrix can split (3.31) into singlet and non-singlet
parts
P = −I←−Q iαεαβεik
−→
Q kβ.−
←−
Q iαCˆ
αβ
ik
−→
Q kβ. (3.37)
Here we have defined
Cˆαβij ≡ C(βα)(ij) , (3.38)
as a shorthand for the constant SU(2)L × SU(2) tensor, symmetric under independent
exchange of Latin and Greek indices Cˆβαij = Cˆ
αβ
ji , representing the nonsinglet component of
the deformation matrix (3.31). The singlet term will preserve SO(4)× SU(2) spacetime
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and automorphisms whereas the nonsinglet term will in general break them down to
SU(2)R.
The product of five supercharges Qiα will always contain at least one product with
repeated indices that will vanish due to anticommutativity. What directly follows is the
nilpotency of the Poisson structure. This important property advantageously renders the
Moyal product polynomial
A ? B = AB + AP B +
1
2
AP 2B +
1
6
AP 3B +
1
24
AP 4B, (3.39)
and assures the locality of the resulting deformed functions. Working in the left-chiral
basis (2.45) will reduce the form of the supercharges and their harmonic projections to
Qiα = ∂
i
α , Q
±
α = Q
i
αu
±
i = ±∂∓α. (3.40)
Furthermore, the harmonic projections of the deformation matrix are
C±±αβ = Cˆ±±αβ , C±∓αβ = Cˆ±∓αβ ± I εαβ , (3.41)
from which we obtain the harmonic Poisson operator
P = −←−∂ +αCˆ++αβ−→∂ +β −←−∂ +α
(
Cˆ+−αβ + Iεαβ
)−→
∂ −β
−←−∂ −α
(
Cˆ+−αβ − Iεαβ
)−→
∂ +β −←−∂ −αCˆ−−αβ−→∂ −β.
(3.42)
Using this operator it is possible to fully expand the Moyal product (3.39) above for two
general U(1) superfields A and B with Graßmann parity a and b respectively. As this is
a straightforward but long calculation, we content ourselves here with its first term
APB =− (−1)a
{
Cˆ++αβ∂+αA∂+βB +
(
Cˆ+−αβ + Iεαβ
)
∂+αA∂−βB
+
(
Cˆ+−αβ − Iεαβ
)
∂−αA∂+βB + Cˆ−−αβ∂−αA∂−βB
}
, (3.43)
and leave the full expression for the appendix §B.1. In the same fashion, from this products
it is a simple task to obtain deformed (anti)commutators between these fields
[A,B}? = (APB ±BPA) + 1
2
(
AP 2B ±BP 2A)
+
1
6
(
AP 3B ±BP 3A)+ 1
24
(
AP 3B ±BP 3A)
≡ A±1 +
1
2
A±2 +
1
6
A±3 +
1
24
A±4 , (3.44)
but we limit ourselves to write the first order contribution
A±1 = −(−1)a
[
1∓ (−1)ab] [(Cˆ+−αβ + Iεαβ)(∂+αA∂−βB + ∂−βA∂+αB)
+Cˆ++αβ∂+αA∂+βB + Cˆ
−−αβ∂−αA∂−βB
]
, (3.45)
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leaving the other orders for the appendix §B.1.
For A and B both Graßmann-even analytic Abelian superfields, we get a particularly
simple commutator
[A,B]? = −2
[
I
(
∂α−A∂+αB − ∂α+A∂−αB
)
+ (∂−αA∂−βB)Cˆ−−αβ
+ (∂+αA∂+βB)Cˆ
++αβ + (∂−αA∂+βB + ∂+αA∂−βB) Cˆ+−αβ
]
,
− 1
2
[∂−α(∂+)2A∂−β(∂+)2B]M++αβ , (3.46)
where
M++(αβ) = Cˆ+− (αγ)Cˆ++(γµ)Cˆ
+− (µβ) − Cˆ++(αγ)Cˆ++(γµ)Cˆ−− (µβ)
− I
[
Cˆ++αγ Cˆ
+− (γβ) + Cˆ++βγ Cˆ
+− (γα)
]
+ I2 Cˆ++(αβ) . (3.47)
Note that for the special choice (3.32) of Cˆ
Cˆijαβ = b
ijcij. (3.48)
the expression (3.47) drastically simplifies to
M++αβ = cαβb++(I2 − 1
4
c2b2) , c2 = cαβcαβ , b
2 = bikbik , (3.49)
and vanishes under the particular relation between the deformation parameters
I2 =
1
4
c2b2 . (3.50)
With these tools at hand, the next task is to deform theories by introducing the star
product in the algebra of functions, which will affect their construction in a non-linear
way.
Let us consider the deformations of the theories for a non Abelian gauge prepotential
V ++ derived from the minimal coupling of the hypermultiplet. As in the Minkowskii case
(2.66) we have ∫
du dζ(−4) q˜+D++q+, (3.51)
From the cyclicity of the Moyal product, it is clear that deformations enter only on
interaction terms where there is more than one multiplication of fields. Therefore standard
free hypermultiplet actions on harmonic superspace are left unchanged. Introducing gauge
fields will in contrast change the whole picture, due to the presence of the Moyal product
in the covariant derivative
D++q+ → D++q+ ≡ D++q+ + V ++ ? q+, (3.52)
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and in the gauge transformation law
δaV
++ = D++Λa + [V
++,Λa]?. (3.53)
It is very important to note that even in the Abelian case where fields would normally
commute, the star commutator will not vanish, thereby inducing non Abelian behaviour.
For singlet deformations one can impose the Wess-Zumino gauge on the prepotential
without any changes in the residual gauge parameter. This does not mean that there are
no deformed contributions to the gauge transformations, but that one can use exactly the
same field Λa as in the undeformed case to gauge away extra degrees of freedom [52]. In
general however the Wess-Zumino gauging procedure as shown in §2.4 does not remain
unaffected by the deformation. Non singlet deformations for example will break the gauge
by introducing a mixing in the components of the deformed contribution. In such cases
one is led to modify the gauge parameter Λa → Λa + ∆Λa to compensate this effects.
Now let us see how the gauge action gets deformed. For simplicity we will follow a
discussion in terms of Abelian fields, knowing that it can be readily generalized mutatis
mutandis to the non Abelian case. The full invariant action in chiral superspace [52] is
given by
S =
1
4
∫
d4x d4θ duW2, (3.54)
withW being the covariant chiral superfield. As this is a second order interaction theory,
formally it does not get deformed due to the cyclicity of the Moyal product. Nevertheless,
the superfield strength is a curvature
D++W + [V ++WZ ,W ]? = 0, (3.55)
and therefore will receive contributions from the Moyal commutator. A very nontrivial
property that Q-deformed theories share with their undeformed limit is that the only field
contributing to the invariant action is the first component A of
W = A+ θ¯+α˙ τ−α˙ + (θ¯+)2τ−−. (3.56)
This has been verified for the singlet case in [52], but as we will show next, it holds
regardless of the particular kind of deformation. We start from the expression for the
action in components
S =
1
4
∫
d4x d4θ du
[
A2 + 2θ¯+α˙ τ−α˙A+ (θ¯+)2
(
2Aτ−− − 1
2
(τ−)2
)]
, (3.57)
and prove that contributions other than the first term vanish. First, the superfield strength
must be written in terms of a non analytic gauge potential
W = −1
4
(D¯+)2V −−, (3.58)
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with V −− containing the following components
V −− = v−− + θ¯+α˙ v
(−3) α˙ + θ¯−α˙ v
− α˙ + (θ¯−)2A+ (θ¯+θ¯−)ϕ−− + θ¯−α˙θ¯+β˙ϕ−−
α˙β˙
+ (θ¯+)2v(−4)
+ (θ¯−)2θ¯+α˙ τ
− α˙ + (θ¯+)2θ¯−α˙ τ
(−3) α˙ + (θ¯+)2(θ¯−)2τ−−. (3.59)
The curvature equation for W can be cast into the so-called harmonic flatness equation
for V −−
D++V −− −D−−V ++WZ +
[
V ++WZ , V
−−]
?
= 0. (3.60)
This equation relates V −− with V ++WZ , and allows the determination of the components of
W . To compute the superfield A for instance, we only need the following components of
the equation
∇++v− α˙ − v+ α˙ = 0, (3.61a)
∇++A = 0, (3.61b)
∇++ϕ−− + 2(A− v) + 1
2
{
v+ α˙, v−α˙
}
?
= 0, (3.61c)
where we have introduced the chiral covariant derivative,
∇++ = D++ + [v++, ]
?
. (3.62)
This derivative includes v++ = (θ+)2 φ¯ which is precisely the first component of the
prepotential V ++WZ . The flatness equation (3.60), when applied to the gauge covariant
chiral superfield W , leads to the following equations
∇++A = 0, (3.63)
∇++τ−α˙ + [v−α˙,A]
?
= 0, (3.64)
∇++τ−− − 1
2
{
v+α˙ , τ
−α˙}
?
+ [v,A]? = 0 (3.65)
From (3.61b), (3.64), and (3.61a) we can solve for τ−α˙
τ−α˙ =
[A, v−α˙]
?
. (3.66)
Analogously, we can solve for τ−− from equations (3.61b), (3.61c), and (3.66),
τ−− =
1
2
[A, ϕ−−]
?
+
1
2
v−α˙ ?A ? v−α˙ +
1
4
{
v−α˙ ? v
−α˙,A}
?
. (3.67)
Inserting these fields (3.66), (3.67) into the invariant action (3.57), we see directly that
the terms containing τ−α˙ and τ−− cancel out under the integral so that the invariant
action is reduced to
S =
1
4
∫
d4x d4θ duA2. (3.68)
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The basic property used is that the covariant derivative obeys Leibniz’ rule over the star
product
∇++(A ? B) = (∇++A) ? B + A ? (∇++B). (3.69)
This follows from the fact that for Q-deformations, the Poisson structure —and therefore
also the star operator— commutes with the harmonic derivative D++. It is remarkable
that this result is independent of the particular kind of Poisson structure, and that it
can be simply generalized to the non Abelian case as it has been shown for singlet Q-
deformations in [52].
One of the great advantages of working in harmonic superspace is the manifest su-
persymmetry of formalisms. Even in the presence of deformations partially breaking this
symmetry, a manifestly covariant action like (3.68) is invariant under the residual part of
the supersymmetry by construction. Nevertheless it is of physical interest to have a defi-
nite expression for the supersymmetry transformation laws of the fields in the Q-deformed
case even when we know from the very beginning that the action is invariant under them.
Following the Wess-Zumino prescription as in §2.4, the unbroken supersymmetry trans-
formation laws can be read from the action of the residual supersymmetry generators on
V ++WZ and the corresponding compensating gauge transformation with parameter Λ²
δ²V
++
WZ =
(
²+α∂+α + ²
−α∂−α
)
V ++WZ −D++Λ² −
[
V ++WZ , Λ²
]
?
. (3.70)
Again as for gauge transformations, the undeformed parameter Λ² is suited to compensate
Wess-Zumino breaking terms only in the singlet case. Non singlet Q-deformations will
also require some correction terms to be added to the parameter Λ² → Λ² + ∆Λ².
3.4 Singlet Deformations
The simplest example of the Q-deformation of a theory with extended supersymmetry
is given by the non(anti)commutative version of N = (1, 1) super-Maxwell [52]. This is
constructed from the U(1) gauge harmonic N = (1, 1) superpotential in the Wess-Zumino
gauge, which written in the chiral basis is given by
V ++WZ = v
++ + θ¯+α˙ v
+α˙ + (θ¯+)2v
v++ = (θ+)2φ¯ , v+α˙ = 2θ+αAα˙α + 4(θ
+)2Ψ¯−α˙ − 2i(θ+)2θ−α∂α˙α φ¯ ,
v = φ+ 4θ+Ψ− + 3(θ+)2Diju−−ij − i(θ+θ−)∂αα˙Aαα˙ + θ−αθ+β Fαβ
− (θ+)2(θ−)2φ¯+ 4i (θ+)2θ−α∂αα˙Ψ¯−α˙ ,
(3.71)
For singlet deformations the corresponding gauge parameter from the undeformed case
(2.72b), also gauges away the proper degrees of freedom. In the chiral basis it is written
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as
Λ0 = ia+ 2θ
−αθ¯+α˙∂αα˙a− i(θ−)2(θ¯+)2 a . (3.72)
Since ∂+αΛ0 = 0, only the first term in the general formula for the commutator (3.44)
contributes to the gauge transformation (3.53)
δaV
++ =2(1 + 4Iφ¯)θ+αθ¯+α˙ ∂αα˙a− 4I (θ¯+)2Aαα˙ ∂αα˙ a− 16I (θ¯+)2 θ+αΨ¯−α˙ ∂αα˙a
− 4iI(θ+θ−)(θ¯+)2[(∂a · ∂φ¯) + 2φ¯a] + 8iI(θ¯+)2θ+(αθ−β)∂αα˙a∂α˙β φ¯. (3.73)
In terms of components, the transformation is
δaφ = −4IAαα˙∂αα˙a, δaφ¯ = 0 , δaAαα˙ = (1+4Iφ¯)∂αα˙a ,
δaΨ
k
α = −4IΨ¯kα˙∂αα˙a , δaΨ¯kα˙ = 0 , δaDkl = 0 . (3.74)
Now, we can use the curvature equations (3.55) and (3.60) to derive the form of the
potential V −−, whose relevant component is [52]
A(zc, u) =
[
φ+ 2I A2
1
1+4Iφ¯
+ 8I3(∂φ¯)2
1
1+4Iφ¯
]
− (θ+)2(θ−)2φ¯
+ 2θ+α
[
Ψ−α +
4I
1+4Iφ¯
Ψ¯−α˙Aαα˙
]
− 2
1+4Iφ¯
θ−α
[
Ψ+α +
4I
1+4Iφ¯
Ψ¯+α˙Aαα˙
]
+ (θ+)2
[
8I
1+4Iφ¯
(Ψ¯−)2 +Diju−−ij
]
+
(θ−)2
(1+4Iφ¯)2
[
8I
1+4Iφ¯
(Ψ¯+)2 +Diju++ij
]
− 2(θ
+θ−)
1 + 4Iφ¯
[
8I
1+4Iφ¯
(Ψ¯+Ψ¯−) +Diju+−ij
]
+ θ+αθ−β
(
Fαβ − 4I
∂(αα˙φ¯A
α˙
β)
1+4Iφ¯
)
+ 2i(θ−)2 θ+α∂αα˙
(
Ψ¯+α˙
1+4Iφ¯
)
+ 2i(θ+)2 (1+4Iφ¯) θ−α∂αα˙
(
Ψ¯−α˙
1+4Iφ¯
)
. (3.75)
After a field redefinition,
ϕ = (1+4Iφ¯)−2[φ+ 2I(1+4Iφ¯)−1[(A2 + 4I2(∂φ¯)2]] ,
aαα˙ = (1+4Iφ¯)
−1Aαα˙, ψ¯kα˙ = (1+4Iφ¯)
−1Ψ¯kα˙ ,
ψkα = (1+4Iφ¯)
−2[Ψkα + 4I(1+4Iφ¯)
−1Aαα˙Ψ¯α˙k] ,
dkl = (1+4Iφ¯)−2[Dkl + 8I(1+4Iφ¯)−1Ψ¯kα˙Ψ¯
α˙l] , (3.76)
it is possible to plug (3.75) into the integral (3.68) to obtain a readable action
S =
1
4
∫
d4xLd
4θ A2 =
∫
d4x L =
∫
d4x (1 + 4Iφ¯)2L0 (3.77)
Which is simply a factor times a free action
L0 = −1
2
ϕφ¯− 1
16
fαβf
αβ − iψαi ∂αα˙ψ¯α˙i +
1
4
dijdij (3.78)
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with fαβ = 2i∂(αα˙a
α˙
β). It is not possible to further disentangle the interaction of φ¯ with
this gauge field. This is a remarkable yet typical behaviour of nonanticommutatively
deformed gauge theories: one starts with a free theory, and the deformation will then
introduce interactions.
The supersymmetry transformations can be obtained simply by calculating the star
commutator in (3.70). The result in components is
δ²φ = 2(²
kΨk) , δ²φ¯ = 0 , δ²Aαα˙ = ²
k
αΨ¯kα˙ ,
δ²Ψ
k
α = −²αlDkl +
1
2
(1+4Iφ¯)Fαβ²
kβ − 2iI²kαA · ∂φ¯ ,
δ²Ψ¯
k
α˙ = −i(1+4Iφ¯)²kα∂αα˙φ¯ , δ²Dkl = i∂αα˙[²(kα Ψ¯l)α˙(1+4Iφ¯)] (3.79)
One can use the field redefinitions to put this residual unbroken supersymmetry in its
standard realization over components,
δ²ϕ = 2(²
kψk) , δ²φ¯ = 0 , δ²aαα˙ = ²
k
αψ¯kα˙ ,
δ²ψ
k
α = −²αldkl + 12fαβ²kβ , δ²ψ¯kα˙ = −i²kα∂αα˙φ¯ ,
δ²d
kl = i∂αα˙[²(kα ψ¯
l)
α˙ ] . (3.80)
The calculations for the non Abelian case follow closely the Abelian case and present
clear similarities. In particular, there is evidence from an expansion up to second order
in I, that suggests a factorization like (3.77)
This simple example already shows some of the features we will encounter in the case of
non-singlet deformations, where the bosonic part of the action also admits a factorization
like (3.77) which has manifest Lorentz and R-symmetry. Non-singlet deformations are
richer in structure, and include a case which breaks the supersymmetry down to N =
(1, 1/2). Although the main scheme to determine the transformations and actions is
shared between the singlet and non-singlet case, the latter involve surprisingly arduous
calculations due to the breaking of the Wess-Zumino gauge induced by the undeformed
compensating parameters. Example of singlet D-deformations of non abelian super-Yang-
Mills can be found in [116, 117].
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Part II
Non Singlet Q-deformed N = (1, 1)
Gauge Theories
49

Chapter 4
Gauge Transformations and
Seiberg-Witten Map
In the remaining chapters we will deal exclusively with non singlet Q-deformed gauge
theories, starting with their deformed gauge transformations and their respective Seiberg-
Witten map. As we explained in §3.3, deformations enter the gauge transformation laws
through a star anticommutator that introduces non-Abelian behaviour even in U(1) gauge
theories. As opposed to the singlet case where the gauge parameter was exactly the same
as in the commutative case, the Wess-Zumino gauge prescription is deeply affected by
non-singlet deformations and requires a new compensating gauge parameter. Instead of
starting from scratch, we will consider the problem of correcting the Wess-Zumino break-
ing terms coming from naively using the same gauge parameter as in the undeformed
case. Though this additional compensating parameter could be obtained order by order
in a series expansion [53, 53], we will see that a particular decomposition of the deforma-
tion matrix corresponding to the maximal supersymmetry preservation, allows its exact
determination [115, 118]. The harmonic equations that appear can be solved by exploit-
ing their formal similarity with those of harmonic coupled oscillators. In §4.2 we pursue
further this similarity and develop a general algorithm to solve the kind of harmonic
coupled equations that, as we will see later on when calculating the gauge action, are a
typical feature of this non-singlet deformation matrix. By means of this formalism, we
calculate the exact deformed gauge transformation law for the component fields of the
N = (1, 1) vector multiplet. Finally, we will construct the corresponding Seiberg-Witten
map [25, 119] which puts the gauge transformations into their canonical form.
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4.1 Compensating Gauge Parameter
The gauge transformation for the superpotential as shown in (3.71) acquire Wess-Zumino
breaking terms from the star commutator. To see this, we consider that part of gauge
transformation of V ++WZ which corresponds to the usual parameter Λ0 as in (3.72). Since
∂+αΛ0 = 0, only the first term in the general formula (3.44) contributes to the present
case,
δ0V
++ = D++Λ0 + [V
++,Λ0]?
= 2 θ+αθ¯+α˙ ∂αα˙a− 2i (θ+θ−)(θ¯+)2 a+ 8φ¯ θ+α
(
θ¯+α˙ ∂
α˙
βa+ i θ
−
β (θ¯
+)2 a
)
Cˆ+−αβ
+ 4(θ¯+)2
(
Aα˙α + 4 θ
+
α Ψ¯
−α˙ + i (θ+θ−) ∂α˙α φ¯+ 2i θ
+
(αθ
−
γ)∂
γα˙φ¯
)
∂βα˙a Cˆ
+−αβ
− 4i (θ+)2(θ¯+)2 ∂αα˙a ∂α˙β φ¯ Cˆ−−αβ. (4.1)
The breaking of the Wess-Zumino gauge becomes evident from component transforma-
tions,
δAαα˙ = ∂αα˙a+ 4φ¯Cˆ
+−β
α∂βα˙a. (4.2)
Note that the RHS should be independent of harmonics as the gauge field Aαα˙. On that
account we are led to properly modify the residual gauge freedom parameter by adding
to Λ0 the following terms
∆Λ = θ+α θ¯
+
α˙ ∂
α˙
β aB
−−αβ + (θ¯+)2∂ββ˙ aA
β˙
αG
−−αβ + (θ+)2(θ¯+)2aP (−4)
+ (θ¯+)2θ+α
[
Ψ¯−β˙∂ββ˙ aH
−−αβ + Ψ¯+β˙∂ββ˙ aG
(−4)αβ
]
+ (θ+)2(θ¯+)2 ∂αα˙a ∂
α˙
β φ¯ B
(−4)αβ
+i θ+α θ
−
β (θ¯
+)2 aB−−αβ + i θ+α θ−γ (θ¯+)2 ∂βλ˙a ∂γλ˙φ¯
d
dφ¯
B−−αβ . (4.3)
For the time being, the components of the compensating superfield (4.3) are arbitrary
functions of harmonics, of the field φ¯ and deformation parameters, to be calculated from
imposing Wess-Zumino gauge. Note that these coefficients involve both the symmetric
and antisymmetric pieces. The correction term to δ0V
++, will then be
δˆV ++ = D++∆Λ + [V ++,∆Λ]? . (4.4)
Once again, from the structure of ∆Λ we conclude that only the lowest order term in
(3.44) contributes into the star-commutator in (4.4). It is also easy to see that the term
∼ Cˆ−−αβ is vanishing. So we are left with
[V ++,∆Λ]? = −2I
(
∂α−V
++∂+α∆Λ− ∂α+V ++∂−α∆Λ
)− 2 (∂+αV ++∂+β∆Λ) Cˆ++αβ
− 2 (∂−αV ++∂+β∆Λ + ∂+αV ++∂−β∆Λ) Cˆ+−αβ ≡ A++ + B++ + C++ . (4.5)
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After some calculations we find
A++ = 2iI (θ+)2(θ¯+)2
[
φ¯a
(
εαβB
−−αβ)− ∂αα˙φ¯ ∂α˙βa(B−−αβ + φ¯ ddφ¯B−−αβ
)]
(4.6)
B++ = −2
[
(θ¯+)2Aαα˙ ∂
α˙
γ aB
−− γ
β − 2θ+α θ¯+β˙ φ¯ ∂β˙γ aB
−− γ
β
]
−2(θ¯+)2θ+α
(
Ψ¯+ρ˙ ∂ρρ˙a φ¯G
−4 ρ
β + Ψ¯
−ρ˙ ∂ρρ˙a φ¯H
−− ρ
β + 2 Ψ¯
−ρ˙ ∂ρρ˙aB
−− ρ
β
)]
Cˆ++αβ
+ (terms with θ−), (4.7)
C++ = −2i (θ+)2(θ¯+)2
[
 a φ¯B−−(αβ) − ∂αρ˙φ¯ ∂ ρ˙ρa
(
B−− ρβ + φ¯
d
dφ¯
B−− ρβ
)]
Cˆ+−αβ
+ (terms with θ−). (4.8)
The full gauge transformations of the fields induced when including the ansatz (4.3) take
the following from
δV ++ = δ0V
++ + δˆV ++ . (4.9)
Its corresponding component expansion is
δAαα˙ = ∂αα˙a+ 4∂βα˙a φ¯ Cˆ
+−β
α + 2∂βα˙a φ¯B
−− β
ρ Cˆ
++ ρ
α +
1
2
∂βα˙a ∂
++B−− βα , (4.10)
δφ = ∂αα˙aA
α˙
β∂
++G−−βα + 4∂αα˙aAα˙β Cˆ
+−αβ + 2 ∂αα˙aAα˙ρ B
−− α
β Cˆ
++ρβ , (4.11)
δΨ−α = −4 Ψ¯−α˙ ∂βα˙a Cˆ+−βα − Ψ¯−α˙ ∂βα˙a φ¯H−− βρ Cˆ++ρα − 2 Ψ¯−α˙ ∂βα˙aB−− βρ Cˆ++ρα
− 1
4
Ψ¯−α˙ ∂βα˙a ∂++H−− βα − Ψ¯+α˙ ∂βα˙a φ¯G−4 βρ Cˆ++ρα −
1
4
Ψ¯+α˙ ∂βα˙aH
−− β
α
− 1
4
Ψ¯+α˙ ∂βα˙a ∂
++G−4 βα ≡ ∂βα˙a
(
Ψ¯−α˙D βα + Ψ¯
+α˙D−− βα
)
, (4.12)
δD−− = − 4
3
i∂αα˙a ∂
α˙
β φ¯ Cˆ
−−αβ − 2
3
i
[
φ¯aB−−(αρ) − ∂αα˙φ¯ ∂ α˙β a
(
B−− βρ + φ¯
d
dφ¯
B−− βρ
)]
Cˆ+−αρ
+
1
3
[
∂αα˙a ∂
α˙
β φ¯
(
∂++B(−4)αβ
)
+
i
2
a
(
εαβB
−−αβ)+ i
2
∂αα˙a ∂
α˙
β φ¯
(
d
dφ¯
B−−βα
)]
+
1
3
a
(
∂++P (−4)
)
. (4.13)
We should require that the above transformations preserve the Wess-Zumino gauge. This
amounts to imposing the proper harmonic dependence of the fields through the conditions
(a) ∂++δAαα˙ = 0 , (b) ∂
++δφ = 0 , (c) (∂++)2δΨ−α = 0 ↔ ∂−−δΨ−α = 0 ,
(d) (∂++)3δD−− = 0 ↔ ∂−−δD−− = 0 . (4.14)
These conditions fix the unknown harmonic functions in terms of φ¯, deformation parame-
ters and harmonics. After solving them, one can find the explicit form of gauge variations.
Unfortunately, it is very difficult to find the closed solution in the case of generic defor-
mation parameters. As an example let us first look at the condition (4.14) for Aαα˙, which
amounts to a harmonic equation for the ansatz field B−−αβ
(∂++)2B−− βα + 4 φ¯ Cˆ
++ρ
α ∂
++B−− βρ + 8 φ¯ Cˆ
++β
α = 0 . (4.15)
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One could decompose this tensors into their symmetric and antisymmetric parts and use
the traceless property of SU(2) symmetric tensors,
B−−αβ = B
−− αβ
s + ε
αβ B−−a , B
−− α
s α = 0, (4.16)
to separate the above equation and obtain
(∂++)2B−−a − 2φ¯Cˆ++αβ∂++B−−s αβ = 0, (4.17a)
(∂++)2B−−αβs + 4φ¯ Cˆ
++αβ ∂++B−−a + 4φ¯ Cˆ
++(αρ∂++B−−β)s ρ + 8φ¯ Cˆ
++αβ = 0. (4.17b)
The antisymmetric part can be fully decoupled from this system by substituting the
second equation into the derivative of the first. After a change of variables
G = ∂++B−−a + 2 , (4.18)
we get
(∂++)2G + 8φ¯2 (Cˆ++)2 G = 0 , (Cˆ++)2 ≡ Cˆ++αβCˆ++αβ . (4.19)
Even when it is possible to solve this scalar equation completely, general closed solu-
tions for B−−αβ are very hard to find without further simplifications. Similar harmonic
equations appear also when trying to solve the curvature equations to obtain the form
of the action, and deducing a compensating parameter for the residual ssupersymmetric
transformations.
Eqs. (4.17), (4.19) can be solved by iterations to any order in the deformation pa-
rameter. Expressions up to 2nd order are given in [53]. Closed solutions for these and
remaining constraints in (4.14) can be found for the simplified product decomposition
(3.48) of the deformation parameter
Cˆαβik ≡ cαβbik.
This in turn allows us to decompose tensor fields in the {cαβ, εαβ} base, i.e.
B−− αβ = Bˆ−−cαβ + Bˇ−−εαβ. (4.20)
Which melts equation (4.17) down to a simple coupled system
(∂++)2Bˇ−− −
√
2c2
2
κ++ ∂++Bˆ−− = 0 ,
(∂++)2Bˆ−− +
2√
2c2
κ++ (∂++Bˇ−− + 2) = 0 ,
(4.21)
with
κ++ = 2φ¯
√
2c2b++. (4.22)
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After some work, this equations can be solved using only harmonic analysis techniques
like solving for all powers in the harmonic expansions and using the harmonic integral to
find integration constants, as done in [115] for Aαα˙ and φ. We will follow a more general
and powerful method to solve this kind of equations, as they will also appear when cal-
culating the component action from the harmonic curvature equation, and compensating
the supersymmetric transformations in §5.
4.2 Developing an Algorithm
The usual technique to calculate the compensated variations above has the drawback
of being heavily dependent in the particular form of the variation being analyzed. It
can be also particularly cumbersome for U(1)-charged fields1 whose corresponding vari-
ations are not simple harmonic independent expressions, but have to undergone some
symmetrization process to be established. In other words, calculating variations by stan-
dard techniques is more of an art than an algorithm. As we have a great number of
similar calculations of increasing complexity ahead, one would like to develop a standard
procedure suitable to be fed into a computer to tackle all possible equations.
To get a hint of how can we do that, we note that (4.19) resembles a harmonic oscillator
equation with “frequency” κ++
(∂++)2G + (κ++)2 G = 0. (4.23)
We can then propose that G is some power expansion in a quantity Z whose harmonic
derivative corresponds to κ++, that is
Z ≡ 2
√
2c2φ¯b+−, κ++ = ∂++Z (4.24)
and
G(Z) =
∑
n=0
anZ
n. (4.25)
This ansatz has the virtue of turning the harmonic equation (4.23) into a formal ODE in
Z
G ′′(Z) + G(Z) = 0, (4.26)
which is directly solved by
G(Z) = C1 cosZ + C2 sinZ, (4.27)
1In this section the U(1) does not refer to the gauge group but the phase factor induced by a SU(2)
transformation on harmonics as explained in §2.2.
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where the functions involved are to be understood as their series expansions in Z. The
integration constant C1 can be determined by integrating harmonically this and noting
that (4.18) contains a total derivative∫
duG(Z) =
∫
du
(
∂++B−−a + 2
)
= 2. (4.28)
Using the techniques described in §C.1 we obtain∫
duG(Z) = C1
∫
du cosZ + C2
∫
du sinZ = C1
sinhX
X
, (4.29)
where
X ≡ 2φ¯
√
b2c2. (4.30)
Comparing these tho integrals we get
C1 =
2X
sinhX
. (4.31)
The other integration constant would be than fixed by the equation of the oscillator
coupled to G in (4.17). It is therefore very tempting to use ansa¨tze like (4.25) to solve the
harmonic equations that appear.
The typical problem that we will find not only while calculating the gauge transforma-
tions but also the supersymmetric ones and the corresponding invariant action, involves
solving a harmonic equation of the following kind
(∂++)ng(2m) − κ++ (∂++)n−1f (2m) = (κ++)n+m (P1(Z) + P2(Z) cosZ + P3(Z) sinZ) ,
(∂++)nf (2m) + κ++ (∂++)n−1g(2m) = (κ++)n+m (P4(Z) + P5(Z) cosZ + P6(Z) sinZ) ,
(4.32)
where Pi are polynomial in Z.
It is very easy to follow the same procedure we used for G to solve this general equations
when f and g are 0-U(1) charged functions, since the series solution of the equations will
precisely coincide with that of the ordinary coupled oscillators with a source, which is the
reason why we made the change of variables (4.18), and considered the solution simply
as a function of Z. Positively even charged functions can be made to fit into this picture
if we consider them a product of κ++ with a function of Z whose series expansion will
also have the same solution as its ODE analog. A different situation arises for negatively-
U(1) charged fields, because in this case we cannot simply multiply by the inverse of the
“frequency” 1
κ++
since this is not a function but an ill defined harmonic distribution.
It is nevertheless possible to solve harmonic equations for negatively even charged
functions following the analogy of ODEs of the variable Z. The goal will be of course to
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build something to help us solve the equations, that is some function of Z whose derivative
correspond to ∂++f−−.
∂++f−− =
∂
∂Z
f(Z) = f ′(Z). (4.33)
Inspired in the usual harmonic symmetrization of κ++κ−− given in (C.1)
κ++κ−− = X2 + Z2, (4.34)
we propose the ansatz
f−− = κ−−
f(Z)
X2 + Z2
, (4.35)
which can be well defined whenever the function f(Z)
X2+Z2
is regular as a series expansion
in Z. The conditions one must ask from this function can be deduced by considering the
following harmonic equation
∂++f−− = j(Z). (4.36)
As the harmonic expansion of f−− = f ij0 u
−−
ij + · · · starts with a charged object, such
equation only makes sense if the source j does not have a constant term in its harmonic
expansion. The absence of such a term is assured by what we call consistency condition∫
du ∂++f−− = 0 (4.37)
which fixes the first coefficient of the source as a power series expansion in Z. To under-
stand what is formally represented by the ansatz (4.35) as a power series in Z, we will
use it in the harmonic equation (4.36) to obtain
∂
∂Z
f(X,Z) = j (4.38)
meaning that we can solve f in terms of the antiderivative of the source with respect to
Z and a constant term
f(X,Z) =
∫
dZ j(Z) + const = J(X,Z) + α(X). (4.39)
The consistency condition over f looks like∫
du
∂
∂Z
f(X,Z) = 0, (4.40)
and will assure consistency of (4.37) with harmonic analysis. This is not sufficient for our
needs, as one may readily check by trying a simple function like f = Z2 which makes f−−
clearly irregular. A condition imposing regularity on f−− can be found by looking at the
following equation
∂++(Zf−−) =
∂
∂Z
(Zf) = α +
∂
∂Z
(Zf). (4.41)
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The LHS is a total derivative, so its integral must vanish and we can solve for
α(X) = −
∫
du
∂
∂Z
(Zf(X,Z)). (4.42)
As we will see, this makes the function regular in the undeformed limit, and additionally
fix the integration constant, solving f . This is totally in accordance to standard harmonic
analysis where the equation
(∂++)nf (−n) = j(n)(u) n ≥ 0 (4.43)
is totally fixed. This completely solves the problem and assures the regularity of the
solution, therefore we refer to the following as the regularity condition∫
du
∂
∂Z
(Zf(X,Z)) = 0. (4.44)
To show that the solution is regular, we start by assuming that the antiderivative of j has
an analytic series in Z, which is true for the cases studied,
J =
∞∑
n=0
an(X)Z
n =
∞∑
n=0
a2n(X)Z
2n +
∞∑
n=0
a2n+1(X)Z
2n+1 (4.45)
From (4.42) and the harmonic integrals in §C.1, we obtain
α = −
∞∑
n=0
(−1)na2n(X)X2n (4.46)
With this pieces we can build up f (4.39)
f(X,Z) =
∞∑
n=0
[
a2n(X)Z
2n + a2n+1(X)Z
2n+1 − (−1)n a2n(X)X2n
]
(4.47)
On the other hand, consistency condition (4.40) implies∫
du
∂
∂Z
f =
∞∑
n=0
(2n+ 1)a2n+1(X) (−1)n X
2n
2n+ 1
= 0 (4.48)
that is, we can substract
Z
∞∑
n=0
(−1)n a2n+1(X)X2n (4.49)
from f , leaving
f(X,Z) =
∞∑
n=0
(a2n(X) + Za2n+1)(Z
2n − (−1)nX2n) (4.50)
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The term Z2n − (−1)nX2n appearing in each term of the series has roots in X = ± i Z
and therefore, using the polynomial factor theorem, has X2 + Z2 = (X + iZ)(X − iZ) as
one of its factors. This means we can formally write
f(X,Z) = (X2 + Z2)U(X,Z), (4.51)
with U(X,Z) having a regular undeformed limit, whenever we impose consistency and
regularity conditions ∫
du f ′(Z) = 0,
∫
du (Zf(Z))′ = 0. (4.52)
Inserting f into (4.35), we see that for well behaved sources, the solution has the form
f−− = κ−− U(X,Z) (4.53)
This can be readily generalized for even negatively charged function as needed. In sum-
mary, choosing a suitable ansatz like
f (2m) =

(κ++)mf(Z) m ≥ 0,(
κ−−
X2 + Z2
)|m|
f(Z) m < 0.
(4.54)
and consistency and regularity conditions (4.52), one can solve the typical equation (4.32)
using simple ODE techniques, and later fix the integration constants with help of the
harmonic integrals in §C.1.
4.3 Example: The Variations of Aαα˙ and Ψ
i
α
To see the methods of the last section in action, we are going to determine two related
variations corresponding to the fields Aαα˙ and Ψ
i
α. This choice is based on the fact that
the compensating Aαα˙ determines the field B
−−αβ that contributes to all other variations,
and that Ψiα is essentially very hard to obtain without the method developed in the last
section.
We start by going back to equation (4.21). Introducing the ansatz
Bˇ−− =
κ−−
X2 + Z2
Bˇ(Z), Bˆ−− =
κ−−
X2 + Z2
Bˆ(Z), (4.55)
the coupled equations reduce to formal ODEs on Z
Bˇ′′ −
√
2c2
2
Bˆ′ = 0 , Bˆ′′ +
2√
2c2
(Bˇ′ + 2) = 0 . (4.56)
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which are directly solved by
Bˇ = C3 − 2Z + C4 cosZ + C5 sinZ , Bˆ = 2√
2c2
(C6 + C5 cosZ − C4 sinZ) ., (4.57)
If we impose the consistency and regularity conditions (4.52) on this functions, we fix the
integration constants
C3 = 0, C4 = 0, C5 =
2X
sinhX
, C6 = −2X cothX, . (4.58)
Which, inserted back into the functions in (4.57) on the ansatz above, give the solution
Bˆ−− =
√
2
c2
κ−−
X2 + Z2
2X
sinhX
(cosZ − coshX), (4.59a)
Bˇ−− =
κ−−
X2 + Z2
(
X sinZ
sinhX
− Z
)
. (4.59b)
This can be directly plugged into (4.10) to obtain the variation of Aαα˙.
δAαα˙ = ∂αα˙a (X cothX) = ∂αα˙a
(
1 +
X2
3
− X
4
45
+ . . .
)
. (4.60)
Which clearly shows how helpful this method is, as all harmonic calculations can be
simply translated into ODE language in which they can be automatically carried out by
a computer. If we desire, using simple trigonometric identities we can recast the solution
(4.59) in a manifestly regular way
Bˆ−− = 2φ¯b−−X csch
X
2
sech
X
2
sinh 1
2
(X + iZ)
1
2
(X + iZ)
sinh 1
2
(X − iZ)
1
2
(X − iZ) , (4.61a)
Bˇ−− =
iκ++
sinhX
(
cosh
1
2
(X + iZ)
sinh 1
2
(X − iZ)
1
2
(X − iZ) − cosh
1
2
(X − iZ)sinh
1
2
(X + iZ)
1
2
(X + iZ)
)
.
(4.61b)
Now we can proceed in a similar fashion for the variation (4.12) of Ψiα. The condition
(4.14c) amounts to the following constraints on the matrices D βα and D
−− β
α defined in
(4.12):
(a) (∂++)2D βα = 0 , (b) (∂
++)2D−− βα + 2∂
++D βα = 0 , (4.62)
which in turn imply
D βα (u) = D
β
0α +D
(ik) β
0 α u
+
i u
−
k , D
−− β
α (u) = −D(ik) β0 α u−i u−k . (4.63)
A solution of this kind allows immediate harmonic reduction of the variation into a correct
Wess-Zumino preserving form
δΨiα = (ε
ijDαβ0 +D
ij αβ
0 )Ψ¯jα˙∂
α˙
βa (4.64)
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To deduce the unknown functions we start with Eq. (4.62a) for
D βα = −4Cˆ+−βα −
1
4
∂++H−− βα − φ¯ Cˆ++ρα H−− βρ − 2 Cˆ++ρα B−− βρ . (4.65)
Explicitly, this equation reads
(∂++)3H−− βα + 4 φ¯ Cˆ
++ρ
α (∂
++)2H−− βρ + 8 Cˆ
++ρ
α (∂
++)2B−− βρ = 0 , (4.66)
which, for the Ansatz (3.48) and under the definitions
H−− αβ = Hˇ−−εαβ + Hˆ−−cαβ , (4.67)
amounts to the following coupled system of equations
(∂++)3Hˇ−− −
√
c2
2
κ++(∂++)2
[
Hˆ−− +
2
φ¯
Bˆ−−
]
= 0 ,
(∂++)3Hˆ−− +
√
2
c2
κ++(∂++)2
[
Hˇ−− +
2
φ¯
Bˇ−−
]
= 0,
(4.68)
which corresponds precisely to an equation of the general form (4.32) we mentioned. We
therefore use the ansatz (4.35) to solve for H−−αβ, and afterwards apply the consistency
and regularity condition on the resulting functions, to find
Hˆ−− =
√
2
c2
κ−−
X2 + Z2
1
Xφ¯
{
−4 X
2
sinhX
(
X cosZ cothX − X
sinhX
+ Z sinZ
)
+ φ¯
[
(Z sinhX −X sinZ cothX)C7 +X2
(
coshX − cosZ
sinhX
)
C8
]}
(4.69a)
Hˇ−− =
κ−−
X2 + Z2
{
4
φ¯
X
sinhX
(
Z cosZ − X coshX sinZ
sinhX
)
+ (cosZ − coshX)C8 +
(
Z − X sinZ
sinhX
)
C7
}
. (4.69b)
This solution is defined up to some integration constants C7, C8 still to be determined.
Inserting back into (4.65), and splitting in the usual way Dαβ = Dˇεαβ + Dˆcαβ, we get
Dˆ =
1
2
√
2c2
[(
coshX − sinhX
X
)
C8 − ZC7
]
, (4.70a)
Dˇ =
X
φ¯ sinhX
(
X
sinhX
− coshX
)
+
Z sinhX
4X
C8 − 1
4
(
1− X coshX
sinhX
)
C7. (4.70b)
To fix the integration constants we have to look at the definition of D−− αβ in (4.12),
D−− αβ = φ¯b++cαγG
(−4) γβ − 1
4
H−− αβ − 1
4
∂++G(−4) αβ. (4.71)
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Solving for G(−4) αβ and imposing consistency and regularity conditions on it, one obtains
C7 =
4X2
φ¯
1−X cothX
X2 − 2X coshX sinhX + sinh2X , C8 = 0 (4.72)
and
Dˆ =
√
2
c2
Z
φ¯
(1−X cothX)
1− 2 coshX sinhX
X
+ sinh
2X
X2
, (4.73)
Dˇ =
1
φ¯
(
X2
sinh2X
−X cothX
)
+
1
φ¯
(1−X cothX)2
1− 2 coshX sinhX
X
+ sinh
2X
X2
. (4.74)
Finally, the gauge variation of Ψα is found to be
δΨiα =
[
2
√
b2c2(X csch2X − cothX)εijεαβ
+
2X2 csch2X(1−X cothX)
X2 csch2X + 1− 2X cothX
(
2bijcαβ −
√
b2c2
X
(1−X cothX)εijεαβ
)]
Ψ¯jα˙ ∂
α˙
βa .
(4.75)
4.4 The Minimal Seiberg-Witten Map
It is known that both commutative and noncommutative Yang-Mills fields arise from the
same setup of open strings in the presence of Dp-branes and a constant B-field, when
using two different regularization prescriptions [25]. Based on this, Seiberg and Witten
proposed the existence of a map from ordinary to noncommutative Yang-Mills fields, that
takes the gauge equivalence from one case to the other. This map can not lead to an
isomorphism between the two gauge groups as can be seen by taking the commutative
group to be abelian, i.e. having (2.74) as its gauge transformation
δAαα˙ = ∂αα˙λ
The noncommutative counterpart transforms as
δAαα˙ = ∂αα˙λ+ i[λ,Aαα˙]?, (4.76)
corresponding to a non-Abelian gauge group which obviously cannot be isomorphic to the
case before.
The Seiberg-Witten map consists of a simultaneous local field redefinition and gauge
reparametrization that takes two fields related by a gauge transformation A = eiλA′ and
maps them into noncommutative fields that are also gauge equivalent Aˆ = eiλˆ(λ,A)Aˆ′,
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this time through a parameter that depends on both λ and A, therefore not defining an
isomorphism.
Four our particular kind of deformation, it is also possible to find the map that takes
the gauge transformations to the ordinary abelian case. The full expressions for the
non(anti)commutative non-abelian Q-deformed transformation are summarized as follows
δ φ¯ =0, δΨ¯kα˙ = 0, (4.77a)
δ Aαα˙ =X cothX∂αα˙a , (4.77b)
δ φ =2
√
b2c2
(
1−X cothX
X
)
Aαα˙∂αα˙a , (4.77c)
δΨiα =
{
2
√
b2c2(X csch2X − cothX)εijεαβ
+
2X2 csch2X(1−X cothX)
X2 csch2X + 1− 2X cothX
[
2bijcαβ −
√
b2c2
X
(1−X cothX)εijεαβ
]}
Ψ¯jα˙∂
α˙
βa,
(4.77d)
δDij =2ibijc
αβ∂αα˙φ¯ ∂
α˙
βa. (4.77e)
From which we can directly propose the minimal map which take us back to the standard
abelian gauge transformations
Aαα˙ = A˜αα˙X cothX, (4.78a)
φ = φ˜+
√
b2c2A˜2(1−X cothX) cothX, (4.78b)
δΨiα =Ψ˜
iα +
{
2
√
b2c2(X csch2X − cothX)εijεαβ
+
2X2 csch2X(1−X cothX)
X2 csch2X + 1− 2X cothX
[
2bijcαβ −
√
b2c2
X
(1−X cothX)εijεαβ
]}
Ψ¯jα˙ A˜
α˙
β ,
(4.78c)
Dij =D˜ij + 2ibijc
αβ∂αα˙φ¯ A˜
α˙
β (4.78d)
The gauge field strength Fαβ = 2i∂(αα˙A
α˙
β) is redefined as
Fαβ = F˜αβX cothX + 4i
√
b2c2A˜(βα˙∂
α˙
α)φ¯
(
cothX −X csch2X) (4.79)
where obviously F˜αβ = 2i∂(αα˙A˜
α˙
β). In the next chapter, we will see that, after performing
the Seiberg-Witten map transforms the deformed non-Abelian actions to standard U(1)
gauge invariant ones.
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The natural occurrence of hyperbolic functions in the expressions is very remarkable,
and its origin is still unclear. Perhaps by relating non-singlet deformations to a particular
string background or by studying the hyper-Ka¨hler geometry of the associated deformed
hypermultiplet, one could elucidate this appearance.
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Chapter 5
Invariant Actions and Residual
Supersymmetry
We have seen that the deformation of the super Yang-Mills field strength stems from
the star commutator present in the curvature equation defining it. Constructing the
deformed version of the corresponding gauge action is therefore equivalent to find solutions
of the deformed harmonic flatness condition (3.60). As we shown in §3.3, only the first
coefficient of the superfield strength (3.56) contributes to the action, reducing the amount
of equations in components to be solved to thirty! Solutions have been found for the
vector- and hypermultiplet in the singlet case in [52, 42] respectively. From here on we
focus on the non singlet deformed action of Abelian gauge theory where non-Abelian
interactions appear due to the presence of non(anti)commutativity. All calculations are
worked out on component fields.
Despite the considerable effort that has been taken to obtain approximate actions
for the full set of deformation parameters [54, 53, 55], obtaining exact expressions is a
very difficult task. Even when the deformation is chosen to be decomposable (3.32), and
applying the methods from previous sections, the resulting expressions for the relevant
component of the superfield strength are much more complicated than in the singlet
case. Instead of writing down such objects, we will follow the more physically interesting
path of analyzing different sectors of the theory for meaningful cases of the deformation.
Additionally, though the manifestly covariant formalism of harmonic superspace assures
the invariance of the resulting actions under the residual unbroken supersymmetry by
construction, it is important to obtain the corresponding transformations of the fields, at
least for the cases studied. On that account, the main tasks throughout this chapter will
be the determination of the gauge action from the curvature equation and the deduction
of the corresponding supersymmetry transformations.
We will start by describing the generalities involved in solving the curvature equations
65
CHAPTER 5. INVARIANT ACTIONS AND RESIDUAL SUPERSYMMETRY
and give a very simple example. Afterwards, we will see how the decomposition of the non
singlet deformation allows the construction of an exact bosonic action. This action already
presents some of the characteristic features of non(anti)commutative deformations, as it
has an interaction parametrized by the deformation, in fact, the action can be factorized as
the free bosonic part of N = 2 Maxwell theory times a hyperbolic function of scalar fields
and the deformation parameters [115]. In §5.3 we will present the exact action coming from
a deformation preserving 3/4 of the original supersymmetry. As we will see in §5.4, we can
interpret bij as a set of supersymmetry breaking tuning parameters distinguishing between
different theories with N = (1, 0), N = (1, 1/2) and N = (1/2, 1/2) supersymmetry, some
of them with very simple Lagrangians [120].
The generalities of the calculation of the residual supersymmetry transformation of
component fields is briefly described in §5.5, where the differences with the singlet case are
highlighted. Interesting cases are shown, like the subalgebra for which readable expres-
sions can be obtained in the general decomposed matrix ansatz, and the full expressions
corresponding to the actions presented .
5.1 Solving the Curvature Equations
To explicitly build an action we first expand A into its components
A = A1 + θ−αA+2 α + θ+αA−3 α + (θ−)2A++4 + (θ−θ+)A5 + θ−αθ+βA6 αβ + (θ+)2A−−7
+ (θ−)2θ+αA+8 α + (θ+)2θ−αA−9 α + (θ−)2(θ+)2A10. (5.1)
Assembling the (θ−)2(θ+)2 components into the action and integrating in the Graßmann
variables, one obtains
S =
1
4
∫
d4xL du
[
2A1A10 − (A+2A−9 )− (A−3A+8 ) + 2A++4 A−−7 −
1
2
A25 −
1
4
(A6 · A6)
]
.
(5.2)
As we mentioned before, in order to determine the precise form of each component, one
has to solve the minimal set of curvature equation components (3.61). To see how this
system of 30 harmonic equations is the most economical choice, we start by looking at
(3.61b)
∇++A = D++A+ [v++,A]? = 0. (5.3)
Being A(xL, θ±) a chiral field, the star commutator involved reduces from the full expres-
sions of appendix §B.1 to a simpler expression from which we get
∇++A = [∂++ − (εαβ + 4φ¯b+−cαβ) θ+α ∂−β − 4φ¯b++ cαβθ+α ∂+β]A . (5.4)
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The hint on how to proceed comes from looking at the homogeneous components of the
curvature equation for A,
∂++A1 = 0, ∂++A+2α = 0, ∂++A++4 = 0, ∂++A10 = 0, (5.5)
This equations directly reveal that A1 and A10 are independent of harmonics, A++4 is of
the form A++4 = Aij4 u+i u+j , and A+2α is of the form A+2α = Ai2αu+i with both Aij4 and Ai2α
independent of harmonics. It is obvious then that the curvature equation for A will only
determine its components up to some harmonic integration constants like these which will
have to be fixed by other curvature equations. From all the remaining coefficients of the
curvature equation, (3.61c) contains the less number of unknown fields to be determined
D++ϕ−− + [v++, ϕ−−]? + 2(A− v) + 1
2
{
v+ α˙, v−α˙
}
?
= 0, (5.6)
since v and v++, and v+α˙ are coefficients of the gauge prepotential in the Wess-Zumino
gauge, which we already know from (3.71). The missing piece of this system of coupled
equations is thus v−α˙ , which can be fixed from only one extra curvature equation (3.61a),
D++v− α˙ + [v++, v− α˙]? − v+ α˙ = 0, (5.7)
To obtain the complete set of equations to be solved, it is necessary to expand the fields
v− α˙ and ϕ−−, in the same fashion as in (5.1)
v− α˙ = w− α˙1 + θ
−αw α˙2 α + · · · , ϕ−− = ϕ−−1 + θ−αϕ−2 α + · · · (5.8)
and take in account the presence of the star anticommutator {v+α˙, v−α˙ }? in (5.6).
{v+α˙, v−α˙ }? =2
[
cαβb+−(∂+αv+α˙∂−βv−α˙ + ∂−βv
+α˙∂+αv
−
α˙ )
+ cαβ (b++∂+αv
+α˙∂+βv
−
α˙ + b
−−∂−αv+α˙∂−βv−α˙ )
]
− 1
8
b2 c2
[
b++ cαβ∂2+∂−αv
+α˙∂2+∂−βv
−
α˙ − cαβb+−∂2+∂−αv+α˙∂2−∂+βv−α˙
]
(5.9)
Complete expressions for the relevant curvature equation components are given in §B.2.
Most of the resulting equations are to be splitted in systems of two or more coupled
systems to obtain closed expressions as in the last chapter, so we are left with a total
of circa 60 equations to solve. Here is when we really profit from the general algorithm
developed in §4.2, as all these equations have the typical form (4.32) and can be solved
in most cases with help of a computer.
As a sample of the kind of calculation we are dealing with, we will construct the first
term of the action, namely
1
2
∫
d4xL duA1A10 (5.10)
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The involved fields satisfy homogeneous harmonic equations (5.5) that tell us they are
independent of harmonics. Knowing this, we extract from (5.6) the following equations
∂++ϕ−−1 + 2(A1 − φ) + 2cαβb+−Aα˙αw2βα˙ + 2b++ cαβAα˙αw−−3βα˙
+ 2ib2 c2
[
b++ cαβ∂α˙α φ¯w
−−
9βα˙ − b+− cαβ∂α˙α φ¯w8βα˙
]
= 0, (5.11a)
∂++ϕ−−10 + 2A10 + 2φ¯ = 0. (5.11b)
From the last of this equations one finds directly
ϕ−−10 = 0, A10 = −φ¯. (5.12)
To solve (5.11a) in turn, we require the knowledge of some coefficients of the solution v−α˙
of (5.7). We content ourselves with the calculation of two of the coefficients, coming from
the following equations
∂++wαα˙2 = 0,
∂++w−−αα˙3 + w
αα˙
2 + 4φ¯c
αβ(b+−w2βα˙ + b++w−− α˙3 β )− 2Aαα˙ = 0,
(5.13)
From the first equation we know that wαα˙2 is independent of harmonics. Introducing the
following ansatz
wαα˙2 =
(
wˇ2ε
αβ + wˆ2c
αβ
)
Aα˙β , w
−−αα˙
3 =
(
wˇ−−3 ε
αβ + wˆ−−3 c
αβ
)
Aα˙β , (5.14)
we are then able to turn the system into the form (4.32)
∂++wˇ−−3 −
√
2c2
2
wˆ−−3 = 2− wˇ2 +
√
2c2
2
Zwˆ2, (5.15a)
∂++wˆ−−3 +
2√
2c2
wˇ−−3 = −wˆ2 −
√
2c2
2
Zwˇ2. (5.15b)
Again, this are directly solved using the ansatz (4.54), from which we obtain
wˇ2 = 2X tanhX, wˆ2 = 0 (5.16a)
wˇ−−3 =
κ−−
X2 + Z2
2
coshX
(sinZ − Z sinhX) (5.16b)
wˆ−−3 =
κ−−
X2 + Z2
2
coshX
2√
2c2
(cosZ − coshX) (5.16c)
This can also be done for the rest of the components of v−α˙ , for which one has to propose a
reasonable decomposition to reduce the equations involved to the standard form, and then
solve the equivalent system of ODEs. The general solution is given in B.2.1. For our case,
we feed back the resulting expressions into (5.11a) and repeat the whole procedure, this
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time for ϕ−−1 . However, for our present purposes it will suffice to integrate that equation
harmonically to obtain
A1 =φ+ 1
2
φ¯−1
(
1− tanhX
X
)
A2 + (b2 c2)3/2 tanhX∂αα˙φ¯∂
αα˙φ¯, (5.17)
The first term of the Lagrangian is then
1
2
A1A10 = −1
2
φφ¯− 1
2
[
1
2
φ¯−1
(
1− tanhX
X
)
A2 + (b2 c2)3/2 tanhX∂αα˙φ¯∂
αα˙φ¯
]
φ¯
(5.18)
This suggests we could simply repeat the procedure for the rest of the components of
the action, but in practice the situation is much more complicated. Solving the whole
set of curvature equations by brute force in the computer leads to very complicated
functions of X. Even when these involve only polynomials and hyperbolic functions, the
resulting rational expressions are surprisingly cumbersome. As the calculation for singlet
deformations suggests, a very complicated field redefinition like (3.76) could simplify these
components into readable objects, but it seems to be very nontrivial in this case. In what
follows, we will first limit the analysis to the bosonic sector, where such redefinitions are
easier to find, and later on, we will explore relevant cases of the deformation that include
an exact action with N = (1, 1/2) residual supersymmetry, and a limit which exhibits a
tuned N = (1, 1/2) −→ N = (1, 0) breaking.
5.2 The Exact Bosonic Sector
By focusing on the bosonic sector of the action, discarding fermionic terms, the explicit
form of the exact action becomes simple enough to propose a field redefinition leading to
a very compact action. We start then by dropping the fermionic terms A+2α,A−3α,A+8α,
and A−9α, reducing (5.2) to
Sbos =
1
4
∫
d4xL du
[
2A1A10 + 2A++4 A−−7 −
1
2
A25 −
1
4
A26
]
. (5.19)
Even when the procedure to find the other components of the action is in some way the
same as was for A1 and A10, one has to come up with a peculiar ansatz to find them.
Inspired by a series solution to the problem which takes in account the interplay of all
curvature equations up to second order, we can propose the following particular form for
the component fields
A6αβ = g1 Fαβ + g2 cαβ + g3Fαβ + g4Gαβ + g5 Gαβ,
ϕ−−6αβ = h
−−
1 Fαβ + h
−−
2 cαβ + h
−−
3 Fαβ + h−−4 Gαβ + h−−5 Gαβ,
Aij4 = α1Dij + α2 bij + α2Dij,
(5.20)
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where
Gαβ = A(αα˙∂
α˙
β)φ¯, Gαβ = c(αγGγβ), Fαβ = c(αγFγβ), Dij = b(ikDj)k . (5.21)
The functions gi, h
−−
i can depend only on φ¯, b
ij and cαβ and the harmonics. Similarly αi
can depend only on φ¯, bij and cαβ but must be harmonic independent due to the condition
∂++A++4 = 0. With this, the curvature equations for the bosonic components split into
several parts, the one involving A−−7 , for instance is
∂++A−−7 + A5 + 2φ¯b+−
(
g1 (c · F ) + c2 g2 + g4 (c ·G)
)
= 0 (5.22)
Where we use the following notation for the traces with the deformation parameters
c · F = cαβFαβ, (5.23)
which works analogously on (c ·G), (F ·G), (b ·D) and so on. We will also use
A · ∂φ¯ = Aαα˙∂αα˙φ¯, ∂ · A = ∂αα˙Aαα˙. (5.24)
We can further reduce the amount of unknown fields involved in the action. Integrating
by parts A++4 = ∂++A+−, and substituting the expression for ∂++A−−7 and the ansatz for
A6αβ in (5.19), we obtain
S =
∫
d4xL du
[1
2
A1A10 + 1
2
A++4 A5 − φ¯b+−A+−4 [g1(c · F ) + g2c2 + g4(c · A∂φ¯)]
− 1
8
A25 −
1
16
(
g21 +
c2
2
g23
)
F 2 − 1
16
(
g24 +
c2
2
g25
)
(A∂φ¯)2 − 1
16
g22c
2
− 1
16
(
2g1 g2 − 1
2
g23(c · F )
)
(c · F )− 1
16
(
2g2 g4 − 1
2
g25(c · A∂φ¯)
)
(c · A∂φ¯)
− 1
16
(
2g1 g4 − c2g3 g5
)
(F ·A∂φ¯) + 1
16
g3 g5(c ·F )(c ·A∂φ¯)− 1
8
(g3 g4 − g1 g5) (F · cA∂φ¯)
]
(5.25)
The problem is then reduced to finding Aij4 , A5 and the functions gi. As the ansatz
proposed directly turns the curvature equations for A into the standard form (4.32), this
functions are solved by the methods we known from former sections. We leave then the
70
5.3. EXACT N = (1, 1/2) SUPERSYMMETRY ACTION IN COMPONENTS
details for the appendix §B.2.2, and present directly the resulting action,
S =
∫
d4x
[
−1
2
φφ¯− 1
2
[
1
2
φ¯−1
(
1− tanhX
X
)
A2 + (b2 c2)3/2(∂φ¯)2 tanhX
]
φ¯
+
1
4
D2
cosh2X
− 1
16
F 2
sinh2X
X2
+
{
1
2
φ¯(D · b)(F · c) + 1
4
b2(F · c)2φ¯2 sinh
2X
X2
}
tanh2X
X2
− i
{
(D · b)(G · c)tanhX
X
+ b2(G · c)(F · c)φ¯sinh
2X
X2
tanhX
X
}(
tanhX
X
− 2
cosh2X
)
− (G · c)2b2 sinh
2X
X2
(
tanhX
X
− 2
cosh2X
)2
+
G2b2c2
cosh2X
(
coshX sinhX −X
X2
)2
+ i
√
b2c2
(F ·G)
2
tanhX
X
(
coshX sinhX −X
X2
)]
(5.26)
Using the minimal Seiberg-Witten map (4.78), this Lagrangian gets reduced to a mani-
festly U(1) gauge invariant form
S =
∫
d4x
{
−1
2
φ˜φ¯− 1
2
(b2 c2)3/2(∂φ¯)2 tanhXφ¯
+
1
4
D˜2
cosh2X
− 1
16
F˜ 2 cosh2X +
1
4
b2(F˜ · c)2φ¯2 sinh
2X
X2
+
1
2
φ¯(D˜ · b)(F˜ · c)tanhX
X
}
(5.27)
Now it is much more easy to find a field redefinition that will further reduce this expression,
dij =
1
cosh2X
D˜ij + φ¯(F˜ · c)bij tanhX
X
,
aαα˙ = A˜αα˙,
ϕ =
1
cosh2X
[
φ˜+ (b2c2)3/2(∂φ¯)2 tanhX
]
.
Finally the action is mapped to
S =
∫
d4x cosh2X
[
−1
2
ϕφ¯+ 1
4
dijdij − 1
16
fαβfαβ
]
.
From the structure of fαβ = 2i∂(αα˙a
α˙
β) it is easy to see that there is no way to absorb the
function cosh2X in a field redefinition.
5.3 Exact N = (1, 1/2) supersymmetry action in com-
ponents
A similar compact expression for the full supersymmetric action seems to be very hard
to find. The complicated functions obtained by solving the harmonic equations in a
71
CHAPTER 5. INVARIANT ACTIONS AND RESIDUAL SUPERSYMMETRY
computer result into a very lengthy action in components which for our further analysis is
not necessary to present. We will focus in the more significant case for which b2 = 0, and
only 1/4 of the original N = (1, 1) supersymmetry is broken. As a more general selection
of bij leads to the breaking of half the supersymmetry, this particular b
2 = 0 choice is said
to enhance the symmetry of the general case.
By taking the limit of the expressions in appendix §B.2.3, we obtain
S =
∫
d4xL
[
− 1
2
φφ¯− 1
16
FαβFαβ +
1
4
D2 + iΨkα∂αα˙Ψ¯
α˙
k + ibijD
ij cαβ∂(αα˙φ¯A
α˙
β)
+
1
2
φ¯bijD
ijcαβFαβ +
4i
3
bijc
αβAαα˙Ψ¯
iα˙∂ββ˙Ψ¯
jβ˙ − 4ibijcαβΨiβ∂αα˙φ¯Ψ¯jα˙
− 4
3
ibijc
β
αφΨ
iα∂βα˙Ψ¯
jα˙ + cαβFαβbijΨ¯
i
α˙Ψ¯
jα˙ − 4 c2(bijΨ¯iα˙Ψ¯jα˙)2
− 32
9
φ¯c2bijD
ijbklΨ¯
k
α˙Ψ¯
lα˙
]
.
(5.28)
It is remarkable that we can decouple the interaction between the scalar field φ¯ and the
gauge field and still have a deformed action, contrary to what happens in the singlet
case where such decoupling would destroy the deformation [52]. This suggests that in
the general fermionic case it will not be possible to obtain a factorizable form like (5.2).
Observe also that even in this case, second order terms in the deformation parameters
appear.
The gauge transformations for this kind of deformations are obtained from (4.77) by
imposing b2 = 0,
δAαα˙ = ∂αα˙a , δφ = 0 , δΨ
i
β = −
4
3
bijcαβΨ¯
α˙
j ∂αα˙a, δDij = 2ibijc
αβ∂(αα˙φ¯∂
α˙
β)a
(5.29)
Correspondingly, the minimal Seiberg-Witten map becomes
Ψiβ = Ψ˜
i
β −
4
3
bijcαβΨ¯
α˙
j Aαα˙, Dij = D˜ij − 2ibijcαβA(αα˙∂α˙β)φ¯ . (5.30)
Moreover, we can further redefine Ψ˜kα and D˜ij
Ψ˜kβ = ψkβ − 4
3
ibki c
β
αφΨ˜
iα (5.31)
D˜ij = dij − φ¯ bijcαβFαβ + 64
9
φ¯c2bijbklΨ¯
k
α˙Ψ¯
lα˙ (5.32)
to finally obtain the simple expression
S =
∫
d4xL
[
− 1
2
φφ¯− 1
16
FαβFαβ +
1
4
d2 + iψkα∂αα˙Ψ¯
α˙
k − 4ibijcαβΨiβ∂αα˙φ¯Ψ¯jα˙
+ cαβFαβbijΨ¯
i
α˙Ψ¯
jα˙ − 4 c2(bijΨ¯iα˙Ψ¯jα˙)2
]
.
(5.33)
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Again, the non(anti)commutativity introduces interactions in the theory, as we can see
from the last three terms, which are not removable under field redefinitions. An action
with the same features, particularly the last two terms, has been proposed from a string
theoretical point of view [38].
In the theory of type-II strings in R4 with their worldsheets ending on D3-branes,
the presence of a background graviphoton field induces non(anti)commutativity of the
coordinates on the boundary. As the low energy field theory on the branes is super Yang-
Mills, it is argued that the presence of the graviphoton will produce a similar kind of
non(anti)commutative deformations of super-Yang-Mills as the ones studied here. Addi-
tionally, a Yukawa-like interaction potential is also present in (5.33).
As the last term 4 c2(bijΨ¯
i
α˙Ψ¯
jα˙)2 is irremovable, there are second order corrections to
the first order result given in [55].
5.4 N = (1, 1/2)→ N = (1, 0) supersymmetry breaking
Starting from the b2 = 0 case, one can weakly turn on components of bij selectively to
describe the breaking of the enhanced 1/4 supersymmetry present in the former section.
One can consider for example the following limit,
b11 = 1, b12 = 0, b22 ¿ 1. (5.34)
In this regime we may consider perturbative corrections to the enhanced supersymmetry
action by including b2 6= 0 contributions. From the full solution in §B.2.3, and applying
the corresponding Seiberg-Witten map, we obtain the following action up to first order
in b2
S =
∫
d4xL
[
− 1
2
φφ¯− 1
16
F˜ 2 +
1
4
D˜2 + iΨ˜kα∂αα˙Ψ¯
α˙
k − 4ibijcαβΨ˜iβ∂αβ˙φ¯Ψ¯jβ˙
− b
2c2
6
φ¯2F˜ 2 + b2c2φ¯2D˜2 + cαβF˜αβbijΨ¯
i
α˙Ψ¯
jα˙ + 4 c2(bijΨ¯
i
α˙Ψ¯
jα˙)2
+
φ¯
2
bijD˜
ijcαβF˜αβ +
φ¯2b2
4
(cαβF˜αβ)
2 − 2iφ¯b2c2Ψ˜iα∂γβ˙φ¯Ψ¯β˙i
− 32
9
φ¯c2bijD˜
ijbklΨ¯
k
α˙Ψ¯
lα˙ + O(b3)
]
.
(5.35)
Its most important feature is the non trivial interaction term
b2 c2
6
φ¯2F˜αβF˜αβ, (5.36)
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which appear also in [52, 115] and can not be disentangled by a redefinition of the fields.
Due to (5.34), action (5.35) can be interpreted as the weak coupling limit of an interacting
theory between φ¯ and the gauge field, where the coupling parameter is precisely b22.
As pointed out in [115], reduction of N = (1, 1) to N = (1/2, 1/2) superspace allows
a complementary interpretation. We can choose one of the extended coodinates θ1α = θα
to be the left Graßmann coordinate of some N = (1/2, 1/2) superspace. As already
mentioned in §3, this choice is not consistent with the standard conjugation rules in
superspace, but with the pseudoconjugation
(θα)∗ = εαβθβ, (θ¯α˙)∗ = εα˙β˙ θ¯
β˙ (5.37)
as it is shown in [40]. One can then use the residual automorphism U(1) and O(1, 1)
symmetries of the N = (1, 1) superalgebra to rotate bik ≡ (b11, b22, b12) = (1, b22, 0) . With
this choice, the purely nonsinglet deformation operator (3.24) in the decomposition ansatz
is reduced to
P = −←−∂αcαβ−→∂β − b22
←−
∂2αc
αβ
−→
∂2β (5.38)
In other words, it can be expressed as a sum of the mutually commuting chiral Poisson
operators on two different N = (1/2, 1/2) subspaces of N = (1, 1) superspace. The
component b22 is then interpreted as the ratio of such independent deformations. In the
limit b22 → 0, we fall back into the case where half of the supersymmetry is broken in
one of the subspaces, while for b22 6= 0, supersymmetry is broken down to N = (0, 1/2) in
both subspaces. The parameter b22 measures the breakdown of the second N = (0, 1/2)
supersymmetry which is implicit in theN = (1/2, 1/2) superfield formulation based on the
superspace (xm, θα, θ¯α˙) . Again, we remark that within the standard complex conjugation
the reduction to N = (1/2, 1/2) superspace is not possible.
5.5 Residual Supersymmetry
One of the great advantages of using a covariant formalism like that of harmonic super-
space is that supersymmetry is enforced by geometry itself. For this reason, the actions
we built in the last sections are supersymmetric by construction. For completeness, it
is nevertheless important to obtain the deformed expressions for the unbroken sector of
the supersymmetry for the actions presented. Very much in the same way as for the
action itself, a general deformation parameter bij will lead to very cumbersome super-
symmetric transformation of component fields, that are drastically simplified in the cases
analysed. We will see that it is nevertheless possible to construct a simple sub-algebra of
the variations corresponding to Ψ¯−α˙ and Aαα˙ even in the general case.
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As shown in §3.2, for a general choice of the parameter bij the “undotted” sector of the
supersymmetry transformations is preserved. Let us briefly take a glance at the action of
the corresponding supercharges on the prepotential,
(²+α∂+α+²
−α∂−α)V ++WZ = 2(²
+θ+)φ¯+ 2²+αθ¯+α˙Aαα˙ + 8(²
+θ+)(θ¯+Ψ¯+)
− 2i(θ+)2²−αθ¯+α˙∂αα˙φ¯− 4i(²+θ+)θ−αθ¯+α˙∂αα˙φ¯+ 4(θ¯+)2(²+Ψ−)
+ 6(θ¯+)2(²+θ+)Diju−−ij − i(θ¯+)2(²−θ+)(∂ · A) + (θ¯+)2²−αθ+βFαβ
+ (θ¯+)2
[−i(²+θ−)(∂ · A) + θ−α²+βFαβ + 8i(²+θ+)θ−α∂αα˙Ψ¯−α˙
+ 4i(θ+)2²−α∂αα˙Ψ¯−α˙ − 2(²+θ+)(θ−)2φ¯− 2(θ+)2(²−θ−)φ¯
]
(5.39)
In the undeformed case, the supersymmetry transformations generated by these charges
are compensated by the following gauge transformation
δ0V
++
WZ = (²
+α∂+α + ²
−α∂−α)V ++WZ −D++Λ², (5.40)
where the matching parameter written in chiral coordinates is [52]
Λ² = λ² + (θ¯
+λ−² ) + (θ¯
+)2λ−−² (5.41)
with
λ² = 2(²
−θ+)φ¯
λ−α˙² = 4i(²
−θ+)θ−α ∂
αα˙φ¯− 2²−αAαα˙ + 4(²−θ+)Ψ¯−α˙
λ−−² = 2(²
−Ψ−) + 2i²−αθ−β∂α˙βAαα˙ − 2(²−θ+)(θ−)2φ¯
+ 4i(²−θ+)θ−α∂αα˙Ψ¯−α˙ + 2(²−θ+)D−−.
(5.42)
from this, one obtains the set of undeformed supersymmetry transformations
δ0φ¯ = 0 δ0φ = 2²
iαΨiα δ0Aαα˙ = 2²
i
αΨ¯iα˙
δ0Ψ¯
i
α˙ = −i²iα∂αα˙φ¯ δΨjα = −²iαDij −
1
2
²jβFαβ δ0D
ij = 2i²(iα∂αα˙Ψ¯
j)α˙
(5.43)
The deformation introduces a star commutator as in the non-Abelian case, and will
require a different compensating gauge parameter Λ to assure Wess-Zumino gauge preser-
vation,
δV ++WZ =
(
²+α∂+α + ²
−α∂−α
)
V ++WZ −D++Λ−
[
V ++WZ , Λ
]
?
(5.44)
Following the procedure used for gauge transformations, one starts with the parameter Λ²
used in the undeformed case, and proceeds to correct the unwanted contributions coming
from the star products involved. A remarkable difference from the singlet case is again
the appearance of extra Wess-Zumino breaking terms not only in the variation of the field
components but also in the Graßmann sector. This non-singlet contributions coming from
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the star commutator on Λ² are to be denoted δˇV
++
WZ , and in term of superfield components
have the form
δˇAαα˙ = −24φ¯ cβαb++ ²−β Ψ¯−α˙ ,
δˇφ = 8cαβb++ ²−β
[
Aαα˙Ψ¯
−α˙ − 2φ¯Ψ−α
]
,
δˇΨ−α = 8²−β
[
(Ψ¯−)2 − φ¯D−−] cαβb++
+ 2ib+−
[
φ¯(cαβ(∂ · A)− iFαβ)²−β − (c ·G)²−α
]
cγβb+− ,
δˇΨ¯−α˙ = 4i φ¯∂αα˙φ¯ ²
−
β c
αβb+− ,
δˇD−− = −8i [∂αα˙φ¯ ²−β Ψ¯−α˙ + φ¯²−α∂βα˙Ψ¯−α˙] cαβb+− ,
(5.45)
being ²iα the Grassmann N = (1, 0) transformation parameter in ²−α = ²iαu−i . Clearly, this
variations violate the Wess-Zumino gauge due to the appearance of harmonic variables in
the RHS. In addition, there are linear terms in the Graßmann variables which can not be
compensated using the singlet parameter
δˇV ++WZ = 8θ
+
α ²
−
β (φ¯)
2Cˆ++αβ − 8θ¯+ρ˙ Aρ˙α²−β φ¯Cˆ++αβ + · · · (5.46)
We will then need to correct not only the harmonic, but also in the Graßmann sector by
extending the gauge parameter to a suitable one. Thus we rewrite (5.44) in the following
way
δV ++WZ =
(
²+α∂+α + ²
−α∂−α
)
V ++WZ −D++(Λ² + Fg)−
[
V ++WZ , (Λ² + Fg)
]
?
=δ0V
++
WZ + δˇV
++
WZ + δˆV
++
WZ , (5.47)
where
δˆV ++WZ = −D++(Fg)−
[
V ++WZ , Fg
]
?
. (5.48)
The general superfield Fg is to be calculated component by component in order to achieve
the correct transformation laws for the multiplet. As the undeformed part of the varia-
tion does not depend on the harmonic variables, we only need to consider its deformed
contribution and the compensating part in order to to correct the harmonic dependence
of the full variation. Therefore, it is useful to define the following notation
δ˜ = δˇ + δˆ, (5.49)
representing the two terms of the variation that must be balanced to restore the gauge.
The idea is to choose the minimal set of components of Fg needed to eliminate the improper
harmonic and Grassmann dependence appearing in (5.47) and (5.46) respectively. We will
name the components of this superfield as follows
Fg = F + θ¯
+F¯− + (θ¯+)2F−−,
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where
F = f + θ+ f− + (θ+)2 f−−
F¯−α˙ = 2iθ−α ∂
αα˙f + 2iθ−α θ
+β∂αα˙ f−β + g¯
−α˙ + 2i(θ+)2 θ−α ∂
αα˙f−−
− θ+α b−−αα˙ + (θ+)2 g¯(−3)α˙
F−− = −(θ−)2f − (θ−)2(θ+f−) + iθ−α∂αα˙g¯−α˙ − (θ+)2(θ−)2f−−
+ g−− + iθ+αθ−β∂α˙β b
−−
αα˙ + (θ
+f (−3))
+ i(θ+)2θ−α∂αα˙g¯(−3)α˙ + (θ+)2X(−4)
(5.50)
Before writing the variation induced by this field in its full length, we can discard one of
its components corresponding to
δˆφ¯ = −∂++f−−. (5.51)
As there was no Wess-Zumino breaking term in the variation of this particular field, the
condition ∂++δφ¯ = 0 implies ∂++δˆφ¯ = 0, which immediately fixes f−− = 0. This reduces
the complexity of the resulting nontrivial supersymmetry compensating variations,
δˆAαα˙ = −1
2
∂++b−−αα˙ + i∂αα˙f −
[
2φ¯ b−−γα˙ − 8Ψ¯−α˙ f−γ
]
Cˆ++γα + 4i φ¯ ∂γα˙f Cˆ
+−γ
α, (5.52a)
δˆΨ¯−α˙ = −
1
4
∂++g¯
(−3)
α˙ −
i
4
∂αα˙
[
f−α − 4f−γ φ¯Cˆ+−αγ
]
, (5.52b)
δˆφ = −∂++g−− + [2Aαα˙ b−−α˙β + 8Ψ−α f−β ] Cˆ++αβ − 4iAαα˙∂α˙β fCˆ+−αβ, (5.52c)
δˆΨ−α = −1
4
∂++f (−3)α +
i
4
∂αα˙g¯−α˙ +
[
1
2
f−β F
α
γ − iAγγ˙∂γ˙βf−α
]
Cˆ+−γβ
+
[
i
2
f−β ∂
γγ˙Aγγ˙ − i∂ββ˙ g¯−β˙φ¯+ 4iΨ¯−β˙ ∂ββ˙f
]
Cˆ+−αβ
+
[
−f (−3)β φ¯− g¯(−3)β˙ Aββ˙ − 3 f−β D−− + 2Ψ¯−β˙ b−−ββ˙
]
Cˆ++αβ, (5.52d)
δˆD−− = −1
3
∂++X(−4) +
i
6
∂αα˙b−−αα˙ −
4
3
∂αα˙φ¯ ∂
α˙
β fCˆ
−−αβ
+
1
3
[
−2i∂αα˙(φ¯ b−−α˙β )− 8i∂ββ˙
(
f−α Ψ¯
−β˙
)]
Cˆ+−αβ. (5.52e)
We will then use the extra freedom provided by the contributions above, to enforce the
Wess-Zumino gauge preserving condition on the variation.
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As mentioned before, in addition to the variations, there also appear Wess-Zumino
violating terms in the Graßmann sector, as terms linear in θ and θ¯ in δˇV ++WZ , giving the
following equations for the compensating parameter
∂++f−α + 4Cˆ++αβφ¯f−β + 8²
−
β (φ¯)
2Cˆ++αβ =0, (5.53a)
∂++g¯−α˙ + 4Aαα˙f
−
β Cˆ
++αβ + 8²−βAαα˙φ¯Cˆ
++αβ =0, (5.53b)
Which is solved by
f−α = ²−β f
αβ + ²+β f
−−αβ = ²−β (c
αβ fˆ + εαβ fˇ) + ²+β (c
αβ fˆ−− + εαβ fˇ−−), (5.54)
and
g¯−α˙ = Aαα˙φ¯
−1f−α, (5.55)
where (see appendix §B.3.1)
fˇ = 2φ¯
(
sinhX
X
cosZ − 1
)
, (5.56a)
fˆ = − 4φ¯√
2c2
sinhX
X
sinZ, (5.56b)
fˇ−− =
κ−−
X2 + Z2
2φ¯
(
coshX sinZ − sinhX
X
Z cosZ
)
, (5.56c)
fˆ−− =
4φ¯√
2c2
κ−−
X2 + Z2
(
coshX cosZ +
sinhX
X
Z sinZ − 1
)
. (5.56d)
Except for the triplet of fields φ¯, Aαα˙ and Ψ¯
i
α˙, the expressions for the transformation
laws for a general deformation parameter bij are very complicated. We will limit ourselves
to present the exact expressions for this closed subalgebra as calculated in §B.3.2. The
residual supersymmetric variation of φ¯ is trivial, the other two transform according to
δ²Ψ¯
i
α˙ =
[
4iφ¯ coshX
sinhX
X
cαβbij − i cosh2Xεαβεij
]
²jβ∂αα˙φ¯, (5.57a)
δAαα˙ =
[
8φ¯ bijcαβ + 2X cothXεijεαβ
]
²iβΨ¯jα˙. (5.57b)
Which form a closed algebra
[δη, δ²]Aαα˙ = 2i(² · η)X cothX∂αα˙φ¯. (5.58)
As it can be verified by comparison with the residual gauge transformation
δaAαα˙ = X cothX∂αα˙a. (5.59)
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For the actions presented in this chapter it is not necessary to give the full expressions
of the variations but their second order expansions in the variable X. That is
δφ¯ = 0, (5.60a)
δAαα˙ =
[
2
(
1 +
4
3
b2c2φ¯2
)
εαβεij + 8φ¯ cαβbij
]
²iβΨ¯jα˙ + O(b
3), (5.60b)
δΨ¯iα˙ = −i
[
(1 + 4b2c2φ¯2)εαβεij − 4φ¯ cαβbij] ²jβ∂αα˙φ¯+ O(b3), (5.60c)
δφ = Ψiα²
j
β
[
2εαβεij +
16
3
φ¯cαβbij
]
+ Aα˙αΨ¯
i
α˙²
j
β
[
40
3
cαβbij
]
+ O(b3), (5.60d)
δDij = 2i∂αα˙
[(
1 +
1
3
b2c2φ¯2
)
²(iαΨ¯
j)
α˙ + 4iφ²
((kβΨ¯
i)
α˙cαβb
j)
k − 4iφ¯2c2bij²kαΨ¯lα˙bkl
]
+ O(b3),
(5.60e)
δΨiα =
(
−Dij²αβ +
{(
1
2
+
10
9
b2c2φ¯2
)
Fαβ − 2ib2c2φ¯Gαβ
+
2
9
ib2c2φ¯2
[
8(A · ∂φ¯) + φ¯(∂ · A)] εαβ + 2
3
[
4(b · Ψ¯Ψ¯)− 4φ¯(b ·D)
−
√
2c2
3
ib2φ¯(A · ∂φ¯)− 5
3
b2φ¯2(c · F )− 2
3
ib2φ¯2(c ·G)
]
cαβ
}
εij
+
{
2
3
Fαβ + 1
3
[
40
3
c2φ¯(b · Ψ¯Ψ¯)− 28
3
c2φ¯2(b ·D) +
√
2c2
2
i(A · ∂φ¯)− 2iφ¯(c ·G)
]
εαβ
− 2
3
i
[
2(A · ∂φ¯) + φ¯(∂ · A)] cαβ}bij)²jβ + O(b3) (5.60f)
For the particular N = (1, 1/2) case, the limit b2 = 0 of equations (5.60) lead to
the exact supersymmetry transformations. In contrast to the perturbative methods used
in [53, 54, 55], we have found this solutions exactly and afterwards performed a series
expansion to obtain the results above. The extra residual transformation for the dotted
supercharge in the enhanced case is given in [55].
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Chapter 6
Conclusions and Outlook
In this work we studied the impact of Q-deformations on N = 2 gauge theories, especially
for the non-singlet structure of the deformation matrix. By properly defining the com-
mutator of symmetry generators with the Poisson structure that governs deformations,
we were able to measure to what extent they break the Leibniz rule for symmetry trans-
formations. This was used to construct the precise (super)symmetry breaking pattern
coming from particular selections of the deformation matrix.
Out of the generic non-singlet deformation Cˆijαβ that fully breaks spacetime SU(2)L and
R-symmetry, we chose a maximally symmetry preserving ansatz Cˆijαβ = b
ijcαβ that leaves
unbroken the U(1)L and U(1) subgroups of automorphisms. Such product decomposition
for the deformation matrix provides a unique possibility to exactly determine the deformed
gauge transformations, in contrast to the generic case [53, 54, 55]. We developed a general
algorithm to solve the typical harmonic equations related to this ansatz, through a formal
analogy with ordinary differential equations. Using this methods we determined the exact
expressions for the gauge transformations. Quite remarkably, these are given in terms of
rational hyperbolic functions of the variable X = 2
√
b2c2φ¯ which is invariant under the full
supersymmetry algebra (including its Lorentz and automorphism generators). Through
the construction of the minimal Seiberg-Witten map, we were able to find the U(1) gauge
transformations for the undeformed equivalent system field theory.
By solving the deformed curvature equations for meaningful cases of the deformation
matrix bij, we were able to derive the corresponding deformed super-Yang-Mills actions
with partially broken supersymmetry. We showed that the gauge action is governed
exclusively by the first component A of the superfield strength W independent of the
kind of deformation considered. For a general bij we constructed the exact bosonic sector
of the action which, through a suitable field redefinition, factors into the free bosonic part
of N = 2 super-Maxwell times a hyperbolic function of X. A striking feature of the result
is its manifest Lorentz and R-symmetry invariance. This action shares similarities with
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the singlet case [50, 52], where the gauge field also interacts non-trivially with the scalar φ¯
from the vector multiplet, and the action factorizes into a free part times the polynomial
(1 + 4Iφ¯)2. For the maximally supersymmetry preserving choice b2 = 0, where we have
an N = (1, 0) −→ N = (1, 1/2) enhancement with respect to the more general case, we
obtained the full exact action. Its Lagrangian possesses Yukawa-like terms, interaction
terms comparable to those in the N = 1 + 1
2
deformed D3-brane low energy action
constructed in [38], and additional second order terms in the deformation parameters
which can not be removed by a redefinition of the fields. Contrary to what happens in the
singlet case, decoupling the interaction between the scalar φ¯ and the gauge field does not
destroy the deformation. Additionally we studied the behavior of the action upon weakly
restoring selected components of bij, as to describe a tuned breaking of the enhanced
supersymmetry present in the former case. The non-trivial interactions between φ¯ and
the gauge field that arise allow for the interpretation of the additional degrees of freedom
from bij as coupling constants, in particular a term proportional to b2c2φ¯2F˜ 2 characteristic
of N = (1, 1) gauge multiplet Q-deformation appears. We completed the analysis of the
full actions by working out the supersymmetry transformations corresponding to the cases
studied. In addition, a particular closed subalgebra is calculated exactly for the general
form of the product ansatz.
It is fair to say that without the manifestly supersymmetric harmonic superfield ap-
proach, the structures emerging from the deformation would hardly be achievable at the
component level.
It would be very natural to continue the study by addressing the issues of renormaliza-
tion properties, non-abelian extensions, and instantonic solution of the theories obtained.
Also of great interest would be to consider the most general non-singlet deformation,
perhaps as a perturbation around the decomposition ansatz rather than around the un-
deformed limit, or by using a different kind of decomposition like a linear combination
of deformations already studied. Of particular relevance is the study of the deformations
treated here on models including hypermultiplets, along the lines of [52, 42]. This would
link to the subject of hyper-Ka¨hler geometries and allow for the study of this deformation
on models with matter, which are relevant for more phenomenological applications like
providing a specific mechanism of soft supersymmetry breaking. Finally we could try to
establish what particular kind of string background produces non-singlet deformations of
superspace. This could shed some light on the mysterious appearance of the hyperbolic
functions from the product decomposition.
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Appendix A
Notation and conventions
The units throughout follow the canonical choice
~ = c = 1 (A.1)
Only in a discussion of Weyl quantization in §1.1 will ~ appear explicitely. Throughout
the text, Greek and Latin indices are spinorial and SU(2), respectively and are both
rised and lowered with the usual antisymmetric tensor εαβ, εα˙β˙, εij for which we use the
conventions
ε12 = ε12 = ε1˙2˙ = 1, ε
ikεkj = δ
i
j, ε
αγεγβ = δ
α
β , ε
α˙γ˙εγ˙β˙ = δ
α˙
β˙
. (A.2)
Dotted and undotted spinor indices are raised and lowered in the same way
ψα = εαβψβ, ψα = εαβψ
β, χ¯α˙ = εα˙β˙χ¯β˙, χ¯α˙ = εα˙β˙χ¯
β˙. (A.3)
The convetional contraction of a pair of spinors is defined as follows
(ψλ) ≡ ψαλα, (χ¯ξ¯) ≡ χ¯α˙ξ¯α˙, ψ2 ≡ (ψψ), ψ¯2 ≡ (ψ¯ψ¯). (A.4)
Even when most of the work is done on Euclidean space, the Minkowskii metric
nmn = diag(+,−,−,−) (A.5)
appears in the standard discussion of harmonic superspace in §2, where we follow the
conventions of [104].
With exception of the first chapter, where latin indices around m are used to denote
general spacetime indices in d dimensions, vectors are always represented by the two-
component spinor formalism. Euclidean (also Minkowskiian) four-vectors are written as
bi-spinors defined by
xαα˙ = σ¯αα˙m x
m, (A.6)
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where the sigma matrices include the identity and the standard Pauli matrices
σm = (1,σ), σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (A.7)
and σ¯m = (1,±σ) depending on the signature of spacetime (positive for Euclidean).
Whenever the bi-spinor notation is used, we use a convention for vector and tensor con-
tractions that differs with respect to [104],
(x · y) ≡ xαα˙yαα˙, x2 = (x · x), (F ·G) ≡ FαβGαβ, F 2 = (F · F ). (A.8)
Our conventions concerning harmonic superspace are the natural Euclidean R4|8 general-
ization of Wess-Bagger,
θ±α θ
±
β =
1
2
εαβ(θ
±θ±), θ¯±α˙ θ¯
±
β˙
= −1
2
εα˙β˙ θ¯
±θ¯± θ+α θ
−
β =
1
2
εαβ(θ
+θ−) +
1
2
(θkα θk β) (A.9)
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Technical Details
B.1 Moyal product for N = (1, 1) Q-deformations
In this section we expose the full structure of the Q-deformed product and (anti)commuta-
tors of two arbitrary U(1) superfields A and B with Z2 gradings a and b respectively, as
defined in section §3.3. The deformed terms of (3.39) are
APB =− (−1)a
{
Cˆ++αβ∂+αA∂+βB +
(
Cˆ+−αβ + Iεαβ
)
∂+αA∂−βB
+
(
Cˆ+−αβ − Iεαβ
)
∂−αA∂+βB + Cˆ−−αβ∂−αA∂−βB
}
, (B.1)
AP 2B =− 1
4
(Cˆ++)2∂2+A∂
2
+B + Cˆ
++α
µCˆ
+−µβ (∂2+A∂+α∂−βB + ∂+α∂−βA∂2+B)
− 1
2
(
I2 +
1
2
(Cˆ+−)2
)(
∂2+A∂
2
−B + ∂
2
−A∂
2
+B
)
− 2
[
Cˆ++αγCˆ−−βδ − (Cˆ+−αδ + Iεαδ)(Cˆ+−βγ − Iεβγ)
]
∂+α∂−βA∂+γ∂−δB
− 1
4
(Cˆ−−)2∂2−A∂
2
−B + Cˆ
+−α
µCˆ
−−µβ (∂2−A∂+α∂−βB + ∂+α∂−βA∂2−B) , (B.2)
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AP 3B =− 3
2
(−1)a
{[
Cˆ+−αµCˆ++µν Cˆ
+−νβ + I2Cˆ++αβ − 2ICˆ++(αγ Cˆ+−γβ) −
1
2
(Cˆ++)2Cˆ−−αβ
]
× ∂2+∂−αA∂2+∂−βB
+
[
Cˆ−−αµCˆ+−µνCˆ++νβ + ICˆ−−αµCˆ++βµ −
(
I2 +
1
2
(Cˆ+−)2
)
(Cˆ+−αβ − Iεαβ)
]
× ∂2+∂−αA∂2−∂+βB
+
[
Cˆ++αµCˆ+−µνCˆ−−νβ − ICˆ++αµCˆ−−βµ −
(
I2 +
1
2
(Cˆ+−)2
)
(Cˆ+−αβ + Iεαβ)
]
× ∂2−∂+αA∂2+∂−βB
+
[
Cˆ+−αµCˆ−−µνCˆ+−νβ + I2Cˆ−−αβ − 2ICˆ−−(αγ Cˆ+−γβ) −
1
2
(Cˆ−−)2Cˆ++αβ
]
× ∂2−∂+αA∂2−∂+βB
}
, (B.3)
AP 4B =− 3
2
[
Cˆ++αβCˆ
+−β
γCˆ
−−γ
δCˆ
+−δ
α −
(
I2 +
1
2
(Cˆ+−)2
)
− 1
4
(Cˆ++)2(Cˆ−−)2
+ I2Cˆ++αβCˆ
−−αβ + 2ICˆ++αβCˆ
+−β
γCˆ
−−γ
α
]
∂2+∂
2
−A∂
2
+∂
2
−B. (B.4)
The list of terms corresponding to the (anti)commutator (3.44)
A±1 = −(−1)a
[
1∓ (−1)ab] [(Cˆ+−αβ + Iεαβ)(∂+αA∂−βB + ∂−βA∂+αB)
+Cˆ++αβ∂+αA∂+βB + Cˆ
−−αβ∂−αA∂−βB
]
, (B.5)
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A±2 =−
[
1± (−1)ab]{1
4
(Cˆ++)2∂2+A∂
2
+B +
1
4
(Cˆ−−)2∂2−A∂
2
−B
− Cˆ++αµCˆ+−µβ
(
∂2+A∂+α∂−βB + ∂+α∂−βA∂
2
+B
)
− Cˆ+−αµCˆ−−µβ
(
∂2−A∂+α∂−βB + ∂+α∂−βA∂
2
−B
)
,
+
1
2
(
I2 + (Cˆ+−)2
) (
∂2+A∂
2
−B + ∂
2
−A∂
2
+B
)
+ 2
[
Cˆ++αγCˆ−−βδ − (Cˆ+−αδ + Iεαδ)(Cˆ+−βγ − Iεβγ)
]
∂+α∂−βA∂+γ∂−δB
}
(B.6)
A±3 =−
3
2
(−1)a [1∓ (−1)ab]{[
Cˆ+−αµCˆ++µνCˆ+−νβ + I2Cˆ++αβ − 2ICˆ++(αγ Cˆ+−γβ) −
1
2
(Cˆ++)2Cˆ−−αβ
]
× ∂2+∂−αA∂2+∂−βB
+
[
Cˆ−−αµCˆ+−µνCˆ++νβ + ICˆ−−αµCˆ++βµ −
(
I2 +
1
2
(Cˆ+−)2
)
(Cˆ+−αβ − Iεαβ)
]
× (∂2+∂−αA∂2−∂+βB + ∂2−∂+βA∂2+∂−αB)
+
[
Cˆ+−αµCˆ−−µνCˆ+−νβ + I2Cˆ−−αβ − 2ICˆ−−(αγ Cˆ+−γβ) −
1
2
(Cˆ−−)2Cˆ++αβ
]
× ∂2−∂+αA∂2−∂+βB
}
, (B.7)
A±4 =−
3
2
[
1± (−1)ab] [Cˆ++αβCˆ+−βγCˆ−−γδCˆ+−δα − (I2 + 12(Cˆ+−)2
)
− 1
4
(Cˆ++)2(Cˆ−−)2 + I2Cˆ++αβCˆ−−αβ + 2ICˆ++αβCˆ
+−β
γCˆ
−−γ
α
]
∂2+∂
2
−A∂
2
+∂
2
−B.
(B.8)
89
APPENDIX B. TECHNICAL DETAILS
B.2 Non-singlet Curvature Equations in Components
The full component expansion of the relevant curvature equations is obtained by expand-
ing the superfields involved. Using (5.1)
A = A1 + θ−αA+2 α + θ+αA−3 α + (θ−)2A++4 + (θ−θ+)A5 + θ−αθ+βA6 αβ + (θ+)2A−−7
+ (θ−)2θ+αA+8 α + (θ+)2θ−αA−9 α + (θ−)2(θ+)2A10,
we break up (5.3)
D++A+ [v++,A]? = 0.
into
∂++A1 = 0, ∂++A10 = 0, (B.9a)
∂++A+2α = 0,
∂++A−3α +A+2α − 4φ¯cαβ(b+−A+β2 + b++A−β3 ) = 0,
(B.9b)
∂++A++4 = 0,
∂++A5 + 2A++4 − 2φ¯b++ cαβ A6αβ = 0,
∂++A6αβ + 4φ¯(2b+−A++4 + b++A5) cαβ + 4b++φ¯A6(αγcγβ) = 0,
∂++A−−7 +A5 + 2φ¯b+−cαβA6αβ = 0,
(B.9c)
∂++A+8α − 4φ¯b++cαβA+β8 = 0,
∂++A−9α − (εαβ + 4φ¯b+−cαβ)A+β8 = 0.
(B.9d)
Expanding v− α˙ in a similar way
v− α˙ = w− α˙1 + θ
−αw α˙2 α + θ
+αw−− α˙3 α + (θ
−)2w+ α˙4 + (θ
−θ+)w− α˙5 + θ
−αθ+βw− α˙6 αβ
+ (θ+)2w
(−3) α˙
7 + (θ
−)2θ+αw α˙8 α + (θ
+)2θ−αw−− α˙9 α + (θ
−)2(θ+)2w− α˙10 , (B.10)
we express equation (5.7)
D++v− α˙ + [v++, v− α˙]? − v+ α˙ = 0,
as
∂++w−α˙1 = 0, ∂
++w−α˙10 = 0. (B.11a)
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∂++wαα˙2 = 0,
∂++w−−αα˙3 + w
αα˙
2 + 4φ¯c
αβ(b+−w2βα˙ + b++w−− α˙3 β )− 2Aαα˙ = 0,
(B.11b)
∂++w+ α˙4 = 0,
∂++w− α˙5 + 2w
+ α˙
4 − 2φ¯b++ cαβ w− α˙6αβ = 0,
∂++w− α˙6αβ + 4φ¯cαβ(2b
+−w+ α˙4 + b
++w− α˙5 ) + 4b
++φ¯c(α
γw− α˙6β)γ = 0,
∂++w
(−3) α˙
7 + w
− α˙
5 + 2φ¯b
+−cαβw− α˙6αβ − 4Ψ¯−α˙ = 0,
(B.11c)
∂++wαα˙8 + 4φ¯b
++cαβw8β
α˙ = 0,
∂++w−−αα˙9 − (εαβ − 4φ¯b+−cαβ)w8βα˙ + 2i∂αα˙φ¯ = 0.
(B.11d)
Similarly, we decompose
ϕ−− = ϕ−−1 + θ
−αϕ−2 α + θ
+αϕ
(−3)
3 α + (θ
−)2ϕ4 + (θ−θ+)ϕ−−5 + θ
−αθ+βϕ−−6 αβ
+ (θ+)2ϕ
(−4)
7 + (θ
−)2θ+αϕ−8 α + (θ
+)2θ−αϕ(−3)9 α + (θ
−)2(θ+)2ϕ−−10 , (B.12)
to obtain the components of (5.6)
D++ϕ−− + [v++, ϕ−−]? + 2(A− v) + 1
2
{
v+ α˙, v−α˙
}
?
= 0,
namely
∂++ϕ−−1 + 2(A1 − φ) + 2cαβAα˙α(b+−w2βα˙ + b++w−−3βα˙)
− 2ib2c2cαβ∂α˙α φ¯(b+−w8βα˙ − b++w−−9βα˙) = 0,
∂++ϕ−−10 + 2(A10 +φ¯) = 0.
(B.13a)
∂++ϕ−2α + 2A+2α + 2Aβα˙
[
cαβ(2b
+−w+4 α˙ + b
++w−5 α˙) + b
++cγβw
−
6 γαα˙
]
= 0,
∂++ϕ
(−3)
3α + ϕ
−
2α − 4φ¯cαβ(b+−ϕ−β2 + b++ϕ(−3)β3 ) + 2(A−3α − 4Ψ−α)
+ 2Aβα˙
[
cαβ(b
+−w−5 α˙ + 2b
++w
(−3)
7 α˙ )− cγβb+−w−6 γαα˙
]
− 8Ψ¯−α˙cγα(b+−w2 γα˙ + b++w−−3 γα˙) = 0,
(B.13b)
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∂++ϕ4 + 2A++4 + 2b++cαβAα˙αw8βα˙ = 0,
∂++ϕ−−5 + 2ϕ4 − 2φ¯b++cαβϕ−−6αβ + 2[A5 + i(∂ · A)] + 2cβαAαα˙(b+−w8βα˙ + b++w−−9βα˙)
+ 4b++Ψ¯−α˙cαβw− α˙6αβ + 2ic
αβ∂α˙α φ¯(b
+−w2βα˙ + b++w−−3βα˙) = 0,
∂++ϕ−−6αβ + 4φ¯cαβ(2b
+−ϕ4 + b++ϕ−−5 ) + 4b
++φ¯c(α
γϕ−−6β)γ + 2(A6αβ − Fαβ)
+ 4Aγα˙cγ(α(b
+−w8β)α˙ + b++w−−9β)α˙)− 8b++Ψ¯−α˙cγ(αw− α˙6β)γ + 8cαβΨ¯−α˙(2b+−w+ α˙4 + b++w− α˙5 )
− 4icγ(α∂α˙β)φ¯(b+−w2 γα˙ + b++w−−3 γα˙) = 0,
∂++ϕ
(−4)
7 + ϕ
−−
5 + 2φ¯b
+−cαβϕ−−6αβ + 2(A−−7 − 3D−−) + 2b+−cαβ(Aα˙αw−−9βα˙ + 2Ψ¯−α˙w−6αβα˙)
− 2icαβ∂α˙α φ¯(b−−w2βα˙ + b+−w−−3βα˙) = 0,
(B.13c)
∂++ϕ−8α − 4φ¯b++cαβϕ−β8 + 2A+8α − 8cβαb++Ψ¯−α˙w8βα˙ + 2icβα∂α˙β φ¯(2b+−w+4 α˙ + b++w−5 α˙)
− 2icβα∂γα˙φ¯b++w−6βγα˙ = 0,
∂++ϕ
(−3)
9α − (εαβ − 4φ¯b+−cαβ)ϕ−β8 + 2(A−9α − 4i∂αα˙Ψ¯−α˙)− 8b+−cαβΨ¯−α˙wβα˙8
+ 2ib+−cβγ(∂α˙β φ¯w
−
6αγα˙ − ∂α˙α φ¯w−6βγα˙) + 2icβα∂α˙β φ¯(2b−−w+4 α˙ + b+−w−5 α˙) = 0.
(B.13d)
B.2.1 Solving for v−α˙
The general technique to solve this kind of equations has been exemplified in §5.1. By an
analogous procedure and choosing suitable ansa¨tze, one can obtain the full solution for
the rest of the components of this field. The first and last equations of (B.11) directly set
w−α˙1 and w
−α˙
10 to zero. The complete set of fields are given by
w− α˙1 = w
− α˙
10 = 0, w
αα˙
2 = 2
tanhX
X
Aαα˙, w+ α˙4 = −2 sech2XΨ¯+α˙ (B.14a)
w−− αα˙3 =
κ−−
X2 + Z2
[
2√
2c2
(cosZ − coshX)cαβ +
(
sinZ − Z sinhX
X
)
εαβ
]
2 sechXAα˙β
(B.14b)
w− α˙5 = 4 cosZ sechXΨ¯
−α˙ +
κ−−Ψ¯+α˙
X2 + Z2
4 sechX [Z(sechX − cosZ) +X tanhX sinZ]
(B.14c)
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w− α˙6αβ =
√
2
c2
[
−4 sinZ sechXΨ¯−α˙ + κ
−−Ψ¯+α˙
X2 + Z2
4 sechX(X tanhX cosZ + Z sinZ)
]
cαβ
(B.14d)
w
(−3) α˙
7 =
κ−−Ψ¯−α˙
X2 + Z2
4Z(1− cosZ sechX)− (κ
−−)2Ψ¯+α˙
(X2 + Z2)2
2
[
X2 tanh2X (B.14e)
+ 2ZX tanhX sechX sinZ + Z2(1 + sech2X − 2 cosZ sechX)] (B.14f)
wαα˙8 =
[
− 2√
2c2
sinZcαβ + cosZεαβ
]
2i sechX ∂α˙β φ¯ (B.14g)
w−− αα˙9 =
κ−− sechX
X2 + Z2
[
− 2√
2c2
(Z sinZ +X sinhX)cαβ + Z(cosZ − coshX)εαβ
]
2i ∂α˙β φ¯
(B.14h)
The natural splitting of this fields in the bases cαβ and εαβ is useful to further solve
the flatness equation of ϕ−− (5.6), and therefore to fix the integration constants in the
determination of A.
B.2.2 Non-singlet Q-deformed Bosonic Action in Components
The ansatz (5.20)
A6αβ = g1 Fαβ + g2 cαβ + g3Fαβ + g4Gαβ + g5 Gαβ,
ϕ−−6αβ = h
−−
1 Fαβ + h
−−
2 cαβ + h
−−
3 Fαβ + h−−4 Gαβ + h−−5 Gαβ,
Aij4 = α1Dij + α2 bij + α2Dij,
(B.15)
splits naturally the curvature equations for A that are relevant for the bosonic action into
∂++A++4 = 0
∂++A5 + 2A++4 − 2φ¯b++
[
g1 (c · F ) + g2 c2 + g4 (c ·G)
]
= 0
∂++g2 + 8φ¯b
+−A++4 + 2φ¯b++ [g3 (c · F ) + g5 (c ·G) + 2A5] = 0
∂++g1 − 2φ¯b++ c2 g3 = 0
∂++g3 + 4φ¯b
++ g1 = 0
∂++g4 − 2φ¯b++ c2 g5 = 0
∂++g5 + 4φ¯b
++ g4 = 0
∂++A−−7 + A5 + 2φ¯b+−
(
g1 (c · F ) + c2 g2 + g4 (c ·G)
)
= 0
(B.16)
This equations are solvable up to integration constants that are fixed by (5.6), which is
also split by inserting (B.15). In particular, the coefficients (θ−)2, θ−αθ+β and (θ+)2 of
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(5.6) comprise the following coupled system of equations
∂++ϕ4 + 2A++4 + 2b++cαβAαα˙wβα˙8 = 0 (B.17a)
∂++ϕ−−5 − 2φ¯b++
[
h−−2 c
2 + h−−1 (c · F ) + h−−4 (c ·G)
]
+ 2A5 + 2ϕ4 + 2i(∂ · A)
− b++ [c2 (A · ∂φ¯)(wˆ−−9 − iwˆ−−3 ) + 2(c ·G)(wˇ−−9 − iwˇ−−3 )]
+ b+−
[
2(c ·G)(wˇ8 + iw2)− c2 (A · ∂φ¯)ωˆ8
]
= 0 (B.17b)
∂++h−−2 + 2φb
++
[
2ϕ−−5 + h
−−
3 (c · F ) + h−−5 (c ·G)
]
+ 2g2 + 8φ¯b
+−ϕ4
− 2b++ [4(c ·G)ωˆ−−9 + (A · ∂φ¯)(wˇ−−9 + iwˇ−−3 )]
− 2b+− [2(c ·G)wˆ8 − (A · ∂φ¯)(wˇ8 − iw2)] = 0 (B.17c)
∂++h−−1 + 2(g1 − 1)− 2b++φ¯ c2h−−3 = 0 (B.17d)
∂++h−−3 + 2 g3 + 4b
++φ¯h−−1 = 0 (B.17e)
∂++h−−4 + 2 g4 − 2b++φ¯ c2h−−5 − 2b++ c2(wˆ−−9 + iwˆ−−3 ) + 2b+− c2wˆ8 = 0 (B.17f)
∂++h−−5 + 2 g5 + 4b
++φ¯h−−1 + 4b
++(wˇ−−9 + iwˇ
−−
3 )− 4b+−(wˇ8 − iw2) = 0 (B.17g)
∂++ϕ
(−4)
7 + ϕ
−−
5 + 2A−−7 − 6D−− − 2ib−− (c ·G)w2
+ 2b+−
[
h−−2 c
2 + h−−1 (c · F ) + h−−4 (c ·G)
]
+ b+−
[
c2 (A · ∂φ¯)(wˆ−−9 − iwˆ−−3 ) + 2(c ·G)(wˇ−−9 − iwˇ−−3 )
]
= 0 (B.17h)
where we have adopted a conventional notation for any SU(2) tensor field Φαβ,
Φαβ = Φˇεαβ + Φˆcαβ. (B.18)
More explicitly, the scalar functions commonly denoted by the letter w, are related to the
solution of the flatness equation (5.7) found in B.2.1, as follows
wαα˙2 = w2A
αα˙, w−−αα˙3 = w
−−αβ
3 A
α˙
β , w
αα˙
8 = w
αβ
8 ∂
α˙
β φ¯, w
−−αα˙
9 = w
−−αβ
9 ∂
α˙
β φ¯, (B.19)
where w−−αβ3 , w
αβ
8 and w
−−αβ
9 are decomposed according to (B.18).
Equations (B.16) and (B.17) are equations of the standard form (4.32), whose solutions
fully determine Aij4 , A5 and A6αβ. The first two are given by
Aij4 =
σ bij
cosh3X
+
Dij
cosh2X
(B.20)
where
σ =
sinhX
X2
[−2i(c ·G)(coshX sinhX − 2X) + (c · F )φ¯ coshX sinhX] , (B.21)
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and
A5 =− 2σ b
+−
cosh3X
+
√
2b2 sinZ
X2 cosh3X
(
− 2i cosh2X(coshX sinhX − 1)(c ·G)
−X2 sinhXσ + φ¯ cosh3X sinhX(c · F )
)
−2 D
+−
coshX
cosZ
− φ¯
√
2c2b−−D++
(X2 + Z2)
[X sinhX sinZ + Z(1− coshX cosZ)]. (B.22)
The components of A6αβ (see (5.20)) are
g1 =
(
sinhX
X
, 0
)
(B.23a)
g2 =−
2φ¯ b2
[
(X2 + Z2)σ + 8φ¯2c2 coshXb−−D++
]
X2 cosh3X(X2 + Z2)
[Z(0 , 2 coshX) + (2X sinhX , 0)] ,
+
√
2
c2
(
0 ,
2D+−
coshX
+
2b+−σ
cosh2X
)
,
(B.23b)
g3 =−
√
2
c2
(
0 ,
sinhX
X
)
, (B.23c)
g4 =
2i
√
b2c2
X2 coshX
(X − coshX sinhX , 0) (B.23d)
g5 =
2i
√
b2c2
X2 coshX
(0 , coshX sinhX −X) (B.23e)
The series expansion of the solution coincides up to second order in b with previous
known results
σ = 2i(c ·G) + (c · F )φ¯+X2
[
5
6
(c · F )φ¯− i(c ·G)
]
+ · · · (B.24)
Aij4 =Dij + bij[2i(c · A∂φ¯) + φ¯(c · F )] + · · · A5 = −2D+− − 4ib+−(c · A∂φ¯) + · · ·
g1 =1 + · · · g2 = 8φ¯(b+−D+− − b−−D++) + · · · g3 = −4φ¯b+− + · · ·
g4 =O(b
2), g5 = O(b
3).
(B.25)
Inserting (B.20), (B.22) and (B.23) in (5.25) and taking the harmonic integral we obtain
the action as presented in (5.26).
95
APPENDIX B. TECHNICAL DETAILS
B.2.3 The Full Deformed Action in Components
The pure bosonic coefficients where calculated in §B.2.2, where we only considered A1,
A++4 , A5, A6 αβ, A−−7 and A10. To solve the full case, including the fermions, we must
take into account all components of A
The solution of A+2α and A−3α.
The series solution of the subsystem of equations including A+2α, A−3α, ϕ−2α, ϕ(−3)3α gives
w02αα˙ = 2Aαα˙, w
0+
4α˙ = −2Ψ¯+α˙ , w0−5α˙ = 4Ψ¯−α˙ , w08αα˙ = 2i∂αα˙φ¯, (B.26)
w1−−3αα˙ = −4φ¯cβαAβα˙b−−, w1−α˙6αβ = 16φ¯cαβΨ¯iα˙b−i , (B.27)
w18αα˙ = −8iφ¯cβα∂βα˙φ¯b+−, w1−−9αα˙ = −8iφ¯cβα∂βα˙φ¯b−−. (B.28)
A0+2α = −2Ψ+α , A0−3α = 2Ψ−α , ϕ0−2α = 4Ψ−α , ϕ0(−3)3α = 0. (B.29)
A1+2α = +
8
3
cαβA
βα˙Ψ¯iα˙b
+
i −
8
3
φ¯cαβΨ
iβb+i
A1−3α = −
8
3
cαβA
βα˙Ψ¯iα˙b
−
i −
16
3
φ¯cαβΨ
iβb−i
ϕ1−2α = +
8
3
cαβA
βα˙Ψ¯iα˙b
−
i +
16
3
φ¯cαβΨ
iβb−i
ϕ
1(−3)
3α = +
8
3
cαβA
βα˙b−−Ψ¯−α˙ +
16
3
φ¯cαβb
−−Ψ−β
A2+2α = +
8
3
φ¯ b2c2
(
2Aα˙αΨ¯
+
α˙ + φ¯Ψ
+
α
)
A2−3α = −
8
3
φ¯ b2c2Aα˙αΨ¯
−
α˙ + 8φ¯
2c2Ψiαb
(+
i b
−−)
ϕ2−2α = −
16
3
φ¯ b2c2
(
Aα˙αΨ¯
−
α˙ − φ¯Ψ−α
)
+ 8φ¯ c2Aα˙αΨ¯
i
α˙b
(+
i b
−−)
ϕ
2(−3)
3α = −
16
3
φ¯ c2Aα˙α
[
Ψ¯
(+
α˙ b
−−b−−) +
13
10
Ψ¯iα˙b
(−
i b
−−)
]
− 8
3
φ¯2c2
[
Ψ(+α b
−−b−−) +
14
5
Ψiαb
(−
i b
−−)
]
(B.30)
This inspires the ansatz for a general solution which turns out to be
A+2α =AαβΨ+β +BαβAβα˙Ψ¯+α˙ + F++αβ Ψ−β +G++αβ Aβα˙Ψ¯−α˙ (B.31a)
A−3α =HαβΨ−β + JαβAβα˙Ψ¯−α˙ +H−−αβ Ψ+β + J−−αβ Aβα˙Ψ¯+α˙ (B.31b)
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from (B.9b) we immediately have
∂++Aαβ + F
++
αβ = 0, ∂
++Bαβ +G
++
αβ = 0 (B.32)
∂++F++αβ = 0, ∂
++G++αβ = 0 (B.33)
the general solution for this system is
F++αβ = F
1
αβb
++, G++αβ = G
1
αβb
++ (B.34)
Aαβ = F
0
αβ − F 1αβ b+−, Bαβ = G0αβ −G1αβ b+− (B.35)
where F 0αβ, F
1
αβ, G
0
αβ and G
1
αβ are harmonic constants leaving (B.31a) as
A+2α = (F 0αβ − F 1αβ b+−)Ψ+β + (G0αβ −G1αβ b+−)Aβα˙Ψ¯+α˙ + F 1αβb++Ψ−β +G1αβb++Aβα˙Ψ¯−α˙
(B.36)
splitting the unknown functions in the basis fˆ cαβ + fˇ εαβ and solving for them, we obtain
A+2α
Fˆ 0 = 0, Fˇ 0 = 2
sinhX
X coshX
, Fˆ 1 = 8 φ¯
(X coshX − sinhX)
X3 coshX
, Fˇ 1 = 0, (B.37)
Gˆ0 = 0, Gˇ0 = 4
√
b2c2
(X − coshX sinhX)
X cosh2X
, Gˆ1 =
8 (sinhX −X coshX)
X3 coshX
, Gˇ1 = 0
(B.38)
and for A−3α,
Hˆ = −Fˆ 1b+− +
(√
2
c2
Fˇ 0 coshX −
√
b2
2
Fˆ 1
)
sinZ ∼ 16
3
φ¯b+− − 4
15
φ¯X2b+− + O(b4)
(B.39a)
Hˇ =
(
Fˆ 1
√
c2
2
X sinhX − Fˇ 0 coshX
)
cosZ ∼ −2 + 8φ¯2c2(b+−)2 + O(b3) (B.39b)
Jˆ = −Gˆ1b+− +
(√
2
c2
Gˇ0 coshX −
√
b2
2
Gˆ1
)
sinZ ∼ 8
3
b+− − 42
15
X2b+− + O(b4) (B.39c)
Jˇ =
(
Gˆ1
√
c2
2
X sinhX − Gˇ0 coshX
)
cosZ ∼ 4
3
φ¯b2c2 + O(b3) (B.39d)
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Hˆ−− =
κ−−
X2 + Z2
{
X2
(
Fˆ 1 coshX −
√
2
c2
Fˇ 0
sinhX
X
)
cosZ + Fˆ 1Z2
+ Z
(
Fˆ 1X sinhX −
√
2
c2
Fˇ 0 coshX
)
sinZ
}
∼ −16
3
φ¯b−− + O(b2) (B.40a)
Hˇ−− =
κ−−
X2 + Z2
{
X2
(√
2
c2
Fˆ 1 coshX − Fˇ 0 sinhX
X
)
sinZ − Fˆ 0Z
+ Z
(
Fˆ 0 coshX −
√
2
c2
Fˇ 1X2 sinhX
)
cosZ
}
∼ −8φ¯2c2b+−b−− + O(b3)
(B.40b)
Jˆ−− =
κ−−
X2 + Z2
{
X2
(
Gˆ1 coshX −
√
2
c2
Gˇ0
sinhX
X
)
cosZ + Gˆ1Z2
+ Z
(
Gˆ1X sinhX −
√
2
c2
Gˇ0 coshX
)
sinZ
}
∼ −8
3
φ¯b−− + O(b2) (B.40c)
Jˇ−− =
κ−−
X2 + Z2
{
X2
(√
2
c2
Gˆ1 coshX − Gˇ0 sinhX
X
)
sinZ − Gˆ0Z
+ Z
(
Gˆ0 coshX −
√
2
c2
Gˇ1X2 sinhX
)
cosZ
}
∼ 32
9
X2φ¯ c2b+−b−− + O(b5)
(B.40d)
Solution of the fermionic contribution to A++4 , A5, A6 αβ, A+8α and A−9α.
The procedure to obtain the rest of the components is similar than the one in last subsec-
tion, therefore we report here just the results. We name A++4f , A5f , A6f αβ the fermionic
part of the quantities whose bosonic part we know exactly from (B.20), (B.22) and (B.23).
First we define some functions frequently appearing along the calculations
α =
(X + coshX sinhX) tanhX
X2 coshX
(B.41a)
β =
X − 2X cosh2X + coshX sinhX
X2 cosh3X
(B.41b)
γ =
3X − 4X cosh2X + 3 coshX sinhX − 2 cosh3X sinhX
X2 cosh4
(B.41c)
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With this we can write
A++4f =2c2b++bijΨ¯iΨ¯j
γ
X
−
√
b2c2Ψ¯+Ψ¯+
β
coshX
(B.42a)
A5 =2
√
2c2b++Ψ¯−Ψ¯−α sinZ −
√
2c2bijΨ¯
iΨ¯jγ sinhX sinZ
+ Ψ¯+Ψ¯−
{
4
√
2c2b+−α sinZ + 2
√
b2 c2β cosZ
}
+ Ψ¯+Ψ¯+
2
√
2c2b−−
X2 + Z2
{
X2 (β − α) sinZ − 8φ¯ c2(b+−)2α sinZ − 2
√
2c2b+−β cosZ
+ 2
√
2c2b+−
βX
coshX
}
− 4φ¯ c2b+−bijΨ¯iΨ¯jγ (B.42b)
A6f αβ =
{
Ψ¯+Ψ¯+
b−−
X2 + Z2
[
4βXZ sinZ + 4X2(β tanhX − α) cosZ − 32φ¯2(b+−)2α cosZ]
Ψ¯−Ψ¯+
[
−2
√
2b2β sinZ + 4
√
2c2α cosZ
]
− 4Ψ¯−Ψ¯−b++α cosZ − 2bijΨ¯iΨ¯jγ sinhX cosZ
}
cαβ (B.42c)
The last fermionic components are A+8α and A−9α which also have frequent complicated
expressions in common
δ = −2 coshX + (2 +X2)sinhX
X
, ρ = 1− 7 cosh2X +
(
3
X
+X
)
sinh(2X)
(B.43a)
η = −3 + 7 cosh2X − 4(2 +X2)coshX sinhX
X
+ (4 +X4)
sinh2X
X2
(B.43b)
ζ = −5− 2X2+ (17 + 2X2) cosh2X− 9X coshX sinhX + 6 sinhX(sinhX − 3X coshX)
X2
(B.43c)
A+α8 =8iφ¯b++
δ
η
cosZcαγ∂γα˙Ψ¯
−α˙ + 2iκ++
δ
η
sinZ∂αα˙Ψ¯
−α˙ + 2i
√
2c2b++
ζ sinZ
η coshX
∂αα˙ φ¯Ψ¯
−α˙
+
[
2i
√
2
c2
sinZ
sinhX
(
δ2
η
− 1
)
− 8iφ¯ δ
η
cosZ
]
cαγ∂γα˙Ψ¯
+α˙
+
[
−2iZ sinZ δ
η
+
2i cosZ
sinhX
(
1− δ
2
η
)]
∂αα˙Ψ¯
+α˙ + 4ib++
ζ cosZ
η coshX
cαγ∂γα˙φ¯Ψ¯
−α˙
−
[
2i
√
2b2
(
ηρ− coshXδζ
η cosh2X sinhX
)
sinZ + 4ib+−
ζ cosZ
η coshX
]
cαγ∂γα˙φ¯Ψ¯
+α˙
+
[
2i
√
b2c2
(
ηρ− coshXδζ
η cosh2X sinhX
)
cosZ − 2
√
2c2ib+−
ζ sinZ
η coshX
]
∂αα˙ φ¯Ψ¯
+α˙ (B.44)
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A−α9 =4ib+−
δ
η
cosZcαγ∂γα˙Ψ¯
−α˙ + 4ib+−
ζ cosZ
coshXη
cαγ∂γα˙φ¯Ψ¯
−α˙
+
[
2iX cothX + 2iX
δ(sinh2X − coshXδ)
η sinhX
+ 4i
√
2c2b+−
δ
η
sinZ
]
∂αα˙Ψ¯
−α˙
+
2i
√
b2c2
coshX sinhX
[
ρ+
(sinh2X − δ coshX)ζ
η
+ Z sinZ
ζ sinhX
Xη
]
∂αα˙ φ¯Ψ¯
−α˙
− 8iφ¯b
−−
X2 + Z2
[
X2
(
δ2 − coshXδ
η
− 1
)
+
XZ sinZ
sinhX
(
δ2
η
− 1
)
− Z2 δ
η
cosZ
]
cαγ∂
γ
α˙Ψ¯
+α˙
+
16iφ¯2 c2b−−b+−
sinhX(X2 + Z2)
{
coshX
[
δ
η
(−2X coshX + 2 sinhX +X2 sinhX)−X
]
+
δ
η
sinhX(X − Z sinZ) +X cosZ
(
1− δ
2
η
)}
∂αα˙Ψ¯
+α˙
− 4ib
−−
coshX(X2 + Z2)
{
X2
[
ρ
coshX
+ (coshX − δ)ζ
η
]
+ Z2 cosZ
ζ
η
+
XZ sinZ
coshX sinhX
(
1 + coshXδ
ζ
η
)}
cαγ∂γα˙φ¯Ψ¯
+α˙
+
8iφ¯b−−b+−
X2 + Z2
{
ζ
η
(
2 +X2 − 2X cothX −X ζ
η
tanhX
)
− Xρ
coshX sinhX
− Z ζ sinZ
coshXη
+
(
ρ
(coshX)2 sinhX
− Xδζ
coshX sinhXη
)}
∂αα˙ φ¯Ψ¯
+α˙ (B.45)
B.3 Residual Supersymmetry transformations
B.3.1 The Graßmann Sector
We start from (5.53)
∂++f−α + 4Cˆ++αβφ¯f−β + 8²
−
β (φ¯)
2Cˆ++αβ =0, (B.46a)
∂++g¯−α˙ + 4Aαα˙f
−
β Cˆ
++αβ + 8²−βAαα˙φ¯Cˆ
++αβ =0, (B.46b)
To solve the first of these equations we propose the following ansatz
f−α = ²−β f
αβ + ²+β f
−−αβ = ²−β (c
αβ fˆ + εαβ fˇ) + ²+β (c
αβ fˆ−− + εαβ fˇ−−). (B.47)
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which maps the problem to the standard form (4.32),
∂++fˆ +
2√
2c2
κ++(fˇ + 2φ¯) = 0, (B.48a)
∂++fˇ −
√
2c2
2
κ++fˆ = 0, (B.48b)
∂++fˆ−− + fˆ +
2√
2c2
κ++fˇ−− = 0, (B.48c)
∂++fˇ−− + fˇ −
√
2c2
2
κ++fˆ−− = 0, (B.48d)
Meaning we can use again the same methods as before to solve it. That is, propose an
ansatz of the form (4.54), solve the equivalent system of ODEs and impose the consistency
and regularity conditions (4.52) to obtain
fˇ = 2φ¯
(
sinhX
X
cosZ − 1
)
, (B.49a)
fˆ = − 4φ¯√
2c2
sinhX
X
sinZ, (B.49b)
fˇ−− =
κ−−
X2 + Z2
2φ¯
(
coshX sinZ − sinhX
X
Z cosZ
)
, (B.49c)
fˆ−− =
4φ¯√
2c2
κ−−
X2 + Z2
(
coshX cosZ +
sinhX
X
Z sinZ − 1
)
. (B.49d)
This solution can be written in a manifestly regular way using trigonometric identities,
f−α =2φ¯ ²−β
[
εαβ
(
sinhX
X
cosZ − 1
)
− cαβ
√
2
c2
sinhX
X
sinZ
]
− 4φ¯2b−−²+β
{
εαβ
√
c2
2
i
X
[
sinh(X + iZ)
X + iZ
− sinh(X − iZ)
X − iZ
]
− cαβ 1
X
(
1
X − iZ [cosh(X − iZ)− 1] +
1
X + iZ
[cosh(X + iZ)− 1]
)}
,
(B.50)
Repeating the procedure for the equation (B.46b), involving g¯−α˙ , we obtain directly
g¯−α˙ = Aαα˙φ¯
−1f−α. (B.51)
B.3.2 Closed Sub-algebra
We will now construct a sub-algebra of the residual supersymmetry involving the fields φ¯,
Ψ¯iα˙ and Aαα˙, for which the deformed expressions are particularly simple even for a general
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deformation parameter bij. From (5.45) and the new compensating parameter, we get
δ˜Ψ¯−α˙ = ∂αα˙
[
2iφ¯2²−β c
αβb+− − i
4
f−α + if−β φ¯c
αβb+−
]
− 1
4
∂++g¯
(−3)
α˙ , (B.52)
on which the Wess-Zumino gauge preserving condition must be imposed after introducing
the following Ansatz
g¯
(−3)
α˙ = ²
−
β ∂αα˙P
−−αβ + ²+β ∂αα˙P
(−4)αβ. (B.53)
that turns δ˜Ψ¯−α˙ into
δ˜Ψ¯−α˙ = ²−β∂αα˙Kαβ + ²+β∂αα˙K−−αβ, (B.54)
where
Kαβ = 2iφ¯2b+−cαβ − i
4
fαβ − ifγβφ¯b+−cαγ −
1
4
∂++P−−αβ, (B.55a)
K−−αβ = − i
4
f−−αβ − if−−γβφ¯b+−cαγ −
1
4
P−−αβ − 1
4
∂++P (−4)αβ. (B.55b)
By imposing the condition (
∂++
)2
δΨ¯−α˙ = 0, (B.56)
we obtain the following set of equations
(∂++)2Kαβ = 0, (B.57a)
2 ∂++Kαβ + (∂++)2K−−αβ = 0. (B.57b)
Decomposing the fields in the usual way, i.e.
Kαβ = Kˆcαβ + Kˇεαβ, K−−αβ = Kˆ−−cαβ + Kˇ−−εαβ. (B.58)
One is back to the standard form (4.32), which is solved by
Kˇ =
i
2
φ¯
(
1− coshX sinhX
X
)
, Kˇ−− = 0,
Kˆ = 2iφ¯2
(
sinhX
X
)2
b+−, Kˆ−− = −2iφ¯2
(
sinhX
X
)2
b−−.
(B.59)
Feeding this solution back to (B.54), we obtain the compensated part of the variation
δ˜Ψ¯iα˙ =
[
4iφ¯ coshX
sinhX
X
cαβbij − i sinh2Xεαβεij
]
²jβ∂αα˙φ¯ (B.60)
Including the undeformed contribution, we get the full variation
δ²Ψ¯
i
α˙ =
[
4iφ¯ coshX
sinhX
X
cαβbij − i cosh2Xεαβεij
]
²jβ∂αα˙φ¯, (B.61)
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Now the task is to solve
∂++δAαα˙ = 0. (B.62)
In this case we propose to consider the terms depending on b−−αα˙ in equation (5.52a) as
the minimal terms needed to correct this variation, i.e.
δ˜Aαα˙ = 24Ψ¯
−
α˙ ²
−
β φ¯ Cˆ
++ β
α −
1
2
∂++b−−αα˙ +
[−2φ¯ b−−βα˙ + 8Ψ¯−α˙f−β ] Cˆ++ βα . (B.63)
Thereupon, we use the following Ansatz
b−−αα˙ = ²
−βΨ¯−α˙ Aαβ + ²
(−βΨ¯+)α˙ B
−−
αβ + ²
+βΨ¯+α˙ C
(−4)
αβ + ²
kβΨ¯kα˙E
−−
αβ . (B.64)
We remark that this selection is also suitable to correct the variation of the remaining
fields, where the compensating component b−−αα˙ is present. In this particular case, (B.63)
acquires the form
δ˜Aαα˙ = ²
−βΨ¯−α˙ F
++
αβ + ²
(−βΨ¯+)α˙ Gαβ + ²
+βΨ¯+α˙ H
−−
αβ + ²
kβΨ¯kα˙ Iαβ, (B.65)
where
F++αβ =24φ¯ b
++ cαβ − 1
2
∂++Aαβ + 2b
++cγα
(
4fγβ − φ¯ Aγβ
)
, (B.66a)
Gαβ =− Aαβ − 1
2
∂++B−−αβ + 2b
++cγα
(
4f−−γβ − φ¯ B−−γβ
)
, (B.66b)
H−−αβ =−
1
2
B−−αβ −
1
2
∂++C
(−4)
αβ − 2φ¯b++cγαC(−4)γβ , (B.66c)
Iαβ =− 1
2
∂++E−−αβ + 2b
++cγα
(
2f−−γβ − φ¯ E−−γβ
)
. (B.66d)
Imposing the Wess-Zumino gauge (B.62) amounts to
∂++F++αβ = 0, 2F
++
αβ +∂
++Gαβ = 0, Gαβ+∂
++H−−αβ = 0, ∂
++Iαβ = 0. (B.67)
which is in general solved by
F++αβ = F
ij
αβu
+
(iu
+
j), Gαβ = −2F+−αβ , H−−αβ = F−−αβ . (B.68)
and by taking Iαβ to be independent of harmonics. The variation (B.63) will then be just
δ˜Aαα˙ = ²
−βΨ¯−α˙F
++
αβ − 2²(−βΨ¯+)α˙ F+−αβ + ²+βΨ¯+α˙ F−−αβ + ²kβΨ¯kα˙ Iαβ, (B.69)
which is independent of the harmonic variables, as can be seen after using the reduction
identities (2.24),
δ˜Aαα˙ = (Fij αβ + εijIαβ) ²
iβΨ¯jα˙. (B.70)
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To find the explicit form of this variation we just have to solve for Fij αβ and Iαβ. Let us
tackle the latter, by replacing (B.66d) into its corresponding equation in (B.67)
(∂++)2E−−αβ − 4b++cγα∂++
(
2f−−γβ − φ¯ E−−γβ
)
= 0. (B.71)
Splitting in the usual way E−−αβ = Eˆ−−cαβ + Eˇ−−εαβ, the equations to solve are of the
standard form
(∂++)2Eˇ−− −
√
2c2
2
κ++∂++(Eˆ−− − 2φ¯−1fˆ−−) = 0 (B.72a)
(∂++)2Eˆ−− +
2√
2c2
κ++∂++(Eˇ−− − 2φ¯−1fˇ−−) = 0. (B.72b)
Reinserting their solution on (B.66d) we obtain
Iαβ = −2(1−X cothX)εαβ. (B.73)
The same procedure can be used for the other equations, we solve
Fˆ++ = 24φ¯b++ − 1
2
∂++Aˆ+ 2b++(4fˇ − φ¯Aˇ),
Fˇ++ = −1
2
∂++Aˇ− c2b++(4fˆ − φ¯Aˆ),
(B.74)
−2Fˆ+− = −Aˆ− 1
2
∂++Bˆ−− + 2b++(4fˇ−− − φ¯Bˇ−−),
−2Fˇ+− = −Aˇ− 1
2
∂++Bˇ−− − c2b++(4fˆ−− − φ¯Bˆ−−),
(B.75)
Fˆ−− = −1
2
Bˆ−− − 1
2
∂++Cˆ(−4) − 2φ¯b++Cˇ(−4),
Fˇ−− = −1
2
Bˇ−− − 1
2
∂++Cˇ(−4) + c2φ¯b++Cˆ(−4),
(B.76)
for Aαβ, B
−−
αβ and C
(−4)
αβ , imposing the usual consistency and regularity conditions to get
F ijαβ = 8φ¯ b
ijcαβ. (B.77)
That is,
δ˜Aαα˙ =
[
8φ¯ bijcαβ − 2(1−X cothX)εijεαβ
]
²iβΨ¯jα˙. (B.78)
adding the undeformed contribution we obtain the full variation of the field
δAαα˙ =
[
8φ¯ bijcαβ + 2X cothXεijεαβ
]
²iβΨ¯jα˙. (B.79)
Which together with δΨ¯iα forms a closed algebra
[δη, δ²]Aαα˙ = 2i(² · η)X cothX∂αα˙φ¯. (B.80)
Remember that the residual gauge transformation is
δrAαα˙ = X cothX∂αα˙a. (B.81)
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B.3.3 Supersymmetry Enhancement and Breaking
In what follows we will concentrate on the supersymmetry variations under which the
actions (5.28) and (5.35) are invariant. Taking advantage of the approach we have devel-
oped, it will be enough for both cases to limit the extent of the solution as to include only
up to second order terms in the variable X. As we have seen this kind of calculations time
and again, we will restrict the discussion to proposing the ansatz needed to put the field
compensating equations into the standard form and then simply state the series solution.
For Diju−−ij , for instance we start from
δ˜Diju−−ij = − 8i∂αα˙
[
φ¯²−β Ψ¯
−α˙] b+−cαβ − 1
3
∂++X(−4) +
i
6
∂αα˙b−−αα˙
− 1
3
i∂αα˙
[
2 φ¯ b−−α˙γ + 8f
−
γ Ψ¯
−α˙] b+−cγα. (B.82)
The proper Ansatz for X−4 is
X(−4) = ∂αα˙
[
e−−βα˙ J
−−
αβ + e
+−β
α˙ J
(−4)
αβ + e
++β
α˙ J
(−6)
αβ + e
β
α˙ J˜
(−4)
αβ
]
, (B.83)
where
eijβα˙ = ²
(i
β Ψ¯
j)
α˙ , eβα˙ = ²
i
βΨ¯iα˙ (B.84)
Introducing the known values of f−α and b
−−
αα˙ , δ D
−− takes the form
δ˜ D−− = ∂αα˙
[
e−−βα˙ Mαβ + e
+−β
α˙ M
−−
αβ + e
++β
α˙ M
(−4)
αβ + e
β
α˙ M˜
−−
αβ
]
, (B.85)
where
Mαβ = 8iφ¯b
+−cαβ +
i
6
Aαβ − 2i
3
b+−cγα(4fγβ − φ¯Aγβ)−
1
3
∂++J−−αβ , (B.86)
M−−αβ =
i
6
B−−αβ −
2i
3
b+−cγα(4f
−−
γβ − φ¯B−−γβ )−
1
3
∂++J
(−4)
αβ , (B.87)
M
(−4)
αβ =
i
6
C
(−4)
αβ +
2i
3
φ¯ b+−cγαC
(−4)
γβ −
1
3
∂++J
(−6)
αβ , (B.88)
M˜−−αβ =
i
6
E−−αβ −
2i
3
b+−cγα(2f
−−
γβ − φ¯E−−γβ )−
1
3
∂++J˜
(−4)
αβ . (B.89)
From the condition (∂++)3δ D−− = 0 we obtain the following set of equations
(∂++)3Mγα = 0,
6(∂++)2Mγα + (∂
++)3M−−γα = 0,
6∂++Mγα + 3(∂
++)2M−−γα + (∂
++)3M (−4)γα = 0,
(∂++)3M˜−−γα = 0.
(B.90)
We now split Mαβ = Mˆcαβ − Mˇεαβ in the standard way, to obtain
δ˜Dij = −∂αα˙
{[
D1e
ij
βα˙ + 8φ¯
2c2D3(b · eβα˙)bij
]
δβα − 4φ¯
[
D2e˜
ij
βα˙
]
cβα
}
(B.91)
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where
e˜ijαα˙ = κ
(ike
j)
kαα˙, and (κ · eαα˙) = κij · eijαα˙. (B.92)
After solving for D1, D2, D3, the series expansion of the variation up to second order in
bij is
δDij = 2i∂αα˙
[(
1 +
1
3
b2c2φ¯2
)
²(iαΨ¯
j)
α˙ + 4iφ²
((kβΨ¯
i)
α˙cαβb
j)
k − 4iφ¯2c2bij²kαΨ¯lα˙bkl
]
+ O(b3)
(B.93)
For the field φ in turn, combining the results in (5.45) with (5.52c), we have
δ˜φ = 8
(
2Ψ−α ²
−
β φ¯− Aαα˙Ψ¯−α˙²−β
)
Cˆ++αβ−∂++g−−+(2Aαα˙b−− α˙β + 8Ψ−α f−β ) Cˆ++αβ, (B.94)
which includes terms already present in the variation of Aαα˙, whose u-dependence was
already treated in the preceding section. It is helpful then, to simply substitute (B.63) in
the equation above, and choose g−− to be of the form
g−− = − φ¯
−1
2
Aαα˙b−−αα˙ +G
−−, (B.95)
where G−− is still an unknown function. In this way we get
δ˜φ = −∂++G−− − φ¯−1Aαα˙δ˜Aαα˙ + 8b++cαβ(Aαα˙Ψ¯−α˙ + φ¯Ψ−α )(2²−β + φ¯−1f−β ). (B.96)
We take now the following Ansatz for the function G−−
G−− = eˆ−−αβ G
αβ + eˆ+−αβ G
−−αβ + eˆ++αβ G
(−4)αβ + eˆαβG˜−−αβ, (B.97)
where
eˆijαβ = (Aαα˙Ψ¯
α˙ + φ¯Ψα)
(i
²
j)
β ,
eˆαβ =
(
Aαα˙Ψ¯
iα˙ + φ¯Ψiα
)
²iβ.
(B.98)
Inserting the Ansatz in (B.96), it takes the form
δ˜φ = eˆ−−αβ N
++αβ + eˆ+−αβ N
αβ + eˆ++αβ N
−−αβ + eˆαβN˜αβ − φ¯−1Aαα˙δ˜Aαα˙, (B.99)
where
N++αβ = −∂++Gαβ + 8b++(2cαβ − φ¯−1cαγfγβ), (B.100a)
Nαβ = −∂++G−−αβ − 2Gαβ − 8b++φ¯−1cαγf−−γβ, (B.100b)
N−−αβ = −∂++G(−4)αβ − ∂++G−−αβ, (B.100c)
N˜αβ = −∂++G˜−−αβ + 4b++φ¯−1cαγf−−γβ. (B.100d)
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In this case the variations δ˜Aαα˙ and δ˜φ do not contain their undeformed components. As
usual, we will add them later. Now, solving ∂++δφ = 0 and expanding in power series,
we obtain
δφ = Ψiα²
j
β
[
2εαβεij +
16
3
φ¯cαβbij
]
+ Aα˙αΨ¯
i
α˙²
j
β
[
40
3
cαβbij
]
+ O(b3) (B.101)
Finally, for Ψ−α one has
δ˜Ψ−α =8²−β
[
(Ψ¯−)2 − φ¯D−−] cαβb++
+ 2ib+−
[
φ¯(cαβ(∂ · A)− iFαβ)²−β − (c ·G)²−α
]
cγβb+−
− 1
4
∂++f (−3)α +
i
4
∂αα˙g¯−α˙
+
[
−f (−3)β φ¯− g¯(−3)β˙ Aββ˙ − 3 f−β D−− + 2Ψ¯−β˙ b−−ββ˙
]
b++cαβ
+
[
i
2
f−β ∂
γγ˙Aγγ˙ − i∂ββ˙ g¯−β˙φ¯
]
b+−cαβ
+
[
1
2
f−β F
α
γ − iAγγ˙∂γ˙βf−α
]
b+−cγβ.
(B.102)
Inserting (B.51), and (B.64) and (B.47) and using
f (−3)α = ²
−βU−−αβ + ²
+βU
(−4)
αβ , (B.103)
the variation (B.102) acquires the form
δΨ−α = ²−βW
αβ + ²+βW
−−αβ, (B.104)
where
Wαβ =
1
4
∂++U−−αβ − b++cαγ φ¯U−−γβ
+ b++(Ψ¯−Ψ¯−)2(4cαβ + cαγAγβ) + b++(Ψ¯+Ψ¯−)cαγ (B−−γβ − 2E−−γβ)
+Diju−−ij b
++ + (3cαγf
γβ − 8φ¯cαβ) + i(∂ · A)
[
1
4
gαβ + b+−(2φ¯cαβ − cαγfγβ)
]
+ (c ·G)
[
i
2
b+−φ¯
d
dφ¯
gαβ − ib+− d
dφ¯
fαβ − 2ib+−εαβ − 1
2
b++
d
dφ¯
P−−αβ
]
+ (A · ∂φ¯)
[
i
4
d
dφ¯
gαβ − i
2
b+−cαγ φ¯
d
dφ¯
gγβ +
1
2
b++cαγ
d
dφ¯
P−−γβ
]
+ b+−[−2φ¯Fαβ + Fαγ fγβ] + ib+−Gαγ φ¯
d
dφ¯
gγβ + b++Gαγ
d
dφ¯
P−−γβ, (B.105)
107
APPENDIX B. TECHNICAL DETAILS
and
W−−αβ =
1
4
U−−αβ +
1
4
∂++U (−4)αβ − b++cαγ φ¯U (−4)γβ
+ b++cαγ
[
(Ψ¯−Ψ¯−)(B−−γβ + 2E−−γβ) + (Ψ¯+Ψ¯−)2C(−4)−γβ
]
+ 3Diju−−ij b
++cαγf
−−γβ +
i
4
(∂ · A)g−−αβ
+ (c ·G)
[
i
2
b+−φ¯
d
dφ¯
g−−αβ − ib+− d
dφ¯
f−−αβ − 1
2
b++
d
dφ¯
P (−4)αβ
]
+ (A · ∂φ¯)
[
i
4
d
dφ¯
g−−αβ − i
2
b+−cαγ φ¯
d
dφ¯
g−−γβ +
1
2
b++cαγ
d
dφ¯
P (−4)γβ
]
− b+−Fαγ f−−γβ + ib+−Gαγ φ¯
d
dφ¯
g−−γβ + b++Gαγ
d
dφ¯
P (−4)γβ, (B.106)
Forgetting for a moment the complexity of the functions involved, the condition
(∂++)2δΨ−α = 0, amounts to
(∂++)2Wαγ = 0, (B.107)
2 ∂++W αγ + (∂++)2W−−αγ = 0. (B.108)
which has a simple solution
Wαγ = pαγ + rαγ Z, (B.109)
W−−αγ = −κ−− rαγ, (B.110)
for pαγ and rαγ independent of harmonics, thus
δΨjα = ²jγ p
αγ − ²iγ κji rαγ. (B.111)
Using the same methods as before, and expanding in power series one obtains
δΨiα =
(
−Dij²αβ +
{(
1
2
+
10
9
b2c2φ¯2
)
Fαβ − 2ib2c2φ¯Gαβ
+
2
9
ib2c2φ¯2
[
8(A · ∂φ¯) + φ¯(∂ · A)] εαβ + 2
3
[
4(b · Ψ¯Ψ¯)− 4φ¯(b ·D)
−
√
2c2
3
ib2φ¯(A · ∂φ¯)− 5
3
b2φ¯2(c · F )− 2
3
ib2φ¯2(c ·G)
]
cαβ
}
εij
+
{
2
3
Fαβ + 1
3
[
40
3
c2φ¯(b · Ψ¯Ψ¯)− 28
3
c2φ¯2(b ·D) +
√
2c2
2
i(A · ∂φ¯)− 2iφ¯(c ·G)
]
εαβ
− 2
3
i
[
2(A · ∂φ¯) + φ¯(∂ · A)] cαβ}bij)²jβ + O(b3). (B.112)
108
Appendix C
Useful Formulæ
C.1 Harmonic integrals
In this Appendix we give explicit formulas for some harmonic integrals used throuought
the calculations. As said in §2.3, integration over harmonics is fully specified by the two
rules [104] ∫
du 1 = 1,
∫
du u+···+−···−i1···inj1···jm = 0.
This means, in particular, that the harmonic integral of any object of the form ∂++f−− or
∂−−f++ equals to zero, i.e. one can integrate by parts. Using this property and equation
b++b−− − (b+−)2 = λ ≡ 1
2
b2 , b2 = bikbik , (C.1)
that follow from the reduction identities of harmonic superspace (2.24),it is then easy to
show that
(b+−)2k+1 =
1
2(k + 1)
∂++
{
b−−
[
(b+−)2k − λ(b+−)2k−2 + · · ·+ (−1)kλk]} , (C.2)
(b+−)2(k+1) =
1
2k + 3
∂++
{
b−−
[
(b+−)2k+1 − λ(b+−)2k−1 + · · ·+ (−1)kλkb+−]}
+
1
2k + 3
(−1)k+1λk+1 (C.3)
Therefore any odd power of b+− = b(ik)u+i u
−
k is a total harmonic derivative, and its integral
vanishes. This provides a simple way of obtaining integrals of functions of b+− from its
Taylor expansions. Formally it is equivalent to a simple integral∫
du f(b+−) =
1
2i
√
λ
∫ i√λ
−i√λ
dx f(x) (C.4)
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From which we derive∫
duZ2n+1 = 0,
∫
duZ2n = (−1)n X
2n
2n+ 1
(C.5)
∫
duZ2n cosZ = (−1)n(2n)!
[
n∑
k=0
X2k
(2k)!
sinhX
X
−
n−1∑
k=0
X2k
(2k + 1)!
coshX
]
(C.6)
∫
duZ2n+1 sinZ = (−1)n(2n+ 1)!
[
n∑
k=0
X2k
(2k)!
sinhX
X
−
n∑
k=0
X2k
(2k + 1)!
coshX
]
(C.7)
Particular useful cases are∫
du cosZ =
sinhX
X
, (C.8)∫
duZ sinZ =
sinhX −X coshX
X
, (C.9)∫
duZ2 cosZ =
2X coshX − 2 sinhX −X2 sinhX
X
, (C.10)∫
duZ3 sinZ =
X3 coshX − 3X2 sinhX + 6X coshX − 6 sinhX
X
, (C.11)∫
duZ4 cosZ = −4(6 +X2) coshX + (24 + 12X
2 +X4) sinhX
X
. (C.12)
Another type of harmonic integrals needed to calculate the full action involve general
SU(2) tensors Aij, Bij. For a general function f(Z) and its antiderivative
F (Z) =
∫
dZ f(Z),
we have ∫
duA+− f(Z) =
A · κ
2X2
∫
Z f(Z), (C.13)
and∫
du (A+−)2 f(Z) =
[
A2
2X2
− (A · κ)
2
4X4
] ∫
du Z F (Z) +
(A · κ)2
4X4
∫
du Z2 f(Z).
(C.14)
Using this we can show∫
duA+− (Z)2n+1 = (−1)n+1 1
2n+ 3
A · κ
2
X2n,
∫
duA+− (Z)2n = 0 (C.15)
and∫
du (A+−)2 (Z)2n = (−1)n+1 [A
2 X2 + n (A · κ)2]
2 (2n+ 1) (2n+ 3)
X2n−2,
∫
du (A+−)2 (Z)2n+1 = 0.
(C.16)
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Some particular integrals are
∫
du (A+−)2 cosZ =
[
A2
2X2
− (A · κ)
2
4X4
] ∫
du Z sinZ +
(A · κ)2
4X4
∫
du Z2 cosZ
(C.17)∫
du (A+−)2 Z sinZ =
[
A2
2X2
− (A · κ)
2
4X4
] ∫
du
[−Z sinZ + Z2 cos(Z)]
− (A · κ)
2
4X4
∫
du Z3 sinZ (C.18)
Integrating by parts, we also find
∫
du (A−−)2(κ++)2f(Z) =
1
2
∫
du (A+−)2
[
2(X2 + 3Z2)f(Z) + 4Z(X2 + Z2)f ′(Z) +
1
2
(X2 + Z2)2f ′′(Z)
]
(C.19)
Due to the remarkable properties of the SU(2) tensors, it is easy to show by direct matrix
multiplication that
AijκjkB
klκli = (A · κ)(B · κ)−X2(A ·B) (C.20)
This leads to a direct generalization of some integrals calculated before
∫
du A+−B+−Z2n = (−1)n+1 [(A ·B) X
2 + n (A · κ)(B · κ)]
2 (2n+ 1) (2n+ 3)
X2n−2. (C.21)
∫
du A+−B+− f(Z) =
[
(A ·B)
2X2
− (A · κ)(B · κ)
4X4
] ∫
du Z F (Z)
+
(A · κ)(B · κ)
4X4
∫
du Z2 f(Z) (C.22)
∫
duA±±B∓∓f(Z) =
∫
duA+−B+−f(Z)+
1
2
(A ·B)
∫
du f(Z)± (A ·B · κ)
2X2
∫
duZf(Z)
(C.23)
Where
(A ·B · κ) ≡ AikBjkκij (C.24)
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C.2 Symmetrized products
Some symmetrized products of SU(2) tensors obtained by using the reduction identities
(2.24)
b++A+− = b(++A+−) +
1
2
b
(+i
A
+)
i , b
−−A+− = b(+−A−−) − 1
2
b
(−i
A
−)
i ,
b+−A++ = b(++A+−) − 1
2
b
(+i
A
+)
i , b
+−A−− = b(+−A−−) +
1
2
b
(−i
A
−)
i ,
b++A−− = b(++A−−) + b(+iA−)i +
1
3
(b · A), b(+iA+)i = b++A+− − b+−A++,
b+−A+− = b(++A−−) − 1
6
(b · A), b(+iA−)i =
1
2
(
b++A−− − b−−A++) ,
b−−A++ = b(++A−−) − b(+iA−)i +
1
3
(b · A), b(−iA−)i = b+−A−− − b−−A+−,
(C.25)
C.3 Properties of SU(2) Symmetric Tensors
The conventions used in definig the SU(2) tensors in (5.21), allow us to state some useful
properties of this kind of objects in a very compact fashion
Fαγ cγβ =
1
2
c · F cαβ − c
2
2
Fαβ, F2 = 1
2
c2 F 2 − 1
2
(c · F )2
FαβGαβ = 1
2
c2(F ·G)− 1
2
(c · F )(c ·G), D2 = 1
2
b2D2 − 1
2
(b ·D)2
Fαγcαγ = 0, FαγFαγ = 0,
Gαγcαγ = 0, GαγGαγ = 0,
Dijbij = 0, DijDij = 0.
(C.26)
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