Asymptotically sharp bound for Wentzel-Laplace eigenvalues by Ndiaye, Aïssatou M.
ar
X
iv
:2
00
6.
11
81
9v
1 
 [m
ath
.M
G]
  2
1 J
un
 20
20
Asymptotically sharp bound for
Wentzel-Laplace eigenvalues
A¨ıssatou M. NDIAYE
Abstract. We prove asymptotically optimal upper bounds for the eigen-
values of the Wentzel–Laplace operator on Riemannian manifolds with
Ricci curvature bounded below. These bounds depend highly on the ge-
ometry of the boundary in addition to the dimension and the volume of
the manifold.
1 Introduction
Let n > 2 and (M, g) be a complete Riemannian manifold of dimension
n. Let Ω ⊂ M be a bounded domain with smooth boundary Γ. We denote
by ∆ and ∆Γ the Laplace-Beltrami operators acting on functions on Ω and
Γ respectively. Given an arbitrary constant β ∈ R>0, consider the following
eigenvalue problem on Ω:{
∆u = 0 in Ω,
β∆Γu+ ∂nu = λu on Γ.
(Wentzel Problem), (1.1)
where ∂n denotes the outward unit normal derivative.
The spectrum of the Laplacian with Wentzel boundary condition con-
sists in an increasing countable sequence of eigenvalues
0 = λβW,0 < λ
β
W,1 6 λ
β
W,2 6 · · · 6 λ
β
W,k 6 · · · ր ∞. (1.2)
We adopt the convention that each eigenvalue is repeated according to its
multiplicity. Let V(k) denote the set of all k-dimensional subspaces of Vβ
which is defined by
Vβ
def
= {(u, uΓ) ∈ H
1(Ω)×H1(Γ) : uΓ = u|Γ}. (1.3)
For every k ∈ N, the kth eigenvalue of the Wentzel-Laplace operator Bβ
satisfies
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λ
β
W,k(Ω) = min
V ∈V(k)
max
06=u∈V
Rβ(u), (1.4)
where Rβ(u), the Rayleigh quotient for Bβ, is given by
Rβ(u)
def
=
∫
Ω |∇u|
2dM + β
∫
Γ |∇Γu|
2dΓ∫
Γ
u2dΓ
, for all u ∈ Vβ\{0}. (1.5)
We obtain a relevant upper bound for the eigenvalues of the problem (1.1),
according to the Weyl law:
λ
β
W,k(M, g) = βC
2
nk
2
n−1 +O(k
2
n−1 ), k →∞, (1.6)
where Cn =
2pi
(ωn−1Volg(Γ))
1
n−1
.
Theorem 1.1. Let n > 2 and (M, g) be a complete n-dimensional Riemannian
manifold with Ric(M, g) > −(n−1)κ2, with κ ∈ R>0. Let Ω ⊂M be a domain
with smooth boundary Γ. Then for every k > 1, one has
λ
β
W,k(Ω) 6 A(n)
[
κ
Volg(Ω)
Volg(Γ)
+ β
](
k
Volg(Γ)
) 2
n−1
+B(n, κ, C0)
[(
Volg(Ω)
Volg(Γ)
)1− 2
n
+
Volg(Ω)
Volg(Γ)
+ β
](
k
Volg(Γ)
) 2
n
+ C(n, κ,R0)
[
Volg(Ω)
Volg(Γ)
+ β
]
, (1.7)
where the constant A(n) depends only on the dimension n, B(Ω, κ, C0) and
C(Ω, κ, R0) depend in addition on κ and other geometric constants C0 and
R0.
As an immediate corollary of this result, we have the following upper
bound.
Corollary 1.2. Under the assumptions of Theorem 1.1, we have
λ
β
W,k(Ω) 6
(
A(n)
[
κ
Volg(Ω)
Volg(Γ)
+ β
]
+ 1
)(
k
Volg(Γ)
) 2
n−1
+B(Ω, β),
where the constant A(n) depends only on the dimension n and B(Ω, β) de-
pends on geometric quantities of Ω and on β.
Remark 1.3. It is important to remark that the hypotheses of Theorem 1.1
are quite strong. They make part of unexpressed geometric properties that
are involved in Lemma 3.2 hidden behind the constants R0 and C0. Those
required properties place geometric constraints on both Γ and the ambient
Riemannian manifoldM including a bounds on the second fundamental form
and on the Ricci curvature of Γ. However, we do not think that one can al-
low much weaker assumptions. Nonetheless, optimality of these assumptions
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deserves to be discussed. It would be interesting to compare them with alter-
native assumptions on the sectional curvature in M and principal curvatures
of Γ.
A general important assumption substantiated by the use of lemma
3.2 in the proof of Theorem 1.1 is roughly the required control of ”volume
concentration” of Γ. This might be comprehended trough the more theoretical
result given in Theorem 1.5 below. A general sufficient assumption underlying
this volume control is expressed in the following definition.
Definition 1.4. Let n ≥ 2 and C˜ be a positive real number. We designate by
M(n, C˜) the class of all n-dimensional Riemannian manifolds with boundary
Γ such that, for all x ∈ Γ and all radius 0 < r < 1, we have
Volg(B(x, r) ∩ Γ) 6 C˜r
n−1,
where B(x, r) denotes the n-dimensional metric ball of center x and radius
r > 0.
This allows us to ceil the absorbed boundary volume by n-dimensional
metric balls. The eigenvalues of manifolds in M(n, C˜) are uniformly con-
trolled. We establish the following very general result:
Theorem 1.5. Let n > 2 and C˜ be a positive real number. Let (M, g) be a
complete n-dimensional Riemannian manifold with Ric(M, g) > −(n− 1)κ2,
with κ ∈ R>0. Let Ω ⊂ M be a domain with smooth boundary Γ such that
Ω ∈M(n, C˜) . Then for every k > 1, one has
λ
β
W,k(Ω) 6 A(n)
[
κ
Volg(Ω)
Volg(Γ)
+ β
](
C˜k
Volg(Γ)
) 2
n−1
+B(n, κ)
(
Volg(Ω)
Volg(Γ)
)1− 2
n
(
k
Volg(Γ)
) 2
n
+ C(n, κ)
(
Volg(Ω)
Volg(Γ)
+ β
)
, (1.8)
where the constant A(n) depends only on the dimension, B(n, κ) and C(n, κ)
depend only on the dimension n and κ.
This general result yields the following corollary.
Corollary 1.6. Let the assumptions of Theorem 1.5 hold. For all k ∈ N, one
has
λ
β
W,k(Ω) 6
(
A(n)
[
κ
Volg(Ω)
Volg(Γ)
+ β
]
C˜
2
n−1 + 1
)(
k
Volg(Γ)
) 2
n−1
+B(Ω, β).
where the constant A(n) depends only on the dimension and B(Ω, β) depends
on the geometry (n, κ, Volg(Ω), Volg(Γ)) and on β.
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Remark 1.7. An invariant that measures the concentration of the volume as
in Definition 1.4 is aver by the authors in [1] with the intersection index.
If Ω is an Euclidean domain of Rn so that its boundary Γ is a compact
hypersurface, the intersection index of Γis defined as the supremum number
of transversal intersections of real lines with Γ:
i(Γ) := sup{♯(Γ ∩ π), π transversal line to Γ}.
From [1, Prop 2.1], for every x ∈ Rn and r > 0, one has
Volg (Γ ∩B(x, r)) 6
i(Γ)
2
Volg
(
S
n−1
)
rn−1,
where B(x, r) denotes the Euclidean ball of center x and radius r in Rn and
Sn−1 the standard n-sphere. This gives the following corollary to Theorem
1.5.
Corollary 1.8. Let Ω ⊂ Rn be an Euclidean domain with boundary Γ, then
for every k > 1, one has
λ
β
W,k(Ω) 6
[
Ani(Γ)
2
n−1β + 1
]( k
Volg(Γ)
) 2
n−1
+B(Ω, β),
where the constant An depends only on the dimension n and B(Ω, β) depends
on the geometry (n, Volg(Ω), Volg(Γ)) and on β.
If in addition, Γ is convex, we have i(Γ) = 2 and
λ
β
W,k(Ω) 6 (A
′
nβ + 1)
(
k
Volg(Γ)
) 2
n−1
+B(Ω, β),
where A′n is a dimensional constant.
Plan of the paper In the next section, Section 2, we present and prove tech-
nical results which will be used in the sequel. Section 3 is devoted to proving
our main results.
2 Metric measure space decomposition
Much of what we do in this section carries over to the metric space
setting and is inspired by [3], [2] and [4]. We adopt the notation (X, d, µ)
to designate a metric measure space such that X is complete and locally
compact with respect to the distance d and µ is a Borel measure supported in
a bounded Borelian subset Y ⊂ X , such that µ(Y \Y ) = 0 and µ(Y ) ⊂ (0,∞).
For every x ∈ X and r > 0, B(x, r) := {y ∈ X : d(x, y) < r} designates the
metric open ball. We denominate capacitor any couple (A,B) of subsets such
that ∅ 6= A ⊂ B ⊂ X . Two capacitors (A1, B1) and (A2, B2) are disjoint if
B1 ∩ B2 = ∅. A family of capacitors is a finite set of capacitors in X that
are pairwise disjoint.
Eigenvalues of the Wentzel-Laplace operator 5
Definition 2.1 (Covering property). Let (X, d) be a complete, locally compact
metric space. We denote by diam(X) the diameter, defined as the maximal
distance between any two points of X . Let ε > 1, ρ > 0 and an increasing
function N : (0, ρ] −→ N>2. We say that (X, d) satisfies the (N, ε; ρ)-covering
property if each ball of radius r such that 0 < r 6 ρ can be covered by N(r)
balls of radius r
ε
. We shall omit the symbol ε in the notation if and only if
ε = 2. In the same way, we drop the term ρ from the notation if and only if
ρ > diam(X), which we call a global covering property.
Definition 2.2. (Measure radial monotonicity) Let (X, d, µ) be as described
above. We say that the measure µ is radially monotone in X if
lim
r→0
{supµ(B(x, r)), x ∈ X} = 0. (2.1)
If (X, d, µ) is as above and radially monotone and satisfies the covering
property, then lim
r→0
N2µ(B(x, r)) = 0 for all x ∈ X . We require the following
Lemma due to Colbois and Maerten in the proof of our main theorems.
Lemma 2.3 (Colbois-Maerten, 2008). Let (X, d, µ) be as above and radially
monotone. Assume that (X, d, µ) satisfies the (N, 4; 1)-covering property, with
N constant. Let r > 0 and K ∈ N such that for every x ∈ X, µ(B(x, r)) 6
µ(X)
4KN2r
=: α. Then there exists a family of K capacitors {(Ai, Bi)}16i6K with
the following properties for 1 6 i, j 6 K:
1. µ(Ai) > 2Nα,
2. Bi = A
r
i := {x ∈ X, d(x,Ai) < r} is the r-neighbourhood of Ai and
d(Bi, Bj) > 2r whenever i 6= j.
Definition 2.4. Let (X, d, µ) be as above. The capacitors obtained when ap-
plying the construction of Colbois-Maerten in Lemma 2.3 will be called CM-
capacitors. Consistently, we call spherical capacitor any capacitor (A,B) such
that A and B are both metric balls in X .
In the following lemma, we provide a useful procedure for construction
of a general family of (spherical or CM) capacitors.
Lemma 2.5. Let (X, d, µ) be as we described above and N ∈ N such that
(X, d, µ) satisfies the (N, 4; 1)-covering property. Let 0 < r0 6
1
10 be fixed,
then for every K ∈ N, X satisfies at least one of the following properties:
1. X contains a family of K spherical capacitors {(Aj , Bj)}
K
j=1 such that
• Aj = B(xj , rj) and µ(Aj) > α, with xj ∈ X, rj ∈ (0, 2r0],
• Bj = B(xj , 2rj).
2. X contains a family of K CM-capacitors {(Aj , A
r˜0
j )}
K
j=1 where r˜0 =
min{r0, τ1} and
τ1 := sup{r ∈ R>0 : µ(B(x, r)) 6 α, ∀x ∈ X}. (2.2)
Proof. The proof consists of two steps. The first part is an iterative scheme
presenting a method to construct the proof objects. And, if the assumptions
to achieve the construction of the K spherical capacitors in the first step do
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not hold, then we shall be able to use Lemma 2.3, and solve the problem once
in Step 2.
Step 1. To start, define
X1 := X, µ1(A) := µ(A),
for every measurable set A ⊂ X and
τ1 = sup{r ∈ R>0 : µ1(B(x, r)) 6 α, ∀ x ∈ X1}.
We have the two possible cases:
Case τ1 > r0: Then µ1(B(x, r0)) 6 α, for every x ∈ X1. In this case we
set r˜0 := r0 and move to Step 2.
Case τ1 < r0: Set r1 :=
3
2τ1. Then, there exists x1 ∈ X1 such that
µ1(B(x1, r1)) > α. We define
A1 := B(x1, r1), B1 := B(x1, 2r1), C1 := B(x1, 4r1).
We have then µ(A1) > α. There are two important observations for
the inductive step. First, C1 can be covered by N
2 balls of radius r14
(4r1 = 6τ1 < 6r0 = 6r0 < 1 then C1 can be covered by N balls of
radius r1 and each of those balls can be covered by N balls of radius
r1
4 ). Second, µ1(B(x,
r1
4 )) 6 α for all x ∈ X , since
r1
4 < τ1. Hence
µ1(C1) 6 N
2α and
µ(X\C1) > µ(X)− µ(C1) > µ(X)
(
1−
1
4K
)
>
µ(X)
2
.
First iteration. We define
X2 := X\C1, µ2(A) := µ(A ∩X2),
for every measurable set A ⊂ X and
τ2 := sup{r ∈ R>0 : µ2(B(x, r)) 6 α, ∀ x ∈ X2}.
We have:
Case τ2 > τ1: Then µ2(B(x, τ1)) 6 α, for every x ∈ X2. In this case we
set r˜0 := τ1 and move to Step 2.
Case τ2 < τ1: Set r2 :=
3
2 τ2. Then, there exists x2 ∈ X2 such that
µ2(B(x2, r2)) > α. We define
A2 := B(x2, r2), B2 := B(x2, 2r2),
C2 := C1 ∪B(x2, 4r1).
We have µ(A2) = µ(A2 ∩X) > µ(A2 ∩X2) = µ2(A2) > α.
In addition, r2 < r1 hence B1 ∩B2 = ∅.
Similarly, B(x2, 4r1) can be covered byN
2 balls of radius r24 (4r1 =
6τ1 < 6r0 < 6r0 < 1 then B(x2, 4r1) can be covered by N balls of radius
r2 and each of those balls can be covered by N balls of radius
r2
4 ).
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Since µ(B(x, r24 )) 6 µ(B(x,
r1
4 )) 6 α for all x ∈ X , µ(B(x2, 4r1)) 6
N2α. Notice that µ(C2) 6 µ(C1) + µ(B(x2, 4r1)) 6 2N
2α. Hence, one
has
µ(X\C2) = µ(X)− µ(C2) > µ(X)
(
1−
1
2K
)
>
µ(X)
2
.
Iteration j, with 1 < j 6 K. Suppose that we have constructed j − 1 capac-
itors {(A1, B1), . . . , (Aj−1, Bj−1)} satisfying for 1 6 i 6= l 6 j − 1

µ(Ai) > α,
Bi ∩Bl = ∅,
Cj−1 =
⋃j−1
i=1 B(xi, 4r1) and µ(Cj−1) 6 (j − 1)N
2α
with for every 1 6 i 6 j − 1

Xi = X\Ci−1, C0 := ∅
µi(·) = µ(· ∩Xi)
τi = sup{r ∈ R>0 : µi(B(x, r)) 6 α, ∀ x ∈ Xi}
0 < τi < τ1 < r0.
Define Xj := X\Cj−1, then
µ(Xj) = µ(X\Cj−1) = µ(X)− µ(Cj−1)
> µ(X)
(
1−
j − 1
4K
)
>
µ(X)
2
> 0.
Then, define the measure µj(A) := µ(A ∩Xj), for all measurable set A ⊂ X
and
τj := sup{r ∈ R>0 : µj(B(x, r)) 6 α, ∀ x ∈ Xj}.
Case τj > τ1: We have µj(B(x, τ1)) 6 α, for every x ∈ Xj . In this case
we move to Step 2.
Case τj < τ1: Set rj :=
3
2τj . Then, there exists xj ∈ Xj such that
µj(B(xj , rj)) > α. We define
Aj := µj(B(xj , rj)), Bj := µj(B(xj , 2rj)),
Cj := Cj−1 ∪B(xj , 4r1)
One has µ(Aj) > µ(Aj ∩X2) = µj(Aj) > α.
Again B(xj , 4r1) can be covered by N
2 balls of radius r14 , hence
µ(B(xj , 4r1)) 6 N
2α.
We have
µ(Cj) 6 µ(Cj−1) + µ(B(xj , 4r1))
6 jN2α 6 KN2α.
Since for i = 1, . . . , j we have ri < r1, Bj ∩Bi = ∅ for all 1 6 i 6 j − 1
and
µ(X\Cj) > µ(X)
(
1−
1
4
)
>
µ(X)
2
.
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Step 2. Let r˜0 := min{r0, τ1}. We suppose that, for some j0 ∈ {1, . . . ,K−1},
we have µj0(B(x, r˜0)) 6 α, for every x ∈ Xj0 . Clearly, if j0 = 1 (respectively
j0 > 1), then r˜0 = r0 (respectively r˜0 = τ1). In each case, µj0(Xj0) = µ(Xj0 >
µ(X)
2 > 0. Applying Lemma 2.3 to (Xj0 , d, µj0), we obtain in Xj0 (then in X)
a family of K CM-capacitors {(Aj , A
r˜0
j )}
K
j=1. This concludes the proof. 
3 Proof of mains Theorems
In this section we prove our main results. We start with the following
proposition which will be useful to prove Theorem 1.5.
Proposition 3.1. Let n > 2 and C˜ be a positive real number. Let (M, g) be a
complete n-dimensional Riemannian manifold with Ric(M, g) > −(n− 1)κ2,
with κ ∈ R>0. Let Ω ⊂ M be a domain with smooth boundary Γ such that
Ω ∈M(n, C˜). Then for every k > 1, one has
λ
β
W,k(Ω) 6 A(n, β, κ,Ω)
(
C˜k
Volg(Γ)
) 2
n−1
+B(n, κ,Ω)
(
k
Volg(Γ)
) 2
n
+ C(n, β, κ,Ω), (3.1)
where
A(n, β, κ,Ω) = A(n, κ)
[
Volg(Ω)
Volg(Γ)
+ β
]
B(n, κ,Ω) = B(n, κ)
(
Volg(Ω)
Volg(Γ)
)1− 2
n
C(n, β, κ,Ω) = C(n, κ)
[
Volg(Ω)
Volg(Γ)
+ β
]
,
A(n, κ), B(n, κ) and C(n, κ) depend only on the dimension n and κ.
Proof. Consider the metric measure space (M,d, µ), where d is the distance
from the metric g and µ is the Borel measure with support Γ defined for each
Borelian A of M by
µ(A) :=
∫
A∩Γ
dvg.
This measures the area of the part of the hypersurface Γ lying inside the
subset A.
We will start by showing that the metric space (M,d, µ) satisfies the
assumptions of Lemma 2.5. Then, according to the nature of the capacitors
obtained after applying Lemma 2.5, we define a disjointly supported family of
test functions and bound their Rayleigh quotient. This allows us to conclude
the proof using the variational characterisation of λβW,k(Ω).
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Being a topological manifold,M is locally compact and the radial mono-
tonicity is fulfilled. Thanks to the Hopf-Rinow theorem (M,d) is a complete
metric space. The measure µ is supported in Γ, we have clearly µ(Γ\Γ) =
µ(∅) = 0 and µ(Γ) = Volg(Γ) ∈ (0,∞).
To show that the metric space (M,d) satisfies the (N, 4; 1)-covering
property for some constant N ∈ N>2, we take x ∈ M , 0 < r < 1 and
{B(xi,
r
8 )}
N
i=1 a maximal family of disjoint balls with center xi ∈ B(x, r).
By the maximality assumption, the family {B(xi,
r
4 )}
N
i=1 covers B(x, r). To
prove that N is finite, take i0 ∈ {1, . . . , N} such that
Volg
(
B
(
xi0 ,
r
8
))
= min
16i6N
Volg
(
B
(
xi,
r
8
))
.
Then one has thatNVolg(B(xi0 ,
r
8 )) 6
∑
16i6N Volg(B(xi,
r
8 )) since the balls
B(xi,
r
8 ) are pairwise disjoint. In addition, B(xi,
r
8 ) ⊂ B(xi, r +
r
8 ) for every
xi ∈ B(x, r). Hence NVolg(B(xi0 ,
r
8 )) 6 Volg(B(x,
9r
8 )),
N 6
Volg(B(x,
9r
8 ))
Volg(B(xi0 ,
r
8 ))
6
Volg(B(x, 2r))
Volg(B(xi0 ,
r
8 ))
6
Volg(B(xi0 , 4r))
Volg(B(xi0 ,
r
8 ))
.
Using the volume comparison Theorem (Bishop 1964, Gromov 1980), one has
Volg(B(xi0 , 4r))
Volg(B(xi0 ,
r
8 ))
6
ν(n,−κ2, 4r)
ν(n,−κ2, r8 )
,
where ν(n, κ2, r) denotes the volume of a ball of radius r in the constant
curvature model space Mn
κ2
. Then
N 6
∫ 4r
0
sinhn−1(κt)dt∫ r
8
0
sinhn−1(κt)dt
6
∫ 4r
0
[(κt)eκt]
n−1
dt∫ r
8
0
(κt)n−1dt
6
e4r(n−1)κ
∫ 4r
0 t
n−1dt∫ r
8
0
tn−1dt
= 25ne4r(n−1)κ < 25ne4(n−1)κ.
Now set K := 4k and r0 :=
1
10 . Applying Lemma 2.5, there exists inM either
a family B = {(Aj , Bj)}
4k
j=1 of spherical capacitors such that
• Aj = B(xj , rj), xj ∈ X , rj ∈ (0, 2r0], µ(Aj) > α =
Volg(Γ)
16kN2 ,
• Bj = B(xj , 2rj),
or a family C = {(Aj , A
r0
j )}
4k
j=1 of 4k CM-capacitors such that µ(Aj) > 2Nα.
First case M ⊃ B. For each 1 6 j 6 4k, we consider the function fj sup-
ported in Bj = B(xj , 2rj) ∈ B and defined by
fj(x) :=
{
min{1, 2−
d(xj,x)
rj
} ∀x ∈ Bj ,
0 ∀x ∈M\Bj.
One sees that
Rβ(fj) 6
∫
Ω∩Bj
|∇fj |
2dM + β
∫
Γ∩Bj
|∇fj |
2dΓ∫
Γ∩Aj
fi
2dΓ
.
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i) Since for every x ∈ Aj , fj(x) = 1, one has∫
Γ∩Aj
fj
2dΓ >
∫
Γ∩Aj
dΓ > µ(Aj) >
Volg(Γ)
16N2k
.
ii) Set for x ∈M , dj(x) := d(xj , x), then
|∇fj| 6
∣∣∣∣∇(2− dj(x)rj )
∣∣∣∣ =
∣∣∣∣ 1rj∇(dj(x))
∣∣∣∣ 6 1rj .
By Ho¨lder’s inequality, we have
∫
Ω∩Bj
|∇fj |
2dM 6
(∫
Ω∩Bj
|∇fj |
ndM
) 2
n
(∫
Ω∩Bj
dM
)1− 2
n
6
(
1
rnj
∫
Ω∩Bj
1dM
) 2
n
(∫
Ω∩Bj
dM
)1− 2
n
6
(
1
rnj
Volg(Bj)
) 2
n
(Volg(Ω ∩Bj))
1− 2
n .
However, one has
Volg(Bj) 6 ν(n,−κ
2, rj) 6
2n
n
rnj e
2(n−1)rjκ
6
2n
n
rnj e
2(n−1)κ =: c(n, κ)rnj .
In addition, the Bj ’s are pairwise disjoint then
4k∑
j=1
Volg(Ω ∩Bj) 6 Volg(Ω).
We deduce that at least 2k of Bj ’s satisfy
Volg(Ω ∩Bj) 6
Volg(Ω)
k
. (3.2)
Up to re-ordering, we assume that for the first 2k of the Bj ’s we have
(3.2). Hence,
∫
Ω∩Bj
|∇fj |
2 6 c(n, κ)
2
n
(
Volg(Ω)
k
)1− 2
n
, ∀ 1 6 j 6 2k.
iii) Notice that d(xj ,Γ) 6 2rj 6 4r0 < R0. We have
Volg(Γ ∩B(xj , 2rj)) 6 C˜(2rj)
n−1. (3.3)
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and then∫
Γ∩Bj
|∇fj |
2dM 6
(∫
Γ∩Bj
|∇fj |
ndM
) 2
n−1
(∫
Γ∩Bj
dM
)1− 2
n−
6
(
1
rn−1j
∫
Γ∩Bj
dM
) 2
n−1
(∫
Γ∩Bj
dM
)1− 2
n−1
6
(
1
rn−1j
Volg(Γ ∩B(xj , 2rj))
) 2
n−1
(Volg(Γ ∩Bj))
1− 2
n−1
6
(
2n−1C˜
) 2
n−1
(Volg(Γ ∩Bj))
1− 2
n−1 .
In addition, again the Bj ’s are pairwise disjoint then
4k∑
j=1
Volg(Γ ∩Bj) 6 Volg(Γ).
Hence at least k of Bj ’s satisfy
Volg(Γ ∩Bj) 6
Volg(Γ)
k
. (3.4)
Up to re-ordering, we assume that for the first k of the Bj ’s inequality
(3.4) holds. Hence,∫
Γ∩Bj
|∇fj |
2dM 6 4C˜
2
n−1
(
Volg(Γ)
k
)1− 2
n−1
.
Combining i), ii), iii), one has
Rβ(fj) 6
16N2k
Volg(Γ)
[
c(n, κ)
2
n
(
Volg(Ω)
k
)1− 2
n
+ 4βC˜
2
n−1
(
Volg(Γ)
k
)1− 2
n−1 ]
6 B(n, κ)
(
k
Volg(Γ)
) 2
n
(
Volg(Ω)
Volg(Γ)
)1− 2
n
+A(n, κ)β
(
C˜k
Volg(Γ)
) 2
n−1
,
(3.5)
where A(n, κ) := 216ne8(n−1)κ and B(n, κ) := 214ne8(n−1)κc(n, κ)
2
n .
Second case M ⊃ C. For each 1 6 j 6 4k, we consider the function ϕj
supported on Ar˜0j defined by
ϕj(x) :=
{
1−
d(Aj ,x)
r˜0
∀x ∈ Ar˜0j ,
0 ∀x ∈M\Ar˜0j .
We have
Rβ(ϕj) 6
∫
Ω∩A
r˜0
j
|∇ϕj |
2dM + β
∫
Γ∩A
r˜0
j
|∇ϕj |
2dΓ∫
Γ∩Aj
ϕi2dΓ
.
12 A. Ndiaye
i) Since for every x ∈ Aj , ϕj(x) = 1, one has∫
Γ∩Aj
ϕj
2dΓ >
∫
Γ∩Aj
dΓ > µ(Aj) >
Volg(Γ)
8Nk
ii) We have ∫
Ω∩A
r˜0
j
|∇ϕj |
2dM 6
1
r˜20
Volg(Ω ∩A
r˜0
j ).
The Ar˜0j ’s are pairwise disjoint then
∑4k
j=1 Volg(Ω ∩ A
r˜0
j ) 6 Volg(Ω).
We deduce that at least 2k of Ar˜0j ’s satisfies
Volg(Ω ∩ A
r˜0
j ) 6
Volg(Ω)
k
. (3.6)
Up to re-ordering, we assume that for the first 2k of the Ar˜0j ’s we have
(3.6). Hence,∫
Ω∩A
r˜0
j
|∇ϕj |
2 6
1
r˜20
Volg(Ω)
k
, ∀ 1 6 j 6 2k.
iii) By the same argument, at least k of Ar˜0j ’s satisfy
Volg(Γ ∩ A
r˜0
j ) 6
Volg(Γ)
k
. (3.7)
Up to re-ordering, we assume that for the first k of the Ar˜0j ’s inequality
(3.7) holds. Hence,∫
Γ∩A
r˜0
j
|∇ϕj |
2 6
1
r˜20
Volg(Γ)
k
, ∀ 1 6 j 6 k.
Combining i), ii), iii), one has
Rβ(ϕj) 6
2Nk
Volg(Γ)
[
1
r˜20
Volg(Ω)
k
+ β
1
r˜20
Volg(Γ)
k
]
=
2N
r˜20
[
Volg(Ω)
Volg(Γ)
+ β
]
.
Hence, if r˜0 = r0, then
Rβ(ϕj) 6 C(n, κ)
[
Volg(Ω)
Volg(Γ)
+ β
]
, (3.8)
where C(n, κ) := 2
5n+3e4(n−1)κ
r20
= 52 · 25(n+1)e4(n−1)κ. Otherwise, r˜0 = τ1 and
there exists x ∈ X such that µ (B(x, 2r˜0)) > α. Take y ∈ B(x, 2r˜0)∩Γ, since
B(y, 4r˜0) ⊃ B(x, 2r˜0), we have C˜(4r˜0)
n−1 > µ (B(y, 4r˜0)) > α. Consequently,
1
r˜20
6 4
(
16C˜kN2
Volg(Γ)
) 2
n−1
and we have
Rβ(ϕj) 6 A
′(n, κ)
[
Volg(Ω)
Volg(Γ)
+ β
](
C˜k
Volg(Γ)
) 2
n−1
, (3.9)
with A′(n, κ) depending on n and κ.
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In both cases Rβ(ϕj) is bounded from above by the sum of the right-
hand sides in (3.5), (3.8) and (3.9). Without loss of generality, one can assume
that A(n, κ) > A′(n, κ). One concludes the argument by applying the min-
max characterization of λβW,k(Ω). 
Proof of Theorem 1.5. From Proposition 3.1, for every k > 1, we have
λ
β
W,k(Ω) 6 A(n, κ)
[
Volg(Ω)
Volg(Γ)
+ β
](
C˜k
Volg(Γ)
) 2
n−1
+B(n, κ)
(
Volg(Ω)
Volg(Γ)
)1− 2
n
(
k
Volg(Γ)
) 2
n
+ C(n, κ)
[
Volg(Ω)
Volg(Γ)
+ β
]
, (3.10)
where the constants A(n, κ), B(n, κ) and C(n, κ) are in the form c(n)eκ,
c(n) being a term involving n and κ free.
- If κ 6 1, then A(n, κ), B(n, κ) and B′(n, κ) can be replace by constants
depending only on n:
λ
β
W,k(Ω) 6 A(n)
[
Volg(Ω)
Volg(Γ)
+ β
](
C˜k
Volg(Γ)
) 2
n−1
+B(n)
(
Volg(Ω)
Volg(Γ)
)1− 2
n
(
k
Volg(Γ)
) 2
n
+ C(n)
(
Volg(Ω)
Volg(Γ)
+ β
)
.
- Otherwise, we assume that Ric(M, g) > −(n− 1)κ2g with κ > 1. Then
the Ricci curvature Ric(M, g˜) of the rescaled metric g˜ := κ2g is bounded
by −(n−1)g˜. We mark with a tilde quantities associated with the metric
g˜, while those unmarked with such will be still associated with the metric
g. Then we have
λ˜
β
W,k(Ω) 6 A(n)
[
Volg(Ω)
Volg(Γ)
+ β
](
C˜k
Volg˜(Γ)
) 2
n−1
+B(n)
(
Volg˜(Ω)
Volg˜(Γ)
)1− 2
n
(
k
Volg˜(Γ)
) 2
n
+ C(n)
(
Volg˜(Ω)
Volg˜(Γ)
+ β
)
,
In addition, since κ > 1, for all u ∈ Vβ\{0} we have
R˜β(u) =
κ
∫
Ω
|∇u|2dM + β
∫
Γ
|∇Γu|
2dΓ
κ2
∫
Γ u
2dΓ
>
1
κ2
Rβ(u).
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Every orthonormal basis of a k-dimensional subspaces V ∈ V(k) of Vβ
remains orthogonal with the metric g˜, then using the variation charac-
terisation, we have
λ
β
W,k(Ω) 6 κ
2λ˜
β
W,k(Ω) 6 A(n)
[
Volg˜(Ω)
Volg˜(Γ)
+ β
]
κ2
(
C˜k
Volg˜(Γ)
) 2
n−1
+B(n)κ2
(
Volg˜(Ω)
Volg˜(Γ)
)1− 2
n
(
k
Volg˜(Γ)
) 2
n
+ C(n)κ2
(
Volg˜(Ω)
Volg˜(Γ)
+ β
)
.
However Volg˜(Ω) = κ
nVolg(Ω) and Volg˜(Γ) = κ
n−1Volg(Γ), thus
λ
β
W,k(Ω) 6 A(n)
[
κ
Volg(Ω)
Volg(Γ)
+ β
](
C˜k
Volg(Γ)
) 2
n−1
+B(n)κ
(
Volg(Ω)
Volg(Γ)
)1− 2
n
(
k
Volg(Γ)
) 2
n
+ C(n)κ2
(
κ
Volg(Ω)
Volg(Γ)
+ β
)
6 A(n)
[
κ
Volg(Ω)
Volg(Γ)
+ β
](
C˜k
Volg(Γ)
) 2
n−1
+B(n)κ
(
Volg(Ω)
Volg(Γ)
)1− 2
n
(
k
Volg(Γ)
) 2
n
+ C(n)κ3
(
Volg(Ω)
Volg(Γ)
+ β
)
.
In each case,
λ
β
W,k(Ω) 6 A(n)
[
κ
Volg(Ω)
Volg(Γ)
+ β
](
C˜k
Volg(Γ)
) 2
n−1
+B(n)
(
κ+ 1
)(Volg(Ω)
Volg(Γ)
)1− 2
n
(
k
Volg(Γ)
) 2
n
+ C(n)
(
κ3 + 1
)(Volg(Ω)
Volg(Γ)
+ β
)
. (3.11)
The result follows setting B(n, κ) := B(n)
(
κ+ 1
)
and C(n, κ) := C(n)
(
κ3 +
1
)
. 
Proof of Corollary 1.6. We rewrite the second term in the right hand side of
(3.11) that we refer as T2:
T2 =
B
k
2
n(n−1)
(
k
Volg(Γ)
) 2
n−1
Eigenvalues of the Wentzel-Laplace operator 15
where B := B(n, κ)
(
Volg(Ω)
Volg(Γ)
)1− 2
n
Volg(Γ)
2
n(n−1) .
1. If k 6 B
n(n−1)
2 then T2 is bounded from above by
B
1+ 2
n
Volg(Γ)
2
n−1
= B(n, κ)1+
2
n
Volg(Ω)
1− 4
n2
Volg(Γ)
1− 2
n(n−1)
+ 2
n+1−
4
n2(n−1)
− 4
n2
=: B,
which is a geometric constant free from k.
2. Otherwise, we have B
k
2
n(n−1)
< 1 and then
T2 <
(
k
Volg(Γ)
) 2
n−1
.
In each case, we have
T2 6
(
k
Volg(Γ)
) 2
n−1
+B.
Hence replacing in (3.11) and setting
B(Ω, β) := B + C(n, κ)
(
Volg(Ω)
Volg(Γ)
+ β
)
,
we get
λ
β
W,k(Ω) 6
(
A(n)
[
κ
Volg(Ω)
Volg(Γ)
+ β
]
C˜
2
n−1 + 1
)(
k
Volg(Γ)
) 2
n−1
+B(Ω, β).

The following lemma, from [5, Lemma 3.2] gives a volume estimate result
which will be very useful to achieve our estimate in Theorem 1.1.
Lemma 3.2 (Nardulli, 2018). Let (M, g) be a Riemannian manifold of dimen-
sion n > 2 and Γ ⊂M a smooth hypersurface. Then there exist two constants
R0 > 0 and C0 > 0 such that for every x ∈M at distance d from Γ, one has
Volgg(Γ ∩B(x,R)) 6 (1 + 2RC0)ωn−1(2R)
n−1, ∀ R ∈ [d,R0), (3.12)
where ωn−1 is the volume of the unit ball of R
n−1. Here R0 is a constant
depending on geometric data of Γ and the ambient Riemannian manifold M
including a bound on the second fundamental form, normal injectivity radius
of Γ and injectivity radius of M . As well, the constant C0 depends on the
same quantities but also on a lower bound on the Ricci curvature of Γ.
Remark 3.3. In the statement of [5, Lemma 3.2] the inequality holds for every
x ∈M with dist(Γ, x) < R0 and R < R0. One can consider R ∈ [dist(Γ, x), R)
since in the case dist(Γ, x) > R, the intersection Γ∩B(x, r) is empty and the
inequality is trivial. Assuming that dist(Γ, x) 6 R < R0, we have in the right
hand side dist(Γ, x) +R 6 2R which leads to our statement.
The proof in [5] reduces the problem to an application of Bishop-Gromov
inequality estimating the volume of an intrinsic ball of Γ. This is done by using
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comparison theorems for distortion of the normal exponential map based on
a submanifold, to compare the extrinsic and intrinsic distance functions on
Γ.
Proof of Theorem 1.1. The proof follows along the same lines as the proofs
of Proposition 3.1 with only slight modifications. We consider the metric
measure space (M,d, µ), where d is the distance from the metric g and µ is
the Borel measure with support Γ defined for each Borelian A of M by
µ(A) :=
∫
A∩Γ
dvg.
It satisfies the assumptions of Lemma 2.5 as we have already seen in
the proof of Proposition 3.1. .
We set K := 4k and r0 :=
1
10 min{1, R0} where R0 is the same constant
as in Lemma 3.2. Applying Lemma 2.5, there exists in M either a family
B = {(Aj , Bj)}
4k
j=1 of spherical capacitors such that
• Aj = B(xj , rj), xj ∈ X , rj ∈ (0, 2r0], µ(Aj) > α =
Volg(Γ)
16kN2 ,
• Bj = B(xj , 2rj),
or a family C = {(Aj , A
r0
j )}
4k
j=1 of 4k CM-capacitors such that µ(Aj) > 2Nα.
First case M ⊃ B. This first part of the proof is exactly the same as the
proof of Theorem 1.5 until the point (iii)) below. For each 1 6 j 6 4k, we
consider the function fj supported in Bj = B(xj , 2rj) ∈ B and defined by
fj(x) :=
{
min{1, 2−
d(xj,x)
rj
} ∀x ∈ Bj ,
0 ∀x ∈M\Bj.
One sees that
Rβ(fj) 6
∫
Ω∩Bj
|∇fj |
2dM + β
∫
Γ∩Bj
|∇fj |
2dΓ∫
Γ∩Aj
fi
2dΓ
.
i) Since for every x ∈ Aj , fj(x) = 1, one has
∫
Γ∩Aj
fj
2dΓ >
∫
Γ∩Aj
dΓ > µ(Aj) >
Volg(Γ)
16N2k
.
ii) Set for x ∈M , dj(x) := d(xj , x), then
|∇fj| 6
∣∣∣∣∇(2− dj(x)rj )
∣∣∣∣ =
∣∣∣∣ 1rj∇(dj(x))
∣∣∣∣ 6 1rj .
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By Ho¨lder’s inequality, we have
∫
Ω∩Bj
|∇fj |
2dM 6
(∫
Ω∩Bj
|∇fj |
ndM
) 2
n
(∫
Ω∩Bj
dM
)1− 2
n
6
(
1
rnj
∫
Ω∩Bj
1dM
) 2
n
(∫
Ω∩Bj
dM
)1− 2
n
6
(
1
rnj
Volg(Bj)
) 2
n
(Volg(Ω ∩Bj))
1− 2
n .
However, one has
Volg(Bj) 6 ν(n,−κ
2, rj) 6
2n
n
rnj e
2(n−1)rjκ
6
2n
n
rnj e
2(n−1)κ =: c(n, κ)rnj .
In addition, the Bj ’s are pairwise disjoint then
4k∑
j=1
Volg(Ω ∩Bj) 6 Volg(Ω).
We deduce that at least 2k of Bj ’s satisfy
Volg(Ω ∩Bj) 6
Volg(Ω)
k
. (3.13)
Up to re-ordering, we assume that the first 2k of the Bj ’s satisfy (3.13).
Hence,∫
Ω∩Bj
|∇fj |
2
6 c(n, κ)
2
n
(
Volg(Ω)
k
)1− 2
n
, ∀ 1 6 j 6 2k.
iii) Notice that d(xj ,Γ) 6 2rj 6 4r0 < R0. Applying Lemma 3.2 with
R = 2rj , we have
Volg(Γ ∩B(xj , 2rj)) 6 (1 + 4rjC0)ωn−1(4rj)
n−1.
Either 1 > 4rjC0 and then one has∫
Γ∩Bj
|∇fj |
2dM 6
(∫
Γ∩Bj
|∇fj |
n−1dM
) 2
n−1
(∫
Γ∩Bj
dM
)1− 2
n−1
6
(
1
rn−1j
∫
Γ∩Bj
dM
) 2
n−1
(∫
Γ∩Bj
dM
)1− 2
n−1
6
(
1
rn−1j
Volg(Γ ∩B(xj , 2rj))
) 2
n−1
(Volg(Γ ∩Bj))
1− 2
n−1
6
(
22n−1ωn−1
) 2
n−1 (Volg(Γ ∩Bj))
1− 2
n−1 .
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Or, 1 6 4rjC0 and then
∫
Γ∩Bj
|∇fj |
2dM 6
(∫
Γ∩Bj
|∇fj |
ndM
) 2
n
(∫
Γ∩Bj
dM
)1− 2
n
6
(
1
rnj
∫
Γ∩Bj
1dM
) 2
n
(∫
Γ∩Bj
dM
)1− 2
n
6
(
1
rnj
Volg(Γ ∩B(xj , 2rj))
) 2
n
(Volg(Γ ∩Bj))
1− 2
n
6
(
23+2(n−1)C0ωn−1
) 2
n
(Volg(Γ ∩Bj))
1− 2
n .
In each case,∫
Γ∩Bj
|∇fj |
2dM 6
(
22n−1ωn−1
) 2
n−1 (Volg(Γ ∩Bj))
1− 2
n−1
+
(
23+2(n−1)C0ωn−1
) 2
n
(Volg(Γ ∩Bj))
1− 2
n .
In addition, again the Bj ’s are pairwise disjoint then
4k∑
j=1
Volg(Γ ∩Bj) 6 Volg(Γ).
Hence at least k of Bj ’s satisfy
Volg(Γ ∩Bj) 6
Volg(Γ)
k
. (3.14)
Up to re-ordering, we assume that for the first k of the Bj ’s inequality
(3.14) holds. Hence,∫
Γ∩Bj
|∇fj |
2dM 6
(
22n−1ωn−1
) 2
n−1
(
Volg(Γ)
k
)1− 2
n−1
+
(
23+2(n−1)C0ωn−1
) 2
n
(
Volg(Γ)
k
)1− 2
n
.
Combining i), ii), iii), one has
Rβ(fj) 6
16N2k
Volg(Γ)
[
c(n, κ)
2
n
(
Volg(Ω)
k
)1− 2
n
+ β
(
22n−1ωn−1
) 2
n−1
(
Volg(Γ)
k
)1− 2
n−1
+ β
(
23+2(n−1)C0ωn−1
) 2
n
(
Volg(Γ)
k
)1− 2
n ]
.
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Thus,
Rβ(fj) 6A(n, κ)β
(
k
Volg(Γ)
) 2
n−1
+B(n, κ, C0)
[
Volg(Ω)
Volg(Γ)
+ β
](
k
Volg(Γ)
) 2
n
, (3.15)
where
A(n, κ) := 228nω
2
n−1
n−1e
8(n−1)κ
(n, κ, C0) := 2
24n(C0ωn−1)
2
n e8(n−1)κ + 224ne12(n−1)κ.
Second case M ⊃ C. For each 1 6 j 6 4k, we consider the function ϕj
supported on Ar˜0j defined by
ϕj(x) :=
{
1−
d(Aj ,x)
rj
∀x ∈ Ar˜0j ,
0 ∀x ∈M\Ar˜0j .
We have
Rβ(ϕj) 6
∫
Ω∩A
r˜0
j
|∇ϕj |
2dM + β
∫
Γ∩A
r˜0
j
|∇ϕj |
2dΓ∫
Γ∩Aj
ϕi2dΓ
.
i) Since for every x ∈ Aj , ϕj(x) = 1, one has∫
Γ∩Aj
ϕj
2dΓ >
∫
Γ∩Aj
dΓ > µ(Aj) >
Volg(Γ)
8Nk
ii) We have ∫
Ω∩A
r˜0
j
|∇ϕj |
2dM 6
1
r˜20
Volg(Ω ∩A
r˜0
j ).
The Ar˜0j ’s are pairwise disjoint then
∑4k
j=1 Volg(Ω ∩ A
r˜0
j ) 6 Volg(Ω).
We deduce that at least 2k of Ar˜0j ’s satisfies
Volg(Ω ∩ A
r˜0
j ) 6
Volg(Ω)
k
. (3.16)
Up to re-ordering, we assume that for the first 2k of the Ar˜0j ’s we have
(3.16). Hence,∫
Ω∩A
r˜0
j
|∇ϕj |
2 6
1
r˜20
Volg(Ω)
k
, ∀ 1 6 j 6 2k.
iii) By the same argument, at least k of Ar˜0j ’s satisfy
Volg(Γ ∩ A
r˜0
j ) 6
Volg(Γ)
k
. (3.17)
Up to re-ordering, we assume that for the first k of the Ar˜0j ’s inequality
(3.17) holds. Hence,∫
Γ∩A
r˜0
j
|∇ϕj |
2
6
1
r˜20
Volg(Γ)
k
, ∀ 1 6 j 6 k.
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Combining i), ii), iii), one has
Rβ(ϕj) 6
8Nk
Volg(Γ)
[
1
r˜20
Volg(Ω)
k
+ β
1
r˜20
Volg(Γ)
k
]
=
2N
r˜20
[
Volg(Ω)
Volg(Γ)
+ β
]
. (3.18)
Hence, if r˜0 = r0, then
Rβ(ϕj) = C
[
Volg(Ω)
Volg(Γ)
+ β
]
, (3.19)
where C = C(n, κ,R0) :=
210ne4(n−1)κ
r20
and r0 :=
1
10 min{1, R0}.
Otherwise, r˜0 = τ1 < r0 and there exist x ∈ X such that µ(B(x, 2τ1)) > α =
Volg(Γ)
16N2k . Using Lemma 3.2, we have
(1 + 4r˜0C0)ωn−1(4r˜0)
n−1 > α.
Either 4τ1C0 < 1 then
1
r˜0
6 a′(n, κ)
(
k
Volg(Γ)
) 2
n−1
where a′(n, κ) depends
only on n and κ. Or, 4τ1C0 > 1 and
1
r˜0
6 b′(n, κ, C0)
(
k
Volg(Γ)
) 2
n
where
b′(n, κ, C0) depends on n, κ and C0. Replacing in(3.18), these partial results
are combined by a global upper bound after summation
Rβ(ϕj) 6 A
′(n, κ)
[
Volg(Ω)
Volg(Γ)
+ β
](
k
Volg(Γ)
) 2
n−1
+B′(n, κ, C0)
[
Volg(Ω)
Volg(Γ)
+ β
](
k
Volg(Γ)
) 2
n
+ C(n, κ,R0)
[
Volg(Ω)
Volg(Γ)
+ β
]
, (3.20)
where A′(n, κ), B′(n, κ, C0) and C(n, κ,R0) depend on the respective terms
in parentheses.
We can assume that A(n, κ) > A′(n, κ) and B(n, κ, C0) > B
′(n, κ, C0).
In both cases Rβ(ϕj) is bounded from above by the sum of the right-hand
sides in (3.15) and (3.20). One concludes the argument by applying the min-
max characterization of λβW,k(Ω):
λ
β
W,k(Ω) 6 A(n, κ)
[
Volg(Ω)
Volg(Γ)
+ β
](
k
Volg(Γ)
) 2
n−1
(3.21)
+B(n, κ, C0)
[(
Volg(Ω)
Volg(Γ)
)1− 2
n
+
Volg(Ω)
Volg(Γ)
+ β
](
k
Volg(Γ)
) 2
n
(3.22)
+C(n, κ,R0)
[
Volg(Ω)
Volg(Γ)
+ β
]
, (3.23)
where the constants B(n, κ, C0) and C(n, κ,R0) depend on n and geometric
quantities κ, C0 and R0 respectively.
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With the same arguments as in the prof of Theorem 1.5, we have
λ
β
W,k(Ω) 6 A(n)
[
κ
Volg(Ω)
Volg(Γ)
+ β
](
k
Volg(Γ)
) 2
n−1
+B(n, κ, C0)
[(
Volg(Ω)
Volg(Γ)
)1− 2
n
+
Volg(Ω)
Volg(Γ)
+ β
](
k
Volg(Γ)
) 2
n
+ C(n, κ,R0)
[
Volg(Ω)
Volg(Γ)
+ β
]
, (3.24)
tant A(n) depends only on the dimension n, the constants B(n, κ, C0) and
C(n, κ,R0) depend on n and geometric quantities κ, C0 and R0 respectively.

Proof of Corollary 1.2. The proof of Corollary 1.2 is similar to the proof of
Corollary 1.6 
References
[1] Bruno Colbois, Emily B Dryden, and Ahmad El Soufi. Bounding the eigenval-
ues of the Laplace-Beltrami operator on compact submanifolds. Bulletin of the
London Mathematical Society, 42(1):96–108, 2010.
[2] Bruno Colbois, Ahmad El Soufi, and Alexandre Girouard. Isoperimetric control
of the spectrum of a compact hypersurface. J. Reine Angew. Math., 683:49–65,
2013.
[3] Bruno Colbois and Daniel Maerten. Eigenvalues estimate for the Neumann prob-
lem of a bounded domain. Journal of Geometric Analysis, 18(4):1022–1032, Oct
2008.
[4] Asma Hassannezhad. Conformal upper bounds for the eigenvalues of the Lapla-
cian and Steklov problem. J. Funct. Anal., 261(12):3419–3436, 2011.
[5] Stefano Nardulli. Regularity of isoperimetric regions that are close to a smooth
manifold. Bull. Braz. Math. Soc. (N.S.), 49(2):199–260, 2018.
Aı¨ssatou M. NDIAYE
Institut de mathe´matiques
Universite´ de Neuchaˆtel
Switzerland
Tel.: +41327182800
e-mail: aissatou.ndiaye@unine.ch
