A variety of authorshaveinvokeda principleof no reflection.Notable amongtheseareEngqulstandMajda [2] whostudiedthe general linearcase andHedstrom [8] andThompson [10] We also assume that the computational boundary is located at r = L (L > r0) and that proper conditions at r0 are specified. Finally we assume that p0(r) = p_ and z0(r) = 0, r> L.
The plan of this paper is as follows: In section 2 we follow the construction presented by Whitham [11] 
Following Whitham [11] we have retained ! corrections to the characteristic 7, speed to suppress nonuniformities in the expansion as r approaches infinity.
5.
! Note that the source terms are absent at this order, so R1 and $1 are RJe- 
B(7-) -
We remark that this solution may break down where characteristics intersect, in which case a shock must be fitted in. In order to compute the first nonvartishing correction to the incoming variable we consider the equation
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To solve equation (2.18) we make a change of variables in which S_ is expressed as a function of 7-and r . This yields the above equation in the 
S_(L,_) =
To put equation (2.21) in a more convenient form, we differentiate with
Now the integral term is of order _1 due to the presence of -_('sNTherefore _(L,_) = we neglect it along with -_ contributions to N. 
Our boundary condition at r = L has the integrated form
Corresponding, respectively, to (2.24), (2.26) and (2.27) we have:
In addition we need to introduce a finiteness condition at r = 0 due to the singularity of the equations (3.1) and (3.2) . This is accomplished by
It is difficult to establish the weU-posedness of initial-boundary value problems for nonlinear hyperbolic systems. We content ourselves with the derivation of bounds on the growth of the total energy of the system. The (physical) energy density is defined by: 9) where the internal energy e satisfies:
f(P) (3.10) e'(p) = p--T"
We also define q = VE.
(3.11)
Here the gradient is with respect to the variables p and z. Then q : 2 p2 -{" , (3.12)
7-1
Taking the inner product of (3.1) and (3.2) with q we obtain fo L _(t) = _2Edr, (3.15) which is the total energy of the system. It is useful to rewrite _:
Clearly, (3.8) implies that @ = 0 at r = 0 leaving us with
We now state the main theorem of this section. ,(t) _< 3(0) + r(t). (3.18)
Proof:
Using Fubini's theorem it may easily be verified that (3.4) solved for _ yields:
Since the bracketed quantity in (3.16) is positive, the right hand side of (3.17) can be positive only if _ is negative. As p is nonnegative and G is a nondecreasing function, a positive contribution to the total energy implies: 
and also introduce notation for the approximate fluxes and sources:
Weemploythe two step Lax-Wendroff method (Sod [9] ) in the interior:
+_ = ½(u_ + uh_)-_(F(uh_)-F(U_))
(½(v + , i= 1,...,N; (4.5)
This is second order in space and time for smooth solutions. 
= -s(u;_ )+ 2AtQ( ). (4.8)
Note that all quantities on the right are available from the interior scheme.
Another numerical condition is needed. We obtain it from the equation for the outgoing characteristic, (2.4). Writing it in the form:
OR OR o-7 + c(p,z)-g = w(p,_),
we have the second order discretization: In the first case considered here the far field boundary is located at 5 (L = 5). are not. Again, the steady state density found using HH3 is correct while that found using Th is off by about 12.5 %.
It is worthwhile to note the significant fluctuations in the variables which occur near the origin. We believe this is a natural consequence of the fo- 
We include the t term so that characteristics can be computed.
In partic-I = ular, at a point of outflow, zl > 0, no boundary condition for m2 and q2
is required. At inflow we may simply use (6.12) and (6.13) without the r derivative terms to update the angular momenta. In summary we have: 
