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the fractional Laplacian (−∆)α/2
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Abstract
We prove a parabolic version of the Littlewood-Paley inequality for the fractional Laplacian
(−∆)α/2, where α ∈ (0, 2).
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1 Introduction
Let T2,t be the semigroup corresponding to the heat equation ut = ∆u (see (2.8)). The classical
Littlewood-Paley inequality says for any p ∈ (1,∞) and f ∈ Lp(Rd),
∫
Rd
(∫ ∞
0
|∇T2,tf |2dt
)p/2
dx ≤ N(p)‖f‖pp. (1.1)
In [5] and [7] Krylov extended (1.1) by proving the following parabolic version in which H is a
Hilbert space.
Theorem 1.1 Let H be a Hilbert space, p ∈ [2,∞),−∞ ≤ a < b ≤ ∞, f ∈ Lp((a, b) × Rd,H).
Then ∫
Rd
∫ b
a
(∫ t
a
|∇T2,t−sf |2H ds
)p/2
dtdx ≤ N(p)
∫
Rd
∫ b
a
|f |pH dtdx. (1.2)
Let α ∈ (0, 2). The main goal of this article is to prove (1.2) with ∂α/2x and Tα,t in place of ∇
and T2,t respectively, where Tα,t is the semigroup corresponding to the equation ut = −(−∆)α/2u.
That is, we prove
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Theorem 1.2 Let H be a Hilbert space, p ∈ [2,∞),−∞ ≤ a < b ≤ ∞, and f be an H-valued
function of (t, x), then
∫
Rd
∫ b
a
[∫ t
a
|∂α/2x Tα,t−sf(s, ·)(x)|2Hds
]p/2
dxdt ≤ N(α, p)
∫
Rd
∫ b
a
|f |pH dtdx. (1.3)
If f(t, x) = f(x), then (1.3) easily leads to the Littlewood-Paley inequality (1.1) with ∂
α/2
x and Tα,t
in place of ∇ and T2,t (see Remark 2.5).
Our motivation is as follows. For several decades, the fractional Laplacian and partial differential
equations with the fractional Laplacian have been studied by many authors, see for instance [2] and
[9]. Motivated by this, we were tempted to construct an Lp-theory of stochastic partial differential
equations of the type
du = −(−∆)α/2u dt+
∞∑
k=1
fkdwkt , u(0, x) = 0. (1.4)
Here f = (f1, f2, · · · ) is an ℓ2-valued random function of (t, x), and wkt are independent one-
dimensional Wiener processes. It turns out that if f = (f1, f2, · · · ) satisfies certain measurability
condition, the solution of this problem is given by
u(t, x) =
∞∑
k=1
∫ t
0
Tα,t−sf
k(s, ·)(x)dwks , (1.5)
and by Burkholder-Davis-Gundy inequality (see [6]), we have
E
∫ T
0
‖∂α/2x u(t, ·)‖pLpdt ≤ N(p)E
∫ T
0
∫
Rd
[∫ t
0
|∂α/2x Tα,t−sf(s, ·)(x)|2ℓ2ds
]p/2
dxdt. (1.6)
Actually if f is not random, then the reverse inequality also holds. Thus to prove ∂
α/2
x u ∈ Lp and
to get a legitimate start of the Lp-theory of SPDEs of type (1.4), one has to estimate the right-hand
side of (1.6). Later, we will see that (1.3) implies that for any solution u of equation (1.4),
E
∫ T
0
‖u(t, ·)‖p
H
α/2
p
dt ≤ N(α, p, T )E
∫ T
0
‖|f |ℓ2‖pLpds, (1.7)
where ‖u‖
H
α/2
p
:= ‖(1−∆)α/4u‖Lp .
As usual Rd stands for the Euclidean space of points x = (x1, ..., xd), Br(x) := {y ∈ Rd :
|x− y| < r} and Br := Br(0). For β ∈ (0, 1), and functions u(x) we set
∇xu = ( ∂
∂x1
u, · · · , ∂
∂xd
u), ∂βxu(x) = F−1(|ξ|β uˆ(ξ))(x)
where F(f)(ξ) = fˆ(ξ) := 1
(2π)d
∫
Rd
e−iξ·xf(x)dx is the Fourier transform of f . If we write N =
N(...), this means that the constant N depends only on what are in parenthesis.
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2 Main Result
In this section we introduce a slightly extended version of Theorem 1.2. Fix α ∈ (0, 2) and let
pα(t, x) = p(t, x), where t > 0, denote the Fourier inverse transform of e
−(2π)αt|ξ|α , that is,
p(t, x) :=
∫
Rd
eiξ·xe−(2π)
αt|ξ|αdξ
and p(x) := p(1, x). For a suitable function h and t > 0, define
Tth(x) := (p(t, ·) ∗ h(·))(x) :=
∫
Rd
p(t, x− y)h(y)dy, (2.8)
(−∆)β2 h(x) := ∂βxh := F−1(|ξ|βF(h)(ξ))(x).
Then, for β > 0,
∂βxTth(x) = F−1(|ξ|βe−(2π)
αt|ξ|α hˆ(ξ))
=
∫
Rd
eiξ·x|ξ|βe−(2π)α |t1/αξ|αdξ ∗ h(x)
= t−d/α
∫
Rd
eiξ·t
−1/αx|t−1/αξ|βe−(2π)α|ξ|αdξ ∗ h(x)
= t−β/α · t−d/αφβ(x/t1/α) ∗ h(x), (2.9)
where
φβ(x) :=
∫
Rd
|ξ|βeiξ·xe−(2π)α|ξ|αdξ = (−∆)β2 p(x).
The following two lemmas are crucial in this article and are proved in section 3.
Lemma 2.1 Denote φˆβ(ξ) = F(φβ)(ξ), then there exists a constant N = N(d, α, β) > 0 such that
|φˆβ(ξ)| ≤ N |ξ|β, |ξ||φˆ(ξ)| ≤ N,
|φβ(x)| ≤ N
(
1
|x|d+β ∧ 1
)
and |∇φβ(x)| ≤ N
(
1
|x|d+1+β ∧ 1
)
.
Lemma 2.2 For each α ∈ (0, 2) and β > 0, there exists a continuously differentiable function
φβ(ρ) defined on [0,∞) such that for some positive constant K which depends on d, α, β,
|φβ(x)|+ |∇φβ(x)| + |x||∇φβ(x)| ≤ φβ(|x|),
∫ ∞
0
|φ′β(ρ)| dρ ≤ K,
φβ(∞) = 0,
∫ ∞
r
|φ′β(ρ)|ρd dρ ≤
K
rβ
∀r ≥ (10)−1/α.
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To make our inequality slightly extended, we consider convolutions (see (2.9)) with more general
functions. Let ψ(x) be a C1(Rd) function such that |ψˆ(ξ)| ≤ K|ξ|ν for some ν > 0, |ξ|λ|ψˆ(ξ)| ≤ K
for some λ > 0, and assume that for some δ ≥ α2 , there exists a continuously differentiable function
ψ satisfying
|ψ(x)| + |∇ψ(x)| + |x||∇ψ(x)| ≤ ψ(|x|),
∫ ∞
0
|ψ′(ρ)| dρ ≤ K, ψ(∞) = 0
and ∫ ∞
r
|ψ′(ρ)|ρd dρ ≤ (K/rδ), ∀r ≥ (10)−1/α. (2.10)
By Lemma 2.1 and Lemma 2.2, we know φα/2 satisfies all the above assumptions. Define
Ψth(x) := t
−d/αψ(·/t1/α) ∗ h(·)(x).
For f ∈ C∞0 (Rd+1,H), t > a ≥ −∞, and x ∈ Rd, we define
Gaf(t, x) := [
∫ t
a
|Ψt−sf(s, ·)(x)|2H
ds
t− s ]
1/2, G = G−∞.
Here is our main result. The proof is given in section 5.
Theorem 2.3 Let p ∈ [2,∞), −∞ ≤ a < b ≤ ∞ and f ∈ C∞0 ((a, b) × Rd,H). Then∫
Rd
∫ b
a
[Gaf(t, x)]p dtdx ≤ N
∫
Rd
∫ b
a
|f(t, x)|pH dtdx, (2.11)
where the constant N depends only on d, p, α, ν, λ, δ and K.
Remark 2.4 Take ψ = φα/2, ν = δ = α/2, λ = 1, a = 0 and b = T , then (2.11) implies∫
Rd
∫ T
0
[
∫ t
0
|∂α/2x Tα,t−sf(s, ·)(x)|2Hds]p/2 dtdx ≤ N
∫
Rd
∫ T
0
|f(t, x)|pH dtdx. (2.12)
Remark 2.5 Note that inequality (2.1) with ∂
α/2
x and Tα,t in place of ∇ and T2,t is an easy con-
sequence of (2.12). Indeed, take T = 2 and f(t, x) = f(x). The left-hand side of (2.12) is not less
than ∫
Rd
∫ 2
1
[
∫ 1
0
|∂α/2x Tα,sf(x)|2H ds]p/2 dtdx =
∫
Rd
[
∫ 1
0
|∂α/2x Tα,sf(x)|2H ds]p/2 dx.
Thus it follows that ∫
Rd
[
∫ 1
0
|∂α/2x Tα,sf(x)|2H ds]p/2 dx ≤ N
∫
Rd
‖f‖pH dx,
and the self-similarity (∂
α/2
x Tα,sf(c ·))(x) = cα/2(∂α/2x Tα,cαsf)(cx) allows one to replace the upper
limit 1 by infinity with the same constant N .
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3 Preliminary estimates on (−∆)β/2p(t, x)
In this section we study the upper bound of |(−∆)β/2p(t, x)| and |∇(−∆)β/2p(t, x)|, and then we
prove Lemma 2.1 and Lemma 2.2. Actually the arguments in this section allow one to get the
upper bound of |Dm(−∆)β/2p(t, x)| for any m ≥ 0.
Lemma 3.1 There exists a constant N = N(d, α, β) > 0 such that
|(−∆)β2 p(x)| ≤ N|x|d+β . (3.13)
Proof. See [3] for d = 1 and [4] for d ≥ 2. Actually in [3], (3.13) is given only for β = 0. Also in
[4], (−∆)β2 p(x) is estimated in terms of power series (Proposition 2.2), however the series does not
converge if α > 1. For these reasons, we give a detailed proof. Also some inequalities obtained in
this proof will be used in the proof of Lemma 3.4.
For d = 1, since |ξ| is an even function, we have
(−∆)β2 p(x) =
∫
R
|ξ|βeiξxe−(2π)α |ξ|αdξ
= 2Re
∫ ∞
0
ξβeiξxe−(2π)
αξαdξ
= 2Re
1
x1+β
∫ ∞
0
ξβeiξe−(2π)
α(ξ/x)αdξ. (3.14)
Assume 0 < α ≤ 1. Consider the integrand as a function of the complex variable ξ. Since the
integrand in (3.14) is analytic in the complement of the non-positive real half line and is continuous
at zero, if we take principal branch cut, for N > 0, the path integration is zero on the closed path
γN (t) :=


t if 0 ≤ t ≤ N
N + i(t−N) if N ≤ t ≤ 2N
3N − t+ iN if 2N ≤ t ≤ 3N
i(4N − t) if 3N ≤ t ≤ 4N.
By letting N →∞, one can move the path of integration to the positive imaginary axis, and gets
(note |e−(2π)α(iξ/x)α | ≤ 1)
|(−∆)β2 p(x)| =
∣∣∣∣2Re 1x1+β
∫ ∞
0
(iξ)βe−ξe−(2π)
α(iξ/x)αi dξ
∣∣∣∣ ≤ 2|x|1+β
∫ ∞
0
ξβe−ξdξ ≤ N|x|1+β .
If 1 < α < 2, we use another closed path
γN (t) :=


t if 0 ≤ t ≤ N cos π2α
N cos π2α + i sin
π
2α(
t
cos pi
2α
−N) if N cos π2α ≤ t ≤ 2N cos π2α
(3N − tcos pi
2α
)ei
pi
2α if 2N cos π2α ≤ t ≤ 3N cos π2α .
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Thanks to the path integration on the above path, which looks like formally replacing ξ by ξei
pi
2α ,
we get (since |e−(2π)α(ξei
pi
2α /x)α | = 1)
|(−∆)β2 p(x)| ≤ |2Re 1
x1+β
∫ ∞
0
(ξei
pi
2α )βeiξe
i pi
2α e−(2π)
α(ξei
pi
2α /x)αei
pi
2α dξ|
≤ 2|x|1+β
∫ ∞
0
ξβe−ξ sin
pi
2α dξ ≤ N|x|1+β .
Next, let d ≥ 2. Since the function (−∆)β2 p(x) is radial, we may assume x = (|x|, . . . , 0), and if
we denote the surface of the d-dimensional unit ball by Sd−1 and the surface measure by dσ, then
from the spherical coordinate we have
(−∆)β2 p(x) =
∫
Rd
|ξ|βeiξ1|x|e−(2π)α |ξ|αdξ
=
∫
Rd
|ξ|β cos(ξ1|x|)e−(2π)α |ξ|αdξ
=
∫ ∞
0
rβ+d−1
∫
Sd−1
cos(rσ1|x|)e−(2π)α |r|αdσdr.
Furthermore we can express σ ∈ Sd−1 as σ = (cos θ, φ sin θ) with θ ∈ [0, π] and φ ∈ Sd−2, and get
(−∆)β2 p(x) =
∫ ∞
0
rβ+d−1
∫ π
0
sind−2(θ)
∫
Sd−2
cos(r cos θ|x|)e−(2π)α |r|αdφdθdr
= Ad−2
∫ ∞
0
rβ+d−1
∫ π
0
sind−2(θ) cos(r cos θ|x|)e−(2π)α |r|αdθdr,
where Ad−2 is the area of Sd−2 and A0 := 1. By the changes of variables r|x| → r and t = cos θ,
(−∆)β2 p(x) = Ad−2 1|x|β+d
∫ ∞
0
rβ+d−1
∫ π
0
sind−2(θ) cos(r cos θ)e−(2π)
α(r/|x|)αdθdr
= Ad−2
1
|x|β+d
∫ ∞
0
rβ+d−1
∫ 1
−1
cos(rt)e−(2π)
α(r/|x|)α(1− t2)(d−3)/2dtdr. (3.15)
To proceed further, we use Bessel function Jn(z) and Whittaker functionW0,n(z). For any complex
z that is not negative real and any real n > −12 , define
Jn(z) :=
(12z)
n
Γ(n+ 12)
√
π
∫ 1
−1
(1− t2)n−1/2 cos(zt)dt,
W0,n(z) :=
e−z/2
Γ(n+ 12)
∫ ∞
0
[t(1 + t/z)]n−1/2e−tdt (3.16)
where arg z is understood to take its principle value, that is, | arg z| < π. It is known (see, for
instance, [12] p.346, p.360 and [11] p.314) that the two functions are related by the formula
Jn(z) =
1√
2πz
(
exp{1
2
(n+
1
2
)πi}W0,n(2iz) + exp{−1
2
(n+
1
2
)πi}W0,n(−2iz)
)
.
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In particular, if z is a positive real number,
Jn(z) = 2Re
[
1√
2πz
exp{1
2
(n+
1
2
)πi}W0,n(2iz)
]
. (3.17)
We also know (see, for instance, [12] p. 343)
W0,n(z) = e
− 1
2
z{1 +O(z−1)}. (3.18)
Due to (3.16) and (3.17), from (3.15) we have
(−∆)β2 p(x)
=
Ad−2
|x|β+d
∫ ∞
0
rβ+d−1
∫ 1
−1
cos(rt)e−(2π)
α(r/|x|)α(1− t2)(d−3)/2dtdr
=
Ad−2
|x|β+d
∫ ∞
0
rβ+d/22d/2−1Γ(
1
2
(d− 1))√πJ(d/2)−1(r)e−(2π)
α(r/|x|)αdr (3.19)
=
N(d)
|x|β+dRe
∫ ∞
0
rβ+(d−1)/2 exp{1
2
(
d
2
− 1
2
)πi}W0,(d/2)−1(2ir)e−(2π)
α(r/|x|)αdr, (3.20)
where N(d) := 2(d−1)/2Ad−2Γ(
1
2(d−1)). From definition (3.16) one easily checks that the integrand
in (3.20) is analytic in the complement of the non-positive real half line and is continuous at zero.
Let 0 < α ≤ 1. Remembering (3.18) and doing the path integration on an appropriate closed
path, as in the case d = 1, we can change the path of integration in (3.20) from the positive real
half line to the negative imaginary half line. Taking this new path of integration, that is to say,
formally replacing r by −ir, one gets (note |e−(2π)α(−ir/|x|)α | ≤ 1)
|(−∆)β2 p(x)|
=
N(d)
|x|β+d
∣∣∣∣Re
∫ ∞
0
(−ir)β+(d−1)/2 exp{1
2
(
d
2
− 1
2
)πi}W0,(d/2)−1(2r)e−(2π)
α(−ir/|x|)αi dr
∣∣∣∣
≤ N|x|β+d
∫ ∞
0
rβ+(d−1)/2W0,(d/2)−1(2r)dr ≤
N
|x|β+d .
Let 1 < α < 2. Then |e−ire−i
pi
2α | ≤ e−r2 , and thus
|W0,(d/2)−1(2ire−i
pi
2α )| ≤ e
−r
2
Γ(d/2 − 1/2)
∫ ∞
0
∣∣∣[t(1 + t/(2ire−i pi2α ))](d−3)/2e−t∣∣∣ dt.
Note that if d ≥ 3 then
|1 + t/(2ire−i pi2α )|(d−3)/2 ≤ |1 + t/r|(d−3)/2,
and if d = 2 then
|1 + t/(2ire−i pi2α )|−1/2 ≤ (1 + t sin π
2α
/(2r))−1/2 ≤ 2(1 + t/r)−1/2.
It follows that for any r > 0, we have |W0,(d/2)−1(2ire−i
pi
2α )| ≤ 2W0,(d/2)−1(r).
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We do the path integration on a different closed path and change the path of integration in
(3.20) from the positive real half line to the half line {re−i pi2α : r > 0}. Taking this new path of
integration, that is to say, formally replacing r by re−i
pi
2α , one gets (note |e−(2π)α(re−i
pi
2α /|x|)α | = 1)
|(−∆)β2 p(x)| ≤ N|x|β+d
∫ ∞
0
∣∣∣(re−i pi2α )β+(d−1)/2W0,(d/2)−1(2ire−i pi2α )e−(2π)α(re−i pi2α /|x|)α∣∣∣ dr
≤ N|x|β+d
∫ ∞
0
rβ+
d−1
2 W0,(d/2)−1(r)dr ≤
N
|x|β+d .
The lemma is proved. ✷
Remark 3.2 In the proof of Lemma 3.1 (see (3.14) and (3.19)) we proved that for any β ≥ 0,∣∣∣∣
∫ ∞
0
ξβeiξe−(2π)
α(ξ/x)αdξ
∣∣∣∣ < N, when d = 1, (3.21)
∣∣∣∣
∫ ∞
0
rβ+d/2J(d/2)−1(r)e
−(2π)α(r/|x|)αdr
∣∣∣∣ < N, when d ≥ 2, (3.22)
where N = N(α, β, d) > 0 is independent of x.
Remark 3.3 Even though (3.13) is enough for our need, we believe it is not sharp. Actually it is
known (see [1]) that if β = 0, then
p(t, x) ∼
(
t
|x|d+α ∧ t
−d/α
)
.
Lemma 3.4 There exists a constant N = N(d, α, β) > 0 such that
|∇(−∆)β2 p(x)| ≤ N( 1|x|β+d+1 ∨
1
|x|β+d+α+1 ). (3.23)
Proof. Let d = 1. By (3.21),
| d
dx
(−∆)β2 p(x)| = |
∫
R
iξ|ξ|βeiξxe−(2π)α |ξ|αdξ|
≤ 1|x|β+2 |
∫
R
ξ|ξ|βeiξe−(2π)α |ξ/x|αdξ|
=
2
|x|β+2 |Im
∫ ∞
0
ξ1+βeiξe−(2π)
α |ξ/x|αdξ| ≤ N|x|β+2 .
Let d ≥ 2. From (3.19) and the inequality
| ∂
∂xi
(−∆)β2 p(x)| = | ∂
∂|x| (−∆)
β
2 p(x)
∂|x|
∂xi
| ≤ | ∂
∂|x| (−∆)
β
2 p(x)|
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it easily follows that
|(−∆)β2 p(x)|
≤ N1|x|β+d+1 |
∫ ∞
0
(r)β+d/2Jd/2−1(r)e
−(2π)α(r/|x|)αdr|
+
N2
|x|β+d+α+1 |
∫ ∞
0
(r)β+d/2+αJd/2−1(r)e
−(2π)α(r/|x|)αdr|.
Thus by (3.22),
|(−∆)β2 p(x)| ≤ N( 1|x|β+d+1 ∨
1
|x|β+d+α+1 ).
The lemma is proved. ✷
(Proof of Lemma 2.1)
First two assertions come from the fact
F(φβ(x))(ξ) = F(
∫
Rd
|η|βeiη·xe−(2π)α |η|α dη)(ξ) = |ξ|βe−(2π)α |ξ|α.
Next, observe that
|φβ(x)| = |(−∆)
β
2 p(x)| = |
∫
Rd
|ξ|βeiξ·xe−(2π)α |ξ|αdξ| ≤
∫
Rd
|ξ|βe−(2π)α |ξ|αdξ <∞.
Similarly,
|∇φβ(x)| ≤
∫
Rd
|ξ|β+1e−(2π)α |ξ|αdξ <∞.
Therefore, by Lemma 3.1 and Lemma 3.4, there exists a constant N(d, α, β) > 0 such that
|φβ(x)| ≤ N
(
1
|x|d+β
∧ 1
)
, |∇φβ(x)| ≤ N
(
1
|x|d+1+β
∧ 1
)
.
The lemma is proved. ✷
(Proof of Lemma 2.2)
By the inequalities in Lemma 2.1, we have
|φβ(x)|+ |∇φβ(x)|+ |x||∇φβ(x)| ≤ N
(
1
|x|d+β ∧ 1
)
.
Define
φβ(ρ) =


N
ρd+β
if ρ ≥ (10)−1/α
N · (10)(d+β)/αe−(d+β)((10)1/αρ−1) if ρ < (10)−1/α.
Then, φβ is continuously differentiable on [0,∞) such that
φβ(∞) = 0, |φ(x)|+ |∇φ(x)| + |x||∇φ(x)| ≤ φβ(|x|),
∫ ∞
0
|φ′β(ρ)| dρ ≤ K
9
and for each r ≥ (10)−1/α,∫ ∞
r
|φ′β(ρ)|ρd dρ =
∫ ∞
r
(d+ β)
N
ρd+1+β
ρd dρ =
(d+ β)N
β
r−β.
The lemma is proved. ✷
4 Some estimates on Gf
In this section we develop some estimates of Gf by adopting the approaches in [7], where the case
α = 2 is studied. Fix f ∈ C∞0 (Rd+1,H) and denote u = Gf .
First, we prove a version of Theorem 2.3 when p = 2.
Lemma 4.1 There exists a constant N = N(ν, λ, α,K) > 0 so that for any T ∈ (−∞,∞],
‖u‖2L2(Rd+1∩{t≤T}) ≤ N‖f‖2L2(Rd+1∩{t≤T}). (4.24)
Proof. By the continuity of f , the range of f belongs to a separable subspace of H. Thus by using
a countable orthonormal basis of this subspace and the Fourier transform one easily finds
‖u‖2L2(Rd+1∩{t≤T}) =
∫
Rd
∫ T
−∞
[
∫ t
−∞
|ψˆ(ξ(t− s)1/α)|2|fˆ(s, ξ)|2H
ds
t− s ]dtdξ
=
∫
Rd
∫ T
−∞
∫ T
−∞
Is≤t|ψˆ(ξ(t− s)1/α)|2|fˆ(s, ξ)|2H
dt
t− sdsdξ
=
∫
Rd
∫ T
−∞
∫ T−s
0
|ψˆ(ξt1/α)|2 dt
t
|fˆ(s, ξ)|2Hdsdξ. (4.25)
By the assumption on ψ, for some ν, λ,K > 0,
|ψˆ(ξ)| ≤ K|ξ|ν , |ξ|λ|ψˆ(ξ)| ≤ K.
This and the change of the variables |ξ|αt→ t easily lead to∫ ∞
0
|ψˆ(ξt1/α)|2 dt
t
=
∫ ∞
0
|ψˆ(t1/α ξ|ξ|)|
2 dt
t
≤ K2
∫ 1
0
t−1+2ν/αdt+K2
∫ ∞
1
t−1−2λ/αdt ≤ N(ν, α, λ,K). (4.26)
Plugging (4.26) into (4.25),
‖u‖2L2(Rd+1∩{t≤T}) ≤ N
∫ T
−∞
∫
Rd
|fˆ(s, ξ)|2H dξds.
The last expression is equal to the right-hand side of (4.24), and therefore the lemma is proved. ✷
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For a real-valued function h defined on Rd, define the maximal function
Mxh(x) := sup
r>0
1
|Br(x)|
∫
Br(x)
|h(y)|dy,
where |Br(x)| denotes Lebesgue measure of Br(x). Similarly, for measurable functions h = h(t) on
R we introduce Mth as the maximal function of h relative to symmetric intervals:
Mth(t) := sup
r>0
1
2r
∫ r
−r
|h(t+ s)| ds.
For a function h(t, x) of two variables, set
Mxh(t, x) := Mx(h(t, ·))(x), Mth(t, x) = Mt(h(·, x))(t).
Denote
Q0 := [−2α, 0]× [−1, 1]d. (4.27)
Corollary 4.2 Assume that the support of f is within [−10, 10] ×B3d. Then for any (t, x) ∈ Q0∫
Q0
|u(s, y)|2 dsdy ≤ NMtMx|f |2H(t, x), (4.28)
where N depends only on d, α, ν, λ and K.
Proof. By the Lemma 4.1,∫
Q0
|u(s, y)|2 dsdy ≤
∫ 0
−∞
∫
Rd
|u(s, y)|2dyds ≤ N
∫ 0
−10
∫
B3d
|f(s, y)|2Hdyds.
Since |x− y| ≤ |x|+ |y| ≤ 4d for any (t, x) ∈ Q0 and y ∈ B3d,∫ 0
−10
∫
B3d
|f(s, y)|2Hdyds ≤
∫ 0
−10
∫
|x−y|≤4d
|f(s, y)|2Hdyds ≤ N
∫ 0
−10
Mx|f(s, x)|2Hds
≤ NMtMxf(t, x).
The lemma is proved. ✷
We generalize Corollary 4.2 as follows.
Lemma 4.3 Assume that f(t, x) = 0 for t 6= (−10, 10). Then for any (t, x) ∈ Q0,∫
Q0
|u(s, y)|2 dsdy ≤ NMtMx|f |2H(t, x),
where N = N(d, α, ν, λ, δ,K).
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Proof. First, notice that if 0 ≤ ε ≤ R ≤ ∞, and F and G are smooth enough, then∫
R≥|z|≥ε
F (z)G(|z|) dz = −
∫ R
ε
G′(ρ)(
∫
|z|≤ρ
F (z)dz)dρ
+G(R)
∫
|z|≤R
F (z)dz −G(ε)
∫
|z|≤ε
F (z)dz. (4.29)
Indeed, (4.29) is obtained by applying integration by parts to∫ R
ε
G(ρ)
d
dρ
(∫
Bρ(0)
F (z) dz
)
dρ =
∫ R
ε
G(ρ)
(∫
∂Bρ(0)
F (s) dSρ
)
dρ =
∫
R≥|z|≥ε
F (z)G(|z|) dz.
Now take ζ ∈ C∞0 (Rd) such that ζ = 1 in B2d and ζ = 0 outside of B3d. Set A = ζf and
B = (1− ζ)f . By Minkowski’s inequality, Gf ≤ GA+GB. Since GA can be estimated by Corollary
4.2, we may assume that f(t, x) = 0 for x ∈ B2d.
Denote f = |f |H , take 0 > s > r > −10, and see
|Ψs−rf(r, ·)(y)|H ≤ (s− r)−d/α
∫
Rd
|ψ(z/(s − r)1/α)||f(r, y − z)|H dz
≤ (s− r)−d/α
∫
Rd
ψ(|z|/(s − r)1/α)f(r, y − z) dz.
Observe that if (s, y) ∈ Q0 and |z| ≤ ρ with a ρ > 1, then
|x− y| ≤ 2d, Bρ(y) ⊂ B2d+ρ(x) ⊂ Bµρ(x), µ = 2d+ 1, (4.30)
whereas if |z| ≤ 1, then |y − z| ≤ 2d and f(r, y − z) = 0. Thus by (4.29), for 0 > s > r > −10 and
(s, y) ∈ Q0
|Ψs−rf(r, ·)(y)|H ≤ (s− r)−(d+1)/α
∫ ∞
1
|ψ′(ρ/(s − r)1/α)|(
∫
|z|≤ρ
f(r, y − z) dz) dρ
= (s− r)−(d+1)/α
∫ ∞
1
|ψ′(ρ/(s − r)1/α)|(
∫
Bρ(y)
f(r, z) dz) dρ
≤ (s− r)−(d+1)/α
∫ ∞
1
|ψ′(ρ/(s − r)1/α)|(
∫
Bµρ(x)
f(r, z) dz) dρ
≤ NMxf(r, x)(s − r)−(d+1)/α
∫ ∞
1
|ψ′(ρ/(s − r)1/α)|ρd dρ
= NMxf(r, x)
∫ ∞
(s−r)−1/α
|ψ′(ρ)|ρd dρ ≤ NMxf(r, x)(s − r)δ/α,
where the last inequality follows from (2.10) and the inequality (s− r)−1/α ≥ 10−1/α. By Jensen’s
inequality (Mxf)
2 ≤Mxf2, and therefore, for any (s, y) ∈ Q0 (remember δ ≥ α/2)
|u(s, y)|2 =
∫ s
−∞
|Ψs−rf(r, ·)(y)|2H
dr
s− r ≤ N
∫ s
−10
Mxf
2
(r, x)(s − r)2δ/α−1dr
≤ N
∫ 0
−10
Mxf
2
(r, x)dr ≤ NMtMxf2(t, x).
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The lemma is proved. ✷
Lemma 4.4 Assume that f(t, x) = 0 for t ≥ −8. Then for any (t, x) ∈ Q0∫
Q0
|u(s, y)− u(t, x)|2 dsdy ≤ NMtMx|f |2H(t, x), (4.31)
where N = N(d, α, ν, λ, δ,K).
Proof. Obviously it is enough to show that
sup
Q0
[|Dsu|2 + |∇u|2] ≤ NMtMx|f |2H(t, x). (4.32)
By Minkowski’s inequality the derivative of a norm is less than or equal to the norm of the derivative
if both exist. Thus for fixed (s, y) ∈ Q0 we have
|∇u(s, y)|2 ≤
∫ −8
−∞
|∇Ψs−rf(r, ·)(y)|2H
dr
s− r =:
∫ −8
−∞
I2(r, s, y)
dr
s − r ,
where
I(r, s, y) := |∇Ψs−rf(r, ·)(y)|H
= (s− r)−(d+1)/α|
∫
Rd
(∇ψ)(z/(s − r)1/α)f(r, y − z) dz|H
≤ (s− r)−(d+1)/α
∫
Rd
ψ(|z|/(s − r)1/α)f(r, y − z) dz =: I˜(r, s, y),
and f¯ := |f |H . Using (4.29) and (4.30) again, we get for s > r,
I˜(r, s, y) ≤ (s− r)−(d+2)/α
∫ ∞
0
ψ
′
(ρ/(s − r)1/α)(
∫
Bρ(y)
f(r, z) dz) dρ
≤ (s− r)−(d+2)/α
∫ ∞
0
ψ
′
(ρ/(s − r)1/α)(
∫
B2d+ρ(x)
f(r, z) dz) dρ
≤ NMxf(r, x)(s − r)−(d+2)/α
∫ ∞
0
ψ
′
(ρ/(s − r)1/α)(2d + ρ)ddρ
= NMxf(r, x)(s − r)−1/α
∫ ∞
0
ψ
′
(ρ)(2d/(s − r)1/α + ρ)ddρ.
For r ≤ −8, we have s− r ≥ 2α and∫ ∞
0
|ψ′(ρ)|(2d/(s − r)1/α + ρ)d dρ ≤
∫ ∞
0
|ψ′(ρ)|(d + ρ)d dρ ≤ N,
I˜(r, s, y) ≤ NMxf(r, x)(s − r)−1/α
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and
|∇u(s, y)|2 ≤
∫ −8
−∞
I˜2(r, s, y)
dr
s − r ≤ N
∫ −8
−∞
Mxf
2
(r, x)
dr
(s − r)2/α+1
≤ N
∫ −8
−∞
Mxf
2
(r, x)
dr
(−4 − r)2/α+1 .
By the integration by parts,
|∇u(s, y)|2 ≤ N
∫ −8
−∞
I˜2(r, s, y)
dr
s − r
≤ N
∫ −8
−∞
1
(−4− r)2/α+2 (
∫ 0
r
Mxf
2
(p, x) dp) dr
≤ NMtMxf2(t, x)
∫ −8
−∞
|r|
(−4− r)2/α+2 dr = NMtMxf
2
(t, x). (4.33)
To estimate Dsu, we proceed similarly. By Minkowski’s inequality,
|Dsu(s, y)|2 ≤ N
∫ −8
−∞
(
|DsΨs−rf(r, y)|2H
1
s− r + |Ψs−rf(r, y)|
2
H
1
(s− r)3
)
dr
=: N
∫ −8
−∞
J2(r, s, y)
1
s − r dr, (4.34)
where
J(r, s, y) := (s− r)−d/α|
∫
Rd
Dsψ(z/(s − r)1/α)f(r, y − z) dz|H
+(s− r)−d/α−1|
∫
Rd
ψ(z/(s − r)1/α)f(r, y − z) dz|H
= (s− r)−d/α|
∫
Rd
∇ψ(z/(s − r)1/α) · (− 1
α
(s− r)−1/α−1z)f(r, y − z) dz|H
+(s− r)−d/α−1|
∫
Rd
ψ(z/(s − r)1/α)f(r, y − z) dz|H
≤ N(s− r)−d/α−1
∫
Rd
ψ(|z|/(s − r)1/α)f(r, y − z) dz = NI˜(r, s, y).
This, (4.33) and (4.31) lead to (5.1). The lemma is proved. ✷
5 Proof of Theorem 2.3
Note that we may assume a = −∞ and b = ∞. Indeed, for any f ∈ C∞0 ((a, b) × Rd,H) we have
f ∈ C∞0 (Rd+1,H), and inequality (2.11) with a = −∞ and b =∞ implies the inequality with any
pair of (a, b). Since in this case the theorem is already proved if p = 2, we assume p > 2.
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Let F be the collections of all balls Q ⊂ Rd+1 of the type
Qc(s, y) := {(s − cα, s)× (y1 − c/2, y1 + c/2) · · · (yd − c/2, yd + c/2)}, c > 0.
For a measurable function h(t, x) on Rd+1, define the sharp function
h#(t, x) := sup
Q
1
|Q|
∫
Q
|h(t, x)− hQ| dyds,
where
hQ = −
∫
Q
h dyds :=
1
|Q|
∫
Q
h(s, y) dyds
and the supremum is taken over all balls Q ∈ F containing (t, x).
Theorem 5.1 (Fefferman-Stein). For any 1 < q <∞ and h ∈ Lq(Rd+1),
‖h‖Lq ≤ N(q)‖h#‖Lq . (5.1)
Proof. Inequality (5.1) is a consequence of Theorem IV.2.2 in [10], because the balls Qc(s, y)
satisfy the conditions (i)-(iv) in section 1.1 of [10] :
(i) Qc(t, x) ∩Qc(s, y) 6= ∅ implies Qc(s, y) ⊂ QN1c(t, x) ;
(ii) |QN1c(t, x)| ≤ N2|Qc(t, x)| ;
(iii) ∩c>0Qc(t, x) = {(t, x)} and ∪cQc(t, x) = Rd+1 ;
(iv) for each open set U and c > 0, the function (t, x)→ |Qc(t, x) ∩ U | is continuous. ✷
Next we prove
(Gf)#(t, x) ≤ N(MtMx|f |2H)1/2(t, x). (5.2)
By Jensen’s inequality, to prove (5.2) it suffices to prove that for each Q = Qc(s, y) ∈ F and
(t, x) ∈ Q,
−
∫
Q
|Gf − (Gf)Q|2 dyds ≤ N(d, α, ν, λ, δ,K)MtMx|f |2H(t, x). (5.3)
It is easy to check that to prove (5.3) we may assume (s, y) = (0, 0). Note that for any c > 0,
Ψth(c ·)(x) = Ψtcαh(cx) and
Gf(cα ·, c ·)(t, x) = [
∫ t
−∞
|Ψ(t−s)cαf(cαs, ·)(cx)|2H
ds
t− s ]
1/2
= [
∫ tcα
−∞
|Ψ(t−c−αs)cαf(s, ·)(cx)|2H
c−αds
t− c−αs ]
1/2
= [
∫ tcα
−∞
|Ψ(cαt−s)f(s, ·)(cx)|2H
ds
cαt− s ]
1/2
= Gf(cαt, cx). (5.4)
15
Since dilations don’t affect averages, (5.4) shows that it suffices to prove (5.3) when c = 2, that is
Q = Q0 from (4.27). Now we take a function ζ ∈ C∞0 (R) such that ζ = 1 on [−8, 8], ζ = 0 outside
of [−10, 10], and 1 ≥ ζ ≥ 0. Define
A(s, y) := f(s, y)ζ(s), B(s, y) := f(s, y)−A(s, y) = f(s, y)(1− ζ(s)).
Then
Ψt−sA(s, ·) = ζ(s)Ψt−sf(s, ·), Gf ≤ GA + GB, GB ≤ Gf
and for any constant c, |Gf − c| ≤ |GA|+ |GB − c|. Thus
−
∫
Q0
|Gf − (Gf)Q0 |2 dyds ≤ 4−
∫
Q0
|Gf − c|2 dyds ≤ 8−
∫
Q0
|GA|2 dyds+ 8−
∫
Q0
|GB − c|2 dyds.
Taking c = GB(t, x), from Lemma 4.3 we get
−
∫
Q0
|Gf − (Gf)Q0 |2 dyds ≤ 8−
∫
Q0
|GA|2 dyds + 8−
∫
Q0
|GB − GB(t, x)|2 dyds
≤ NMtMx|f |2H(t, x) + 8−
∫
Q0
|GB − GB(t, x)|2 dyds.
In addition, setting f1(s, y) := B(s, y) on s ≤ 0 and f1(s, y) := 0 on s > 0, from Lemma 4.4 we see
MtMx|f |2H(t, x) + 8−
∫
Q0
|GB − GB(t, x)|2 dyds ≤ MtMx|f |2H(t, x) +NMtMx|f1|2H(t, x)
≤ NMtMx|f |2H(t, x).
This proves (5.2).
Finally, combining the Fefferman-Stein theorem and Hardy-Littlewood maximal theorem (see,
for instance, [10]), we conclude (recall p/2 > 1)
‖u‖p
Lp(Rd+1)
≤ N‖(MtMx|f |2H)1/2‖pLp(Rd+1) = N
∫
Rd
∫
R
(MtMx|f |2H)p/2 dt dx
≤ N
∫
Rd
∫
R
(Mx|f |2H)p/2 dt dx
= N
∫
R
∫
Rd
(Mx|f |2H)p/2 dx dt
≤ N‖f‖p
Lp(Rd+1,H)
.
The theorem is proved. ✷
Below we explain why Theorem 2.3 implies (1.7). By (1.6) and Remark 2.4, for any solution u
of (1.4), we have
E
∫ T
0
‖∂α/2x u(t, ·)‖pLpdt ≤ NE
∫
Rd
∫ T
0
|f |pℓ2 dtdx. (5.5)
16
By (1.5) and Burkholder-Davis-Gundy inequality,
E
∫ T
0
‖u(t, ·)‖pLpdt ≤ NE
∫ T
0
∫
Rd
[∫ t
0
|Tα,t−sf(s, ·)(x)|2ℓ2ds
]p/2
dxdt, (5.6)
and by Jensen’s inequality
|Tt−sf(x)|2ℓ2 =
∑
k
(∫
Rd
p(t− s, y)fk(x− y)dy
)2
≤ N(p(t− s, ·) ∗ |f(·)|2ℓ2)(x). (5.7)
Thus (5.5), (5.6), (5.7) and Remark 3.3 imply
E
∫ T
0
‖u‖p
H
α/2
p
dt ≤ NE
∫ T
0
(‖u‖pLp + ‖∂α/2u‖pLp)dt ≤ N(T, d, α)E
∫
Rd
∫ T
0
|f |pℓ2 dtdx.
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