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Abstract
Mean aortic pressure is a major determinant of perfusion in all organ systems. The ability
to forecast the mean aortic pressure would enhance the ability of physicians to estimate
prognosis of the patient and assist in early detection of hemodynamic instability. However,
forecasting aortic pressure is challenging because the blood pressure time series is noisy and
can be highly non-stationary. In this study, we provided a benchmark study of different deep
sequence learning models on pump performance data obtained in patients who underwent
high-risk percutaneous intervention with transvalvular micro-axial heart pump support.
The aim of this study was to forecast the mean aortic pressure five minutes in advance,
using the time series data of previous five minutes as input. We performed comprehensive
study on time series with increasing, decreasing, and stationary trends. The experiments
show promising results with the Legendre Memory Unit architecture achieving the best
performance with an overall RMSE of 1.837 mmHg.
1. Introduction
1.1. Transvalvular micro-axial heart pump and High-risk PCI
Patients with severe multi-vessel coronary artery disease (CAD), unprotected left main
coronary artery stenosis, last remaining patent vessel, and severely reduced left ventricular
(LV) ejection fraction (EF) are often turned down from cardiac surgery and are increasingly
referred for high-risk percutaneous coronary intervention (HRPCI)[1]. The transvalvular
micro-axial heart pumps are used during HR-PCI to prevent hemodynamic instability and
improve clinical outcomes. The transvalvular micro-axial heart pump is a percutaneous,
catheter-based device that provides hemodynamic support to the heart. The correct position
of transvalvular micro-axial heart pump in patients heart is displayed in Figure 1. The
left sided transvalvular micro-axial heart pump device is typically inserted percutaneously
via the femoral artery into the ascending aorta, across the aortic valve and into the left
ventricle. The left sided transvalvular micro-axial heart pump devices entrain blood from
the left ventricle and expels into the ascending aorta.
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Figure 1: Transvalvular micro-axial heart pump; Transvalvular micro-axial heart pump position
The hemodynamic effects of transvalvular micro-axial heart pump devices include an
increase in cardiac output, improvement in coronary blood flow resulting in a decrease in
LV end-diastolic pressure, pulmonary capillary wedge pressure, myocardial workload, and
oxygen consumption[2]. Transvalvular micro-axial heart pump device performance data can
be obtained from the automated controller (AIC) console. The placement signal tracing
provides the aortic pressure (mmHg) as measured by an optical sensor located at the outlet
of the transvalvular micro-axial heart pump. Motor speed (rotations per minute) provides
the transvalvular micro-axial heart pump speed as set on the console.
1.2. Clinical Significance
Maintenance of a constant mean aortic pressure (MAP) is vital to ensure adequate organ
perfusion[3]. Studies show that the increase in the duration of time spent below MAP
threshold of 65 mmHg is associated with worse patient outcomes such as risk of mortality
and organ dysfunction[4, 5, 6]. Advance warning of imminent changes in MAP, even if the
warning comes only 5 or 15 mins ahead, could aid in prompt management of the patient prior
to a total hemodynamic collapse. Typically, physiologic waveforms obtained using invasive
arterial lines serve as a major source of hemodynamic information. However, forewarning
regarding patients status based on the forecasted time series of MAP using invasive arterial
lines is scarce.
Hemodynamic support devices such as the transvalvular micro-axial heart pumps are
increasingly used as a strategy to minimize the risk of hemodynamic instability during
high-risk percutaneous coronary intervention (HR-PCI)[1, 7, 8]. The rich data sources
collected by these hemodynamic support devices provide new opportunities to anticipate
patients status and generate forewarning. In this study, we use advanced machine learning
to forecast the MAP based on the pump performance data derived from an indwelling
transvalvular, axial flow, percutaneous heart pump. This novel approach highlights the
utility of the transvalvular micro-axial heart pump not only as a circulatory support but
also as a real-time monitoring/alerting system of cardiac function, thus obviating the need
for additional invasive arterial lines and aiding in prompt escalation of therapy.
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Forecasting stable trends in the MAP could serve as a signal to wean the patient off
hemodynamic support devices. The pump performance metric of motor speed directly
affects the level of blood flow support a patient receives from the transvalvular micro-axial
heart pump. Modeling MAP as a function of motor speed and past MAP values would
serve as control signal in the weaning process. Motor speed (and therefore support level)
is a clinician controlled parameter in the transvalvular micro-axial heart pump system.
Clinicians would be able to consider projected MAP based on the level of support they
assign when weaning. This transvalvular micro-axial heart pump uniquely has this potential
for a control-feedback loop during mechanical circulatory support.
Our dataset and its clinical application is unique in the field of blood pressure forecasting.
The transvalvular micro-axial heart pump provides hemodynamic support, thus aiding in
native heart function recovery. The transvalvular micro-axial heart pump not only aids
rehabilitation, but it is also equipped with pressure sensors to capture a MAP measure
at origin, instead of peripherally. The transvalvular micro-axial heart pump signals have
pressure measurements at a high sampling frequency that reflect how blood supply is being
driven to organs. As medical devices with physiologic waveform data become more readily
accessible, predictive analytics can be provided from real time deployment of deep learning
models for constant patient monitoring. This work hopes to provide a benchmark for how
different deep learning approaches perform on forecasting of medical time series data.
1.3. Technical Significance
Deep learning has shown tremendous success in many fields, such as computer vision, nat-
ural language processing and speech recognition. Many researchers have adopted deep
learning models for clinical prediction[9, 10]. Previously in the PhysioNet Challenge, neu-
ral network models have been used on electrocardiogram (ECG) and aortic blood pressure
time sequences to classify patients with acute hypotensive episodes in an one-hour fore-
cast window[11], achieving an accuracy of 93%[12]. Other benchmark studies have also
used deep learning on clinical time series to solve clinical problems including modeling
risk of mortality, forecasting length of stay, detecting physiologic decline, and phenotype
classification[9, 10]. However, due to the absence of publicly available high frequency aortic
blood pressure time series, deep sequence learning models have not been used to forecast
mean aortic pressure. Forecasting mean aortic pressure is challenging because the aortic
pressure time series is highly non-stationary and difficult to predict. Forecasting error and
uncertainty grows drastically for long-term forecasting. Hence, there is a urging need for a
systematic study of aortic pressure forecasting with deep learning models.
In this paper, we aim to study deep sequence models for forecasting the mean aortic
pressure five minutes in advance, using the data from previous five minutes as input. We
choose 5 minutes as the forecasting window because we want to be aware of the changes in
continuous aortic pressure within an actionable time frame for clinician intervention. Early
notification is imperative to prevent hemodynamic instability during the critical period
in which a patient recovers native heart function on mechanical circulatory support. We
benchmarked the performance of various basic and advanced deep sequence learning models
on the task of forecasting mean aortic pressure. To the best of our knowledge, this is the
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first exhaustive benchmark with respect to modeling aortic pressure with deep learning
models. Our main contributions can be summarized as:
• We conducted a benchmark study on pump performance data of transvalvular micro-
axial heart pump cases with various time series forecasting methods, focusing on deep
sequence models.
• We performed exhaustive experiments of eight deep learning models on different fore-
casting scenarios, including increasing, decreasing and stationary trend in time series.
• We systematically evaluated models’ generalization ability by cross training and test-
ing on four scenarios.
• We found that LMU achieves the best performance among all the models with 1.837
mmHg error for 5 minutes forecasting of mean aortic pressure.
2. Related Work
Machine Learning for Clinical Prediction Benchmark studies of machine learning
models on common clinical prediction tasks such as length of stay, mortality, and phe-
notyping have been reported[9, 10]. Machine learning models have also been used for
predictions of hemodynamic parameters important for patient monitoring. In 2009, the
Computing in Cardiology (CinC) challenge[13] was to predict which patients would experi-
ence an acute hypotensive episode (AHE) from MIMIC II[14]. The winner for the diverse
patient cohort (Henriques, Rocha) used a neural network multi-model (non time dependent)
approach to catch 37/40 possible AHEs[11]. Peng et al[15] framed blood pressure (BP) as
a sequence prediction problem, estimating long term, once per day blood pressure using
a Bidirectional RNN using cuff measurements as reference. Though useful for long-term,
multi-day monitoring of mobile patients, this method did not consider short-term, contin-
uous measurements to capture acute changes in BP common during high-risk procedures.
Recently, Hatib et al. 2018[16] reported the use of machine learning to analyze high-fidelity
arterial pressure waveform recordings to predict acute hypotensive episodes up to 15 mins
before they occur. They used logistic regression to classify hypotension events from arterial
waveforms of annotated patient data. This model preprocessed the data by distinguishing
separate phases in the cardiac cycle and calculating features (2.6 million+) per phase and
predicted hypotension.
Deep Sequence Learning For time series forecasting, in addition to the Recurrent Se-
quence to Sequence models[17], Temporal Convolutional Neural Networks have lately been
applied to time series learning[18]. Convolutional neural networks have led to impres-
sive results in machine translation tasks, facial recognition, and audio classification. The
Transformer[19] is the first transduction model relying entirely on self-attention to compute
representations of its input and output without using sequence-aligned RNN or convolu-
tions. This architecture has outperformed both recurrent and convolutional models on many
translation benchmarks. Memory structures such as Long Short-Term Memory (LSTM) and
Legendre Memory Unit (LMU) are used to maintain information across long windows of
time[20, 21], and attention mechanism is used to attend to part of input state space[22]. We
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apply these models to predict the MAP time series directly from the input waveforms as
opposed to classifying a section of an arterial waveform as hypotensive. By forecasting the
MAP values, the model inherently captures ranges of blood pressures- including hypotensive
and hypertensive episodes.
3. Data Description
3.1. Data Extraction
The Automated Controller (AIC) captures 25 HZ aortic pressure, motor current and motor
speed, and other waveforms derived from these three signals. Motor current modulates in
accordance to the dynamic pressure environment in the heart over the cardiac cycle (heart
beat) to maintain constant speed.
We retrieved data from 67 transvalvular micro-axial heart pump cases for our task. 57
of these cases were indicated for HRPCI (41 elective, 16 urgent). The remaining 10 were
indicated for AMI/CGS where the type was AMI with shock: transvalvular micro-axial
heart pump post-PCI. Additionally, another batch of 17 transvalvular micro-axial heart
pump cases were used to compare the performance with respect to the amount of data.
We refer to the 25HZ time series as RT data, and we also converted all 25HZ data into
0.1 HZ averaged time (AT) data by averaging every 250 RT data points, which is on the
timescale to which we want to forecast. Figure 2 displays a 10-second sample of 25HZ(RT)
Aortic Pressure and Motor Speed time series. Figure 3 displays a 20-minute sample of 0.1
HZ Mean(AT) Aortic Pressure time series. We can see that the waveform of average aortic
pressure is nonstationary and is able to indicate long-term trends of aortic pressure and
patients’ physical conditions.
Figure 2: 10-second 25HZ(RT) aortic pressure, motor speed and motor current time series
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Figure 3: 20-minute 0.1HZ(AT) mean aortic pressure time series
3.2. Feature Choice
The collected 25 Hz signals included Aortic Pressure, Motor Speed, Motor Current and
P-level.
• Aortic Pressure: Aortic Pressure is the blood pressure at the root of aorta, which
can be directly measured by the optical sensor on the transvalvular micro-axial heart
pump’s blood outlet, as marked in Figure 1.
• Motor Speed: The transvalvular micro-axial heart pump operates at a constant
motor speed at each performance (support) level, called the P-level. The transvalvular
micro-axial heart pump generates constant negative pressure at outlet, so when the
pressure at inlet is greater than the pressure at outlet, the flow will move from inlet
towards outlet.
• Motor Current: Motor Current is the currency to pay for flow. To increase pump
flow, the transvalvular micro-axial heart pump has to move more blood mass, and thus
the motor has to work harder(increase motor current) to maintain constant speed.
• P-level: Each P-level corresponds to a certain range of motor Current and motor
Speed. There are ten P levels in total- P0 to P9. The higher the p level, the higher
the blood flow is provided to the patient from increased motor current and motor
speed. Clinicians decide the P level while the patient is on support.
Since P-level and other features, e.g. left ventricular pressure and heart rate, can be inferred
from motor speed and aortic pressure, we only use aortic pressure and motor speed as our
input features for the models. Motor current is not included as a feature because the average
sequence contains little variation.
4. Methods
4.1. ARIMA
The ARIMA (Autoregressive Integrated Moving Average) model[23] is a popular statistical
method for time series forecasting. The components of the model are:
• AR: Autoregression. A model that uses the dependent relationship between an obser-
vation and some number of lagged observations.
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• Integrated. The use of differencing of raw observations (subtracting an observation
from an observation at the previous time step) in order to make the time series sta-
tionary.
• MA: Moving Average. A model that uses the dependency between an observation and
a residual error from a moving average model applied to lagged observations.
4.2. Deep Feed Forward Neural Network
A feed-forward Deep Neural Network (DNN)[24] is formed by one input layer, multiple
hidden layers and one output layer. For our task, we use DNN in an autoregressive manner.
That means we build one DNN with single unit in the output layer to perform one step
ahead forecasting, and keep recursively feeding back the predictions for multiple steps ahead
forecasting.
4.3. Recurrent Sequence to Sequence Models
The Sequence to Sequence architecture is well suited for long-term time series forecasting.
Recurrent Sequence to Sequence learning maps the input sequence to a fixed-sized vector
using one RNN (Encoder), and then maps the vector to the target sequence with another
RNN (Decoder)[17]. In general, we use an RNN to retain the temporal information in
the time series, as its hidden layers can memorize information processed through shared
weights. For the encoder, we use a Bidirectional RNN so that the model can process the
data in both the forward and backward directions. We use two separate hidden layers, and
then merge both hidden states to the same output layer. For the decoder, we used another
RNN model to decode the target sequence from the hidden states. The overall structure of
Recurrent Sequence to Sequence Model is displayed in Figure 4.
Figure 4: The overall structure of Recurrent Sequence to Sequence Model. Both encoder and decoder
contains LSTM cells. The encoder encodes input sequences and the decoder generates predictions
based on hidden states passed from the encoder.
RNNs have trouble learning long term dependencies due to vanishing gradients. Long
Short-Term Memory Units[20] can alleviate the vanishing gradients issue with a memory
cell state. We refer this recurrent sequence to sequence model with LSTM units as LSTMs
in the following sections.
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4.4. Recurrent Sequence to Sequence Models with Attention
This sequence to sequence model needs to compress all necessary information of input into
one fixed length vector from which to decode each output time step. It may be difficult
for an encoder-decoder network to learn all useful information, so Attention mechanism is
usually applied, presented in [22]. The attention mechanism learns local information by
utilizing intermediate encoder states for the context vectors used by the decoder. It is used,
as opposed to functions, to overcome the disadvantage of fixed-length context vector by
creating shortcuts between the context vector and the entire source input[22]. Thus, we also
investigated the performance of recurrent sequence to sequence with attention mechanism.
4.5. Legendre Memory Unit
The Legendre Memory Unit[21] further addresses the issue of vanishing and exploding gra-
dients commonly associated with training RNNs by using cell structure derived from first
principles to project continuous-time signals onto d orthogonal dimensions. It provides the-
oretical guarantees for learning long-range dependencies even as the discrete time-step, ∆t,
approaches zero. This enables the gradient to flow across the continuous history of internal
feature representations. The LMU is a recent innovation that achieve state-of-the-art mem-
ory capacity while ensuring energy efficiency, making it especially suitable for the chaotic
time-series prediction task in the medical domain.
4.6. Transformer
Figure 5: The overall structure of Transformer.
The encoder contains one multi-head attention
layer and one fully connected layer. The decoder
contains one masked multi-head attention layer,
one multi-head attention layer and one fully con-
nected layer
The Transformer model[19] is the first
transduction model relying entirely on self-
attention (note that attention here is differ-
ent from the one in the previous section) to
compute representations of its input and out-
put without using sequence-aligned RNN or
convolutions. Both the encoding and the
decoding component are stacks of identical
layers, each which is composed of two sub-
layers: one multi-head attention layer and one
fully connected layer. The decoder has both
those layers, but between them is an atten-
tion layer that helps the decoder focus on the
output of the encoder stack. Instead of us-
ing a single scaled dot-product attention, the
Transformer projects the queries Q, keys K
and values V times and on each of these pro-
jected versions of queries, keys and values, the
attention function is performed in parallel
Attention(Q,K, V ) = softmax(
QKT√
dk
V )
(1)
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Complexity Per Layer
LMU LSTM NN TCN(Pyramid) Transformer
O(nd) O(nd2) O(d2) O(knd2) O(n2d)
Table 1: Complexity Per Layer for LMU, LSTMs, TCN, Transformer and Pyramid; n is input length,
d is model hidden size, k is kernel size
We also used residual connections and
dropout in Transformer to improve the per-
formance. Since we apply this model to the numeric time series and we found that positional
embedding doesn’t work well. Instead, we directly incorporate the absolute position in the
input tensor instead of using positional embedding. The overall architecture of Transformer
is displayed in the Figure 5.
4.7. Temporal Convolutional Neural Network
Figure 6: The architec-
ture of the temporal con-
volutional neural network,
which consists of multiple
convolutional layers fol-
lowed by a flatten layer
and multiple fully con-
nected layers with resid-
ual connections.
Temporal Convolutional Neural Network(TCN) is a model
that has a convolutional hidden layer, operating over a one di-
mensional sequence. Convolutional neural networks create hier-
archical representations over the input sequence in which nearby
input elements interact at lower layers while distant elements in-
teract at higher layers. This provides a shorter path to capture
long-range dependencies compared to the chain structure modeled
by recurrent networks. The overall structure for our problem is
several convolutional blocks followed by a flatten layer and several
fully connected layers. To equip the model with a sense of order,
we embed the absolute position of input elements. We applied the
leaky relu activation function to each layer to prevent our models
from the dead relu problem. We also used dropout to avoid over-
fitting. Additionally, we found residual connections can greatly
improve the model performance. The overall model architecture
is shown in the Figure 6. We refer to this convolutional model as
TCN in the following sections.
TCN has a low memory requirement for training. In the case
of a long sequence, such as a 5-minute input RT sequence(7500
samples), LSTMs can easily use up all memory and suffer from the
vanishing gradient problem. Table 1 displays the complexity per
layer of Transformer, TCN, LSTMs. We can see that Transformer
is highly inefficient when input length is bigger than model hid-
den size. Therefore, only TCN is able to efficiently encode high
frequency data.
4.8. Convolutional Neural Pyramid
Different time series may require feature representations at different time scales. Multiscale
models are able to encode the temporal dependencies with different timescales and learn
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both hierarchical and temporal representations. Thus, we also studied the performance of
the Convolutional Neural Pyramid(Pyramid)[25], illustrated in Figure 7, where a cas-
cade of features are learned in two streams. The first stream across different pyramid
levels enlarges the receptive field. The second stream learns information in each pyramid
level and finally merges it to produce the final result. It includes levels from 1 to N as
shown in Figure 7, where N is the number of levels. We denote these levels as Li where
i ∈ {1, ..., N}. Different-scale content is encoded in each level Li. The feature extraction
and reconstruction operations are applied to each level respectively. The input to Li is the
feature extracted from L(i−1) after downsampling.
Figure 7: The overall structure of the Temporal Convolutional Neural Pyramid.
At level Li, 2i convolution layers are used to feature extraction. Then the reconstruction
operation fuses information from two neighboring levels. For instance, for Li and Li+1,
the output of Li+1 is upsampled and then fused with the output from Li. We simply
implement the downsampling operation as a maxpooling layer and upsampling operation
as a deconvolution layer.
5. Experiments
5.1. Data Preprocessing
We collected 25 HZ Aortic Pressure and Motor Current time series from 67 transvalvular
micro-axial heart pump cases. Then we used the sliding window to generate snippets of
length 15,000 samples (10 mins). We removed sequences where sensor artifacts were not
reflective of physiological MAPs (i.e. less than 50 mmHg, greater than 200 mmHg). The
change of Aortic Pressure bigger than 10 mmHg is considered significant. We categorized
these time series into three types: increasing sequences (I), decreasing sequences (D), and
stationary sequences (S). The overall changes of both increasing sequences and decreas-
ing sequences are bigger than 10 mmHg and the overall changes of stationary sequences
are smaller than 10 mmHg. 50,705 increasing sequences, 50,577 decreasing sequences and
419,559 stationary sequences were finally collected. All these sequences were also converted
to 0.1 HZ average (AT) sequences of length 60.
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5.2. Experiments Setup
We trained all models using RMS-prop optimizer and employed a learning rate decay of
0.8. We used a 60%-20%-20% training-validation-test split. Since there are many possible
combinations of hyper-parameters, we performed a hyper-parameter random grid search[26]
on a 10% hold out dataset. The hyper-parameter search ranges can be found in Table 2
in appendix A. Additionally, We chose Root Mean Squared Error as our evaluation metric,
and computed the moving average of this on validation set and used it as an early stopping
criteria. We used same batch size of 64 for all experiments.
We compare nine models in our experiments: ARIMA with AT input, DNN with AT input,
LSTMs with AT input, LSTMs with Attention with AT input, TCN with RT input, TCN with
AT input, Transformer with AT input, Pyramid with AT input, Pyramid with RT input.
All these models were trained to directly predict 5 minutes of mean Aortic Pressure.
Since we want to comprehensively evaluate all models’ performance and their general-
ization ability on aortic pressure forecasting, we trained all models on a training set with
the same proportion of three types of sequences and reported all RMSEs on the three test
datasets, which respectively contain 50,000 sequences of each type.
5.3. Results
Figure 8 shows the forecasting RMSE comparison for different methods. We trained all
models on datasets with different types of sequences (I-D-S). We then tested on dataset for
different scenarios: I-D-S, as well as increasing (I), decreasing (D), and stationary (S) only
datasets. We can see that the RMSE scores were higher for the increasing, decreasing sets
than the stationary. The LMU model achieved the best RMSE scores overall, achieving an
average RMSE of 1.837 mmHg on the I-D-S validation sets.
Figure 8: RMSE (mmHg) of select models: Each barplot shows models’ prediction errors for each
test set: increasing I, decreasing D, stationary S with N=50,000 sequence per set. ”I-D-S” set
contains equal proportions of all three types of sequences, N=150,000 sequences.
Figure 10 visualizes the blood pressure forecasts generated by the two top-performing
models, Legendre Memory Units and LSTMs with Attention. The dashed line is the true
aortic pressure and the solid lines are the model predictions. The prior five minutes of
aortic pressure and motor speed are the inputs to generate the predicted aortic pressure
values. We can see that the forecasting models fit the ground truth time series quite well.
The three columns from left to right are the predictions of increasing sequences, decreasing
sequences and stationary sequences respectively.
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To further validate our methods, Figure 9 shows the MAP predictions against the ground
truth for one recording over the course of 24 hours. We can see the acute changes, both
increasing and decreasing, in MAP and how well the model follows these trends.
We observe that Legendre Memory Units consistently performs the best among all
models due its memory capacity and continuous-time model architecture design. An in-
teresting finding is that without stationary sequences in the training set, all models can
achieve comparable or even better performance for predicting stationary sequences. These
results showcase the best case scenario examples in respective trends.
Figure 9: Results from top two models (Legendre Memory Units and LSTMs with attention)
aortic pressure predictions compared to Ground Truth for one transvalvular micro-axial heart pump
performance recording in 24 hours by concatenating 5 minutes sequence predictions.
6. Discussion
In this work, we explored the possibility of forecasting mean aortic pressure (MAP) among
patients undergoing high-risk PCI with transvalvular micro-axial heart pump support using
deep sequence learning models. Since MAP serves as an indicator of end-organ perfusion,
forecasting the long-term trends in MAP would greatly enhance the ability of practition-
ers to anticipate the prognosis of the patient supported with a transvalvular micro-axial
heart pumpandaid in weaning from the device and heart recovery. We prototyped the MAP
forecasting model using pump performance metrics collected int the automated controller
console (AIC) of the transvalvular micro-axial heart pump. Importantly, the pump’s op-
erating characteristics enable assessment of MAP at its origin in the aorta. We conducted
comprehensive experiments and evaluations with advanced deep sequence learning models
on the pump performance metrics. This proof of concept narrowed the many model archi-
tecture options to sequence models using RMSE as the evaluation metric. The experiments
shows promising results with the Legendre Memory Units achieving the best performance
on the task of five minutes ahead mean aortic pressure prediction.
In the literature, Peng et al. 2017[15] predicted one BP measurement per day using
model took 8-10 minutes of wearable sensor data (ECG, PPG, BP) per day as input. They
observed RMSEs between 1.8-5.81 mmHg for systolic/diastolic BPs over 6 months in a
healthy patient population. Hatib et al. 2018[16] achieved a sensitivity of 92 percent (AUC
0.97) when classifying arterial hypotension 5 minutes in advance. In the present study,
we combined the medical device type data source as performed by Hatib et al’s 2018 with
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Figure 10: Model predictions (from the I-D-S training set). Dash line is the ground truth and solid
lines are model predictions. The three columns from left to right are respectively predictions of
increasing sequences, decreasing sequences and stationary sequences.
the sequence generation approach in the manuscript by Peng et al 2017. We tried many
additional model architectures (8 total) and achieved an improved RMSE value of 1.837
mmHg using Legendre Memory Units while forecasting at a near continuous resolution.
This evaluation determined that deep sequence learning for clinical prediction can accurately
forecast physiologic waveforms with Legendre Memory Units and LSTMs with attention
achieving top performance.
The transvalvular micro-axial heart pump’s high fidelity data source contains the power
to accurately predict acute changes in blood pressure and therefore can help in future
prognosis of patient condition. In recovering patients, hemodynamic stability is crucial to
regaining normal measurement ranges of physiological parameters and successful outcomes.
Wijnberge et al.[27] observed that significantly less time spent in hypotensive events dur-
ing surgery when the machine learning warning system was used to inform clinicians of
possible hypotension. Being able to forecast significant changes (+/- 10 mmHg) in aortic
pressure and notifying caregivers would give clinicians time to appropriately intervene be-
fore hemodynamic instability occurs. Additionally, the MAP forecasting model enables the
transvalvular micro-axial heart pump performance signals to aid in weaning a patient from
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mechanical circulatory support following native heart recovery. Since the level of hemody-
namic support can be varied by altering the motor speed of the transvalvular pump, advance
forecasting of MAP can also aid in maintenance/escalation of hemodynamic support.
Future Work Future work will investigate forecasting out further (10 minutes, 15 min-
utes) and evaluating how error changes as forecast time increases. We will be considering
additional patient information , e.g. external intervention (medication) effects, and will
incorporate prior knowledge, such as patients’ medical history and governing equations of
physiological features, into the feature set for the Legendre Memory Units model.
Further clinical testing and refinement will bridge the proof-of-concept model — de-
scribed herein — into practice. In a clinical setting, forecasting MAP would aid case
management as the clinician could consider the forecasted MAP values with respect to a
change in support level when deciding to maintain mechanical support or wean the patient
off support.
7. Conclusion
In this work, we compared the performance of different time series forecasting meth-
ods, particularly deep sequence models, including ARIMA[23], Fully Connected Neural
Network[24], Long Short Term Memory (LSTM)[17], LSTM with Attention[22], Temporal
Convolutional Neural Network[18], Transformer[19], Convolutional Pyramid Neural
Network[25], and Legendre Memory Unit (LMU)[21] on the task of forecasting mean aortic
blood pressure from a highly sampled medical device data source. The experimental results
show that Legendre Memory Unit achieves state-of-the-art accuracy on the forecasting task.
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Appendix A. Appendix
Table 2 displays Hyper-parameter search range for every models. Table 3 displays all
RMSE values per cohort in the testing sets (organized by I, D, S) for the models trained on
permutations of the Increasing-Decreasing-Stationary (I, D, S) data sets. The top number
in each entry is the RMSE result on the combined cohort. Figure 11 visualizes the RMSE
results, with the training cohort organizing the x axis and the testing cohort organizing the
y axis. We can see across all variations of training, the stationary cohort had the lowest
RMSE. Overall, the best performance on the I-D-S test set came from the LMU model
trained using a training set containing increasing, decreasing, and stationary sequences.
We show the results of the models trained on permutations of the I-D-S sets. For
example, we trained the models just using increasing and decreasing samples and tested on
I-D-S sets to see if the model could then forecast stationary blood pressure values. Table 3
in Appendix A contains all specific RMSE values for training, validation, and test sets for
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Hyper-parameter Random Search Range
ARIMA
#Moving
Average
#Lags #Differenced
0∼3 1∼10 0∼3
LMU
Learning
Rate
#Layers
Hidden
Size
0.1∼0.00001 0∼9 64∼512
NN
Learning
Rate
#Layers
Hidden
Size
0.1∼0.00001 0∼9 64∼512
LSTMs(Attention)
Learning
Rate
Dropout
Rate
#Encoder
Layer
#Decoder
Layer
Hidden
Size
0.1∼0.00001 0∼0.9 1∼3 1∼3 64∼512
TCN
Learning
Rate
Dropout
Rate
#Encoder
Layer
#Decoder
Layer
Hidden
Size
0.1∼0.00001 0∼0.9 2∼9 2∼9 64∼512
Transformer
Learning
Rate
Dropout
Rate
Model
Size
FF
Size
#Layers #Heads
0.1∼0.00001 0∼0.9 64∼512 64∼512 2∼6 2∼8
Pyramid
Learning
Rate
Dropout
Rate
Hidden
Size
# Decoder
Layer
# Mapping
Layer
# Levels
0.1∼0.00001 0∼0.9 64∼512 1∼5 1∼3 2∼6
Table 2: Hyper-parameter search range for experiments
the winning model. Each barplot in Figure 11 shows models’ prediction errors for each pair
of training set and test set. For example, the second barplot in the second row shows the
predictions RMSEs of models that trained on the training set containing only increasing
sequences and decreasing sequences on the test set that only contains increasing sequences.
The prediction errors of ARIMA are much higher than models, we do not include it in this
figure. All results are averages from five runs.
17
Aortic Pressure Forecasting with Deep Sequence Learning
Models\Training Sets I-D-S I-D I-S D-S
ARIMA(AT)
15.943
(10.151-10.089-7.894)
13.999
(10.713-9.11-6.444)
19.16
(8.556-9.068-4.549)
16.73
(10.176-8.703-8.058)
NN(AT)
4.842
(6.337-5.434-3.488)
5.809
(5.968-5.73-4.111)
4.519
(6.116-5.393-2.094)
4.39
(5.525-5.756-2.118)
LMU(AT)
1.837
(2.507-2.491-0.545)
2.143
(2.111-2.19-0.825)
2.079
(2.621-3.088-0.572)
2.011
(2.901-2.64-0.491)
LSTM(AT)
3.363
(4.577-4.468-2.211)
4.603
(4.92-4.619-3.508)
3.359
(4.609-6.131-2.064)
3.638
(6.17-4.789-2.041)
LSTM Attention(AT)
3.799
(4.904-4.686-2.102)
4.746
(5.031-4.841-3.158)
3.118
(4.323-6.161-2.139)
3.07
(6.262-4.159-2.057)
TCN(AT)
5.153
(6.337-5.434-3.488)
5.603
(6.031-5.349-3.714)
4.383
(5.709-5.95-2.741)
4.543
(7.337-5.664-3.131)
Pyramid(AT)
5.947
(6.555-6.056-5.231)
5.587
(5.841-5.444-3.333)
4.489
(6.146-5.98-2.485)
4.236
(6.799-5.341-2.793)
Transformer(AT)
5.589
(6.57-6.352-3.223)
6.492
(6.888-6.095-4.968)
4.7
(6.146-6.884-2.561)
4.605
(6.508-6.047-2.348)
TCN(RT)
6.555
(6.757-6.804-4.686)
7.158
(8.142-7.126-5.619)
6.854
(6.869-7.983-4.835)
7.413
(9.7-6.293-5.111)
Pyramid(RT)
7.224
(7.8-7.271-5.838)
7.777
(9.682-6.714-5.714)
6.628
(7.411-6.688-4.504)
7.597
(9.316-6.63-6.001)
Table 3: RMSEs (mmHg) on three valid sets of all models trained on four different training sets.
I-D-S training set contains equal proportions of all three types of sequences; I-D only contains equal
proportions of increasing sequences and decreasing sequences; I-S only contains increasing sequences
and stationary sequence. D-S only contains decreasing sequences and stationary sequence. In each
entry, first number represent the total RMSE on all valid sets and the three values in the cell are
RMSEs on each of three validation sets, which only contains increasing, decreasing and stationary
sequences respectively. All results are averages by five runs.
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Figure 11: Models’ Prediction Errors (RMSEs): Each barplot shows models’ prediction errors for
each pair of training set and test set, where the light gray portion represents the prediction per-
formance increase between the initial patient cohort (N=20) and current (N=67). For instance,
”I-D-S” training set contains equal proportions of all three types of sequences; ”I-D” training set
only contains equal proportions of increasing sequences and decreasing sequences; I-S only contains
increasing sequences and stationary sequence. D-S only contains decreasing sequences and stationary
sequence. For test sets, ”I” test set contains 30,000 increasing sequences and ”I-D-S” test set is just
the total three test sets. The improvement showcased potential for even better model performance
as more data is collected in the future.
19
