This paper examines whether a bank lending channel exists in monetary policy transmission in Russia, employing Russian bank-level data from 2005 through 2012. The results of specifications suggest that banks with less capital tend to react more sensitively to changes in monetary policy. Furthermore, this study finds that smaller, more liquid and/or better-capitalized banks were likely to have more rapidly growing loan portfolios, and larger banks tended to attenuate the crisis shock.
Introduction
Several studies have ascertained the existence of a bank lending channel in monetary policy in various countries. This study aims to examine whether the monetary policy of the Central Bank of Russia (CBR) affects banks' loan supply in Russia, where it has long been indicated that banks have not been extending sufficient loans for economic entities (Note 1). Bernanke and Blinder (1992) show that aggregate bank loans respond significantly after a monetary policy change, using data during the period [1959] [1960] [1961] [1962] [1963] [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] . However, it is impossible to identify whether the bank loan change is caused by loan demand or loan supply based on aggregate bank data. Loan demand could be affected by macroeconomic shocks including monetary policy changes. Specifically, an expansionary monetary policy would lower interest rates and foster investment, which results in increased loan demand. On the other hand, bank-level data clarify loan changes among each bank, which can be regarded as the differences in the shifts of each bank's loan supply curve.
Empirical studies on U.S. banks found evidence of the existence of a bank lending channel. In particular, Kashyap and Stein (1995) found that the lending volume of smaller banks is more sensitive to monetary policy than the lending volume of large banks based on the U.S. bank-level data from 1976 to 1992. Kashyap and Stein (2000) claim that the impact of monetary policy on lending is stronger for banks with less liquid balance sheets, using bank-level data in the U.S. from 1976 to 1993. Kishan and Opiela (2000) found evidence that small undercapitalized banks are unable to raise alternative funds to continue financing loans during contractionary policy in the U.S. Among recent studies, the results of Kishan and Opiela (2006) suggest that U.S. contractionary monetary policy decreases the loans of the small low-capital banks relative to high-capital banks, and expansionary monetary policy is unable to increase the loan growth of the low-capital banks relative to the high capital banks. Ashcraft (2006) identified a differential response of loan supply to changes in the federal funds rate across banks in the U.S. while the aggregate elasticity of output to bank lending is very small.
With respect to European banks, Favero et al. (1999) found no bank lending channel, using data in France, Germany, Italy and Spain. However, many other studies found evidence of the existence of a bank lending channel. For example, Ehrmann et al. (2003) found that in Europe monetary policy alters the bank loan supply, with the effects most dependent on the liquidity of individual banks, and unlike in the US, the size of a bank generally does not explain its lending reaction. Kakes and Sturm (2002) claim that in Germany, lending by the credit co-operatives, which are on average the smallest banks, declines most, whereas big banks are able to shield their loans portfolio from monetary shocks. Gambacorta (2005) found that in Italy, after a monetary tightening, the decrease in lending is lower for well-capitalized banks while bank size is not relevant. Altunbas et al. (2002) show that across the EMU systems, undercapitalized banks of any size tend to respond more to change in policy.
Furthermore, one study investigated the effects of monetary policy during the global financial turmoil in 2008 . Gambacorta and Marques-Ibanez (2011 used bank level data from 1999 through 2009 in Europe and the U.S., and found that banks with weaker core capital positions, greater dependence on market funding and on non-interest sources of income restricted the loan supply more strongly during the crisis period.
As for studies regarding Russia, Vinhas de Souza (2006) used annual data from 1995 through 2003, and found that the higher the assets and/or capital, the less sensitive a bank is to changes in monetary policy. Juurikkala et al. (2011) claim the level of a bank's capitalization matters for the transmission process of monetary policy based on a comprehensive quarterly dataset on all Russian banks from 1999 to 2007. This paper uses bank-level data to examine the existence of a bank lending channel in Russia and contributes to the study regarding the bank lending channel in three ways. First, the existence of a Russian bank lending channel is confirmed based on a different data set. Second, the difference in banks' behavior by their size is detected during the global financial turmoil. Third, it is verified that macroeconomic indicators affect bank lending in Russia.
The outline of this paper is as follows. Section 2 provides an overview of the Russian banking environment. After data sources and methodological issues are described in Section 3, empirical results are presented in Section 4. Section 5 examines alternative specifications. The last section concludes the paper.
Overview of the Russian Banking Environment

Indicator for Monetary Policy
The Russian economy recovered rapidly from the damage of the financial crisis in 1998 because of the three-fold depreciation of the Russian ruble, the low dependence of firms on banks in raising funds, and increasing oil prices (OECD, 2000) . The average GDP growth rate was 7.2% per annum from 2000 through 2007 (Note 2). However, it has often been indicated that Russia suffered from Dutch Disease because of the increase of energy prices and the appreciation of the Russian ruble (see, World Bank, 2005; Ollus & Barisitz, 2007; Oomes & Kalcheva, 2007) (Note 3). In order to prevent the ruble's sharp appreciation the Central Bank of Russia (CBR) repeatedly intervened in the foreign exchange market.
The 1995 Central Bank Law stipulates that the goal of monetary policy is to defend the currency and control inflation. In addition, the CBR states in its monetary policy strategy document of 2001 that it intends to disallow the Russian ruble to appreciate in nominal terms and accumulate international reserves in order to maintain the competitiveness of the Russian economy (CBR, 2011, No. 1) . Under the repetitive intervention in the foreign exchange market, the amount of international reserves increased from 12.6 billion USD at the end of 1999, to 569.0 billion USD at the end of June 2008 (Note 4). The amount of money supply M2 was 554 billion rubles in May 1999 while it increased to 13.5 trillion rubles in October 2008 (Note 5). One of the reasons for the considerable money supply increase is the lack of instruments for sterilized intervention (Tabata, 2009; Uliukaev, 2009; Granville & Mallick, 2010; Ono, 2012) .
On the other hand, as indicated by the OECD (2009), interbank money market rates in real terms remained negative in almost all months from 1999 through 2010 when using consumer price changes in comparison with the same month of the previous year as a price indicator. While refinancing rates had been above inflation rates, the rise in the money supply could lower money market interest rates. Therefore, interest rates had not worked as a proper tool for monetary policy although the CBR states in its annual report for the year 2011 that in order to enhance interest rate policy efficiency, the CBR continued to take measures aimed at increasing the flexibility of the rouble's exchange rate (CBR, 2012) (Note 6).
Considering these arguments, this paper concludes that monetary policy in Russia is implemented based on the idea of emphasizing monetary aggregates rather than short-term interest rates.
Russian Banking System
The number of operating banks in Russia was 1,282 at the end of 2002 while it decreased to 897 after a decade (Note 7). On the other hand, the number of wholly foreign-owned banks was 27 at the end of 2002. A 12 per cent ceiling on the foreign capital share in the banking sector was abolished by the Russian government in 2002 (OECD, 2004) . During the following decade the number of foreign banks increased to 73.
dramatically to 79% at the end of 2012. At the same time, the share of state-controlled banks has also been growing. The share of assets of state-controlled banks was less than 40% at the end of 2002. However, it reached 55.8% at the end of 2011 (Vernikov, 2012) . In terms of the asset size 6 out of the top 10 banks were state-controlled as of the end of 2012 (Sberbank, VTB, Gazprombank, Rosselkhozbank, Bank Moskvy, and VTB24) according to RBK Reiting (2013) . In particular, Sberbank, the largest Russian bank in terms of assets, accounted for 27.4% of total assets and 44.1% of individual deposits at the end of 2012.
Loans outstanding extended by banks and the money supply also increased dramatically. Whereas loans outstanding to non-financial institutions relative to GDP amounted to 16.2% at the end of 2002, they were boosted to 45.8% at the end of 2012. The ratio of money supply M2 to GDP increased from 19.7% at the end of 2002 to 43.8% at the end of 2012.
With respect to the financial structure in Russia, data regarding total bank assets, bank loans to the corporate sector, outstanding debt securities of the non-financial corporate sector and stock market capitalization are reported in Table 1 , compared with those of Germany and the U.S. The outstanding debt securities of the non-financial corporate sector and stock market capitalization relative to the GDP in Russia are 5.3% and 43.4% in 2012, respectively, which are almost the same level as Germany. On the other hand, bank loans to the corporate sector relative to the GDP are 33.4% in 2012 in Russia, which is lower than that of Germany, but higher than that of the U.S. Therefore, the corporate sector in Russia more heavily depends on bank loans in fund-raising, although the ratio of total bank assets to the GDP remains 79.1% in Russia. 
Data and Methodology
This paper utilizes annual balance sheet data of Russian banks, provided by BankScope. The number of banks, whose loan outstanding data are available, was 90 in 2004, 503 in 2005, 711 in 2006, 924 in 2007, and 929 in 2012. Taking the data availability into account, the analysis period is set to be from 2005 through 2012. As the response of banks to monetary policy could differ by size ( ), liquidity ( ) and capitalization ( ), this paper employs the following indicators in accordance with former studies: 
with 1, … , and 1, … , and where denotes the number of banks at time , and , and are the total assets, the liquid assets (cash, interbank lending and trading securities) and the capital of Bank at time . Banks' size is measured by the log of total assets. Liquidity is calculated as the ratio of liquid assets to total assets. Capitalization is defined as the ratio as the capital to total assets. These three variables are normalized with respect to their sample average. Banks having experienced mergers are treated as single banks in pre-merger dates by aggregating the values of variables for the entities involved in the deals.
Descriptive statistics of balance sheet variables are shown in Table 2 The empirical specifications of this paper are based on the model of a profit-maximizing bank. In order to examine the effects of the global financial turmoil during the period 2008 and 2009, this paper introduces a crisis dummy variable (CRISIS), which takes the value of one from 2008 to 2009 and takes the value of zero elsewhere, following Gambacorta and Marques-Ibanez (2011) . Furthermore, two dummy variables are added to the specification: a government-controlled bank dummy (GOVERNMENT) and a foreign bank dummy (FOREIGN). They take the value of one if banks are wholly (100%) or almost wholly (more than 95%) controlled by the government or non-residents, and otherwise take the value of zero, respectively. Moreover, the GDP and CPI data are included in the specification, and refer to . The regression model is specified as follows: Vol. 7, No. 4; 2015 ∆log * ∆ log * * ∆ ∆ log ∆ log
where is the log of loans outstanding of Bank at time , is a bank-specific fixed effect, and TIME is a time dummy variable. This equation is based on the interactive one-step regression approach of Kashyap and Stein (2000) .
The following four questions are mainly examined in this paper: (1) Does the loan supply differ by bank-specific characteristics? (2) Do monetary policy shocks on bank lending differ by bank-specific characteristics? (3) Does the loan supply change during the financial crisis? and (4) Does the loan supply differ by bank ownership? With respect to the first question, larger-sized, more highly liquid, and/or better-capitalized banks are expected to extend more loans. As for the second question, smaller-sized, lower liquid, and/or lower-capitalized banks are expected to be more sensitive to changes in the money supply in providing loans. In relation to the third question, smaller-sized, lower liquid, and/or lower-capitalized banks are expected to decrease lending more during the financial crisis. With respect to the fourth question, government-controlled banks are expected to supply more loans in accordance with, for example, a government's loan extending program, whereas nonresident-controlled banks are also expected to supply more loans in compliance with the demand from nonresident firms, including trade finance. The above-mentioned argument is summarized in Table 4 .
Because of the inclusion of a lagged dependent variable in the model, the transformation necessary for eliminating fixed effects causes a correlation between the lagged dependent variable and the transformed error term. Therefore, this method does not guarantee unbiasedness and consistency for the ordinary least square estimator. To solve this problem, Arellano and Bond (1991) transformed the model into first differences and used the generalized method of moments (GMM), suggested by Hansen (1982) , which is referred to as the difference GMM. This paper applies the difference GMM and in the estimation the Sargan test and Arellano-Bond test are implemented for over-identifying restrictions and second-order serial correlation, respectively (Note 8). 
Empirical Results
The results of the baseline estimation are summarized in Table 5 . The first column demonstrates the outcomes without the crisis dummy variable. As for the first question, the variables of liquidity and capital have the expected positive sign, whereas the coefficient of assets is negative with statistical significance contrary to the expectations (Note 9). The estimation indicates larger Russian banks are likely to have a lower loan growth rate. The results are not consistent with Vinhas de Souza (2006) , who claims that larger banks tended to extend more loans and banks with more liquidity and/or with more capital tended to extend fewer loans in the period 1995-2003. One of the reasons for this inconsistency could be attributed to the different analysis period.
With respect to the second question, the interaction term of capital-asset ratio and the money supply is significantly negative whereas those of total assets and the money supply, and liquidity and the money supply are www.ccsenet.org/ijef
International Journal of Economics and Finance Vol. 7, No. 4; 2015 6 not statistically significant. The results suggest that better-capitalized banks tend to adjust their lending portfolios to a lesser extent in the face of monetary policy changes. Furthermore, the extent to which monetary policy has an effect on credit accommodation is calculated by multiplying an estimated coefficient on each interaction term by the standard deviation of the corresponding balance sheet variable (Note 10). The effects regarding bank assets, liquidity and capital are 1.65%, 0.08% and -0.23%, respectively, of which only the coefficient of capital is statistically different from zero at the 10% level.
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International Journal of Economics and Finance Vol. 7, No. 4; 2015 This means that when the money supply increases by 1%, a bank with a capital ratio one standard deviation below the average will increase loans by 0.2 percentage points more than a bank with an average capital-asset ratio. In other words better-capitalized banks are less sensitive to monetary policy changes.
These findings are consistent with those of Juurikkala et al. (2011) , which suggest that in the face of monetary contraction, well-capitalized banks are likely to react much less than other banks. Some of the results of Vinhas de Souza (2006) , who claim that the higher the assets and/or capital, the less sensitive a bank is to changes in monetary policy, are also consistent with this paper's findings. Juurikkala et al. (2011) explain their findings as follows: banks with lower capitalization, which they claim have rapidly growing loan portfolios, are more likely to react to changes in monetary policy because they are more dependent on outside funding. On the other hand, the results of this paper demonstrate that well-capitalized banks are more likely to have more rapidly growing loan portfolios. Therefore, this explanation is not applicable.
Another possible explanation relates to the bank capital channel. The main idea proposed by Van den Heuvel (2002) is as follows. As banks have a maturity mismatch between assets and liabilities, interest rate changes might reduce their profits and capital. Banks could reduce lending in order to avoid failing to meet capital requirement regulations. The bank capital channel theory could explain the effects of monetary policy on Russian banks' behavior; that is, well-capitalized banks tend to have more rapidly growing loan portfolios while they are less sensitive to monetary policy changes than banks with less capitalization (Note 11). However, the existence of a bank capital channel in Russia cannot be econometrically confirmed due to the lack of data.
As for the fourth question, the coefficients of the dummy variables of GOVERNMENT and FOREIGN are not statistically significant, which indicates that bank ownership does not explain the differences of lending activities among banks.
Moreover, the coefficients of macroeconomic indicators are statistically significant. Specifically, the coefficient of GDP growth rate is positive with statistical significance at the 10% level and that of CPI is significantly negative at the 5% level. This means that economic growth fosters bank lending while the increase in prices hampers credit accommodation.
Next, specifications with the crisis dummy variable were estimated (see from the second column through the fifth column). The main results have almost no difference regarding statistical significance and coefficient signs even if GDP and CPI are excluded, or the government and foreign bank dummies are eliminated. With respect to the third question, only the coefficient of S * CRISIS is significantly positive at the 10% level in Specification 5. This suggests that larger banks could attenuate the influence of the crisis.
Robustness of Results
This section assesses alternative specifications by changing the monetary policy indicator M0 to the monetary base or the money supply M2. The specification results reported in Table 6 and Table 7 indicate that almost the same implication as the baseline model was obtained. In particular, in Table 6 the coefficients of assets, liquidity, capital and the interaction of capital with the monetary base except for the fifth column as well as the GDP and CPI are statistically significant at least at the 10% level. On the other hand, in Table 7 the same coefficients as in Table 5 show statistical significance except for the interaction of assets with the crisis dummy.
Furthermore, the MIBOR was used in the specification. The results in Table 8 show that the coefficients of assets, liquidity and capital are positive, positive and negative with statistical significance, respectively, as in the baseline specification, while the interaction of capital with the MIBOR is not statistically insignificant. This means that interest rates could not be a monetary policy indicator.
Conclusions
This paper examines the bank lending channel, employing Russian bank-level data from 2005 through 2012. Specifically, the following four questions are examined in this paper: (1) Does the loan supply differ by bank-specific characteristics? (2) Do monetary policy shocks on bank lending differ by bank-specific characteristics? (3) Does the loan supply change during the financial crisis? and (4) Does the loan supply differ by bank ownership?
As for the first question, smaller, more liquid and/or better-capitalized banks were likely to have more rapidly growing loan portfolios. With respect to the second question, banks with less capital tended to react more sensitively to the changes in the money supply. In relation to the third question, larger banks tended to attenuate the crisis shock. Finally, banks' loan supply does not differ by bank ownership.
The results of this paper show that well-capitalized banks are more likely to have more rapidly growing loan www.ccsenet.org/ijef
International Journal of Economics and Finance Vol. 7, No. 4; 2015 portfolios while they are less sensitive to monetary policy changes than banks with less capitalization. The bank capital channel theory could explain the effects of monetary policy on Russian banks' behavior. The main idea is as follows. As banks have a maturity mismatch between assets and liabilities, interest rate changes might reduce their profits and capital. Banks could reduce lending in order to avoid failing to meet capital requirement regulations.
Future studies should address the question of whether the development of a securities market could change the effects of Russian monetary policy.
