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Abstract. Inspired by Viennot’s observation that matching polynomials are
numerators of branched continued fractions we present a proof of the Heilmann-
Lieb Theorem.
1. Introduction
Let G be the complete graph with vertex set [n]. Define variable weights xi and
non-negative weights λjk for each of the vertices and edges, respectively. Considering
edges with weight set to zero as non-existent this definition captures all graphs.
A matching in G is a set of edges, no two of which have a vertex in common,
together with their respective endpoints. Denote byMG the set of all matchings of
G. Then the matching polynomial of G is
µ(G) :=
∑
M∈MG
∏
i 6∈M
xi
∏
jk∈M
λjk.
This is a real multivariate polynomial in the n vertex variables xi. It is also
convenient to define µ(∅) = 1.
The matching polynomial was first considered in statistical physics by Heilmann
and Lieb [3]. In their article they proved:
Theorem 1. (Heilmann-Lieb [3]) The matching polynomial of G is different from
zero if one of the following conditions is satisfied:
• Re(xi) > 0 for every i;
• |xi| > 2
√
BG for every i, where BG is equal to max
j
max
A⊆[n]\j
|A|=n−2
∑
k∈A
λjk if n ≥ 3,
and equal to λ12/4 or 0 if n is two or one, respectively.
A survey of the history of this polynomial is available in Gutman [2].
In this short note our aim is to show how Theorem 1 is naturally connected
to continued fractions. This follows from Viennot’s [5] observation that matching
polynomials are numerators and denominators of branched continued fractions.
Even though we present a restatement of the original proof of Theorem 1 we believe
that this different perspective can be useful. The connection between matching
polynomials and continued fractions will be further explored in [4].
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2. Proof of main result
Notice that for every rooted tree one can associate a branched continued fraction
in a natural way, as exemplified in Figure 1. We call this a tree continued fraction.
Figure 1. A rooted tree and its associated tree continued fraction.
If we write T for the tree and i for its root, then the associated tree continued
fraction is equal to µ(T )
µ(T \ i) . This fact can be proved using a recurrence for the
matching polynomial. For every graph G and vertex i, if we separate the matchings
of G into those that cover, or not, the vertex i we obtain the recurrence,
µ(G) =
∑
j 6=i
λijµ(G \ i, j) + xiµ(G \ i) ⇐⇒ µ(G)
µ(G \ i) = xi +
∑
j 6=i
λij
µ(G \ i)
µ(G \ i, j)
.
To finish the proof of the observed fact, we substitute the tree T for the graph G
in this last equation and iterate the recurrence.
Looking at this procedure one can see that in principle it should work more
generally for every rooted graph, the only missing ingredient being the analog of
a tree continued fraction. Iterating the recurrence for a rooted graph, what one
obtains at the end is a tree continued fraction for the rooted tree of paths of the
rooted graph.
For a rooted graph G with root i its rooted tree of paths T iG is the rooted tree with
vertices labeled by paths in G starting at i, where two vertices are connected if one
path is a maximal sub-path of the other. The root of T iG is the trivial path i, and
the weights of T iG are obtained from the weights of G, as exemplified in Figure 2.
This motivates the following definition. Given a rooted graph G with root i define
its graph continued fraction as αi(G) :=
µ(G)
µ(G \ i) . Notice that this is consistent
with the definition of tree continued fraction. The observation above leads to the
equality αi(G) = αi(T iG), originally due to Godsil [1]. An illustration of this equality
is presented in Figure 2, where, for simplicity, the rooted graphs represent their
graph continued fractions. With the facts above, we are ready to prove the main
theorem.
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Figure 2. An illustration of the equality αi(G) = αi(T iG).
Proof of Theorem 1. The approach is the same as in [3]. Consider a graph G and
let R be any of the two regions [Re(x) > 0] or [|x| > 2√BG] in C. Our aim is to
prove that µ(G) is different from zero in Rn. Notice that for a graph with only one
vertex this result is trivial. Assume, by induction hypothesis, that the statement is
true for any graph with less vertices than G.
Choose as a root of G any vertex i. By the induction hypothesis, and BG ≥ BG\i,
it is sufficient to prove that the graph continued fraction αi(G) =
µ(G)
µ(G \ i) is different
from zero in Rn.
Recall that αi(G) is equal to the tree continued fraction αi(T iG). Following the
structure of the rooted tree T iG, one can write αi(G) = αi(T iG) as a composition of
some functions
fj,A(x1, . . . , xn) := xj +
∑
k∈A
λjk
xk
,
with j in [n] and A a subset of [n] \ j. Each function corresponding to a vertex
in the rooted tree T iG. Notice that except for the last function in this composition,
which corresponds to the root of T iG, all the other functions fj,A satisfy |A| ≤ n− 2.
This can be seen by carefully examining the examples of Figures 1 and 2.
Finally, observe that the image of Rn by every function fj,A with |A| ≤ n− 2 is
again contained in R, and that every function fj,A with |A| = n− 1 is different from
zero in Rn. Putting it all together it follows that αi(G) = αi(T iG) is different from
zero in Rn, which finishes the proof.

References
[1] Chris Godsil, Matchings and walks in graphs 5 (200610), 285 –297.
[2] Ivan Gutman, A survey on the matching polynomial, Graph Polynomials (2016), 73–95.
[3] Ole J. Heilmann and Elliott H. Lieb, Theory of monomer-dimer systems 25 (197206).
[4] T. J. Spier, Graph continued fractions, phd thesis (in preparation).
[5] Gérard Viennot, A combinatorial theory for general orthogonal polynomials with extensions
and applications, Polynômes orthogonaux et applications, 1985, pp. 139–157.
IMPA, Rio de Janeiro, RJ, Brasil
E-mail address: thomasjs@impa.br
