In a breeding scheme, the aim is high rates of genetic gain with limited inbreeding. A dynamic selection rule is developed that maximizes selection response in populations with overlapping generations. The rule maximizes the genetic merit of selected animals while limiting the average relationship of the population after the current round of selection. The latter is shown to limit the contribution of the current population to the future inbreeding. The rule accounts for the selection of some candidates during previous selection rounds and for the expected future contributions of the selection candidates. Inputs for the rule are the BLUP breeding values and ages of selection candidates, the relationship matrix of all animals, and contributions of animals during previous selection rounds. Output is the optimal number of offspring for each candidate. Computer simulations of dairy cattle nucleus schemes showed that predefined rates of inbreeding were actually achieved, without compromising long-term selection response, at least up to 20 yr of selection. At the same rates of inbreeding, the dynamic selection rule obtained up to 44% more genetic gain than direct selection for BLUP breeding values. The advantage of the dynamic rule over BLUP selection decreased with increasing population sizes and with greater predefined rates of inbreeding. Consequently, the dynamic rule should be especially useful in small selection schemes in which relatively low rates of inbreeding are desired.
Introduction
Breeding schemes are usually designed to maximize genetic gain and limit the rate of inbreeding. Rates of inbreeding are reduced by simply selecting more sires (and dams), by selection for EBV(h a 2 ) , where EBV are estimated using a heritability of h a 2 and the true heritability is h 2 and h a 2 > h 2 (Grundy and Hill, 1993) , by increasing the weight of the within-family component of the EBV (Verrier et al., 1993) , by using a selection index with a cost on the average relationships (Wray and Goddard, 1994; Brisbane and Gibson, 1995) , and by selection with a constraint on the rate of inbreeding (Meuwissen, 1997) . The latter two methods maximize genetic response given the rate of inbreeding that they achieve, and they are dynamic selection rules. A dynamic selection rule optimizes selection given the available selection candidates, whereas a static selection rule optimizes the breeding scheme beforehand (i.e., for an average group of selection candidates) (Goddard and Howarth, 1994) . Villanueva and Woolliams (1997) suggested a static rule for restricting rates of inbreeding by predefining the numbers of sires and dams selected and the selection index weights.
The dynamic selection rules of Wray and Goddard (1994) , Brisbane and Gibson (1995) , and Meuwissen (1997) are not strictly applicable to situations with overlapping generations. They reduce or constrain the relationships among selected parents, but, when generations overlap, some parents may have already produced many offspring during previous rounds of selection, and the dynamic rules do not account for this. The aim of this paper is to extend the above dynamic selection rules to situations with overlapping generations. In particular, the selection rule of Meuwissen (1997) will be extended to populations with overlapping generations, and, from this, the extension of the rules of Wray and Goddard (1994) and Brisbane and Gibson (1995) will be shown in the discussion section.
Methods

The Contribution of Current to Future Relationships
In a population, inbreeding increases on average with half the increase of the average relationship. Following Wray and Goddard (1994) , Brisbane and Gibson (1995) , and Meuwissen (1997) , inbreeding will be limited here by reducing the increase of average relationship. If relationships of an animal with itself are included, the average relationship is A = 1' A 1/n 2 where A = matrix of additive genetic relationships, n = number of animals, and 1 = vector of ones. If genetic variance is assumed 1, Var(u) = A. Thus A = Var(u), where u = vector of true breeding values and u = 1'u/n is the average true breeding value. Following Johnson (1977) , a recursive formula for u will be derived in order to obtain a formula for A, in the situation where generations overlap.
At any time, t, there are animals of different ages in a population with overlapping generations. The animals will be divided into age classes, and an age class is defined as the time period between two consecutive rounds of selection. For convenience, this time period will be assumed to equal 1 yr here, but other time periods can be assumed without affecting the derivation. Let u t = [u t ( 1 ) u t ( 2 ) u t ( 3 ) . . .]′ be a vector of mean true breeding values of the age classes, 1, 2, 3, . . . , in year t, where u t ( i ) = average breeding value of age class i in year t. The following recursive relationship exists between u t and u t+1 (Hill, 1974) :
[1]
where P = matrix of gene flow between the age classes (see Hill, 1974 , for details) and e t+1 = sampling deviation from the expected breeding values (i.e., the Pu t term). It will be assumed that the gene flow matrix, P, is the average gene flow matrix over years, and the derivation is simplified by considering only age classes instead of age × sex classes as in Hill (1974) . The vector e t represents the deviation from predictions based on this average gene flow matrix.
In the following, the contribution of relationships in year t to a future year t + s is derived, where s is assumed to be large. Hence, the contribution of current relationships to long-term future relationships will be derived. From Equation [1] , it follows that the vector of average true breeding values in year t + s is u t+s = P s u t + P s−1 e t+1 + P s−2 e t+2 + . . . + e t+s = P s u t + P s−i e t+i
where P s denotes P to the power s. 
where V e = variance of the e t vectors. In Equation [3] , the term P s A t P' s shows the contribution of average relationships in year t to those in year t + s and the second term shows the contributions from later years to the relationships in year t + s. Hill (1974) showed that, for large s
where r = vector with element i equal to
, where q = number of age classes
in P (i.e., the dimension of P) and L = average generation interval of the sires and the dams. In words, r ( i ) equals the current plus future contributions of age class i until it dies (i.e., age class q is reached), divided by the generation interval. Hence, for large s, the term P s A t P' s in Equation [3] becomes Lim s→∞ P s A t P' s = 1r'A t r1' = 11' × r'A t r where 11' = q × q matrix of ones and r'A t r is a scalar that indicates the contribution of average relationships in year t to average relationships many years after year t. When selecting parents in year t − 1, we want to limit the future increase of average relationships, which is limited by constraining the r'A t r term of year t.
A Constraint on r'A t r
In this section, it will be assumed that the distribution of the parents over the age classes is known (i.e., r is known). Optimization of r is considered in the next section. The population of year t is formed from that in year t − 1. Age classes 2, 3, . . ., q of year t are formed by aging, from the age classes 1, 2, . . . , q − 1, respectively, in year t − 1. It is assumed here that an age class consists of both culled and nonculled animals, which implies that culling does not affect the number of animals nor relationships within an age class. Age class 1 is newly formed in year t and is due to selection in year t − 1. It is useful to partition the term r'A t r into components due to aging, which are not affected by the selection, and components that are determined by selection in year t 
where c t−1 'A t−1 = row vector of average relationships of the selected group with every individual animal; and the nq × q matrix J averages these relationships of the individual animals within every age class (i.e., the j th column of J has the n elements that correspond to animals in age class j equal to 1/n and all other elements equal to zero, where n = number of animals per age class). If the contribution of the population of year t to future relationships (i.e., r'A t r) is to be constrained, we have to constrain (combining Equations when selecting parents of age class 1 of year t (i.e., when choosing c t−1 ) . Also, we want to choose c t−1 so that the expected genetic merit of the offspring is as high as possible; that is, we want to maximize 
where Q = (nq × 2 ) incidence matrix of the sex of the animals, and the constraint Q'c t−1 = s' makes the contributions of all males (females) sum to Ø; C t is the constraint on the average relationships, which is increased by 2DF every year; i.e., C t = C t−1 + 2DF, where DF is the desired increase of inbreeding. The factor 2 arises because average relationships increase approximately by twice the rate of inbreeding. The above optimization problem is identical to that in the Appendix of Meuwissen (1997) . In this algorithm, the Lagrangian multiplier method is used to solve for the optimal c t−1 , which becomes
where l and l 0 are Lagrangian multipliers, which may be interpreted as cost factors on total contributions, and average relationship, respectively. The algorithm calculates these cost factors (i.e., Lagrangian multipliers) such that the total contributions sum to .5 per sex and the constraint on the relationships is fulfilled. The equations for the Lagrangian multipliers, which are adapted to the current optimization problem and notation, are given in the appendix at the end of this article.
Optimization of the Contributions of the Age Classes
In the previous section, the vector r was assumed known. The vector was calculated from the gene flow matrix P and depended on the contribution of each age class to age class 1. This contribution depends, however, on the selected animals (i.e., on c t ,c t+1 , . . ., c t+s ) . These are unknown when the parents of year t are selected, but at least we want to apply the Table 1 . Parameters of the closed nucleus breeding schemes a When the animals are selected for this information, the offspring are born 1 yr later (i.e., the generation interval is 1 yr longer than the age at which the information becomes available). restriction that current contributions of the age classes are sustainable (i.e., contributions of age classes that follow from c t−1 could also be applied in the following years), while limiting inbreeding. This requires that r is calculated from the contributions c t−1 . However, because the optimized c t−1 vector depends on r iteration is needed to find optimal c t−1 and r simultaneously. The following iteration algorithm was applied:
1. Start with r calculated from contributions of the previous year (i.e., from c t−2 ) , and set the relaxation factor r equal to .5. 2. Optimize c t−1 using the current r and the Appendix of Meuwissen (1997) . 3. Calculate r new from the optimal c t−1 . 4. If r new and r are similar: finish; else if r new is less similar to r than in the previous iteration: half r; set r equal to r r new + (1 − r) r, and go to step 2.
The relaxation factor r facilitates convergence. For example, a long generation interval makes the value of r a small and thus makes a high average relationship of age class 1 possible, which is often achieved by selecting few animals from a young age class (i.e., a short generation interval). When this short generation interval is subsequently used to calculate optimal contributions, the value of r a is much higher and more old animals are selected, which results again in a long generation interval. In the above algorithm, the relaxation factor is used to break this loop. The solution vector c t−1 times 2N equals a vector of optimal numbers of offspring, that each selection candidate should obtain, which will be denoted by the optimal contribution ( OC) selection method, where N is the total number of offspring per year.
Simulation of Breeding Schemes
The parameters of the simulated breeding schemes are given in Table 1 . The general structure was that of a closed nucleus breeding scheme. If young bulls were progeny-tested, the test daughters were from unrelated dams outside the nucleus. Genotypes, g i , of the base animals were sampled from the distribution N(0, .3). Dams had up to three records, where the j th record was calculated as y ij = g i + p i + e ij , where p i = permanent environmental effect sampled from N(0, .2) ( p i was identical for all three records) and e ij = temporary environmental effect sampled from N(0, .5). Note that the variance of the Mendelian sampling effect was not reduced by inbreeding (i.e., genetic variance is not reduced by inbreeding). Hence, selection response is expected to asymptote to a constant value over years and provides a test of whether the OC method can maintain a constant selection response over time. If the Mendelian sampling variance was reduced by the inbreeding, the selection response would decrease over time. This decrease of the selection response would be confounded with any decrease of the selection response, when the OC method would not be able to maintain its initial selection response. One of the goals of the simulation study was to detect any reduction in selection response over time of the OC method.
The number of offspring that a dam could produce was assumed unlimited, because of the use of new reproductive techniques such as ova pick up, and in vitro maturation and fertilization (Kruip et al., 1994) . Hence, one dam could produce a maximum of 256 or 512 offspring per year (i.e., the total number of new progeny of the nucleus), but this number is reduced when more dams are selected because of the inbreeding restriction. A dam was mated to several sires to produce these offspring, and because mating was at random, a random sire was allocated to every offspring of the dam, where every sire had a probability of 2c t−1 ( i ) of being allocated, where c t−1 ( i ) was the optimal contribution of animal i. In order to account for some variability in success of the female reproductive techniques, the number of offspring that a dam obtained varied around the optimal number, which is 2 × c t−1 ( i ) × (total number of new progeny in the nucleus). The variation in number of progeny of dams followed a multinomial distribution with 2c t−1 ( i ) being the probability that dam i produced an offspring.
For comparison, schemes were simulated with selection for BLUP-EBV, in which every selected bull and dam had an equal probability of producing an offspring. The number of bulls and dams selected was assumed equal and was determined by trial and error such that the inbreeding constraint was also achieved in the BLUP schemes. In BLUP schemes, optimal unequal numbers of sires and dams can be selected, but finding the optimum BLUP scheme would require simulation of very many BLUP schemes (i.e., every possible combination of a number of sires and a number of dams selected). Because of the large amount of computer time involved, this optimization was not attempted. Equal numbers of sires and dams selected seems a reasonable starting point, because it is in between selecting fewer sires than dams, which is common in practice, and the selection of more sires than dams, as was found optimal in closed nucleus schemes with high female reproductive rates (De Boer et al., 1994) .
The inbreeding constraint was either .5 or .25% per year for both the BLUP and the OC schemes (i.e., the desired inbreeding coefficient after 20 yr was .1 or .05, respectively). The number of replicated simulations was 50, except for the large scheme (512 new progeny per yr) with OC selection in which the number of replicated simulations was 25, because of the large amount of computer time needed for these schemes. Mean and standard errors of genetic levels and inbreeding levels after 20 yr of selection were calculated from
where X i denotes genetic or inbreeding level at yr 20 in the i th replicate, and N rep denotes the number of replicated simulations (50 or 25).
Results
In Figure 1 , the average genetic level and inbreeding coefficients of the new progeny are shown with the OC and BLUP methods for populations with 256 new progeny per year and no progeny testing. In the first year, coancestry between new progeny was relatively high because the method constrained average coancestry of the entire population, and the rest of the population was still unrelated. This also allowed for the large selection response of the OC method during the first year. When new progeny of yr 1, which had a high genetic level, were available for selection (as parents of new progeny of yr 3), few animals could be selected from them because they were so highly related. Hence, new progeny in yr 3 had approximately the same genetic level as those in yr 1. The same arguments hold for new progeny in yr 2 and 4, and this explains why the OC method yielded almost no selection response during yr 2 to 4. After these initial years, the method yielded a constant selection response over years, which shows that the long-term performance of the OC selection method is as good as its short-term performance. However, this constant response was only possible because the effect of inbreeding on the Mendelian sampling variances was ignored in the simulations. If this effect of inbreeding had not been ignored, the long-term response would decrease owing to the reduction of the genetic variance, but it would not decrease more than expected based on the reduced genetic variance. Table 2 shows the genetic level at yr 20 for the populations that were simulated with the OC and the BLUP methods. In all simulations, the realized inbreeding coefficient was around the value to which it was constrained. For the populations to which 256 animals were born and DF was constrained to .050 per year, the OC method reached a 25% higher genetic level than the BLUP method without progeny tests and a 36% higher level when the populations were progeny-tested. With a constraint on DF of .0025 per year, these figures were 37 and 44%, respectively. Note that these increases of genetic gain are partly because the BLUP schemes were not optimized for the number of sires and dams selected, and they should be seen as an upper limit for the increase of the response when starting from an optimized BLUP scheme. In schemes with discrete generations, Meuwissen (1997) found also that the advantage of the OC method increased when the restriction on DF became more stringent.
For the larger populations with 512 animals born and DF constrained to .005 per year, the OC method yielded more genetic gain than did BLUP selection: 16 and 27% for schemes without or with progeny testing, respectively. Hence, the advantage of OC over BLUP selection decreased with increasing population size and increased when young bulls were progeny-tested. With DF constrained to .0025, these figures were 29 and 39%, respectively. Again, a more stringent constraint on the rate of inbreeding increased the extra gain of the OC method. Table 3 shows the number of animals selected and the generation intervals with OC and BLUP selection. At the same levels of inbreeding, the OC method selected many fewer animals than BLUP selection. This indicated that OC selection achieved its higher genetic gains by realizing a higher selection differential at the same rate of inbreeding. Without progeny testing, the OC method selected dams more intensely than sires, because this combined the higher intensity with the higher accuracy of selection of the cows. De Boer et al. (1994) found also that the selection intensity of the dams was higher than that of the sires when optimizing a nucleus scheme without progeny testing of young bulls.
If young bulls were progeny-tested, the OC method selected mainly progeny-tested bulls, whereas the BLUP method continued to select mainly bulls that were not progeny-tested (Table 2 ). The latter occurred because the best young bulls had higher EBV than the best progeny-tested bulls in the BLUP schemes, in which the selection intensity of bulls was not very high and genetic gain was substantial (i.e., the average EBV of young bulls was substantially higher than that of progeny-tested bulls). In the OC schemes, the intensity of selection of the bulls could be and was increased, because the longer generation interval had a decreasing effect on the rate of inbreeding per year. Hence, the OC method combined the higher intensity with the higher accuracy of selection of progeny-tested bulls. Because the OC method took greater advantage of the availability of progeny-tested bulls than did BLUP selection, its superiority over BLUP selection was substantially higher when young bulls were progeny-tested (see Table 2 ).
Discussion
The Inbreeding Constraint A dynamic selection rule was proposed for the selection of animals while restricting the rate of inbreeding in populations with overlapping generations. It was shown that a restriction of the r'Ar term restricted the future increase of average relationships in populations with overlapping generations. The elements of the vector r are proportional to the sum of the expected future contributions of an age class, which is the largest for young, immature age classes. Hence, the algorithm accounts for the relationships of the currently selected parents with the young, immature animals. For instance, consider a bull with a high EBV that was selected during the previous years. When considering the bull again for selection, the r'Ar term accounts for the fact that the bull already has a number of (immature) offspring and thus has already contributed much to the population. Also consider an age class, which is still expected to contribute about 30% of the offspring next year and then die. The element of r will be proportional to 30% for this age class. Hence, the selection of the current parents accounts for the fact that this age class will also have to contribute genes in the next year. For example, if this age class has very high EBV animals, we cannot use them heavily because we also have to use the same animals in the next year. Hence, the constraining of the r'Ar term seems to make sense when considering the selection of individual animals in populations with overlapping generations. The dynamic selection rule restricted the increase of the inbreeding, ( F t − F t−1 ) . More precisely, we wanted to restrict the rate of inbreeding, DF = (F t − F t−1 ) / ( 1 − F t−1 ) , but the present level of inbreeding, F t−1 , was assumed to be small here. In the simulations, the level of inbreeding after 20 yr of selection was not very small, but this happened because of the long time period that was considered to test the long-term properties of the method. In practice, current levels of inbreeding are often small. Otherwise, the constraint C t of Equation [7B] has to be increased by 2DF(1 − F t−1 ) in year t (i.e., C t = C t−1 + 2DF(1 − F t−1 ) ) , instead of by 2DF, in order to achieve the desired rate of inbreeding.
Further it was assumed that the annual inbreeding rate instead of the rate per generation had to be constrained. The latter does not affect the optimization when breeding schemes have fixed generation intervals. However, when the generation intervals are also optimized, a breeding scheme with a short generation interval and high annual inbreeding rates may have acceptable inbreeding rates per generation but not per year. In practice, a constraint on the annual rate of inbreeding seems more appropriate because practical breeders want to limit the inbreeding depression, variance reduction owing to inbreeding, and the risk of the breeding plan, until a time horizon (i.e., a fixed number of years and not a fixed number of generations).
From a theoretical and long-term perspective, a limit on the inbreeding per generation may be more appropriate because factors that counteract the detrimental effects of inbreeding are probably effective on a per-generation basis. For instance, the genetic variance generated by new mutations is probably constant per generation-at least, if the number of new mutations is constant per generation number instead of per year, which may be questioned. Further, the response from natural selection that counteracts the inbreeding depression of fitness traits is probably constant per generation, although a longer generation interval may increase the selection differential of natural selection because animals have to survive until and reproduce at a later age.
The presented generation intervals are optimized with a restriction on the inbreeding per year. The inbreeding restriction favors long generation intervals because with long generation intervals 1 ) the number of animals selected per generation tends to increase and 2 ) the inbreeding per generation is spread over more years. The latter argument holds only when the inbreeding per year is restricted. Hence, restricting the inbreeding per generation leads, generally, to shorter optimal generation intervals than those in Table 3 , in which the annual inbreeding was restricted.
Other Constraints
It was assumed that cows could produce as many offspring as required to achieve the optimized contributions. With new reproductive techniques, such as ova pick up, and in vitro maturation and fertilization (Kruip et al., 1994) , this may be possible, at least in small nucleus herds. If reproductive limitations restrict the maximum contribution that a cow can achieve, additional constraints apply: c i ≤ c max for all cows, where c i is the optimal contribution and c max is the maximal contribution of a cow and is based on the maximum number of offspring from one cow. Meuwissen (1997) provided some approximations to deal with such additional constraints. The optimal solution requires allocating maximum contributions to some cows and smaller contributions to others, which is a large combinatorial optimization problem if the number of cows is large.
Cost Factor Methods and Overlapping Generations
The optimal contribution method can also be used to restrict the variance of the selection response (i.e., a component of the risk of the breeding scheme). In this case, the A matrix is replaced by the prediction error variance matrix of the EBV (Henderson, 1984) . Average relationships of age classes are replaced by prediction error variances of average genetic merit of the age classes. If inbreeding and the variance of the selection response are to be restricted, the algorithm needs to be extended so that it can deal with two quadratic constraints instead of with one.
For discrete generations, the algorithms of Wray and Goddard (1994) and Brisbane and Gibson (1995) select the group of parents with maximum EBV − kA where EBV and A are the average EBV and relationship of the selected parents, respectively, and k is the cost factor of the average relationship. Meuwissen (1997) used the Lagrangian multiplier method to determine a cost factor k so that the desired rate of inbreeding is achieved. With overlapping generations, the cost factor would apply to the average relationships among the animals in the next year (i.e., to the r'Ar term). Hence, the Wray and Goddard (1994) and Brisbane and Gibson (1995) algorithm is extended to overlapping generations by maximizing EBV − k r'Ar of the selected parents, where r'Ar is decomposed as in Equation [4] . The distribution of selected parents over age classes is optimized as described in the section Optimization of the Contributions of the Age Classes.
General Remarks
The computer time required was about 30 min CPU per year of a replicate on an Alpha 500 workstation (Digital, Nashua, NH), when the population size was 512 new progeny per year, which yielded approximately 1,700 selection candidates. This was about eight times longer than with 256 new progeny per year (i.e., half the size of 512 new progeny) and suggested that computer time was proportional to n 3 , where n is the number of selection candidates. The matrix inversions that were required to calculate the optimal contributions could explain this proportionality to n 3 because the computer time required to invert a matrix is proportional to n 3 (Press et al., 1989) . Hence, computer time may be large in practical schemes with many selection candidates, but it does not seem to be prohibitively large.
In a conference abstract, Grundy et al. (1997) presented a selection rule that is similar to the present selection rule but did not optimize the distribution of the parents over the age classes. Recently, they developed an alternative method for this optimization (B. Grundy, personal communication). The methods will be compared in a subsequent article. The presented selection rule was compared with BLUP selection, in which the numbers of selected animals had to be predefined (i.e., BLUP selection is not a [completely] dynamic rule) (Goddard and Howarth, 1994) . The extra selection response at the same rate of inbreeding increased when populations became smaller and inbreeding restrictions became more stringent. Hence, the selection rule is especially useful when the population size is small relative to the required rate of inbreeding. Whether the optimal contribution selection is useful in practice depends on the size of the population, but at a nucleus size of 512 new progeny per year (i.e., ± 1,700 nucleus animals) optimal contribution selected yielded 16 to 39% more genetic gain than BLUP selection. However, part of this superiority of the OC scheme is because the BLUP selection schemes did not select unequal (optimal) numbers of sires and dams, such that the increased responses should be seen as upper limits for the superiority of the OC schemes.
Implications
A dynamic selection rule was developed that maximized the selection response at a predefined rate of inbreeding in populations with overlapping generations. At the same rates of inbreeding, the dynamic rule yielded up to 44% more selection response than selection for BLUP-EBV. The superiority decreased with increasing population sizes and with increasing rates of inbreeding. The dynamic selection rule is most useful in small selection schemes in which relatively low rates of inbreeding are desired.
