Recurrence Relations for Values of the Riemann Zeta Function in Odd


























It is commonly known that ζ(2k)) = qk
ζ(2k+2)
pi2
with known rational numbers qk. In this work we






= 0 and show that series representations
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1 Summary
In the first section we show that cosh(x)
sinh(x)2N+1




for some k ≤ N . We achieve this by proving four identities between certain rational
functions. These in turn are derived from four recurrence relations for binomial coefficients, which are
proved first. Then we show that the 2n-th derivative of coth(x) can be expressed as linear combination
of cosh(x)
sinh(x)2k+1
with k ranging from 1 to n. We prove some useful recurrence relations between the coeffi-
cients of the cosh(x)
sinh(x)2k+1
’s and compute explicitly the inverse of the matrix formed by these coefficients.









N ∈ N - by applying our previous findings on Ramanujan’s famous identity for the Riemann zeta



















Lemma 2.2. For M, j ∈ N, 0 ≤ j ≤ 2M we have the identity
j!











(2M − 2k)(3M − k + 1)
2M − 2k + 1
k!(j − 1− k)!
(
2M − k










(2M − 2k − 1)(2M − 2k + 1)
k!(j − 1− k)!
(
2M − k














Proof. Induction over j using (
2M − k
j − 1− k
)
=
2M − j + 2
j − 1− k
(
2M − k




2M − 2j + 3
(
2
(4M + 1)(2M − 2j + 2)



































(−1)j−1−kk!(j − 1− k)!
(
2M − 1− k











Proof. Induction over j using(
2M − 1− k
j − 1− k
)
=
2M − j + 1
j − 1− k
(
2M − 1− k
j − 2− k
)
and

















Lemma 2.4. For M, j ∈ N, 1 ≤ j ≤ 2M we have the identity
(4M − 2j + 2)!


















(4M − 2k + 2)!












Proof. Induction over j using
−
(4M − 2j + 4)!









(4M − 2j + 2)!




































+ 4M(2M + 1). (2.4)


























































































2(M − 1− k)










, j = 0, ...,M − 1.
(2.8)







the left hand sides of (2.5), (2.6), (2.7) and (2.8) respectively. We can easily check
S4M+20 = 1, S
4M
0 = 1, S
4M+2
1 = 4M + 2 and S
4M
1 = 4M.
In the following we assume j > 0.
Using (
2(M − k)














2M − 2j + 1








Then a shift of the index k to k − 1 in S4M+22(j−1)+1 and S
4M
2(j−1)+1 and the relation(
2(M − k + 1)
(j − 1)− k + 1
)(




4k(2k − 1)(2M − 2k + 1)










(2M − 2j + 3)(4M + 2)jS4M+22j
+ 4(2M − 2j + 2)(2M − 2j + 1)(3M − j + 2)S4M+22(j−1)+1
− 2(2M − 2j + 2)(4M + 1)(4M + 2)S4M2(j−1)+1




2M − 2j + 1













k(4M + 2)(2M − 2k + 1)













2k(2M − 2j + 1)












2M − 2(j − 1) + 1
2M − k − (j − 1) + 1
(
2(M − k)





= − (2M − 2j + 1)(2M − j + 2)(4M + 2)S4M+22(j−1).
Now we apply the last relation on itself for j − 2, j − 3, ..., 1 repeatedly which yields
j!
(2M + 1)!!






(2M + 1)!!(2M − 2k − 1)!!
(2M − 2k + 1)!!(2M − 2j − 1)!!
k!(j − 1− k)!(2M − 2k)(3M − k + 1)
(
2M − k









(2M + 1)!!(2M − 2k − 3)!!
(2M − 2k + 1)!!(2M − 2j − 1)!!
k!(j − 1− k)!
(
2M − k





+ (−1)j(4M + 2)
(2M − 1)!!







where we used S4M+20 = 1 in the last summand. Now we use (2k− 1)!! =
(2k)!
2kk!
to eliminate the double
factorials. This results in
j!








(2M − 2k)(3M − k + 1)
2M − 2k + 1
k!(j − 1− k)!
(
2M − k
j − 1− k
)
S4M+22k+1





(2M − 2k − 1)(2M − 2k + 1)
k!(j − 1− k)!
(
2M − k











This gives from the induction hypothesis for S4M+22k+1 and S
4M





























2k(2M − 2j + 1)





















= − (2M − j + 1)S4M2(j−1).




(−1)j−1−kk!(j − 1− k)!
(
2M − 1− k















from the induction hypothesis for
S4M2k+1 and (2.2).
We apply a different approach as before for S4M+22j+1 . We do not perform a shift of the index k, but
involve S4M+22j instead. Thus we compute
(2j + 1)S4M+22j+1 − (4M + 2)S
4M+2
2j

















2M − 2j + 1





















= − (4M − 2j + 3)S4M+22(j−1)+1.
Iterating this relation yields
(2j + 1)!!S4M+22j+1 − (4M + 2)(2j − 1)!!S
4M+2
2j




(4M − 2k + 1)!!(2k − 1)!!




(4M − 2j + 1)!!
,
where the last summand comes from S4M+21 = 4M +2. After eliminating the double factorials we get
(4M − 2j + 2)!












(4M − 2k + 2)!



























(2M − 2j − 1)(2M − k − j)









(2M + 1)S4M2j+1 − (2M − 2j)S
4M+2
2j+1






(2M − 2j − 1)(2M − k − j)



























(2M − 2(j − 1)− 1)(2M − k − (j − 1))
(2M − 2k − 1)(2M − 2k)
(
2(M − k)





= (2M + 1)S4M2(j−1)+1.
Iterating the last result gives





(2M − 2k)S4M+22k+1 + 4M(2M + 1),














must hold. This concludes
the proof. 













































































































































































































































































2(M − 1− k)


























































































Comparing coefficients and (2.6) give (2.11).

































































Comparing coefficients and (2.5) give (2.12). 
7
Setting z = exp(x) for x ∈ C gives
Corollary 2.8. For M ∈ N and x ∈ C we have














































Rearranging the latter yields



































































2.2 The 2n-th Derivative of coth(x) and Some Useful Recurrence and Matrix Re-
lations
The 2n-th derivative of coth(x) will be of special interest in the next section.













































4n, cn,k = 2k(2k − 1)cn−1,k−1 + 4k













fulfills the first two of the latter equations even for n = 0, which can be readily checked by a small
calculation using (
2k − 2



























for k ≥ 1.
This in turn implies c1,k = 0 for k ≥ 2, which is due to c1,k = 2k(2k − 1)c0,k−1 + 4k
2c0,k. Then the
same argument gives cn,k = 0 for k > n. This gives cn,n = (2n)!. Thus the claim follows by induction
over n. 
















cn,i and bn,k := 2
2(n−k)cn,k. The strategy of the proof is to show that
both an,k and bn,k suffice
an,k = 2k(2k − 1)an−1,k−1 + 16k
2an−1,k. (2.18)
Then since we have an,1 = 2
4n−3 = bn,1 and an,k = bn,k = 0 for k > n this gives an,k = bn,k for all
k ≥ 1 as claimed. Now (2.18) is easily confirmed for the bn,k’s. For the an,k’s we note that for i ≥ k
(2i+ 2)(2i + 1)
(
k
i− k + 1
)
− 2k(2k − 1)
(
k − 1
i− k + 1
)






holds. Therefore we have
n−1∑
i=k
(2i + 2)(2i + 1)
(
k



































2i(2i − 1)cn−1,i−1 + 4i
2cn−1,i
)









































Proof. Note that U and V are lower triangular matrices. The proof follows by induction over the row









































and for s = n we obtain
n∑
k=n
vn,kuk,n = 0 + 1 + 0.

Proposition 2.13. Let the numbers hk,n be given by





hk−1,j for k ≥ 2. (2.22)


































, for k ≤ n ≤ min(2k,N)
ln,k = 0, otherwise.
and the diagonal matrix D = (dn,k) by di,i = 2
2i+1. Then we have for U and V defined in (2.19) and
(2.23) respectively the matrix relations
UL = DU and LV = V D.
Proof. Remembering un,k =
(−1)n

















Here we used (2.17) in the penultimate step. 






















Note that the coefficients occurring above are the same as in (2.13) and (2.14).
3 Main Results








Our starting point is Ramanujan’s famous formula for ζ(2n+ 1), cf. [1].
Theorem 3.1. Let Br, r ≥ 0 denote the r-th Bernoulli number. If α and β are positive numbers































(2n − 2k + 2)!
αn−k+1βk.





we rewrite Ramanujan’s formula in a more convenient form, which is
11




































(−1)kζ(2k)ζ(4M + 2− 2k)
1
α2(M−k)+1
− ζ(4M + 2)α2M+1,
(3.1)






























+ 2(−1)M ζ(2M + 2)2






(−1)kζ(2k)ζ(4M + 4− 2k)
1
α2(M−k+1)
+ ζ(4M + 4)α2M+2.
(3.2)
























Proof. We divide both sides of (3.2) by α2M+1 and both sides of (3.1) by α2M . Then we apply the
operator α2 d
dα




















+ {sums involving coth vanishing for α→∞}
+ (4M + 3)!ζ(4M + 4)
1
α
+ (4M + 2)!ζ(4M + 4)α4M+3,




















+ {sums involving coth vanishing for α→∞}
+ (4M + 1)!ζ(4M + 2)
1
α
− (4M)!ζ(4M + 2)α4M+1,















































k ζ(2k + 2)
π2k+1
α2k+1,
with the vn,k’s defined in (2.23). Let us first assume that N is odd, i.e. N = 2M − 1. Then plugging

















































































































































































where c2M−1 denotes the coefficient of
1
α






















































































for a given ǫ and α sufficiently large. All other terms than P2M−1(α) in the right hand side of (3.4) are
bounded. Since P2M−1(α) does not have a constant term it follows with above result P2M−1(α) ≡ 0.
Inserting (2.23) into (3.4) and the fact that limα→∞ coth(απn) = 1 holds for all n ∈ N proves the
claim for N = 2M −1. The proof for N = 2M follows completely analogously using (2.14) and (2.25).

3.2 Applications






















































Inserting (3.3), taking the limit α→ 0+ and rearranging give the result. 
Remark 3.5. More identities like (3.5) can be obtained from differentiating (3.7) 2N times.
























































Iterating this finding K times and (3.3) give the result. 
Remark 3.7. Using (3.8) one can obtain for K ∈ N more identities like (3.5) from (3.6) and (3.7) by
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