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ABSTRACT
Flux estimates for ionizing radiation escaping from star-forming galaxies with characteristic UV luminosities (L∗
1500(1+z))
derived from GALEX and the VIMOS-VLT Deep Survey, are presented as a function of redshift and assumed escape fraction.
These estimates offer guidance to the design of instrumentation and observing strategies, be they spectroscopic or photometric,
for attempting to detect LyC escaping star-forming galaxies for redshifts z < 3. Examples are given that relate the integrated
escape fraction ( f eLyC) of ionizing photons, obtained by integrating over the entire extreme UV (EUV) bandpass, to the relative
escape fraction ( f e900) observed just shortward of the ionization edge at 911.8 A˚ as a function of H I, He I, and He II column
densities. We find that for logNHI(cm
−2) & 17.0 f eLyC is significantly greater than f
e
900. Detection of LyC “drop-ins” in the
rest-frame EUV will provide enhanced fidelity to determinations of the integrated fraction of ionizing photons f eLyC that escape
star-forming galaxies and contribute to the metagalactic ionizing background (MIB).
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1. INTRODUCTION
It is evident that most of the hydrogen in the universe
was reionized during an Epoch of Reionization (EOR) some-
where between 13.4 and 12.7 Gyr ago, corresponding to red-
shifts 12 > z > 6 (Fan et al. 2006; Bouwens et al. 2015),
when primordial gas clouds began to collapse into proto-
galaxies to form the first stars and black holes. Whether
the overall increase in ionizing radiation that precipitated the
EOR was produced by the first stars or black holes is a major
unanswered cosmological question.
The total budget for ionizing radiation escaping from these
objects remains uncertain (Madau & Haardt 2015), but its
history plays a crucial role in regulating the subsequent
emergence and evolution of structure in the universe (c.f.
Madau et al. 1999; Ricotti et al. 2002; Benson et al. 2013;
Robertson et al. 2015). Lyman continuum (LyC) photons,
emitted below the rest frame H I ionization edge at 911.8
A˚, escape the highly ionized confines of quasars and active
galactic nuclei (AGNs) with relative ease (Bahcall & Sargent
1967; Smith et al. 1981; Bechtold et al. 1987; Scott et al.
2004), but the potential contribution from the vastly more
numerous star-forming galaxies is harder to quantify; this
is due to the difficulty of observing this intrinsically weak
emission coupled with our poor understanding of the physi-
cal conditions that allow ionizing radiation to escape into the
intergalactic medium (IGM).
Empirical estimates of the average escape fraction re-
quired to sustain an ionized IGM by z = 6, range from 5
< f eLyC < 40% (Bouwens et al. 2015; Finkelstein et al. 2015,
and references therein). These estimates depend on the
evolution of the steepness of the galaxy luminosity func-
tion, the mean production of LyC emission per unit star-
formation rate (SFR), and assumptions regarding the ratio of
the escape fraction to the ionized hydrogen clumping factor
(Madau et al. 1999). The conclusion that the EOR is driven
solely by star-forming galaxies rests on these assumptions,
and on an extrapolation of the faint-end cutoff of the galaxy
luminosity function from -17 < Muv < -13. Moreover, there
are no constraints as to how the escape fraction is distributed
as a function of galactic mass, luminosity, and environment.
Cosmological hydrodynamical simulations aiming to de-
termine the escape fraction as a function of luminosity and
halo mass have produced mixed results (c.f. Gnedin et al.
2008; Razoumov & Sommer-Larsen 2010; Yajima et al.
2011; Wise et al. 2014; Yajima et al. 2014). In recent work,
Sharma et al. (2016) found that the brighter galaxies have
higher escape fractions. In contrast, Xu et al. (2016) find
that galaxies with smaller halo masses have the highest es-
cape fractions, however, they also found that star formation
in low-mass galaxies is easily suppressed as reionization
progresses, leaving higher-mass galaxies, which are less sus-
ceptible to photo-evaporation, to complete the process.
One of the key projects for the James Webb Space Tele-
scope (JWST) is to search for those sources responsible for
reionizing the universe; however, it will likely only be able
to do so indirectly. The monotonic increase with redshift in
the density of Lyman limit systems (LLS) – those discrete
clouds in the IGM having log(NHI(cm
−2))> 17.2 – steadily
decreases the probability of directly detecting LyC emission
from star-forming galaxies on an unattenuated line of sight
(c.f. Madau 1995; Inoue & Iwata 2008; Inoue et al. 2014;
Worseck et al. 2014; Crighton et al. 2015). At redshifts of
z = [3, 4, 5, 6] the mean transmission of the IGM is estimated
to be ≈ [0.5, 0.3 0.08, 0.01] (Inoue et al. 2014, their Figure
4), albeit with an large variation about the mean. The JWST
short wavelength cutoff is ≈ 0.6 µm, so the LyC region is ac-
cessible only for redshifts z & 6 where the IGM is essentially
completely opaque. Direct measurements of LyC will be a
challenge for JWST, to say the least
The far-UV and near-UV bandpasses provide the most di-
rect path to spatially resolved detection of ionizing radia-
tion, and to the characterization of those environments that
favor LyC escape. Spatial resolution is an especially im-
portant diagnostic, as models indicate that LyC photons es-
caping from any particular galaxy will exhibit gross varia-
tions that depend on the line of sight of a star-forming source
with respect to intervening neutral and ionized material in
disks, superbubbles, and surrounding circumgalactic streams
Dove & Shull (1994); Bland-Hawthorn & Maloney (1999);
Dove et al. (2000); Shull et al. (2015).
Recent successes in detecting LyC emission from what
are apparently star-forming galaxies (Leitet et al. 2013;
Borthakur et al. 2014; Izotov et al. 2016b; Leitherer et al.
2016; Naidu et al. 2016; Shapley et al. 2016) have embold-
ened the design of instrumentation and observing strategies
capable of quantifying, on an industrial scale, the relative
contributions of star-forming galaxies, quasars, and AGN
to the creation and sustenance of the metagalactic ionizing
background (MIB) across cosmic time.
The need for understanding those physical processes that
enable f eLyC at low redshift has grown in importance as of late.
Recent determinations of the number density of Lyα forest
lines found at low redshift by Danforth et al. (2016) appear
to require a MIB ∼ 5× larger than theoretical estimates to
explain the low density of the lines (Kollmeier et al. 2014);
(see Shull et al. 2015; Gaikwad et al. 2017, for contrasting
conclusions). These studies are inconclusive as to whether,
on average, f eLyC from star-forming galaxies and quasars is
considerably higher than the handful of detections to date in-
dicate, thus underlining the importance of quantifying f eLyC at
both low and high redshift.
Our main goal is to establish effective area requirements
for future observatories that will transform what has previ-
ously been described as an impossible task (Fernandez-Soto et al.
2003), into a statistically significant determination of LyC lu-
minosity function evolution across cosmic time envisioned
by Deharveng et al. (1997) and Shull et al. (2015), providing
a full accounting of the LyC escape budget from star-forming
galaxies of all types.
Here we use 1500 A˚ luminosity functions to guide es-
timates of the rest frame EUV flux (the LyC) emitted by
characteristic galaxies, attenuated by a uniform foreground
screen of circumgalactic media (CGM) with representative
REQUIREMENTS FOR THE DETECTION OF LYMAN CONTINUUM 3
ratios of H I, He I, and He II column densities. We also in-
clude the progressive increase in mean attenuation effected
by the increasing H I distribution of IGM column densities
as a function of redshift. A general result is that the LyC es-
cape fraction measured in a narrow range just shortward of
the ionization edge is a poor representation of the total frac-
tion of ionizing photons that escape.
These calculations were developed to support science
and technology flowdown exercises for the Large Ultra-
Violet Optical InfraRed (LUVOIR) and Habitable Exoplanet
(HabEx) survey mission studies commissioned by NASA in
preparation for the Astrophysics Decadal Survey for 2020,
and to assess the capability of proposed probe and explorer
class missions.
A cosmology of H0 = 70 km s
−1 Mpc−1, Ωm = 0.3, ΩΛ =
0.7 is assumed.
1.1. Review of Escape Fraction Terminology
The term “escape fraction” is often used loosely and some-
what conflictingly. The literature defines a number of slightly
different ratios to describe the escape of ionizing radiation
from galactic environments, which for the sake of complete-
ness we review briefly.
A useful observable, termed the relative escape fraction
( frel) by Reddy et al. (2016); Shapley et al. (2006), and
Steidel et al. (2001), is defined as the ratio of the observed
flux in a bandpass just shortward of the Lyman edge (Fo900)
to that observed at some fiducial UV continuum wavelength
(Foλ );
frel = F
o
900/F
o
λ . (1)
The observed flux is then relatable to the intrinsic flux (F iλ) by
appeal to a stellar population spectral synthesis model, after
accounting for the transmission of flux, Tλ, as attenuated by
line of sight neutral gas and dust, such that Fo
λ
= TλF
i
λ
. Just
over the edge we have Fo900 = f
e
900F
i
900, which Reddy et al.
(2016) called f e900 the absolute escape fraction (in their nota-
tion f (LyC)abs).
Solving for f e900 in terms of the relative escape fraction, the
attenuation at the fiducial wavelength and the intrinsic flux
ratio,
f e900 = Tλ frelF
i
λ/F
i
900. (2)
It explicitly includes hydrogen and dust attenuation at the
edge. Borthakur et al. (2014) made a further distinction be-
tween what they called a relative escape fraction at 912−,
where Tλ =1, and an absolute escape fraction at 912
− where
they corrected for dust using the ratio of the integrated LyC
luminosity, with respect to the bolometric luminosity.
Implicit in these definitions is the assumption that the ob-
served flux Foλ is averaged over some relatively narrow band-
pass. However, f e900 does not fully account for all the ioniz-
ing photons that escape from the CGM and contribute to the
MIB. To do so requires an integration of the attenuated (“ob-
servable”) photon number flux (Foλ /Eλ; where λ < 911.8 A˚
and Eλ is the photon energy) over the full extent of the spec-
tral energy distribution (SED) shortward of the Lyman edge.
Table 1. Schechter parameters for UV Luminosity
Functions
z ∆z α M∗15 φ
∗a m∗(1+z)1500
0.1 0 - 0.2 -1.21 -18.05 4.07 20.17
0.3 0.2 - 0.4 -1.19 -18.38 6.15 22.30
0.5 0.4 - 0.6 -1.55 -19.49 1.69 22.37
0.7 0.5 - 0.8 -1.60 -19.84 1.67 22.73
1.0 0.8 - 1.2 -1.63 -20.11 1.14 23.24
2.0 1.75 - 2.25 -1.49 -20.33 2.65 24.43
2.9 2.4 - 3.4 -1.47 -21.08 1.62 24.38
a (10−3 Mpc−3 mag−1 )
The integrated escape fraction is normalized by the intrinsic
SED integrated over the same wavelength interval,
f eLyC =
∫ 912
0 F
o
λ /Eλdλ
∫ 912
0 F
i
λ
/Eλdλ
. (3)
In practice, Foλ is not observable in its entirety; however, we
can estimate it by the integration of a transmission function,
multiplied by the intrinsic flux, TλF
i
λ, over the wavelength
interval shortward of the Lyman edge.
In § 2 we provide estimates of Fo(1+z)900 in terms of the
characteristic apparent ab-magnitude (abmag) m(1+z)900, as a
function of f e900, scaled from compilations of UV luminosity
functions taken from the literature for rest frame wavelengths
≈ 1500 A˚. In § 3 we will give estimates of the integrated
fraction of escaping ionizing photons, f eLyC , by modeling the
optical depth in neutral hydrogen, neutral helium, and once-
ionized helium column in the CGM in the foreground of a
spectral synthesis model. In § 4 we include the IGM attenu-
ation in estimating the LyC flux of redshifted models scaled
to the magnitudes of characteristic galaxies at (1+z)1500 A˚,
and discuss detection requirements and observing strategies.
2. FAR-UV LUMINOSITY FUNCTIONS
We use far-UV luminosity functions listed by Arnouts et al.
(2005) to estimate areal density of candidates and their cor-
responding LyC flux as functions of assumed escape fraction
and redshift. In Table 1 we list the Schechter (1976) func-
tion parameters. The luminosity function in units of absolute
magnitude is expressed as
φ(M15) =
ln10
2.5
φ∗10−
(M15−M
∗
15
)(α+1)
2.5 e−
(M15−M
∗
15
)
2.5 , (4)
where M∗15 is the characteristic absolute magnitude of the
Schechter function at 1500 A˚, α is the faint-end power-law
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Figure 1. Star-forming galaxy surface density as a function of red-
shift derived from the luminosity functions listed in Table 1.
slope, φ∗ is the normalization factor (in Mpc−3 mag−1), and
M15 is the independent variable for the absolute magnitude at
restframe 1500 A˚.
We convert this function from the number per comoving
volume to the number per square degree by multiplying by
the comoving volume per solid angle, calculated at about the
mid-point in each redshift interval. The characteristic abso-
lute magnitude in the 1500 A˚ rest frame was shifted to a char-
acteristic apparent magnitude in the observer’s frame using
the formula (Yoshida et al. 2006)
m∗(1+z)1500 = M
∗
15+ 2.5log
[
(dl(z)∗ 10
5)2
(1.+ z)
]
. (5)
Here dl(z) is the luminosity distance in Mpc, and z is the
redshift.
In Figure 1 we show the ultraviolet luminosity functions
listed in Table 1 recast into a differential areal density,
graphed logarithmically as the number of galaxies per unit
magnitude per square degree. Each curve has an ∗ to indi-
cate the location of the characteristic magnitude m∗(1+z)1500
where the Schechter function makes the transition from the
exponential cutoff in galaxy counts at the bright end of the
luminosity function to the power law extension of the faint
end. The interval for the abscissa of each curve spans 5 mag
(a factor of 100 in flux) centered on m∗(1+z)1500. The figure
is useful for estimating the number of targets within a given
patch of sky down to an instrument’s brightness limit.
The estimate for the apparent characteristic magnitude at
(1+ z)900 A˚ in the observer’s frame, m∗(1+z)900, is scaled
from m∗(1+z)1500 using
m∗(1+z)900 = m
∗
(1+z)1500+ δm
1500
900 + δmesc. (6)
where the escape fraction just over the ionization edge is
δmesc = 2.5log f
e
900, and the ratio of the intrinsic rest frame
flux at 1500 A˚ to that at 900 A˚, δm1500900 = 2.5logF
i
1500/F
i
900,
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Figure 2. Estimate of each luminosity function’s characteristic
magnitude, m∗(1+z)900, as a function of redshift and assumed f
e
900
escape fraction just shortward of the edge Lyman edge. These esti-
mates do not include IGM attenuation.
was determined from the STARBURST99 (Leitherer et al.
1999, 2014, hereafter SB99) intrinsic SED described in § 3.2.
Conveniently, in the rotating stellar evolution model that we
have adopted, F i1500/F
i
900 ≈ 1. This ratio is relatively insen-
sitive to age in constant star-formation models. In the older,
non-rotating SB99 models the range is 1.5 . F i1500/F
i
900 . 3
for ages 10 – 900 Gyr. A factor of 2 in the flux ratio amounts
to δm1500900 = 2.5logF
i
1500/F
i
900 ≈ 0.75.
The estimates form∗(1+z)900, shown as magenta lines in Fig-
ure 2, are based on the rotating evolutionary models. They
may be adjusted to adhere to the older models by shifting
the ordinate by the preferred δm1500900 (= 0 for the rotational
models). Likewise, offsets to account for differences in dust
attenuation between 1500 and 900 A˚ may also be applied.
We have neglected here the stochastic attenuation expected
from intervening neutral hydrogen absorption systems asso-
ciated with the IGM. We will quantify the effects of this ad-
ditional attenuation in § 4.
The estimate for m∗(1+z)900 at a given f
e
900 is intended to
provide guidance for detecting LyC emission at the most at-
tenuated wavelength, just over the Lyman edge. The green
dashed contours in Figure 2 indicate the flux levels F(1+z)900
in units of femto erg flux units (1 FEFU = 10−15 erg cm−2 s−1
A˚−1 ), which was roughly the background limit for the Far
Ultraviolet Spectroscopic Explorer (FUSE). Current space-
based UV background limits are ∼ 1 - 1000 times lower and
will be discussed in § 4.1.2.
It should be kept in mind that f e900 is not a measure of the
ratio of the total number of ionizing photos that escape to the
total number that are emitted. In the following section we
show that while the LyC flux in the relatively narrow wave-
length range just shortward of the Lyman edge can be essen-
tially zero, the fraction of escaping continuum photons inte-
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grated over the entire LyC emitting region, from the edge into
the extreme UV (EUV), is significantly greater than zero.
3. LYMAN DROP-INS
The abrupt drop-out in flux shortward of the LyC is a useful
diagnostic for the photometric identification of star-forming
galaxies (Steidel et al. 1995). The wavelength of the band
where the flux drops out provides a constraint on the redshift.
The technique was originally developed using ground-based
surveys, which can efficiently identify objects at redshifts z≈
3 – 4. Lyman drop-outs at these redshifts are commonly
referred to as Lyman Break Galaxies (LBGs). Cooke et al.
(2014) have emphasized that the standard LBG technique
is biased toward star-forming galaxies with zero detectable
flux in the LyC, i.e. when line of sight column densities of
NHI >> 1×10
18 cm−2. For NHI ∼ 1×10
18 cm−2 the drop-
out does not extend completely throughout the EUV range,
so we expect to find a class of star-forming galaxies that we
call Lyman “drop-ins” as described below.
3.1. H I, He I, He II CGM transmission model
In principal, the shape of the continuum emission short-
ward of the Lyman edge contains a great deal of information
regarding the distribution of ionization states for hydrogen
and helium, and the distribution of dust along those unre-
solved line of sight(s) through an individual galaxy’s CGM
favoring the escape of LyC radiation. The attenuation at
each photoionization edge increases sharply followed by a
relatively gentle recovery, varying approximately as ∝ ( λ
λe
)3,
where the λe for H I, He I, and He II are 911.75, 504.26, and
227.84 A˚, respectively.
In general, the transmission below the Lyman edge is a
exponential function of the sum of dust, neutral hydrogen,
neutral helium, and singly ionized helium optical depths,
TCGM(λ) = exp[−τd(λ)− τHI(λ)− τHeI(λ)− τHeII(λ)], (7)
where the various optical depths are products of the col-
umn densities and cross-sections for each species, τx(λ) =
Nxσ(λ). For the hydrogen and helium photoionization cross-
sections we use the analytic fits from Verner et al. (1996),
which differ slightly from the λ3 relation. For the H I, He I,
and He II resonance line cross-sections calculations we use
the wavelengths and oscillator strengths for the 1 < n < 79
lines of each species found in the online repository complied
by Kurucz in CD-ROM 23.1
We calculated the total optical depth template for each
species, following a procedure used by McCandliss (2003),
wherein Voigt profiles were generated for individual lines
with fine enough sampling and range to resolve the doppler
core and return the optical depth in the damping wing to
near 0. Individual line profile optical depths were interpo-
lated onto an common grid spanning the entire wavelength
range of interest, for summation with all other lines and pho-
toionization cross-sections. The doppler velocity was set
1 http://www.cfa.harvard.edu/amp/ampdata/kurucz23/sekur.html
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Figure 3. LyC transmission functions for logNHI(cm
−2) = 16.00,
17.00, 17.25, 17.50, 17.75, 18.00, 18.25, 18.50 that span the transi-
tion from optically thin to thick at the Lyman edge. Top – χHI =1,
χHeI = 0.9. Bottom – χHI =0.1, χHeI = 0.9.
.
to b = 35 km s−1, as is commonly assumed (Madau 1995;
Inoue & Iwata 2008; Inoue et al. 2014) and is sufficient for
our flux estimation exercise; however, it should be kept in
mind that observations of the differential distribution of b
have been matched to dN
db
=
4b4σ
b5
exp(−( bσ
b
)4) with bσ ≈ 26
km s−1 (Hui & Rutledge 1999). How dN
db
varies with redshift
is an open question.
The relative contributions of the three species are linked
through the cosmic abundance of helium by number and im-
posed assumptions for the neutral fractions with respect to
the total for the element (molecular hydrogen is neglected);
i.e., NtotH = NHI +NHII , N
tot
He = NHeI +NHeII +NHeIII and N
tot
He
= 0.08 NtotH . The independent variables are the column of
H I, its neutral fraction, χHI ≡
NHI
NtotH
, and the helium neutral
fraction, χHeI ≡
NHeI
NtotHe
.
In Figure 3 we show two sets of transmission models, hav-
ing (χHI , χHeI) = (1.0, 0.9), and (0.1, 0.9), top and bottom,
respectively. The overall blackness of f e900 is set by the NHI
column density, but total fraction of escaping LyC photons
is set by the ionization state of hydrogen relative to that of
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helium. The strength of the neutral and ionized helium edges
becomes enhanced for χHI < 1.
The nature of dust attenuation in a highly ionized density
bounded medium below the hydrogen Lyman edge is highly
uncertain, so we have neglected it here. This should not be
too serious, as the extinction near the Lyman edge in the
canonical MilkyWay model of Weingartner & Draine (2001,
their Figure 14) is NHI/A(912)≈ 2.4 × 10
20 cm−2 mag−1.
For NHI = 10
18 cm−2 this yields A(912) =0.0042, so with
τd(912) = A(912)/1.086, we estimate a miniscule effect on
transmission at the edge of exp(−τd(912)) = 0.996. How-
ever, if the dust abundance follows the total hydrogen instead
of just H I, then τd will be higher.
In principal, a proper accounting of the neutral and ionized
gases could lead to important observational insights into the
temperature of the CGM along with the survivability and at-
tenuation properties of dust grains with respect to the total
gas content in LyC-leaking environments.
3.2. Intrinsic SB99 Star Formation Model
We employ here an SB99 spectral synthesis model, form-
ing stars at a continuous rate of 1 M⊙yr
−1 (Leitherer et al.
1999, 2014) for the intrinsic SED. We specified a Kroupa
initial mass function, which has double power law exponents
of -1.3, over the mass interval from 0.1< M⊙ < 0.5, and -2.3
for 0.5 < M⊙ < 100. We also chose the Geneva evolution-
ary tracks with rotation at 40% of the break-up velocity (v0.4
models) and solar metallicity were also selected. After about
10Myr the number of ionizing photons emitted by this model
below the Lyman edge saturates at a rate of log [Q0(s
−1)] ∼
53.4 (Leitherer et al. 1999). The mass at this point is 107M⊙.
3.3. SB99 models with CGM attenuation
In Figure 4 we show the effect of attenuating the SB99
model with the transmission functions depicted in Figure 3.
The shape of the continuum emitted below the Lyman edge,
and hence the number of ionizing photons that ultimately es-
cape from a star-forming region, is linked to the ionization
state of hydrogen and helium in the surrounding column of
gas. There is very little intrinsic stellar flux emitted below
the He II edge at 228 A˚, so the inclusion of He II has little
effect on the overall total escape fraction. However, it would
become important for the harder SEDs typical of quasars and
AGN.
The top panel has (χHI , χHeI ) = (1.0, 0.9), where we have
assumed that helium is slightly ionized for the purpose of
showing the location of the He II Lyman series. This model
shows signs of a slight break shortward of the He I ioniza-
tion edge at 504 A˚, but overall it exhibits a relatively smooth
Lyman drop-in with decreasing wavelength. In the bottom
panel (χHI , χHeI ) = (0.1, 0.9), so the break shortward of 504
A˚ is strengthened by the lower H I abundance with respect
to He I, causing a Lyman ”double drop-in” to appear in the
EUV region. The strength of the He I break with respect to
the H I break becomes more enhanced as χHI decreases.
In each figure we have tabulated logarithms of the H I col-
umn density, the rate of ionizing photon production, the es-
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Figure 4. LyC drop-ins with (χHI , χHeI) as in Figure 3. SB99
v0.4 evolution model (10 Myr, continuous star formation, 107M⊙),
attenuated with the transmission functions in Figure 3. The in-
set table columns are: logNHI(cm
−2), the neutral hydrogen col-
umn; log [Q(s−1)], the rate of escaping ionizing radiation; f eLyC =
Q/Q0, the integrated escape fraction; and f
e
900, the escape fraction
just shortward of the ionization edge, which is defined as the ratio
of the attenuated flux to the intrinsic flux in the ∆λ = 20 A˚ wide
hatched region in the figures. For logNHI(cm
−2) >18 the escape
fraction measured at 900 A˚ f e900 <<1%, yet the integrated fraction
of ionizing photons that escape, f eLyC , is significantly greater than
f e900. The top panel shows a relatively smooth Lyman drop-in at
logNHI(cm
−2) =18. The bottom panel shows a double drop-in.
cape fraction integrated over the entire EUV band, f eLyC , and
the escape fraction of ionizing photons in the narrow 20 A˚
wide region shortward of the Lyman edge, f e900. The table
entries are color-coded to the spectra.
In Figure 5 we show that the relationship between f eLyC and
f e900, (logarithmic scales left and liner scales right) is decid-
edly nonlinear. We have overplotted an interpolation formula
of the form
f eLyC =
( f e900)
ζ1 +( f e900)
ζ2 + ε
(2+ ε)
, (8)
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Figure 5. Integrated fraction of escaping LyC photons, f eLyC on
ordinate, escape fraction at 900 f e900on abscissa. Top–bottom order
for (χHI , χHeI) as in Figure 3. Left linear–linear. Right log–log. The
relationship is decidedly non-linear. Top to bottom shows varying
degrees of significant escape even when f e900 has become black.
where (ζ1,ζ2, and ε) = (0.25, 0.75, 0.018) and (0.37, 0.95,
0.0011), for (χHI , χHeI) = (1.0, 0.9) and (χHI , χHeI) = (0.1,
0.9), respectively.
In all cases a column density logNHI(cm
−2) = 18 produces
essentially zero flux at the edge, yielding an edge escape frac-
tion of f e900= 0.003, yet the integrated escape fraction is 13
and 6%, for the two cases, respectively. Using the interpola-
tion formulae, we find that for the Lyman edge escape frac-
tions used in Figure 2, where f e900 = (0.01, 0.02, 0.04, 0.08,
0.16, 0.32, 1.00), the corresponding integrated escape frac-
tion is f eLyC = (0.18, 0.22, 0.27, 0.35, 0.45, 0.59, 1.00) and
(0.10, 0.13, 0.18, 0.24, 0.34, 0.50, 1.00) for the two cases,
respectively.
We conclude that measurements of the Lyman edge es-
cape fraction, f e900, only provide, at best, lower limits to the
the true integrated fraction of escaping ionizing photons, and
generally offer poor representations of the total number of
ionizing photons that escape. The tables in Figures 4 show
that LBGs may emit significant amounts of LyC radiation, at
the level of 5 to 1%, even if the optical depth at the edge is
≈ 10 ( logNHI(cm
−2) = 18.25). By way of example, we note
that Izotov et al. (2016a) found an edge escape fraction f e900
= 0.08. Using Eq. 8, we derived an integrated escape fraction
of f eLyC = 0.35 or 0.25 for our two cases, respectively. This
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Figure 6. Mean IGM transmission functions for redshifts z = (0.1,
0.3, 0.5, 0.7, 1.0, 2.0, 2.9). Computed from the (χHI , χHeI) = (1.0,
0.9) model. The vertical bar indicates the level of expected varia-
tion at the edge as found in Monte Carlo study of IGM absorbers
distributed over a range of column densities from LAF to DLA with
a piecewise break at the LL transition Inoue & Iwata (2008).
suggests that the “f-escape” problem might not be as bad as
it seems. The only definitive way to rule this out is through
deep UV observations in the redshifted rest frame of the EUV
in an attempt to observe the LyC drop-in.
In the next section we address the observability of of the
Lyman drop-ins in the face of the steadily increasing mean
optical depth of the IGM with increasing redshift.
4. REDSHIFTED MODELS, INCLUDING MEAN IGM
TRANSMISSION
We have thus far not included attenuation of the escap-
ing LyC due to resonant scattering and photoelectric absorp-
tion (photoionization) from discrete collections of interven-
ing clouds in the IGM. Here we use the rest frame LyC trans-
mission models described in § 3.1 to compute the mean trans-
mission of the IGM as a function of the fiducial redshifts in
Table 1.
The mean transmission function is derived from a mean
optical depth (Paresce et al. 1980; Madau 1995; Inoue et al.
2014), expressed here as a numeric integral
< τ(λ)>=
L
∑
i=0
M
∑
j=0
(
∂2n
∂NHI∂z
)
i, j
(1− e−τ(λo))∆zi∆N j. (9)
Here the observed wavelength is related to the rest frame
wavelength by λo = λr(1+ zi). The optical depth is τ(λo) =
τHI(λo) + τHeI(λo) + τHeII(λo). The redshift range from 0
≤ zi ≤ zL is in fixed increments of ∆zi =0.0005. The loga-
rithm of the column densities range from 12.3 ≤ log(N j) ≤
22 in variable increments of ∆N j = N j+1/2−N j−1/2 with 0
≤ j ≤M .
The differential distribution of the number of discrete ab-
sorbers with respect to H I column density and redshift,
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Figure 7. Redshifted (χHI , χHeI) = (1.0, 0.9) model with logarithmic scaling, showing LyC drop-in towards shorter wavelengths. Contours of
constant abmag appear as dashed lines. Column density colors as in Figure 4. The edge escape fractions are f e900 (0.000, 0.000, 0.003, 0.041,
0.166, 0.364, 0.566, 0.945) for (olive, red, orange, light green, green, blue, violet, and grey) respectively. The z = 0.1 panel, top-right, shows
the f e900 escape fractions and associated column densities.
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Figure 8. Redshifted (χHI , χHeI) = (0.1, 0.9) model with logarithmic scaling. The z = 2.0 and 2.9 models show the pronounced double drop-in
structure is severely depressed, but the structure survives albeit at a difficult to detect level. Colors and edge escape fractions as in Figure 7.
10 MCCANDLISS, O’MEARA
χHI = 1.000, χHeI = 0.900
0 2000 4000 6000
Wavelength (Å)
10−24
10−22
10−20
10−18
10−16
10−14
Fl
ux
 (e
rgs
 cm
−
2  
s−
1  
Å−1
)
18
20
22
24
26
28
30
32
34
36
38
abmag
χHI = 0.100, χHeI = 0.900
0 2000 4000 6000
Wavelength (Å)
10−24
10−22
10−20
10−18
10−16
10−14
Fl
ux
 (e
rgs
 cm
−
2  
s−
1  
Å−1
)
18
20
22
24
26
28
30
32
34
36
38
abmag
Figure 9. Attenuated SB99 models overplotted for the fiducial redshifts (z = 0, 0.1, 0.3, 0.5, 0.7, 1.0, 2.0, 2.9). The z = 0 models extend to
91 A˚; all others cut off at 911.8 A˚. Column density colors as in Figure 4, but the lowest column 18.5 is omitted. Asterisks mark (1+z)1500
A˚. Contours of constant abmag appear as dashed lines. Top – (χHI , χHeI) = (1.0, 0.9) model with logarithmic scaling. Bottom – (χHI , χHeI) =
(1.0, 0.9).
REQUIREMENTS FOR THE DETECTION OF LYMAN CONTINUUM 11
∂2n
∂NHI∂z
, is typically characterized by a piecewise continuous
function in redshift and column density (c.f. Madau 1995;
Inoue et al. 2014). There are three basic H I absorption
regimes: the Lyα forest regime (LAF), logNHI(cm
−2). 17;
the Lyman limit (LL) regime, 17 . logNHI(cm
−2). 20, and
the damped Lyα (DLA) regime, 20. logNHI(cm
−2).
We employ the ∂
2n
∂NHI ∂z
described by Inoue et al. (2014),
which uses a ”Schechter-like” distribution function for the
column density multiplied by a piecewise-continuous multi-
ple power law distribution to describe the evolution in red-
shift. The distribution function is broken down into the
sum of two different products, which in combination rea-
sonably agrees with the evolution of H I absorption sys-
tems from the LLA to DLA regimes as detailed in the lit-
erature (Weymann et al. 1998; Prochaska et al. 2005, 2010;
Ribaudo et al. 2011; Noterdaeme et al. 2012; Fumagalli et al.
2013; Kim et al. 2013; O’Meara et al. 2013; Prochaska et al.
2014). We note that the Inoue et al. (2014) distribution func-
tion produces a mean transmission that is generally less ag-
gressive than that produced by the distribution function used
by Madau (1995), even though it does not include a contri-
bution from DLAs.
The mean IGM transmission functions in the observers
frame, TIGM(λo) = exp<−τ(λ)>, are plotted in Figure 6
for z = (0.1, 0.3, 0.5, 0.7, 1.0, 2.0, 2.9). These transmis-
sion functions were computed from the (χHI , χHeI) = (1.0,
0.9) model. We emphasize that they are just mean relation-
ships. Significant stochastic deviations are expected along
any given line of sight. We give an indication of the level of
such variations at the Lyman edge by overplotting the 68%
deviations found by Inoue & Iwata (2008, their Figure 8) in
a Monte Carlo simulation of IGM absorbers distributed over
a range of column densities from LAF to DLA with a piece-
wise break at the LL transition. The appearance, or absence,
of an LL system in the Monte Carlo simulation drives much
of the expected transmission stochasticity. We see that while
the mean attenuation is significant at z =2.9, reaching a lower
trough of ≈ 15% at 2000 A˚, it is by no means complete. The
transmission at the Lyman edge for each redshift is T (z) =
(0.98, 0.97, 0.95, 0.94, 0.92, 0.80, 0.57), which translates to
a decrease in abmag at the respective edges of δm∗(1+z)900 =
(0.02, 0.03, 0.05, 0.07, 0.09, 0.24, 0.61).
In Figures 7, 8 and 9 we show the result of applying
TIGM(λo) to the (χHI , χHeI ) = (1.0, 0.9) and (χHI , χHeI) =
(0.1, 0.9) luminosity density models respectively. Following
Oke & Gunn (1983), using abmag = -2.5logFν-48.6 and sub-
stituting Fν =
λ2
c
Fλ, we determined the flux, F(1+z)1500 in the
observer’s frame from m∗(1+z)1500 in Table 1, such that
log(F(1+z)1500) =
m∗(1+z)1500+ 5log [(1+ z)1500]+ 2.408
−2.5
,
(10)
and found a scale factor, M7, matching the redshifted SB99
luminosity density at luminosity distance dl(z) to the ob-
served SED F(1+z)1500 such that
Fλo = M7
(
L(1+z)λr
4pid2l (z)(1+ z)
)
. (11)
Here the luminosity distance dl(z) is in cm and M7 =
M⋆g
(107M⊙)
,
where M⋆g is the galaxy stellar mass and 10
7M⊙ is the mass
of the SB99 model with its SFR of 1 M⊙ yr
−1 and age of 107
years. We find M7 = [0.8, 1.1, 3.2, 4.4, 5.6, 6.9, 13.7] for
the fiducial redshifts in Table 1. The z = 0 model is fixed to
m1500 = 18.0, with M7 = 1 at a distance of dl = 177 Mpc. The
mean IGM transmission function was applied as a uniform
screen to Fλo . The CGM transmission is applied to Lλr in the
rest frame prior to redshifting. Lines of constant abmag are
overplotted on the figures.
4.1. LyC Detection Requirements
The results of the previous section show that detection
and quantification of the fraction of LyC flux escaping from
star-forming galaxies out to z ∼ 3 will be a formidable, but
not insurmountable, challenge for future space observatories.
Moreover, they are consistent with the paucity of detections
to date.
4.1.1. Current Capabilities
Examining the z = 0.1 models, we see that very little of
the LyC region peeks out below ∼ 1000 A˚. The Cosmic
Origins Spectrograph (COS) on the Hubble Space Telescope
(HST) has limited sensitivity in this bandpass (Ae f f ∼ 10
cm−2), with a background equivalent flux (BEF) of ∼ 10−15
erg cm−2 s−1 A˚−1 ∼ 20 abmag (McCandliss et al. 2010;
Redwine et al. 2016). Galaxies brighter than this are in the
region of the exponential falloff in the luminosity function,
so they become increasingly rare with increasing luminosity.
Characteristic galaxies with edge escape fractions f e900 < 0.4,
will have an attenuated edge flux more than an order of mag-
nitude lower than the COS BEF. Consequently, they will be
background limited, requiring extraordinarily long integra-
tion times to detect with confidence. We can expect to de-
tect only a handful of such objects over the lifetime of COS.
The three detections by Leitherer et al. (2016) at z≈ 0.04 had
edge fluxes ∼ 1 to 2 × 10−15 erg cm−2 s−1 A˚−1 .
The situation is somewhat more favorable at z = 0.3, 0.5,
and 0.7, where the m∗(1+z)1500 are quite similar (m
∗
1950, m
∗
2250,
m∗2550 = 22.3, 22.4, 22.7) and the LyC region extends short-
ward of∼ 1200, 1350, and 1550 A˚, respectively, into a wave-
length region where the COS effective area Ae f f > 1000
cm−2. Although the m∗(1+z)1500 for galaxies at these redshifts
are nearly an order of magnitude fainter than at z = 0.1, the
COS BEF is much lower than at z = 0.1 (∼ 10−17 to 10−18
erg cm−2 s−1 A˚−1 ∼ 25 to 27.5 abmag – depending on or-
bital attitude and solar activity), thus allowing for more effi-
cient observing programs to be constructed. Still, the back-
ground limit is reached for characteristic galaxies at f e900 ≈
0.04 to 0.16. The depth of such observations will be limited
and robust statistical samples difficult to come by, especially
for z = 0.5 and 0.7, where the number density is nearly 4
12 MCCANDLISS, O’MEARA
times lower. Nevertheless, the spectral baseline is relatively
longer, which along with the higher effective area favors the
detection of LyC drop-ins toward these higher redshifts.
For galaxies at z ≈ 1 the detection of escaping LyC with
COS becomes even more difficult, as the unattenuated LyC
region is of order the BEF. This was also the case for LyC
leak photometric searches conducted using GALEX. The
FUV (λe f f = 1528 A˚, ∆λ =1344 - 1786) and NUV (λe f f =
2271 A˚, ∆λ =1771 - 2831 channels on GALEX straddle the
break for objects at a redshift of z ≈ 1.1. The GALEX 5σ
flux limit was ∼25 to 24 abmag for 30 ks integration in the
FUV and NUV, respectively (Morrissey et al. 2005). In the
NUV a z = 1 characteristic galaxy is ∼23 abmag, while the
unattenuated FUV SED ( f e900 =1) has∼25 abmag at 1530 A˚;
this is too faint for robust detections at near unity escape frac-
tion. These limits are consistent with the Cowie et al. (2009)
analysis of deep GALEX exposures of the GOODS-N field
with spectroscopic redshifts, where they found no objects
with FUV< 25 for redshifts of z > 0.6. We conclude that the
limiting flux of GALEX was not low enough to adequately
survey LyC leakage at a redshift of z & 1.
Observations by Siana et al. (2007) using the Space Tele-
scope Imaging Spectrograph (STIS) and Advanced Cam-
era for Surveys Solar Blind Channel (ACS/SBC) found no
detections in deep far-UV observations around 1600 A˚ of
21 HUDF objects with known spectroscopic redshifts 1.1
< z < 1.5. The 3σ limits in the ACS/SBC F150LP chan-
nel were estimated to be ≈28 abmag. Their median abmag
at 1500(1+1.3) = 3450 A˚ was 24.5, which is about 1 mag
fainter than our characteristic magnitude at z = 1. The non-
detection to a 28 abmag limit at observer frame 1600 A˚ im-
plies a logNHI(cm
−2) & 17.75, yielding a f e900 ∼ 0.04 (an
integrated 0.17 < f eLyC < 0.26). These values compare fairly
well to their stacked limit of fesc,rel < 0.08 evaluated at 700
A˚ in the rest frame.
Naidu et al. (2016) analyzed Hubble Deep UV (HDUV)
imaging of the GOODS-north and -south fields, using the
Wide-Field Camera 3 (WFC3) filters F275W and F336W and
redshifts supplied by 3D-HST Grism, to explore the redshift
range z∼ 2–3. The 5σ detection limit was ∼ 28 abmag. The
candidate leakers were estimated to have fesc > 0.6. This re-
sult is consistent with our z = 2 and 2.9 calculations, showing
that a characteristic galaxy at these redshifts with an abmag
of 28 in the LyC will have f e900 > 0.4 at z = 2 and f
e
900 > 0.6
at z = 3.
4.1.2. Future Capability Requirements
It is clear from Figure 2 that if we are to achieve the goal
of statistically significant determination of LyC luminosity
function evolution wherein we probe down to f e900 ≈ 0.01 out
to a redshift of 3, then we need to reach an abmag from 25 to
30 for the characteristic objects in the redshift range from 0.1
< z < 2.9 . This corresponds to a flux range of F(1+z)900 ∼
10−17 to 10−20 erg cm−2 s−1 A˚−1 . The luminosity function
spans a range of ≈± 2.5 mag about the characteristic value,
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Figure 10. The product of effective area Ae f f (λ), observing time
∆T , and bandwidth ∆λ required to detect flux from a characteris-
tic galaxy, attenuated by a logNHI(cm
−2) = [18.25, 18.00, 17.75,
17.50, 17.25, 17.00, 16.00], in the wavelength region just over the
Lyman edge, with a signal to noise of 5. The corresponding edge es-
cape fractions are f e900 = [0.000, 0.003, 0.041, 0.166, 0.364, 0.566,
0.945] in color code of [red, orange, light green, green, blue, violet,
grey]. The example given in the text (Eq. 12) is marked with black
horizontal and vertical lines.
so the flux range will need to be another factor of 10 lower to
obtain adequate numbers of low-luminosity objects.
By way of example, if we assume a limiting flux require-
ment of F lim1800 =2× 10
−20 erg cm−2 s−1 A˚−1 at a 1800 A˚ as a
representative goal for σ = 5 of edge detection with a f e900 &
0.003 for faint-end objects at z ≈ 1, then we arrive at the
following criteria for the product of effective area (A
e f f
1800, ob-
serving time ∆T , and ∆λ spectral bandwidth, assuming neg-
ligible background):
A
e f f
1800 ∆T ∆λ =
σ2
F1800/E1800
= 1.3× 1010cm2 s A˚, (12)
where E1800 is the photon energy at 1800 A˚. This formula
assumes that there is negligible background. It may be used
for estimating effective area, observing time, and bandwidth
requirements for photometric and spectroscopic applications.
In Figure 10 we show the area-time-bandwidth product Ly-
man edge detection requirement for logNHI(cm
−2) = [18.25,
18.00, 17.75, 17.50, 17.25, 17.00, 16.00] as a function of
redshift.
4.1.3. Target Sample Goals
Figure 1 shows that there are ∼ 300 objects per unit mag-
nitude per square degree at z = 0.1 at the faint-end. By 0.3
z = 0.3 the faint end areal density are∼ 3000 objects per unit
magnitude per square degree, being flat out to z = 1. For z =
2 the areal density at the faint end rises to ∼ 50,000 objects
per unit magnitude per square degree.
The construction of high-fidelity luminosity functions
places a requirement on sample size, where 25 objects per
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luminosity bin per redshift interval will yield an approximate
rms deviation of ∼ 20% for each point. Luminosity range
should be 2 - 3 orders of magnitude with ∼ 20 to 40 bins
covering 10 redshift intervals. Redshifts are required for each
object. This suggests an observing program with 500–1000
objects per redshift interval, yielding 5000–10,000 objects in
total.
The development of a wide-field multi-object spectro-
scopic (MOS) capability and complementary photomet-
ric observations will be essential to providing these sam-
ples. Angular coverage requirements will be driven by low-
redshift objects, which have lower areal number densities
than higher-redshift objects, while observing time require-
ments will be driven by the faintest objects.
4.2. Observing Strategies
Spectroscopy and photometry provide complementary ap-
proaches to this problem. Spectroscopy offers an opportu-
nity to examine in detail the variation of the flux escaping at
wavelengths below the Lyman edge along with the compo-
sitional properties of the objects. Photometry can go deeper
and offer higher spatial resolution at the expense of spectral
information. Spectroscopy provides an avenue for training
photometry.
A comprehensive program will incorporate photometry
into the search for candidates and the deep probe of the faint
end of the LyC luminosity function, while low-resolution
precision spectroscopy will be used to characterize the shape
of the LyC in a search for drop-ins, offering clues for the
total ionizing photon budget and potentially dust attenuation
in a completely unexplored bandpass. Spectral multiplexing
over several square arcminutes will be of great importance
for acquiring statistically significant samples in a reasonable
amount of observing time.
These observations should be complemented by medium-
to high-resolution (R∼ 10,000 - 50,000) spectroscopy long-
ward of the Lyman edge, providing a baseline assessment
of intervening H I and metallic absorption systems associ-
ated with the CGM and IGM. Such observations, supported
by spatially resolved imaging at the scale of 10 to 100 pc,
can be used to account for the partial covering of emission
regions, wherein the uniform screen assumption assumed
here could be relaxed in favor of the informed modeling of
foreground sources using measured superpositions of H I
columns and metallic absorption distributions. This is es-
pecially important for determining the randomly distributed
IGM attenuation prior to quantifying the actual escape from
the CGM for the higher-z objects. Success at high z is likely
to rely on the identification of “lucky sight-lines” aided by
gravitational lens and/or a several σ-low deviation from the
average number of obscuring line of sight IGM absorption
systems.
5. CONCLUSION
Measurements of f eLyC at z . 3 across all types of star-
forming galaxies are crucial to informing our understanding
of how the universe came to be ionized. UV observations,
far and near, provide the most direct path to the spatially re-
solved detection of ionizing radiation, and the opportunity to
characterize the physical state of galactic environments that
favor LyC escape.
The primary purpose of this work is to provide estimates
of the flux in the LyC from star-forming galaxies, as func-
tions of escape fraction and redshift. These estimates are
useful for quantifying science return, defining technical re-
quirements, and developing observing strategies for future
large, medium, and small scale missions to be considered by
the Astrophysics Decadal for 2020. A model has been de-
veloped based on a uniform foreground screen of H I, He I,
and He II, attenuating a young continuous star-forming object
with fluxes at (1+z)1500 A˚ scaled to reproduce the charac-
teristic apparent magnitudes of the Arnouts et al. (2005) lu-
minosity functions. The uniform screen model has as free
parameters the ionization fractions of H and He (χHI , χHeI),
wherein the ratio of H to He is set to the cosmic abundance.
We also account for the mean attenuation by power law dis-
tributions of Lyα forest, LL, and DLA systems associated
with the IGM as a function of increasing redshift.
The paucity of current detections to date are broadly con-
sistent with the characteristic flux levels found here. Sen-
sitivity to an abmag ≈ 30 is required to detect an attenu-
ated edge from a characteristic galaxy with f e900 ≈ 0.003,
(logNHI(cm
−2) = 18.0) out to z . 1. For redshifts 1 . z .
2.9, an abmag of 31 . m(1+z)900 . 33 is required.
We caution that the escape fraction measured just be-
low the Lyman edge ( f e900) at 911.8 A˚ provides only a
lower limit to the fraction of LyC photons that escape as
integrated over the entire EUV region ( f eLyC). For 18.5
> logNHI(cm
−2) >17.9, the Lyman edge can appear black
(essentially zero) yet the integrated escape fraction can range
from 1 to 20%, depending on the choice of ionization frac-
tions (χHI , χHeI).
More accurate assessments of the integrated escape frac-
tion could be made from spectroscopic observations that re-
solve the recovery of flux ∝ ( λ
λe
)3; a phenomena that we have
dubbed Lyman “drop-ins”. Observations of the LyC spectral
shape could provide, in principle, the following: enhanced fi-
delity to the determination of the contribution of star-forming
galaxies to theMIB; important observational insights into the
temperature of the CGM and IGM; and constraints on the
survivability and attenuation properties of dust grains with
respect to the total gas content in LyC-leaking environments.
The uniform screen model adopted here is considerably
simpler than the more realistic case of an undulating, highly
discontinuous and chaotic “unity H I optical depth” surface
of the CGM surrounding a star-forming galaxy, which must
have a τ low enough for LyC radiation to escape. The
model should be thought of as a kind of ensemble average of
the galaxy’s partially covered star-forming regions, wherein
much of the total star-formation may be buried by a more
heavily attenuating ISM.
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We suggest a strategy of high spectral and spatial resolu-
tion observations in the region longward of the Lyman edge,
to guide assessment of the line of sight geometry in coordi-
nation with a spectroscopic determination of the degree of
partial covering, along with the identification of specific Lyα
forest, LL, and DLA systems that may contribute to the at-
tenuation of objects toward higher redshift. Such information
will allow a relaxing of the simple uniform screen model in
favor of more realistic radiative transfer models.
Achieving the goal of a statistically significant characteri-
zation of LyC luminosity function evolution out to z . 3 can
be carried out most efficiently with a wide-field multi-object
spectroscopic survey supported by photometric observations.
An instrument with an effective area, observing time, and
spectral bandwidth product of 1.3 × 1010 cm2 s A˚ at 1800 A˚
would be sufficient to carry out such a program to a redshift
of z = 1.
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