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ABSTRACT
We develop and evaluate a new method for estimating and
optimizing various performance metrics for multi-hop wire-
less networks, including MANETs. We introduce an approx-
imate (throughput) loss model that couples the physical,
MAC and routing layers effects. The model provides quanti-
tative statistical relations between the loss parameters that
are used to characterize multiuser interference and physi-
cal path conditions on the one hand and the traffic rates
between origin-destination pairs on the other. The model
takes into account effects of the hidden nodes, scheduling
algorithms, IEEE 802.11 MAC and PHY layer transmission
failures and finite packet transmission retries at the MAC
layer in arbitrary network topologies where multiple paths
share nodes. We apply Automatic Differentiation (AD) to
these implicit performance models, and develop a method-
ology for sensitivity analysis, parameter optimization and
trade-off analysis for key wireless protocols. Finally, we
provide simulation experiments to evaluate the effectiveness
and performance estimation accuracy of the proposed mod-
els and methodologies.
1. INTRODUCTION
The interest in multi-hop wireless networks and their de-
ployment, in particular mobile ones, is rapidly increasing
due to the multitude of applications that are becoming avail-
able for portable wireless devices, such as mobile phones and
PDAs. Nevertheless, multi-hop wireless networks still lack
widespread commercial deployment due to the lack of sys-
tematic methodologies and tools that would allow for the
efficient design and dimensioning of such networks with the
provision of accurate performance bounds. The main rea-
son for this is the different nature of wired and wireless net-
works rendering the use of wired network techniques inap-
propriate for the case of wireless networks. Key quantities,
such as the link capacity, that remain constant in a wired
network, vary in wireless communication environments with
the transmission power, the interference, the node mobility
and the channel condition. Due to the performance vari-
ability and interdependence, design, analysis, optimization,
management and maintenance of such systems are daunting
tasks. Modelling and model-based performance evaluation
tools are badly needed to assist wireless network engineers
and researchers in these tasks.
It is possible to develop packet level simulation tools based
on physical (PHY) and medium access control (MAC) layer
models using various packages. However the packet level
simulation of multi-hop wireless networks with the appro-
priate PHY and MAC layer modelling turns out to be too
complex and time consuming for the design and analysis of
wireless networks in realistic settings. Our objective is to
develop low complexity combined analytical and computa-
tional (numerical) models, which can efficiently approximate
the performance of wireless networks. Such models have
several applications in the design and analysis of wireless
networks:
Protocol analysis: Performance of a multi-hop wireless net-
work under practical settings depends on many factors in-
cluding the lower layer protocols, the physical environment
conditions, the number of users and their mobility patterns.
It is almost impossible to analytically evaluate and predict
the impact and interaction of all these factors even in sim-
pler settings. This task cannot be accomplished by extensive
simulations either. Therefore, we need systematic model-
based methods to evaluate performance, reliability, robust-
ness, sensitivity and scalability of proposed protocols.
Component based design: In a hierarchical and modular ap-
proach to the design of complex systems, system functional-
ity is divided among several components at multiple levels.
Alternative designs and solutions are proposed for each com-
ponent. For a particular application, we have to rely on fast
and effective evaluation models to figure out the appropriate
combination of alternative components for optimal perfor-
mance.
Parameter Tuning: Performance of alternative components
and layers in a multi-hop wireless network depends on many
design parameters such as power, modulation at the PHY
layer, and back-off window size at the MAC layer, num-
ber of paths and routing policy at the network (routing
layer). Whether we use local search algorithms or more so-
phisticated methodologies such as automatic differentiation
(AD) [10], for sensitivity analysis and performance optimiza-
tion we need to have an efficient model in our design loop.
Network Management and Provisioning: Models help us to
understand and predict performance of the network under
expected traffic and mobility patterns. Further, we can use
them to detect and resolve bottlenecks and congestion points
in the network.
Besides packet level simulation, the common approach for
design and analysis of wireless networks is based on deter-
ministic mathematical programming. Deterministic mathe-
matical programming for wireless networks is based on fluid
model approximations. In [13], Kelly used a deterministic
fluid model to remove session and packet level details and
stochastic evolution of queueing states in the network. In
this approach [14, 13, 15, 16, 17], network traffic is mod-
elled as a deterministic fluid with infinite backlog. This ap-
proach is appropriate for evaluation and optimization of per-
formance metrics such as power, or user defined utility func-
tions when there is no loss in the network. However, many
important performance metrics, such as stochastic stability,
blocking probability, packet loss, average number of active
sessions are not measurable by this approach.
We propose an alternative approach based on the fixed point
method and loss network models for performance evaluation
and optimization. Loss network models [18] were originally
used to compute blocking probabilities in circuit switched
networks [19] and later were extended to model and de-
sign ATM networks [20, 21, 22, 9]. In [9] reduced load ap-
proximations were used effectively to evaluate quite complex
ATM networks, with complex and adaptive routing proto-
cols, and multi-service multi-rate traffic (different service re-
quirements). The main challenge in developing loss network
models for wireless networks is the coupling between wireless
links. This coupling is due to the transmission interference
between different nodes in proximity with each other.
Figure 1 depicts the main blocks of the fixed point method
and their interdependencies. For the fixed point model,
three set of equations are derived: The first set of equa-
tions are derived from the specific MAC and PHY models
and allow us to implicitly express the transmission loss pa-
rameters (transmission failure probability) and the average
packet service time for each path on each node as a function
of the node throughputs. The throughput of a path p at a
node i is the fraction of time that node i spends in serving
path p packets. The routing model derives (computes) the
arrival rate for each path at each node as a function of the
loss parameters and the serving rates. Finally, the schedul-
ing model computes the serving rate and throughput of path
p packets at node i as a function of packet arrival rates, loss
parameters and packet arrival rates. These three sets of
Figure 1: Cross-layer interdependence. All parame-
ters are computed for each node of a path.
equations are coupled iteratively in a fixed point setting,
until they converge to a consistent solution that satisfies all
sets. The solution provides an approximation to the packet
loss per link and the throughput (outgoing to the incoming
traffic ratio) of the network.
Furthermore, we perform sensitivity analysis to evaluate the
resilience and robustness of the solution. For this, we use
Automatic Differentiation (AD), which is a powerful method
to numerically compute the derivatives of a software-defined
function. The generated implicit analysis model, based on
the fixed point iterations, is the input to the AD. The AD
provides the partial derivative of the performance metric
(e.g. throughput) with respect to defined input parame-
ters (i.e. design variables or parameters). This method al-
lows for very complex design parameters to be implicitly
embedded in the input function to the AD module. We use
this methodology to compute the optimal load distribution
among multiple paths to maximize the network throughput.
For the 802.11 MAC layer modelling, in his seminal work
Bianchi [1] considers saturated users with ideal (no channel
losses) and homogenous (equal physical data rate) channel
conditions. The analysis generally works for the channels
with no hidden terminals. This results in synchronous chan-
nel conditions. Kumar et al. [2] showed that the derivation
of the access probability can be simplified by viewing the
exponential back-off as a renewal process. In [4] and [3]
different models are presented for the derivation of the indi-
vidual node throughput in arbitrary IEEE 802.11 network
topologies. Our MAC model goes beyond Bianchi’s seminal
work [1], in that it considers saturated users with ideal (no
channel losses) and homogeneous (equal physical data rate)
channel conditions with no hidden terminals. The MAC
model we present in the current paper modifies and gener-
alizes the IEEE 802.11 models presented in [4] and [5] by
Hira et al. Their model takes into account blocking and in-
terference, and computes the throughput of the individual
nodes in an IEEE 802.11 network with hidden nodes. In
[4] only one hop connections are considered and every node
can only transmit to a single node. In [5] the model is ex-
tended to consider one single path in the network, and it is
explained that the same methodology can be used to model
multiple paths as long as there is no common node between
the paths. Here, we modify and generalize the models to
consider multiple paths with common nodes. We also pro-
vide a general framework to consider effects of non-saturated
flows, the scheduling algorithm, losses and MAC layer trans-
mission failures.
The rest of the paper is organized as follows: Section 2 de-
scribes the scheduler model, Section 3 provides the set of
equations that describe our MAC and PHY layer models,
Section 4 describes the routing model and the fixed point
approach to the problem, while Section 5 discusses how we
use Automatic Differentiation in the current framework for
performance metric sensitivity computations. Finally, Sec-
tion 6 provides simulation results, compares performance of
the fixed point model with OPNET, and demonstrates the
effectiveness of the design methodology.
2. THE SCHEDULER MODELLING
We consider a network that consists of N nodes and a path
set P that is used to forward traffic between the source des-
tination (S-D) pairs in the network. Let Pi denotes the set
of the paths that goes through a node i. The scheduler be-
havior is specified by the scheduler coefficient ki,p, which is
the average serving rate of path p packets at node i. For sim-
plicity, we assume that all packets have the same length. Let
λi,p be the arrival rate and Ti,p be the service time of path
p packets at node i. The service time, Ti,p is the time that
node i scheduler spends serving a path p packet, and starts
from the time that the scheduler selects a path p packet to be
served and not from the time that the packet becomes head
of the queue.
The scheduling rate is a function of MAC and PHY layer
packet failure probabilities. In the 802.11 RTS/CTS pro-
tocol there are two stages for packet transmission: in the
first stage the RTS and CTS are sent between two nodes
and in the second stage the data packet and the ACK are
sent. While PHY layer failure can happen in both stages,
we assume that the MAC layer failure (collision) only occurs
during the first stage. Different transmission failures from
node i to node j or from node i over path p are represented
as follows:
• βi,p: The probability of PHY or MAC layer transmis-
sion failure during stage 1 or 2.
• εi,p: The probability of PHY layer transmission during
stage 2 (data packet and ACK transmission).
• li,j : The probability of PHY layer transmission failure
at stage 1 or 2 from node i to node j.





In order to model a FCFS queueing policy, we assume that



























where m is the maximum number of packet transmission
retries in the IEEE 802.11. If utilization of node i is less
than one, we can serve all incoming packets as described in
the first line of (2). In the 802.11, if m packet transmission
attempts fail the packet will be discarded. However, we as-
sume that the scheduler keeps scheduling the same packet
until it is successfully transmitted by the MAC layer. There-
fore, to compensate for the transmission failures at the MAC
layer, the scheduling rate should be higher than the node ar-
rival rate by the 1/(1 − βmi,p) factor. On the other hand, if
utilization is equal to one, all packets can not be served, but
the service rate for each path is still proportional to its com-
pensated arrival rate as given in the second line of (2). In
this way, we can model a FCFS scheduling policy. For now
we assume that all nodes have infinite buffer capacity, and
hence there is no packet drop in a node (this assumption is
not critical and can be removed later).
The fraction of time ρi,p that node i is serving path p packets
is specified by
ρi,p = ki,pE(Ti,p). (3)
3. THE PHY AND MAC LAYER MODELLING
3.1 Preliminaries
In this section we provide the set of equations that we use
to approximate the wireless link loss parameters and packet
service time. This set of equations will be used as an im-
plicit function to derive loss parameters and packet average
service times from the node throughputs. We consider the
802.11 MAC layer with RTS/CTS mechanism. The unit of
time is a time slot, which is equal to the back-off slot of the
802.11 protocol. The following notation is used to represent
different nodes and node subsets in the network:
• Ci: Set of nodes within carrier sense range of node i.
• C+i : Nodes in the set Ci plus node i.
• C−i : Set of nodes not in C+i .
• hi,p: Next hop of node i in path p.
3.2 Failure and Hidden Nodes Modelling
Suppose that node i is scheduled to serve a packet on path
p. Assuming that the node accesses the channel with a fixed
probability α′′i,p, and there are L back-off stages and the




W (1− 2βi,p) + βi,p(W + 1)(1− (2βi,p)L) , (4)
If bi,p is the average time spent in back-off, while node i is
serving a path p packet, then the fraction of time that node





We denote the average transmission time of node i during
Ti,p with vi,p. There are two different components in vi,p:
(i) the average time spent in the successful transmission and
(ii) the average time spent in failed transmissions, which we




τP + (1− εi,p
βi,p
)τH (6)
The first term is the average transmission time when there is
a packet transmission failure and the second term is the av-
erage transmission time when there is an RTS/CTS failure.
Recall that the RTS/CTS error can be due to both the PHY
layer error or the MAC layer collision, while the data packet
transmission failure is only due to the PHY layer error. The
transmission times are,
τH = TRTS(i, p) + SIFS (7)
τP = TRTS(i, p) + SIFS + TCTS(hi,p, p) + SIFS
+ TP(i, p) + SIFS (8)
where TRTS(i, p), TCTS, TP(i, p) are the transmission times
for the RTS, CTS and data packet on the corresponding
connection respectively. Now we can compute the average
transmission time vi,p,
vi,p = (1− βmi,p)di,p + (βi,p + β2i,p + · · ·+ βmi,p)fi,p
= (1− βmi,p)di,p +
1− βmi,p
1− βi,p βi,pfi,p (9)
where di,p is the successful transmission time,
di,p = TRTS(i, p) + SIFS + TCTS(hi,p, p) + SIFS
+ TP(i, p) + SIFS + TACK(hi,p, p), (10)
and TACK(hi,p, p) is the time to send the ACK packet. The
first term in (9) is the average time for successful trans-
mission and the second term is the average time for failed
transmissions (due to both PHY and MAC layer failures).
Consider a node j in the neighborhood of node i. Node
j expects to receive a path p packet from node i, if i is
scheduled to serve path p, and there is no transmission from
node i neighbors that are hidden from j and i accesses the
channel. Therefore, the probability that j receives a path p
packet from i in a time slot is,




where θi,j is the probability of transmissions from node i













































In the above equation θhi,p,i is the probability of transmis-
sion from one of the hi,p neighbors that are hidden from i.
li,j is the PHY layer transmission error probability (includ-
ing RTS and CTS transmission) from i to j. The first prod-
uct term is the probability of no new transmission from those
neighbors of hi,p that are not hidden from i, and hence they
can detect node i transmissions after the first time slot. In
the second product term, Vi,p is the vulnerable period during
which those neighbors of hi,p that are hidden from i are not
aware of the ongoing transmission and may cause collision.
Therefore, the second product term is the probability of no
new transmission from those neighbors of hi,p that are hid-
den from i during the vulnerable period. For the RTS/CTS
mode the vulnerable period is, Vi,p = TRTS(i, p) + SIFS.
Vi,p = TRTS(i, p) + SIFS. (15)
Note that after Vi,p time slots the receiving node hi,p will
send the CTS message and unless there is an error (which is
taken into account in the first term) neighbors will remain
silent during the packet transmission.
3.3 Computing the Service Time Components
Ti,p is the time to finish a successful or unsuccessful trans-
mission of a path p packet at node i, after it is scheduled for
transmission at node i. The average service time E(Ti,p) has
four components: di,p is the time spent for successful trans-
mission of path p packets at node i, ui,p is the average time
consumed for successful transmission of node i neighbors,
bi,p is the average back-off time of node i for path p packets,
ci,p is the average time spent in failed transmissions.
E(Ti,p) = (1− βmi,p)di,p + ui,p + bi,p + ci,p (16)
For the RTS/CTS mode of operation,
di,p = TRTS(i, p) + SIFS + TCTS(hi,p, p) + SIFS
+ TP(i, p) + SIFS + TACK(hi,p, p) (17)







where Wn = CWn/2 is the average back-off time at the n
th
stage, and CWn is the contention window at the n
th stage.
The probability of successful transmission of node i, when




and the probability of successful transmission in the neigh-
borhood of i, when it is scheduled to transmit path p packets
is,












We assume that events of unsuccessful simultaneous trans-
mission of node i neighbors are mutually independent.
The probability that the next successful transmission is by






Let Qi,p be the number of successful transmissions by neigh-
bors of i and tk,i,p be the time taken by the kth successful
transmission of node i neighbors. If we assume that tk,i,p
and Qi,p are independent, we have
ui,p = E(Qi,p)E(tk,i,p) (22)





The probability that a successful transmission in the neigh-
borhood of i belongs to a neighbor j, given that it does not




















For ci,p we need to compute: (i) xi,p, the probability of suc-
cessful transmission of node i given that at least one trans-
mission has occurred in the neighborhood of i, and (ii) yi,p,
the probability that a failure occurs in the neighborhood of
i, given that at least one transmission has occurred in its
neighborhood. If we define zi,p as
















and yi,p = 1− ri,p
zi,p
(28)
Then, the average number of collisions during Ti,p is yi,p/xi,p





where wi,p is the average time consumed for failure trans-

















4. THE ROUTING MODEL AND THE FIXED
POINT IMPLEMENTATION
The routing model specifies a fixed set of paths and the
fraction of incoming traffic that is sent over each path at
the source node. Note that due to PHY and MAC layer loss
parameters the incoming traffic rate at successive nodes of
a path is a decreasing function. The incoming traffic rates
of the nodes are derived from the scheduling and loss rates
of their upstream links as follows:
λhi,p,p = ki,p(1− βmi,p) for all i, p. (31)
The fixed point algorithm attempts to find a consistent so-
lution for the three sets of equations given by the PHY and
MAC layer, the routing and the scheduling models. The
fixed point algorithm starts from the source node of each
path at each iteration where the arrival rate λi,p are fixed
and given. Given the input arrival rates of a node i and its
neighbors it uses the PHY, MAC, and the scheduling model
equations provided in the previous sections to compute the
scheduling rates ki,p. Then, we use (31) to compute the next
hop incoming traffic rate. Then we repeat the same proce-
dure for the next hop. We continue iterating and updating
over all paths in the network until a fixed point is reached,
as shown in Fig. 2.
Figure 2: Architecture of the fixed point algorithm
In order to make the convergence of our fixed point algo-
rithm faster, several choices of design have been made:
• Initialization: We initialize the values of our param-
eters assuming communication is perfect for every con-
nection, i.e. the input rate of the paths are propagated
all the way through the nodes with no loss, i.e., there
is no transmission failure and collision in the path.
We assume that the time Ti,p consists only of the time
taken by successful transmission, plus the back-off time
needed for the first trial (we assume no retransmission
is needed). Moreover, as we assume perfect channel
conditions, every probability of failure is initialized to
zero.
• Use of memory in the fixed point: To ensure con-
vergence of the fixed point, we need to introduce the
concept of memory when we update our results in our
algorithm. This guarantees that the fixed point al-
gorithm converges and there is no oscillation between
multiple points. We introduce memory using the fol-
lowing method: To compute the new value of the pa-
rameter, we use two results: the value of the param-
eter that was saved in the previous iteration, which
will be called old, and the value outputted by the re-
sult of the equation computing our parameter, called
new equation. We then define the new value as fol-
lows:
new value = η · old + (1− η)new equation, 0 6 η 6 1
(32)
• Convergence condition: The fixed point is exited
when the expectation of the service time, E[Ti,p], con-
verges for all nodes in all path considered, during the
same iteration. Note that the same node can have dif-
ferent values of E[Ti,p] as each node can be involved in
communications taking place in different paths, thus
convergence happens if and only if all the expectation
times of all nodes involved in an active connection in
the network have converged. We choose the expecta-
tion of the service time as the variable on which to
control the convergence of our fixed point iterations,
as this variable depends on all the other parameters in
our set of equations.
Upon convergence of the fixed point iterations, denoting
λfirst,p and λlast,p to be respectively the arrival rate of pack-
ets of the source or destination of path p, we define the









5. AUTOMATIC DIFFERENTIATION FOR
DESIGN
Although the fixed point algorithm can provide the basis for
performance analysis of a given network configuration, we
need a methodology for network configuration and optimiza-
tion. We use optimal routing design as an example to illus-
trate our proposed design methodology. We implement the
Dreyfus K-shortest path algorithm [12] for path selection.
For a given set of link weights, integer value k and source-
destination pair, this algorithm finds k loop free paths with
the minimum total weight. We set all link weights to one,
but it is possible to use other weights based on the distance,
bandwidth, interference or other performance related crite-
ria. We use the gradient projection method to find the opti-
mal values for the routing parameters (routing probabilities)
to maximize the network throughput.
The gradient projection method requires iterative computa-
tion of the throughput gradient. The fixed point method
provides a computational scheme that, after convergence
(i.e. the fixed point), describes the performance metric (i.e.
throughput) as an implicit function of the design parameters
(i.e. routing parameters). Thus, we do not have (or obtain)
analytic expressions of the performance metric evaluations,
but instead, we have a program that computes the values of
the performance metric, while implicitly providing the de-
pendence of the values on the design parameters. We use
Automatic Differentiation (AD) to compute the gradients.
AD is a numerical method to compute the derivatives of a
program [10]. Using the fact that a computer program is in
fact a sequence of primary operations, automatic differenti-
ation records the relationships between them and using the
chain rule, it is able to provide the derivative of a function in
a short amount of time. We implemented Automatic Differ-
entiation by Operator Overloading in C++ using ADOL-C
(Automatic Differentiation by OverLoading in C++) [11].
Operator Overloading consists of changing the type of the
variables involved in the computation to a proprietary type
given by the Automatic Differentiation tool to allow it to
compute derivatives based on its linked libraries.
In this section, we present the methodology employed to op-
timize the overall throughput in the network by changing
the path probability distribution of each connection on the
network. We denote by Pc the set of paths used in con-
nection c and by C the set of all active connections in the















Then, assuming there are m = |C| active connections in the
network, nc paths used in the connection c and denoting by
πi,c the probability associated with using path i in connec-
tion c, we know that the total throughput is a function of
these input probabilities, namely:
T = T (π1,c1 , · · · , πnc1 ,c1 , · · · , πncm ,cm) (35)
Thus, we can write our optimization problem in the follow-
ing way:




πi,c = 1, ∀c ∈ C (36)
πi,c > 0,∀(i, c) ∈ Pc × C
To solve this optimization problem, we perform gradient pro-
jection, a solution particularly adapted to this problem as
we need to compute the gradient of the throughput accord-
ing to the input routing probabilities so as to be able to
maximize it, and have to project the gradients obtained on
the constraint space to get results respecting our conditions.
Naming ∇c the average gradient obtained for connection c,
we need to subtract that value from each of the gradients




πi,c = 1. In other words, at each iteration we
update the set of routing probabilities using the following
formula:
πi,ck = max (0, πi,ck + β(
δT
δπi,ck
−∇ck )), ∀k ∈ {0, · · · , m}
(37)
Where in this formula, β is a parameter used to control the
size of the steps taken during the update process of each
iteration. This iteration is continued until for each connec-
tion, every path having a non-nil probability of being used
has the same gradient than other non-nil paths of that same
connection. Namely, the iteration stops when:
∀πi,c 6= 0 ∈ Pc, δT
δπi,c
= ∇c, ∀c ∈ C. (38)
Once we have reached convergence of that algorithm, we can
now output a new set of results for our network configura-
tion containing: a) The optimized throughput of each active
connection in the network and b) The set of routing proba-




Multi-hop ad-hoc wireless networks are known to display un-
fairness in the throughput achieved by the different source-
destination pairs in the network. In some cases, the discrep-
ancies are such that they will induce the starvation of one
flow while other flows in the network achieve an almost per-
fect throughput. These cases are known as starvation models
[3]. In this subsection, we address two network topologies
known to display unfairness in throughput distribution and
test the validity of our model by comparing the through-
puts computed by our fixed point to results obtained using
a discrete event simulator, OPNET 12.0.
The first experiment considered is the Flow-in-the-Middle
(FIM) scenario. The network is composed of 6 nodes and 3
links, as depicted in Fig 3(a). In this scenario, node 0 can
hear that node 2 is transmitting, but it is not within hearing
range of node 4. Symmetrically, node 4 can sense whether
or not node 2 is sending data, but is not able to detect trans-
missions by node 0. On the other hand, node 2 can sense
both node 0 and node 4 when they are transmitting on the
channel. If all connections are backlogged, the middle flow
will have a negligible throughput, while the two other flows
will have an almost perfect throughput. Since node 0 and
node 4 can not hear each other, they are not synchronized.
Thus, their transmission will overlap randomly, and as node
2 senses both of them, it will sense the channel busy for
its own transmissions most of the time. For node 2 to be
able to transmit, nodes 0 and 4 have to be in their back-off
stage simultaneously. To validate our model, we create such
a topology in OPNET 12.0 and in our model to compare
the results of both methods. As can be seen in Fig 3(b), our
fixed point algorithm models this scenario very accurately.
The second starvation case is the Information Asymmetry
(IA) scenario, represented in Fig 4(a). In this case, the
sources of the two flows are not within hearing range of each
other. The main problem in this scenario is that while S2
is aware of the presence of another flow in its neighborhood
(it can sense the activity of D1), S1 has no knowledge of
the fact that a communication affecting its transmission is
(a) Flow-in-the-Middle (FIM) scenario
(b) Throughput for the different flows in the
FIM model
Figure 3: Flow-in-the-Middle
happening simultaneously in the vicinity. This means that
flow 1 will not be able to fairly compete with flow 2: S2
will hear the CTS or ACK packets sent by D1, and thus will
adapt by setting an accurate NAV, and will know when to
contend for the channel for its own transmission. As S1 can
not sense any activity of flow 2, it will have to request access
to the channel in a random manner. This leads to S1 expe-
riencing many unsuccessful attempts as D1 will not be able
to correctly receive packets from S1 because of transmission
from S2, forcing S1 to timeout and double its contention
window. Thus, the packet loss probability for flow 1 will be
very large, sometimes close to 100%. Ultimately, this will
result in flow 1 having a much lower throughput than flow 2.
Fig 4(b) shows the accurate modelling of this unfairness by
our fixed point analysis as results match simulation results
obtained with OPNET 12.0.
6.2 Multihop Connections: Throughput Ap-
proximation and Optimization
The first experiment compares the variation of the through-
put computed by our fixed point method according to the de-
sired load in the network with the same metric estimated by
OPNET. We set up a simple network, presented in Fig 5(a).
The blue nodes represent the wireless stations, the brown
links the possible wireless connections between the nodes,
and the pointed colored links the paths used in the three
connections: (i) from node 3 to node 5, (ii) from node 17
to node 22 and (iii) from node 16 to node 1. Our routing
(a) Information Asymmetry scenario
(b) Throughput comparison for Flow 1 and
Flow 2 in the IA scenario
Figure 4: Information Asymmetry
Table 1: Comparison of the computation time (in
seconds) between OPNET and our fixed point algo-
rithm.
Number of conn. 1 3 5 7 9
C code 0.51 2.86 4.37 5.90 10.38
OPNET 190 309 352 466 476
algorithm finds the shortest paths between the source and
destination nodes having nodes involved in different connec-
tions. Using these paths we then employ our set of fixed
point equations to compute the throughput of these con-
nections according to the desired load. As can be seen in
Fig 5(b) the fixed point model results are close to the OP-
NET results.
The main advantage of our fixed point model over discrete
event simulation platforms, such as OPNET, is clearly the
computation time. While our fixed point converges on the
order of seconds, OPNET often requires several minutes to
compute the throughput. This makes our model more suit-
able to compute approximations of throughput for network
management and design which require fast and/or multi-
ple simulations. Table 1 compares the time needed by our
model and by OPNET as a function of the number of active
connections in the network.
Next we use the fixed point model with AD to enhance
the routing performance. Here we assume that a fixed set
of paths are given and we want to tune the probabilities
(a) Three connections network.
(b) Comparison between OPNET and fixed point method.
Figure 5: Fixed point method.
(portions) of sending traffic over the paths to maximize the
throughput. We consider the network topology shown in
Fig 6(a). This network contains three active connections:
from node 3 to node 5 going through the network vertically,
from node 16 to node 21 crossing the network horizontally,
and from node 17 to node 22. To simplify the figure, only
one path for each connection is shown in Fig 6(a). We con-
sider three alternative routings: (1) using shortest path only,
(2) using all available paths with equal probability, and (3)
using AD and gradient projection method to find the opti-
mal probabilities. Fig 6(b) shows the network throughput
v.s. the number of available paths for each one of the con-
nections. The performance of the optimization algorithm
improves as the number of available paths increases and it
clearly outperforms other policies.
7. SUMMARY
In this paper, we introduce numerical methods and mod-
els for design and analysis of multi-hop wireless networks.
In the analysis model, routing, scheduling, PHY and MAC
layer are presented with a set of equations that are inter-
dependent. For the MAC layer, we introduce a new set of
equations that model the performance of an arbitrary multi-
hop wireless network based on the 802.11 model.
A fixed point iteration is proposed to find a consistent so-
lution for all equations and to form a fixed point implicit
(a) Three connections.
(b) Total network throughput according to the number of
available paths for an input load of 500 kbps
Figure 6: Sensitivity analysis.
model for the network performance. For design and opti-
mization, we use Automatic Differentiation on top of the
fixed point model to numerically compute the gradient of
the performance metric (throughput) with respect to the
design parameters (routing probabilities). Then, gradient
projection method is used to compute routing probabilities
that maximize the throughput.
The concept and methodology provided here can be general-
ized and extended to model alternative protocols and design
criteria.
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