ABSTRACT. Geophysical well log measurements are key information for the development of oil and gas reservoirs. However, the absence of a certain fundamental well log, for instance, the compressional-wave (P-wave) sonic log, prevents the application of specific risk-assessment techniques. Therefore, the application of methodologies for estimating log records absent in wells is of great importance in the reservoir characterization and development procedures. In this paper, we use the regression analysis methodology for estimating P-wave sonic log measurements. Effective porosity, shaliness and electrical resistivity are established, individually or in a combined way, as the parameters for describing P-wave velocity variation in Namorado oil field, Campos basin. Two general equations provide 28 empirical models with potential use in estimating P-wave velocity variation from well log measurements. Application of least-squares technique leads to the determination of lithology-related regression coefficients at the surroundings of two wells chosen for verifying the empirical models. The results show the equivalence of both general equations used for obtaining empirical models for P-wave velocity estimation. As confirmation of papers published previously, empirical models assuming effective porosity and/or shaliness as dependence parameters play a fundamental role in the prediction of velocity variation. Nevertheless, the velocity calibration process exhibits high stability for empirical models in which electrical resistivity is used as an additional dependence parameter.
INTRODUCTION
The geophysical development of an oil and gas field relies on characterizing the variation of petrophysical properties throughout the sedimentary interval containing the reservoirs (Archie, 1950) . In this way, laboratory measurements on core plugs, interpretation of geophysical well logs and inversion of seismic attributes provide valuable estimates of reservoir physical properties. Integration of these distinct methodologies is the best approach to determine uncertainties in the predictions, with direct implications on risk mitigation in drilling operations (Pennington, 2001) .
The estimation of any physical rock property implies to adopt a mathematical model. However, the selected model hardly contains the full set of parameters affecting the rock property under study. In general, the dependence of a given rock property is studied considering a parameter separately or combining relevant parameters in order to establish a corresponding mathematical model. For instance, let us take the effective-medium theory model routinely used in estimating total porosity from bulk density logs (Dewan, 1983; Ellis, 1987) . The model establishes dependence of bulk density of a porous rock on mineralogy, porosity and fluid saturation. Nevertheless, depth and/or effective pressure are parameters ignored in the formulation of the effectivetheory model for bulk density. The degree of rock consolidation tends to increase with depth due to effective pressure. As a result of ignoring those parameters in the formulation, the estimative of total porosity using the bulk density model becomes simple. However, no correlation of the density model with the rock consolidation degree and effective pressure is allowed. A further example is the estimation of rock elastic properties (i.e., seismic velocities), which have parameter dependence yet more complex (Wyllie et al., 1956; Wyllie et al., 1958; Klimentos, 1991; Xu & White, 1995) . In this case, the Voigt-Reuss and Hashin-Shtrikman effective medium theories (Watt et al., 1976) can be used for estimating the elastic properties of mixed lithologies. However, calculations require detailed description on rock mineralogic constituents and fluid content. Such a description demands time and is often unavailable. Alternatively, use of Biot-Gassmann equations (Toksöz et al., 1976; Domenico, 1976) allows calculating seismic velocities for dry or saturated porous rocks at lowand high-frequency ranges. However, the incompressibilities and densities of the rock matrix and fluid, as well as the fractional total porosity, must be a priori known for estimating seismic velocities using Biot-Gassmann equations.
Assuming that a detailed description of the rock composition is unavailable, regression analysis methodology is usually the procedure used in the study of parameter dependence of seismic velocities in mixed lithologies. In this instance, the investigation is highly simplified as long as individual or combined parameters (i.e., porosity, shaliness, fluid saturation, confining pressure, and others) can be considered in the seismic velocity model formulation. Moreover, either ultrasonic measurements in core plugs (Tosaya & Nur, 1982; Han et al., 1986; Eberhart-Phillips et al., 1989) or well log data (Raymer et al., 1980; Castagna et al., 1985; Miller & Stewart, 1990) can be the source of information used in regression analysis for parameter dependence studies of seismic velocities. In this way, interpreters gain insight for linking rock properties to attributes investigated, for instance, in oil-bearing reservoir characterization procedures (Krief et al., 1990; Murphy et al., 1991; Castagna et al., 1993) .
From Wyllie's et al. (1956 Wyllie's et al. ( , 1958 time-average equation and Raymer et al. (1980) quadratic approach, rock porosity represents the main parameter affecting P-wave velocities. However, both approximations can hardly predict velocity in shaly sandstones without significant misfits. In order to consider additional parameters into the velocity dependence, a useful strategy is the application of multivariate linear regression methodologies. The papers of Tosaya & Nur (1982) , Han et al. (1986) and Miller & Stewart (1990) use rock porosity and shaliness to investigate dependence of seismic velocities on both parameters in distinct mixed lithologies. As a result, including shaliness as a further parameter into the dependence significantly increases correlation with velocity measurements. In turn, Eberhart-Phillips et al. (1989 ) used Han's et al. (1986 core plug data to show that effective pressure plays a significant role in predicting seismic velocities. As a common conclusion from these cited works, porosity and shaliness play a fundamental role in the variation of seismic velocities.
In this paper we refine the regression analysis methodology used in previous investigations (see Han et al., 1986; EberhartPhillips et al., 1989; Miller & Stewart, 1990) . We take into account empirical models involving fractional effective porosity, shaliness and additionally electrical resistivity as dependence parameters of P-wave velocity variation. Incorporation of electrical resistivity into empirical models has the purpose of incorporating the effects of fluid saturation on the velocity variation, as studied by Domenico (1974) . Two general equations provide 28 multivariate linear and nonlinear empirical models, which served for estimating P-wave velocity variation through the sedimentary interval corresponding to the upper Macaé formation, Campos basin. Approximately 40 vertical wells were drilled through this turbiditic formation (Tigre & Lucchesi, 1986) , through which anomalies 597 in fundamental geophysical well log measurements reveal variations of physical properties in the Namorado oil field. However, the absence of the P-wave sonic log in most wells prevents constructing normal-incidence synthetic seismograms required for seismic calibration procedures. Hence, the establishment of Pwave velocity models allow sonic log estimation by using correspondent wells at the vicinities. Oliveira & Martins (2003) performed similar regression study using well log measurements only from the Namorado sandstone intervals. Here we extended their regression methodology to the whole mixed lithology column representing the upper Macaé formation. The well log regression methodology will be described in the next section.
METHODOLOGY
In the following, we present the steps for investigating the application of 28 empirical relations for predicting P-wave sonic logs. We selected two wells from the so-called data set "Campo Escola Namorado", which is distributed by ANP/Brazil -Agência Nacional do Petróleo, Gás Natural e Biocombustíveis, to Brazilian universities and research institutions for academic purposes. The data set contains geological and geophysical well log information of more than 40 vertical wells drilled through the upper Macaé formation. In this sedimentary interval the rocks correspond mostly to sandstones and shales of turbiditic origin, forming the offshore oil-producing Namorado field in Campos basin (Tigre & Lucchesi, 1986) . Fundamental logs, i.e., gamma ray (GR), deep electrical resistivity (ILD), neutron porosity (NPHI) and bulk density (RHOB) describe variation of physical properties through the formation at the surroundings of correspondent wells, allowing identification of the oil-bearing Namorado sandstone reservoir. The well log data set has no information on shear-wave (S-wave) sonic log, while only a limited number of wells have the corresponding P-wave sonic logs. However, at well locations where sonic logs are unavailable, linear and nonlinear empirical models for the variation of P-wave velocity in the upper Macaé formation can be established. Based on information from the literature, we assumed three main dependence parameters: the fractional effective porosity φ e , the fractional shale volume V clay (i.e., shaliness) and the deep electrical resistivity R ild . Conventional processing of bulk density, gamma ray and induction resistivity logs allows estimating the three mentioned dependence parameters. We applied the classical least-squares technique for determining the regression coefficients of each empirical model. Using the correlation coefficient r, we measure the calibration step uncertainty. Below we summarize the steps of the methodology. Figure 1 shows part of the structural map of the Namorado field. The reservoir resembles a mini-horst bounding by normal faults. Circles and squares denote the vertical wells drilled in the area. We selected two wells containing fundamental log measurements, including the P-wave sonic log. It corresponds to a critical information for the regression analysis and, obviously, for the calibration process with the empirical models proposed. In Figure 1 , filled squares indicate the selected wells, named as well-4 and well-37. The log measurements at well-4 are shown in Figure 2 ; the logs at well-37 are exhibited in Figure 3 . In both wells, a high radioactive shale marks the top of the upper Macaé formation as shown by the gamma-ray logs. Further inspection of Figure 2 reveals two main oil-bearing, high-porosity sandstones intervals correlating to resistivity and density anomalies. Sealing lithologies are mostly composites of clay and silt, with some occurrence of carbonates. The lower limit of the Macaé formation represents calcilutites, which are easily identified in both wells by observing the abrupt variation in gamma-ray readings around 3120 m. • " correspond to well locations with incomplete and/or absent logs, filled circles " • " are wells with complete logs (excluding the P-wave sonic log), and filled boxes " " represent wells containing complete logs, including the P-wave sonic log. We refer to " incomplete logs " when the log shows interruptions in the readings.
Selection of well logs

Shaliness estimation
Well log petrophysics relies on empirical models to estimate rock physical properties. Concerning shaliness V clay estimation, use of gamma-ray measurements is typical in well log interpretation steps. In this case, Larionov (1969) presents empirical formulas for V clay estimation based on sediment consolidation. Taking into account that the Namorado sandstone is from Tertiary age (i.e., the sediments are unconsolidated), we applied Larionov's (1969) equation for shaliness estimation expressed as
In the preceding equation, the gamma-ray index IGR is given by
where GR i denotes the i th gamma-ray log reading. The quantities GR ss and GR sh are the minimum and maximum readings in the gamma-ray log taken in the sandstone and in the shale point, respectively, in the same formation under study (Dewan, 1983; Ellis, 1987) . For the sedimentary interval corresponding to the upper Macaé formation, GR ss ≈ 22 API units and GR sh ≈ 125 API units.
Effective porosity estimation
The following formula allows fractional effective porosity φ e estimation from the bulk density log:
where φ t is the fractional total porosity
The parameter ρ b represents a reading in the bulk density log.
As the upper Macaé formation has quartzoze matrix, we take ρ ma = 2.65 g/cm 3 . For the brine formation density, we assume ρ f = 1.10 g/cm 3 . Dewan (1983) shows that a way of assessing the density at the shale point ρ sh is to take the difference between the neutron porosity log and the total porosity log at its maximum, i.e., max (φ ni − φ ti ), where φ ni and φ ti correspond to the i th sample of the neutron porosity and the total porosity logs, respectively. In both wells under study the density at the shale point is nearly ρ sh = 2.66 g/cm 3 . Note that in Eq. (3) the shaliness corrects the total porosity yielding the effective porosity φ e . (1) and (3) were also respectively considered for estimating the variation of shaliness and effective porosity.
Regression analysis
The dependence of P-wave velocity in rocks is attributed to numerous factors. However, in order to simplify the investigation, the evidence in most published papers is the use of empirical models attempting to correlate velocity variation with specific attributes. For example, correlation of velocities with depth and geological time is presented in Faust (1951), while lithology is the parameter of the correlation in Faust (1953) . Further empirical models for describing velocity variation based purely on mathematical functions can be found in Kaufman (1953) . In this paper, we assume the general dependence for P-wave velocity model as v p = v p (x, y, z), in which the parameters of the dependence are: effective porosity x ≡ φ e , shaliness y ≡ V clay and electrical resistivity z ≡ R ild . The choice of v p dependence was done taking the physical basis into account, and is corroborated by the results of several papers (see Han et al., 1986; Miller & Stewart, 1990; Oliveira & Martins, 2003) . Thus, assuming x ≡ φ e and y ≡ V clay , we followed the work of previous investigators. Moreover, the incorporation of z ≡ R ild into some empirical models led to the known dependence of P-wave velocity on fluid saturation.
The following general relations allow the investigation of linear and nonlinear empirical models for P-wave velocity prediction from well log measurements:
and
The above quantities
V P2 ≡ a 4 x y + a 5 x z + a 6 y z,
We tested the whole set of combinations for empirical formulas possibly provided by Eqs. (5) and (6). These models are easily 600 P-WAVE VELOCITY ESTIMATION USING WELL LOGS obtained by assuming a dependence of v p on a single parameter, or taking more than one parameter simultaneously in the dependence. For instance, assuming a simple model in which the fractional effective porosity φ e is the only parameter of the dependence, we can write a linear model for P-wave velocity variation
In accordance to Eq. (6), a nonlinear dependence on φ e can also be provided for v p , as follows
As in Castagna et al. (1993) , we can also use the simple parabolic model with y ≡ V clay as the only parameter affecting v p . As a result, we obtain from Eq. (5)
On the other hand, Eq. (6) gives a nonlinear empirical model for v p as a function of V clay :
Besides multivariate linear models as in Han et al. (1986) and in Eberhart-Phillips et al. (1989) , Eqs. (5) and (6) also allow to derive nonlinear models. For instance, assuming the parameter dependence v p ≡ v p (φ e , V clay , R ild ), P-wave velocity can be described by the following multivariate linear model
or, from the general form in Eq. (6), by a multivariate nonlinear model written as
Two-and three-variable quadratic empirical models can also be derived from Eqs. (5) and (6). Taking x ≡ φ e and z ≡ R ild as the parameters of the dependence, the P-wave velocity variation can be described as
In summary, we investigated 28 empirical models for predicting P-wave velocities using geophysical well logs. In order to determine the regression coefficients a i of the corresponding empirical model, we applied the classical least-squares technique (Lines & Treitel, 1984) . We thus minimized the square of the residuals between the measured velocity v meas p (i.e., the readings in the P-wave sonic log) and the modeled velocity v mod p (i.e., the chosen empirical model). As a result, after constructing the objective function
we operate ∂E 2 /∂a i ≡ 0. The sought coefficients a i are the unknowns of the resulting linear system of equations derived after minimizing Eq. (19). Notice that we applied the neperian logarithm to both sides of Eq. (6) before operating the derivative of the objective function. Furthermore, we determined the correlation coefficient r in order to investigate the uncertainty in the predictions of P-wave velocities.
Calibration
In the calibration step, we focused on plotting the P-wave velocity logs at both selected wells and the empirical models provided by Eqs. (5) and (6). This procedure aimed at visually inspecting the misfits between measured and predicted v p velocity logs. Further determination of correlation coefficients of the least-squares regression models and absolute residuals helped analyzing the confidence on the investigated empirical models.
RESULTS
Following the methodology described above, we combined the dependence parameters φ e , V clay and R ild in order to obtain models for v p velocity variation at both selected wells (see Fig. 1 ). The least-squares regression coefficients for all 28 empirical models derived from Eqs. (5) and (6) are exhibited in Tables 1-4 . Observing the magnitude of the correlation coefficient for corresponding empirical models, we immediately conclude that the general forms in Eqs. (5) and (6) provide equivalent P-wave velocity predictions. For empirical models with only one variable, it can be observed in the tables that the correlation coefficient reaches the highest magnitude if the effective porosity φ e is chosen for describing v p dependence. On the other hand, if the parameter of the dependence is the resistivity R ild , the correlation coefficient attains the smallest magnitude. This is indeed an expected result already published in Han et al. (1986) , that is, porosity plays a fundamental Table 1 -Least-squares regression coefficients for P-wave velocity models at well-4. Two general forms are considered: v p = a 0 + a 1 x + a 2 y + a 3 z and v p = a 0 exp[ a 1 x + a 2 y + a 3 z ]. Fractional effective porosity (x ≡ φ e ), shaliness (y ≡ V clay ) and electrical resistivity (z ≡ R ild in Ohm.m) are the parameters of the dependence shown in the first column of the table. Each column in (a) and (b) provides six empirical models. Between braces are the coefficients associated to exponential empirical models. In order to obtain a velocity model, simply neglect one or two dependence parameters in both considered general forms. The last column in (c) provides the two empirical models having full parameter dependence. Regression coefficients have units in such a way that v p is in km/s. The symbol r stands for correlation coefficient. Table 2 -Least-squares regression coefficients for P-wave velocity models at well-4, but assuming the following general forms: v p = a 0 + a 1 x + a 2 y + a 3 z + a 4 x y + a 5 x z + a 6 y z + a 7 x 2 + a 8 y 2 + a 9 z 2 and v p = a 0 exp[ a 1 x + a 2 y + a 3 z + a 4 x y + a 5 x z + a 6 y z + a 7 x 2 + a 8 y 2 + a 9 z 2 ]. The same observations in Table 1 concerning empirical model derivation, parameter dependence and units apply for Table 4 -Least-squares regression coefficients for P-wave velocity models at well-37, but assuming the following general forms: v p = a 0 + a 1 x + a 2 y + a 3 z + a 4 x y + a 5 x z + a 6 y z + a 7 x 2 + a 8 y 2 + a 9 z 2 and v p = a 0 exp[ a 1 x + a 2 y + a 3 z + a 4 x y + a 5 x z + a 6 y z + a 7 x 2 + a 8 y 2 + a 9 z 2 ]. The same observations in Table 1 concerning empirical model derivation, parameter dependence and units apply for role in the variation of P-wave velocity, while the influence of shaliness V clay is smaller than φ e . The assumption of resistivity as a parameter of influence in the v p variation represents an attempt of considering fluid saturation. However, the resistivity R ild exerts the smallest influence on v p variation. Note that the results in the third column of Table 4a represent an exception. We interpret these results as the footprint of the well-behaved resistivity and porosity logs at well-37. At this well, it seems that fluid content predominantly influences the velocities. A further interesting result can be obtained as follows. Let us consider all 2-variable empirical models in which φ e and V clay are the governing parameters in the v p variation. If we assume φ e and V clay as null quantities in these velocity models, the maximum P-wave velocity for the considered quartzoze matrix will hardly be v p = 4.90 km/s as seen in the third column of item (b) of all tables. Taking into account that v p = 5.94 km/s is the velocity value recommended for quartz (Wyllie et al., 1958) , the latter result for V clay = 0.0 clearly indicates the influence of other different lithologies (i.e., carbonates) present in the formation. Actually, this analysis can be applied for all empirical models used in this investigation. The velocity calibration using the above-mentioned empirical models is presented in the Figures 4 and 6 , including the corresponding equivalent models obtained from Eq. (6).
In Tables 2a and 4a , the magnitude of the correlation coefficients shows that use of quadratic regression models improves the confidence on P-wave velocity predictions. The plots in Figures  5 and 7 exhibits velocity calibration for both wells under investigation, confirming the high performance of all quadratic models used. In summary, incorporation of quadratic terms into the empirical models decreases the misfits between measured and predicted velocities. As pointed out above, the small-magnitude discrepancies between measured and predicted velocities reveal further influence of other mixed lithologies forming the sedimentary interval under analysis. Figure 4 , but applying the following empirical models (see Table 2 In the following, we use some empirical models in order to perform comparison with the model derived by Han et al. (1986) for brine-saturated sandstone cores at 20 MPa: v p mod = 5.49−6.94 φ e − 2.17 V clay . Although derived from saturated rock samples, this empirical model ignores fluid saturation as a parameter of velocity dependence. In Figure 8 we perform comparison using empirical models derived only from the general form in Eq. (5), for the correlation coefficients in Tables 1-4 show equivalence with the regression models obtained from Eq. (6). However, we use models in which effective porosity φ e , shaliness V clay and resistivity R ild describe P-wave velocity dependence. In Figure 8 , thicker black curves denote measured velocities converted from corresponding P-wave sonic logs. Let us consider well-4. In Figure 8a , we plot the empirical model for v p which can be constructed with regression coefficients in item (c) of Table 1 ; Figure 8b shows the v p plot using the model with the regression coefficients in item (c) of Table 2 . The calibration applying these regression models shows good predictions of P-wave velocities in the sandstone intervals of well-4. Absolute deviations are small throughout the mixed lithologies, confirming the robustness of the 3-variable empirical models for velocity description. The regression model of Han et al. (1986) shows large misfits in the sealing intervals of well-4 because it was derived using data from brine-saturated sandstones at 20 MPa. Thus, we can infer that the sandstone intervals at this well are submitted to an effective pressure of 20 MPa.
On the other hand, Han's et al. (1986) empirical model is nonapplicable to the sedimentary interval sampled in well-37. It corresponds to a clay-dominated interval resulting in a well-behaved resistivity log. The large misfits can be seen in Figures 8c and 8d. Concerning our empirical models, Figure 8c shows v p description using the regression coefficients in item (c) of Table 3 ; in Figure 8d , the plotting is performed with the empirical model for v p with regression coefficients in item (c) of Table 4 . Due to the well-behaved nature of the logs at well-37, both least-squares regression models reasonably predict P-wave velocities. 
CONCLUSIONS
Use of regression analysis represents a very suitable procedure for establishing velocity dependence in mixed lithologies. Although most published works show core plug measurements as the main source of information, rock physical properties extracted from well log data can also be used in establishing a P-wave regression model. The importance of porosity and shaliness in describing velocity variation represents the primary choice for these parameters as the variables of the dependence. Considering resistivity as a further velocity dependence parameter may represent a refinement of the empirical model, since it can indirectly incorporate fluid-saturation effects into the velocity variation. Additional conclusions can be drawn from the correlation coefficients in Tables 1-4 . The results presented therein with 1-variable empirical models clearly exhibit the need for more information on the rock properties. For porosity as the main dependence variable, P-wave velocity can be described better than using only shaliness or electrical resistivity. If porosity and shaliness are included in the empirical model for describing the velocity variation, the correlation coefficients increase significantly. Further incorporation of electrical resistivity as a parameter of the velocity dependence produces higher correlation coefficients. In this case, the increase in correlation coefficients is far higher for quadratic empirical models. These conclusions apply for both general forms in Eqs. (5) and (6), from which we obtained the empirical models used in the present paper.
In case of assuming water saturation S w as an additional parameter in the velocity dependence, a preprocessing for S w estimation will be required. However, because R ild implicitly incorporates fluid saturation into the velocity dependence, assuming S w as an additional parameter represents a redundant procedure. Moreover, improvements in the velocity predictions can be obtained by taking in the empirical models ln(R ild ) as a parameter. In fact, use of R ild in the dependence may lead to poor velocity correlations because of outliers possibly present in the electrical Figure 6 , but applying the following empirical models (see Table 4 resistivity log. Assumption of ln(R ild ) smooths such outliers, giving to better velocity correlations. 
