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Abstract
We consider self-tolerance and its failure –autoimmunity– in a minimal mathematical model of the idiotypic network.
A node in the network represents a clone of B-lymphocytes and its antibodies of the same idiotype which is encoded
by a bitstring. The links between nodes represent possible interactions between clones of almost complementary
idiotype. A clone survives only if the number of populated neighbored nodes is neither too small nor too large. The
dynamics is driven by the influx of lymphocytes with randomly generated idiotype from the bone marrow. Previous
work has revealed that the network evolves towards a highly organized modular architecture, characterized by groups
of nodes which share statistical properties. The structural properties of the architecture can be described analytically,
the statistical properties determined from simulations are confirmed by a modular mean-field theory. To model the
presence of self we permanently occupy one or several nodes. These nodes influence their linked neighbors, the
autoreactive clones, but are themselves not affected by idiotypic interactions. The architecture is very similar to the
case without self, but organized such that the neighbors of self are only weakly occupied, thus providing self-tolerance.
This supports the perspective that self-reactive clones, which regularly occur in healthy organisms, are controlled by
anti-idiotypic clones. We discuss how perturbations, like an infection with foreign antigen, a change in the influx of
new idiotypes, or the random removal of idiotypes, may lead to autoreactivity and devise protocols which cause a
reconstitution of the self-tolerant state. The results could be helpful to understand network and probabilistic aspects
of autoimmune disorders.
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1. Introduction
Self-tolerance is the state of an organism in which
autoantigens do not elicit an immune response [1].
The property of being self-tolerant is crucial for the
proper function of organisms and its failure may lead to
autoimmune diseases. It is a well established fact that
autoreactive lymphocytes are present in healthy indi-
viduals and may recognize corresponding autoantigens
[2, 3, 4]. This is a considerable challenge to Burnets
clonal selection theory (CST) based on positive and
negative selection [5]. Furthermore the CST does not
answer the question in which way the spontaneous
production of immunoglobulins in non-immunized
mice is induced [6].
The paradigm of the idiotypic network developed
by Jerne [7], see also Refs. [8, 9], is able to explain
the autonomous dynamics of the immune system not
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exposed to alien antigen. It also offers a mechanism
of immunological memory and the network is thought
to be crucial for the control of potentially autoreactive
lymphocyte clones. For reviews on the concept and
mathematical modeling of the idiotypic network see
Refs. [10, 11]. The monograph by Tauber [12] also
discusses philosophical aspects of the concept of
immunological self and non-self.
The idiotypic network is generated by mutual inter-
action of the B-cells and antibodies. B-lymphocytes
express receptor molecules, so called antibodies, on
their surface. Those molecules have distinct binding
sites determining their idiotype; each receptor of one B-
lymphocyte has the same idiotype. B-cells of different
idiotype are produced at random in the bone marrow.
The diversity of the potential repertoire is assumed to
be larger than 1010 [13] while the expressed repertoire
size is estimated to be within the order of magnitude of
108 [14]. It is generated by somatic recombination of
gene segments and mutations [15]. If the receptors of a
B-cell are crosslinked by complementary structures, it
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is stimulated to proliferate and differentiate into mem-
ory B-cells and plasma cells. The plasma cells secrete
huge amounts of antibodies possessing the idiotype of
the original B-cell. If the B-cell is not stimulated it
dies. Theoretical and experimental work has shown,
that the stimulation-response curve is log-bell-shaped
[16]. Therefore, the concentration of structures which
have the ability to crosslink the receptors should neither
be too high nor too low in order to stimulate the cells.
Complementary structures which are able to bind to
the receptors are found on alien antigens but also on
antibodies of complementary kind, which are called
anti-idiotypic antibodies. Therefore the B-cells are able
to stimulate each other via the secretion of antibodies,
forming the idiotypic network.
In [17, 18, 19] Varela and Coutinho proposed the
concept of so-called second-generation networks which
combine both paradigms of the CST and idiotypic
networks. The architecture of these networks consists
of a densely linked core which is responsible for the
autonomous dynamics of the immune system, and a
sparsely linked periphery which causes the specific
response to antigen.
Since there are idiotypic interactions of T-cells with
B-cells and between T-lymphocytes [20], the idiotypic
network is not autonomous but coupled to a mani-
fold of other networks. Nevertheless a hypothetical
autonomous B-cell system already comprises the
features of random innovation, evolution and selection.
Therefore, the structure of the idiotypic network can be
understood as the outcome of an evolution throughout
the life of an organism.
The idea that idiotypic interactions may play an impor-
tant role in the regulation of autoreactive lymphocytes
is popular in theoretical as well as experimental studies
on autoimmune disorders. The idiotypic network can
control autoantibodies where other regulatory mecha-
nism failed to suppress them [21]. It has been observed
that perturbations in the regulation of autoreactive
clones can be associated with autoimmune diseases
[22, 23, 24, 25, 26, 27, 28, 29], as e.g. in case of the
B-cell related autoimmune disease Myasthenia gravis
[30].
A huge amount of work has been performed on
models of the idiotypic network and it is beyond the
scope of this work to give an extensive review of this
field. For an exhaustive discussion of mathematical
models for idiotypic B-cell networks see [10, 31].
Here, only a few models dealing with the control of
self-reactive lymphocytes are reviewed.
In the model introduced in Ref. [32] Stewart and Varela
assumed an ad hoc structure of second generation
idiotypic networks [18, 19] which was motivated by
experimental findings [33]. An architecture composed
of 26 clones was chosen, consisting of a multi-affine
group A, two mirror groups B and C without intra-
group affinity but mutual coupling and a group D
which only couples weakly to A. The dynamics of
the B-cells and the corresponding antibodies in the
presence of self is modeled by non-linear ordinary
differential equations (ODEs) which are based on the
proposed architecture [34]. The non-linear terms of
the ODEs model the proliferation and maturation of
B-cells which are activated by idiotypic interactions.
Numerical solutions showed that the connectivity to
other clones strongly influences the response of nodes
coupled to self antigen. Weakly connected clones grow
without limit, while highly connected clones show a
large degree of tolerance.
An analytic theory for the dynamics of the clones in
the groups B and C was developed in Ref. [35] using
a mean-field approach. In the frame of this theory
one observes transitions between different fixed points
corresponding to tolerant, autoimmune and neutral
states. The transitions can be induced by an infection
with alien antigen.
Leo´n et al. [36] proposed a network of B- and
T-lymphocytes having the structure of a second genera-
tion idiotypic network as well. Hereby, the population
dynamics of the B- and T-cell clones are modeled by
differential equations. The network is based on a model
proposed in [37, 38], but it is assumed that the average
idiotypic connectivity is an explicit function of time
and that the stimulation of T-cells is described by a
log-bell shaped dose-response curve. In this model
natural tolerance for antigens which are present during
the neonatal period can be kept for an indefinite time
after they have been removed from the network. In
contrast, if the tolerance is induced in adults it is lost
shortly after removal of the antigen.
In the frame of so-called spin-glass models, confer e.g.
[39], in Ref. [40], mechanisms also including B- and
T-cell interactions which cause anergy of autoreactive
B-lymphocytes are investigated.
In [41] a mathematical model of the immune net-
work containing autoreactive clones was studied. It
consists of a set of discrete equations constituting an
idiotypic network of specific architecture which can
be defined arbitrarily. The model assumes symmetric
idiotype-anti-idiotype interactions and that autoreactive
lymphocytes are normal components of the idiotypic
network. The results for a network consisting of
six clones arranged in a closed loop were compared
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with experimental data and a good agreement was
found, strongly supporting the thesis that autoreactive
lymphocytes are regulated by the idiotypic network.
Contrary to these approaches, an architecture having the
characteristics of second generation networks evolves
by itself in a model introduced in [42] which will be
studied here. The model allows to examine idiotypic
networks consisting of a number of B-cell clones which
is large compared to the number of clones used in other
models. In previous work a network comprised of 4096
clones has been investigated mainly but also larger net-
works have been examined. An analytical description
for the building principles of the architectures observed
in the model was developed in [31] and a mean-field
theory for the description of their statistical properties
was introduced in [43]. In Ref. [44] the emergence
of self-tolerant states is examined in the frame of
this model. There, one or several nodes are occupied
permanently, playing the role of the self. The self nodes
have a strong influence on the evolution of the network
leading to the emergence of a self-tolerant steady
state. These findings strongly support the thesis that
idiotypic interactions are important in the regulation
of autoreactive clones and their investigation could
lead to a better comprehension of the causes behind
autoimmunity. In the present paper, the emergence of
self-tolerance is examined further. Trying to understand
possible mechanisms behind autoimmune diseases,
the failure of self-tolerance in the network is studied.
Therapeutic strategies are devised which are able to
reconstitute the self-tolerant state.
Besides idiotype-antiidiotype interactions there are
other mechanisms which rest on T cells, confer e.g.
[45, 46]. We believe it is likely that the several mech-
anisms under consideration are not mutually exclusive,
but are cooperating or are –in a sense– redundant,
working in parallel. For a most recent survey on
theories and mathematical models of autoimmunity
we refer to a thematic issue of Journal of Theoretical
Biology, see especially the editorial by Root-Bernstein
[47].
The plan of this work is as follows. For making
the paper self-contained, in Secs. 2.1-2.4 the model
is introduced, the building principles of the observed
patterns and a tool for their identification, the center of
mass vector, are explained; furthermore, a mean-field
approach for the description of the system is given.
Section 2.5 reviews the results of previous simulations
and mean-field theory which examine the influence
of self on the network [44]. These simulations are
extended in Sec. 3, where it is shown that even if the
self nodes are chosen at random the system evolves
towards a self-tolerant state. The choice is performed
under the immunological reasonable restriction that
the idiotypes of the self are not allowed to differ
arbitrarily much from each other. In Sec. 4.1 the
different types of possible transitions from self-tolerant
states to autoimmune states are characterized and
described mathematically. This is followed by Secs.
4.2-4.4, where it is discussed how perturbations of
the self-tolerant system may lead to such transitions
using three biologically motivated examples, variations
of the influx of new idiotypes produced in the bone
marrow, the introduction of an infection to the system,
and the random removal of occupied nodes. The
corresponding average autoreactivities are determined
using a mean-field approach. Section 5 presents two
protocols, a variation of the influx and an infection,
which can cause a reconstitution of the self-tolerant
structure if the system has been in an autoimmune state
before.
2. Basics of the model
2.1. The model
In this work a minimalistic model of the idiotypic net-
work introduced in Ref. [42] is considered. It is a coarse
simplification of the original biological system but al-
ready provides many important features and shows a
surprisingly complex behavior. Moreover the model has
a minimal number of parameters which prevents overfit-
ting and allows for an analytic understanding of many of
its properties.
Each node of the network stands for a clone of B-
lymphocytes and antibodies of a given idiotype. Hereby
each idiotype is encoded by a bitstring of length d with
entries 0 and 1. This gives a potential repertoire size
of 2d. It is important to elucidate that a bitstring is not
meant to represent the genetic code but is a caricature of
the phenotype of the corresponding idiotype. Using this
representation allows for an easy notion of complemen-
tarity.
Possible idiotypic interactions between the B-cell popu-
lations are represented by links between nodes of almost
complementary idiotype. It is reasonable to allow for
small variations since perfect complementarity of the
receptor structures appears to be unrealistic. Thus, two
nodes v and w are linked if their bitstrings are comple-
mentary up to m mismatches. In other words, two nodes
v and w are neighbors if their Hamming distance obeys
dH(v,w) ≥ d − m. Then each node has κ = ∑mi=0 (di)
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neighbors.
In the model, a node v may either be occupied n(v) = 1
or unoccupied n(v) = 0, which corresponds to an idio-
typic clone being present or absent, respectively. The
expressed idiotypic network is comprised of the occu-
pied nodes and thus does not involve the complete po-
tential network.
The dynamics on the graph is described in discrete time,
whereby one time step is roughly the period in which
an unstimulated B-cell dies and a stimulated B-cell pro-
liferates. The influx of new idiotypes produced in the
bone marrow is simulated by occupying empty nodes
at random with some probability p. Mimicking the
stimulation-response curve, occupied nodes survive the
update only if the number of their occupied neighbors
is within a permitted window. This gives the following
update rules:
(i) Influx: Occupy empty nodes with probability p.
(ii) Window rule: Count the number of occupied
neighbors n(∂v) of all occupied nodes v. If n(∂v) is
outside the window [tL, tU], set the node v empty:
n(v) = 0. This step is performed in parallel.
(iii) Iterate.
This model can be classified as a probabilistic cellular
automaton (as a relative of Conway’s Game of Life) and
as a Boolean network, confer Ref. [31] for an extensive
discussion. It only has a minimum number of parame-
ters: the length of the bitstrings d, the influx probability
p, the permitted number of mismatches m and the lower
and upper threshold of the window rule tL and tU .
Throughout this paper the following parameters are
used: d = 12, m = 2, tL = 1, and tU = 10. Then,
the network has 212 = 4096 nodes and each node has
κ = 79 neighbors, making the linking neither too dense
nor too sparse. The lower threshold is set to its mini-
mum non-trivial value tL = 1, which means that a clone
needs stimulation by at least one neighbored node in or-
der to survive. Choosing the upper threshold tU = 10
excludes very regular patterns which are not of interest
here.
Using this parameters, only the influx p remains as
control parameter. The architecture which is of most
interest for this work emerges for an influx p from
0.026 . . . 0.078. We mostly choose an influx p near
0.078, where it is easiest to induce reorganization of pat-
terns, but also broader ranges of p were studied.
2.2. Architecture of patterns
In this subsection we sketch the building principles of
the patterns observed for typical parameters. A detailed
derivation and discussion can be found in Ref. [31].
Simulations revealed that, starting from an empty base
graph and applying the proposed iteration rules, a net-
work with complex architecture emerges by itself [42].
In this architecture the nodes can be classified into
groups which share statistical properties such as mean
occupation 〈n(v)〉 and mean number of occupied neigh-
bors 〈n(∂v)〉. Homeostasis is implied by the fact, that
the mean occupations of the nodes, the groups, and the
complete base graph are stationary for typical observa-
tion times.
Stated more precisely, the system is ergodic and the
symmetry-breaking patterns are only quasistationary.
The ergodicity can be seen easily considering the fol-
lowing scenario. For any influx p > 0 there is a non-
zero probability that all nodes are occupied after the in-
flux. In this case the application of the window rule
leads to an empty base graph since every node has too
many occupied neighbors. Starting from the empty base
graph every allowed pattern will be realized during an
infinite observation time. However, in simulations we
never observed such an ’extinction catastrophe’ [31] and
the quasistationary patterns exist for very long periods
of time.
Varying the influx p can cause transitions between dif-
ferent architectures. For small p only static patterns are
found, while one finds stationary dynamic patterns for
intermediate influx. This architecture is the most in-
teresting one. It includes a periphery, a densely con-
nected core and isolated nodes (singletons) [31, 42, 43],
resembling the partition into a central and a peripheral
immune system as proposed for second generation im-
mune network models [17, 18, 19]. Figure 1 shows a
schematic of this structure. The singleton groups are
highly occupied and only linked to the permanently
empty stable holes such that their occupation is de-
termined by the random influx solely. The periphery
groups are also highly occupied and linked to the core
and additionally to the hole groups. The core groups
are linked very densely also among their own nodes and
have a low average occupation.
Figure 2 shows snapshots of the connected parts of
the network for different values of the influx p cho-
sen such that a 12-group architecture emerges. One can
clearly distinguish the strongly linked core nodes from
the periphery nodes. The singletons are not displayed,
since they have no occupied neighbors.
For larger influx p the patterns become irregular and
eventually chaotic.
For the classification of patterns the concept of deter-
minant bit positions is useful [31, 48]. For an estab-
lished architecture the number dM of the determinant bit
4
Figure 1: Schematic of the 12-group architecture. Links
between the groups, i.e. possible idiotypic interac-
tions between the corresponding nodes, are indicated
by solid lines. According to their statistical properties,
the groups can be sorted into larger phenomenological
groups, as marked by the colored framing. Adapted
from Fig. 3 in [44].
positions is characteristic. The entries in the determi-
nant bits determine the group membership of the nodes.
Nodes in the group S 1 coincide in all determinant bit
positions, while the entries in the non-determinant posi-
tions realize all 2d−dM possibilities. Nodes in group S 2
differ in one determinant bit position from nodes of S 1,
while nodes from group S 3 differ in two determinant
positions, and so on. Therefore the system consists of
dM + 1 groups of size
|S g| = 2d−dM
(
dM
g − 1
)
, (1)
with the number of links Lgl of a node vg ∈ S g to nodes
in S l,
Lgl =
m∑
k=0
k∑
r=0
(
g − 1
r
)(
dM − g + 1
l − 1 − r
)
×
(
d − dM
k + l − 1 − 2r − (dM − g + 1)
)
. (2)
The entries of the link matrix for the dM = 11 architec-
ture are shown in Fig. 3.
2.3. Real time pattern identification
The full information of the system is encoded in the
time series of the 2d nodes and allows to calculate quan-
tities of interest, as e.g. the mean occupation of the
graph. It is tedious to analyze this huge amount of
data for the identification of patterns. By introducing
the center of mass (COM) vector R of dimension d a
logarithmic reduction of information is reached, allow-
ing for real time pattern identification and detection of
Figure 2: Snapshots of the connected parts of the net-
work in a 12-group architecture for different values of
the influx probability p = 0.04 (a), p = 0.05 (b) and
p = 0.074 (c). Red and pink nodes belong to the core
groups S 6 and S 7, the dark blue and light blue nodes
to the periphery groups S 5 and S 4, respectively. One
observes a strong linkage of the core-nodes, whereas
the periphery-nodes have only very few neighbors. Oc-
cupied nodes without occupied neighbors are not dis-
played. The simulations started from tabula rasa, the
equilibration time was 2000 iterations.
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Singletons Periph. Core Stable holes
S 1 S 2 S 3 S 4 S 5 S 6 S 7 S 8 S 9 S 10 S 11 S 12
v1 55 22 2
v2 45 20 12 2
v3 36 18 20 4 1
v4 28 16 26 6 3
v5 21 14 30 8 6
v6 15 12 32 10 10
v7 10 10 32 12 15
v8 6 8 30 14 21
v9 3 6 26 16 28
v10 1 4 20 18 36
v11 2 12 20 45
v12 2 22 55
Figure 3: Entries of the link matrix Lgl from Eq. (2) for
the 12-group structure. Every entry shows how many
neighbors a node vg has in the group S l. Note that
the core groups are the only groups which are linked
to themselves. Missing entries are zero.
pattern changes [31]. It is defined as
R =
1
n(G)
∑
v
n(v)r(v), (3)
with the position vector r(v) of a node v represented
by the bitstring b1b2 . . . bd having the components ri =
2bi − 1, i = 1, . . . , d. n(G) denotes the total number of
occupied nodes of the system. If the graph is randomly
occupied without applying the update rule, the proba-
bility for an entry of a bitstring of an arbitrary node be-
ing zero is the same as for being one. This implies that
R = 0 for such a configuration. Therefore it is easy
to identify symmetry breaking patterns using the COM
vector.
Figure 4 shows the time series of the COM compo-
nents for an evolving 12-group structure. When the
system is in a quasistationary state the COM compo-
nents Ri only show small fluctuations around its tempo-
ral average values Ri. For any selection of determinant
bits, the non-determinant bits realize all combinations
of ones and zeros. Thus, assuming that every node of
one group is occupied with the same probability, the av-
erage contribution of each group to the non-determinant
components of R vanishes. Therefore, non-determinant
bit positions are characterized by Ri ≈ 0. Observing
that in Fig. 4 only the black component R7 fluctuates
around zero, we conclude that a dM = 11 pattern has
evolved. Furthermore we identify the entries of the
determinant bits of the group S 1, which can be used
to classify other nodes by comparison. The six com-
ponents R1,R3,R4,R9,R10,R11 fluctuate around −0.39
corresponding to determinant bits with zeros as entries
while the five components R2,R5,R6,R8,R12 fluctuate
around 0.39 corresponding to determinant bits with ones
as entries. This implies that nodes of the group S 1 have
bitstrings of the form 0 1 0 0 1 1 · 1 0 0 0 1, where the
dot indicates the non-determinant bit position. Nodes
of the group S 2 differ in the entry in one determinant
bit position from this bitstring, nodes from the group S 3
differ in two determinant bit positions, and so on. For
further details confer [31].
Figure 4: Pattern identification using the COM vec-
tor. The graph shows a time series of the COM com-
ponents for an emerging 12-group structure. The sim-
ulation starts from tabula rasa; after an equilibration
time of approximately 300 iterations the system reaches
a quasistationary steady state. One observes that the
black component R7 fluctuates around zero, while the
six components R1,R3,R4,R9,R10,R11 fluctuate around
−0.39 and the five components R2,R5,R6,R8,R12 fluctu-
ate around 0.39. All components which fluctuate around
a nonzero value correspond to determinant bit positions.
Thus one can read off eleven determinant and one non-
determinant bit positions and can conclude that the sys-
tem has evolved towards a 12-group structure. The in-
flux is p = 0.072.
2.4. Mean-field theory
When a certain architecture of the system, character-
ized by the number of groups, their size and linking, is
established, it stays stationary for long periods of time
and also over some interval of the influx p. Yet the sta-
tistical properties of nodes from the same group, as e.g.
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the mean occupation, depend on the actual value of p.
Using a concept from statistical physics, the so called
mean-field approach, one can determine these proper-
ties analytically in dependence of p [43].
In mean-field theory it is assumed that all nodes vg of
a group S g are occupied independently with the same
probability P
(
n(vg) = 1
)
. Considering an architecture
with dM determinant bits there are dM + 1 groups. In the
mean-field description the state of the system is defined
by the set of average occupations n = (n1, . . . , ndM+1)T
of the groups instead of the set of occupations of all 2d
nodes. Applying the update rules (i-iii) to the state n
gives the new state
n′ = f(n), (4)
with the non-linear update function f depending on the
described architecture and on the used update rules. As-
suming an average occupation of nl in the group S l, the
average occupation after application of the influx with
probability p is given by n˜l = nl+p(1−nl). Furthermore,
the probability for kl neighbored nodes in the group S l
being occupied is given by the binomial distribution(
Lgl
kl
)
n˜kll (1 − n˜l)Lgl−kl . (5)
Assuming that the groups are independent, the prob-
ability for
∑dM+1
l=1 kl neighbors being occupied in a
micro-configuration with fixed neighborhood kl, l ∈
[1, . . . , dm + 1] is given by the product of the binomial
distribution (5) for each group. Therefore, the probabil-
ity that the number of occupied neighbors of a node vg in
S g lies in the interval [tL, tU] is determined by summing
over all micro-configurations which are compatible with
the window rule: Lgl∑
kl=0

dM+1
l=1
1
tL ≤ dM+1∑
l=1
kl ≤ tU

×
dM+1∏
l=1
(
Lgl
kl
)
n˜l
kl (1 − n˜l)Lgl−kl . (6)
Here, the indicator function 1(·) ensures that only con-
figurations contribute which fulfill the window rule. Fi-
nally, this expression has to be multiplied with the aver-
age occupation n˜g after the influx, giving the map
n′g =n˜g
 Lgl∑
kl=0

dM+1
l=1
1
tL ≤ dM+1∑
l=1
kl ≤ tU

×
dM+1∏
l=1
(
Lgl
kl
)
n˜l
kl (1 − n˜l)Lgl−kl . (7)
If Eq. (7) is iterated for all groups g = 1, . . . , dM + 1 the
state vector n′ converges to a fixed point n∗. Due to the
non-linearity of f(n) there may exist several fixed points.
In general, if the initial values are chosen close to the av-
erage values of stationary architectures, the fixed points
correspond to results obtained from simulations. Other
fixed points may also exist, but have not been found in
simulations. For further details see Ref. [43].
2.5. Self-tolerance
In Ref. [44] several ways of introducing self into the
network are discussed and realized in simulations and in
mean-field theory. Here only the most instructive cases
are reviewed.
Self is mimicked by permanent occupation of one or
several nodes. These nodes are not affected by idiotypic
interactions but contribute to the number of occupied
neighbors counted in the window rule. Two types of
protocols were used: One, in which the self nodes are
implemented in a fully developed 12-group architecture
and another one in which the self nodes are inserted into
an empty base graph and influence the evolution of the
network from the beginning.
Inserting one self node in the hole group S 10 of an estab-
lished 12-group architecture gives an immunologically
unfavorable situation. A self node staying there would
cause an autoimmune response, since the hole groups
have many occupied neighbors. For high influx p this
node destabilizes the architecture and causes a rear-
rangement of the group structure. After this rearrange-
ment a new 12-group structure evolves, in which the self
node is found in a group which only has weakly occu-
pied neighbors, as the singleton or periphery groups.
If more than one node is occupied one observes a similar
behavior. The reorganization takes place faster and the
nodes are found in the singleton and periphery groups.
This is also the case if all nodes of S 10 are permanently
occupied as self nodes. In the steady state after the reor-
ganization, all self nodes belong to singleton or periph-
ery groups. Prevalently it occurs that in the new struc-
ture, the self nodes completely fill the singleton group
S 3 which is of the same size as S 10. This situation is
illustrated in Fig. 5. The complete occupation of group
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S 10 with self nodes (Fig. 5a) leads to a reorganization
of the structure in which the former singleton and pe-
riphery groups become the new hole groups (Fig. 5b).
The hole groups S 8 and S 9 become the new periph-
ery, while the former hole groups S 10 . . . S 12 form the
new singleton groups. All groups of the same size have
exchanged their phenomenological classification, such
that the structure in Fig. 5b is a ’mirrored’ version of
the original architecture. This behavior is also observed
in mean-field theory.
Starting from a fully evolved 12-group architecture
and permanently occupying one singleton or periphery
group, this structure will persist for very long periods of
time.
Figure 5: Rearrangement of the 12-group structure to-
wards a self-tolerant state after permanently occupying
the complete hole group S 10 with self (red circle). Start-
ing from an established 12-group architecture, as al-
ready depicted in Fig. 1, the hole group S 10 is perma-
nently occupied, mimicking self (a). This configuration
is unstable and a new 12-group architecture evolves in
which the self nodes belong to the singletons (b). This is
immunologically favorable since the singletons are only
linked to permanently empty hole groups such that the
self can not be seen by other nodes. Adapted from Fig. 5
in [44].
Simulations were also performed starting from an
empty base graph while occupying several nodes per-
manently. Here the architecture emerges from the very
beginning in a way such that the self nodes only have
weakly occupied neighbors and therefore are tolerated.
This corresponds to the suggestion in Ref. [36] that au-
toreactive clones govern the growth process of the en-
tire network during early ontogenesis and therefore de-
termine the lymphocyte repertoire of the fully evolved
system.
In [44] it has been shown that the network evolves to-
wards a self-tolerant state where the self-reactive clones
are controlled by the network. These results support the
perspective that idiotypic interactions may be essential
in the control of autoreactive B-lymphocytes, cf. also
the comment [49] and references therein.
3. Self-tolerance and spontaneous autoimmunity
If several nodes of the network are occupied from the
beginning of the simulations, playing the role of self,
a self-tolerant architecture emerges, as it was shown in
Ref. [44]. Hereby the nodes were always chosen in a
way that they fitted in an anticipated singleton group S 3.
In this section we study whether self-tolerant structures
also emerge when the self nodes are chosen at random
and one does not anticipate an architecture.
In order to do so we first introduce a measure of autore-
activity. The autoreactivity per self node RA is defined
as the average of the number of occupied neighbors over
all self nodes
RA =
1
|S Self|
∑
vSelf
n(∂vSelf). (8)
If no self node has occupied neighbors, the self is not
’seen’ by the network and therefore the autoreactivity
RA is zero. On the contrary, if the self nodes have a lot
of occupied neighbors, as it is e.g. the case for the hole
group S 10, the self is ’seen’ by the network and the au-
toreactivity RA is high. Since one node has κ neighbors
it holds that RA ∈ [0, κ]. Defining RA as an intensive
quantity has the advantage that its actual value does not
depend on the rather arbitrary choice of the number of
self nodes.
As mentioned above, the system evolves towards a self-
tolerant structure if several nodes of the anticipated
group S 3 or the complete group itself are occupied from
the beginning. An important question is, whether the
network is able to build up a self-tolerant state if no fi-
nal structure is anticipated and the self nodes are cho-
sen in a random fashion. A reasonable restriction to this
randomness is to assume that the self nodes have a simi-
lar idiotype, mimicking the resemblance of endogenous
material.
To shed light on this question, simulations were per-
formed using the following protocol: In the beginning a
random node of the network is chosen as the ’self-seed’.
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Then, fifty nodes are selected randomly, whereby they
are not allowed to exceed a maximal Hamming distance
dmaxH to the self-seed. These nodes constitute the self and
are occupied from the beginning of the simulations. We
use different values of the maximal Hamming distance
dmaxH to examine varying similarity of the self nodes.
Figure 6 depicts histograms of the temporal average RA
of the autoreactivity found in stationary states for differ-
ent values of dmaxH . One observes that for small allowed
maximal Hamming distance dmaxH ≤ 4, i.e. high simi-
larity of the self nodes, the autoreactivity is negligibly
small. When large Hamming distances dmaxH > 4 are
permitted, the autoreactivity increases dramatically.
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Figure 6: Average autoreactivity for 50 randomly cho-
sen self nodes with maximal Hamming distance dmaxH to
an arbitrary reference node. The self nodes are perma-
nently occupied from the beginning of the simulations
and strongly influence the emerging architecture. For
small dmaxH ≤ 4 the self nodes are only found in single-
ton and periphery groups and the average autoreactivity
is negligible. For larger dmaxH the average autoreactivity
increases dramatically. The figure shows the height pro-
file of histograms (gray scale) sitting on bins with fixed
dmaxH and of width ∆RA = 0.133. For every d
max
H 600
simulations were performed and the temporal average
RA over 30000 iterations (after an equilibration time of
2500) was taken. The dots are averages over all RA for
given dmaxH , the white line guides the eye.
In the first case, all self nodes are found in periphery
and/or singleton groups, which are only linked to
weakly occupied nodes and therefore cause weak
autoreactivity. For dmaxH = 2 it has even been observed
that in approximately 15% of the simulations all self
nodes end up in singleton groups only, corresponding
to an autoreactivity of zero.
In the second case the Hamming distance between
the self nodes is too large for the network to build up
an architecture in which they are distributed over the
singleton and the periphery groups only. Thus, some
of the self nodes are found in the core or even the hole
groups. Nodes in these groups have a lot of occupied
neighbors, causing high autoreactivity. The threshold
of dmaxH above which the self nodes do not fit into the
singleton and periphery groups anymore is derived
analytically in Appendix A.
In summary, we have extended the results of Ref. [44]
for a more general setting: Usually the network evolves
towards a self-tolerant architecture. This is, for exam-
ple, the case when all self nodes are chosen to be in one
hole or singleton group or if their Hamming distance is
not allowed to exceed an appropriately small maximal
value. Only if the idiotypes of the self differ too
much, the system is not able to establish a structure in
which all self nodes can be found in immunologically
favorable groups.
In addition to the autoreactivity RA the Shannon
entropy H [50] proved useful for examining pertur-
bations of the network. Here, we use a form which
neglects correlations between the nodes
H = −
2d∑
i=0
[ni · ln(ni) + (1 − ni) · ln(1 − ni)] , (9)
with ni being the average occupation of the node vi. The
terms of the sum are symmetrical around and maximal
at ni = 1/2. If the nodes show a rather constant occu-
pation the entropy is small, indicating static patterns. If
the nodes show a rather variable occupation H is large,
indicating dynamical though stationary patterns.
Extensive simulations revealed that a transition from
one stationary state to another stationary state generi-
cally involves a lowering of H. Examples are transi-
tions from one pattern to another one, which are caused
by variations of the influx p, or a reordering of the group
structure induced by permanently occupying a whole
group S i with self, as discussed above in more detail.
The lowering of entropy is easy to understand in the
situation depicted in Fig. 5. Here, the hole group S 10
is permanently empty in the original structure and its
nodes give no contribution to H. Since permanently
occupied nodes give no contribution to H, occupying
S 10 with self would not change H if no reordering oc-
curred. Due to the rearrangement, all groups are inter-
changed with other groups of the same size (the struc-
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ture is ’mirrored’), which would not alter H if no self
was present. For example, in the new structure, S ′11
gives the same contribution to H as S 2 in the original
one. This does not work for S 3 since S ′10 is permanently
occupied. Therefore, H is lowered by the amount of en-
tropy constituted by S 3 in the original structure.
4. Self-tolerance and induced autoimmunity
Having examined the emergence of self-tolerant ar-
chitectures, we proceed by studying reasons for its pos-
sible failure. Here, we want to investigate transitions
from a healthy self-tolerant state to an autoimmune
state. To induce such a transition, we tested several
ways of perturbing the self-tolerant system.
At first we will discuss transitions between different 12-
group architectures in general. Then three biologically
motivated types of perturbations and the corresponding
transitions are presented and discussed: strong varia-
tions of the influx parameter p, the implementation of
an antigen population, and the random removal of idio-
types.
4.1. Transitions in the 12-group architecture
Starting from an established 12-group architecture a
perturbation of the system can cause a transition to a
new 12-group architecture. We denote the groups of the
new structure by a prime: S ′i . It occurs that nodes of the
group S i can be found in S ′j with i , j after a pertur-
bation. This may lead to dramatic changes of the sta-
tistical properties of these clones. Suppose e.g. that the
nodes have been in the weakly occupied core group S 6.
Then the system is perturbed and they are found e.g. in
the periphery group S ′5 afterwards. Since the periphery
groups are densely occupied, the average occupation of
the considered nodes increases dramatically.
As it was explained in Sec. I B, it is possible to deter-
mine the group membership of a node by comparing its
bitstring with the entries of the determinant bit positions
of nodes from S 1. If they differ in n positions, the node
is in the group S n+1. Therefore, the architecture can be
completely classified by the entries in the determinant
bit positions of S 1. The determinant bits of nodes from
S 1 can be read off from the center of mass vector.
To facilitate further considerations it proved useful to
introduce a symbolic way of illustrating bitstrings ac-
cording to the group membership of their correspond-
ing nodes. Supposing a dM = 11 pattern we visualize
the entries of determinant bit positions of a node in S 1
by empty circles and the non-determinant bit position
by a square. Therefore, the bitstring of a node v in S 1
looks like
.
Since there are no distinguished determinant bit posi-
tions we can always order them as above. The entries
of the bit positions of another node which are comple-
mentary to those of S 1 are illustrated as filled circles.
Therefore, the bitstring of a node v ∈ S 12 has the form
,
since it is complementary in all its entries of the deter-
minant bits compared to bitstrings of nodes in S 1.
If a dM = 11 pattern is perturbed and evolves towards
another dM = 11 pattern one can classify the transition
by the number a of entries in determinant bit positions
of nodes in S 1 which have changed their value. One
also has to consider if the non-determinant bit position
has changed or not. If it has changed, the actual position
of the non-determinant bit in the new structure is not of
importance for the reordering.
For the perturbations studied in this section, only transi-
tions with a change of the non-determinant bit position
occurred. Nevertheless, for certain settings one can also
observe transitions where the non-determinant bit posi-
tion does not change, e.g. for high influx p & 0.078 or
in case of the perfect mirroring depicted in Fig. 5.
Using the notation introduced above one can illustrate a
transition by writing down the bitstrings of nodes from
the group S ′1 in the new structure compared to the bit-
strings of nodes from S 1 in the original structure. A
reordering where the non-determinant bit position and
the entries in a determinant positions change is denoted
as a Ta transition. Below, an example for a T0 transition
is shown:
v ∈ S ′1 : ′ .
Here, the non-determinant bit (marked by a primed
square) of nodes in the group S ′1 is in another position
than for nodes in the original group S 1. Since the entries
of the determinant bit positions do not change for a T0
transition, these bits are depicted by empty circles. We
now have a look at a T1 transition, where also one entry
of a determinant bit position changes:
w ∈ S ′1 : ′ .
In this example the non-determinant bit position has
been shifted and the entry in the fourth determinant bit
position has changed its value, such that it is comple-
mentary to the corresponding entry of nodes in S 1 in
the original structure.
For a better understanding of how a perturbation may
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induce autoimmunity it is important to know how many
nodes of a group S i can be found in a group S ′j after a
transition. For a Ta transition this is given by the ele-
ments of the transition matrix T(a) as
Ti j(a)=
1∑
y,y′=0
(
a
a+i− j+y−y′
2
)(
dM − 1 − a
i − 1 − y′ − a+i− j+y−y′2
)
, (10)
where the binomial coefficients are zero if one of their
entries is not a non-negative integer. For a detailed
derivation of the elements of T(a) confer Appendix B.
As an example we consider a T0 transition. Then the
number of nodes which e.g. are in S 4 in the orig-
inal and can be found in S ′5 in the new structure is
T4,5(0) =
(
10
3
)
= 120.
Figure 7 shows the transition matrices for a T0 and
a T1 transition, respectively. They represent the two
smallest possible transitions with a change of the non-
determinant bit position, causing the nodes from a cer-
tain group in the original structure being the least scat-
tered over other groups in the new structure. They are of
most interest here. If the self fills up the complete sin-
gleton group S 3 these two transitions do not lead to self
nodes ending up in core groups. For the perturbations
which are discussed here, we only observed such tran-
sitions, which supports the thesis that structures with
low autoreactivity are preferred. Nevertheless, the orig-
inal state is completely self-tolerant, while the new state
shows autoreactive behavior. This low autoreactivity is
caused by the self nodes which are found in periphery
groups after the perturbation.
4.2. Induced autoimmunity by variation of influx
The influx of randomly generated idiotypes from the
bone marrow, modeled by the parameter p, is not neces-
sarily constant over the lifespan of an individual. Exper-
imental studies showed, that the B lymphopoiesis may
decrease with increasing age [51].
For the examination of age-induced effects, we consid-
ered a decreasing influx rate p and investigated if tran-
sitions from self-tolerant states to autoimmune states
occur. Starting from an established 12-group structure
with p = 0.074 the influx was reduced by 10 . . . 30%
in a timespan of 3000 iterations. Since the time rep-
resented by one iteration lies in the order of magnitude
of 10 days this timespan roughly corresponds to the life-
time of a human. Throughout all simulations the system
showed no autoreactive behavior.
Now we follow a more radical approach and model a
perturbation by simply stopping the influx p. This could
model a radiation therapy in which the bone marrow of
an individual is destroyed and therefore the influx of B-
lymphocytes is paused [52]. The question is whether the
idiotypic network attains its original, self-tolerant struc-
ture, when the influx is set back to its original value. In
[44] it already has been stated, that only the connected
parts of the network survive if the influx is set to zero.
The singletons depopulate immediately, as they have no
occupied neighbors and therefore are only sustained by
the influx. The temporal evolution stops and the con-
nected parts ’freeze in’.
Figure 8a shows the center of mass components, the au-
toreactivity RA and the influx p for such a protocol with
the self completely filling S 3. Until the 5000th itera-
tion, the influx is kept constant at p = 0.074. One ob-
serves a 12-group structure, since only one component
of the COM vector fluctuates around zero. The sys-
tem has evolved to a self-tolerant state and the autore-
activity RA is zero. Then the influx is suddenly stopped
for 8 iterations. Afterwards it is set back to its origi-
nal value. Due to this perturbation, the group structure
of the system changes, as one can conclude from the
COM components. The black COM component, which
fluctuated around zero prior to the perturbation is in-
terchanged with the dark blue component, indicating a
change of the non-determinant bit position of the bit-
strings of nodes in S 1. The light blue component which
fluctuated around a negative average value before the
transition fluctuates around a positive average value af-
terwards which implies that one entry in a determinant
bit position of the bitstrings of nodes in S 1 has changed.
Therefore the system has performed a T1 transition.
This change of the group structure leads to a new steady
state in which some of the self nodes have neighbors
which are not permanently empty. Figure 8b illustrates
the rearrangement of the group structure induced by this
transition. Prior to the perturbation the self (red) fills the
periphery group S 3 completely. The perturbation causes
a T1 transition after which the self nodes are found in
the groups S ′1 . . . S
′
5 as one concludes from the transi-
tion matrix T(1) (see Fig. 7). The distribution of the
self over these groups is depicted in the lower part of
Fig. 8b.
The self nodes in the periphery groups S ′4 and S
′
5 are
linked to nodes of the populated core groups S ′6 and S
′
7
(see Fig. 1) and therefore cause autoreactive bursts, as
observed in Fig. 8a. One can see that the autoreactivity
only attains quantized values.
Before discussing this quantization a new notation is in-
troduced: If a node v is in the group S i prior to a tran-
sition and found in the group S ′j afterwards, we write
v ∈ S i ∩ S ′j. The self nodes which have been in S 3 and
are found in S ′4 after the perturbation therefore make up
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T(0)
S 1 S 2 S 3 S 4 S 5 S 6 S 7 S 8 S 9 S 10 S 11 S 12
S ′1 1 1
S ′2 1 11 10
S ′3 10 55 45
S ′4 45 165 120
S ′5 120 330 210
S ′6 210 462 252
S ′7 252 462 210
S ′8 210 330 120
S ′9 120 165 45
S ′10 45 55 10
S ′11 10 11 1
S ′12 1 1
T(1)
S 1 S 2 S 3 S 4 S 5 S 6 S 7 S 8 S 9 S 10 S 11 S 12
S ′1 1 1
S ′2 1 2 10 9
S ′3 1 10 18 45 36
S ′4 9 45 72 120 84
S ′5 36 120 168 210 126
S ′6 84 210 252 252 126
S ′7 126 252 252 210 84
S ′8 126 210 168 120 36
S ′9 84 120 72 45 9
S ′10 36 45 18 10 1
S ′11 9 10 2 1
S ′12 1 1
Figure 7: Transition matrices for the T0 and the T1 transition. The groups S i represent the original structure while the
groups S ′i stand for the structure after rearrangement. An entry at position (i, j) indicates the number of nodes which
are shifted from S i to S ′j. Nodes of the group S 3 represent the self and are colored red. Note that some of the self
nodes are found in the periphery groups. Missing entries are zero.
the subgroup S 3 ∩ S ′4. This subgroup is illustrated as
the red part of S ′4 in Fig. 8b. The nodes which have the
potential to ’see’ self constitute the subgroups S 8 ∩ S ′7,
S 8 ∩ S ′6, and S 9 ∩ S ′7. Every node from S 8 and S 9 has
six links to nodes from S 3 as can be concluded from the
entries of the link matrix in Fig. (3). Furthermore, the
neighbors of a node remain neighbors. Therefore, the
nodes in S 8 ∩ S ′7, S 8 ∩ S ′6, and S 9 ∩ S ′7 are still linked
to six self nodes each.
If a node of one of these subgroups is occupied, it
counts as active neighbor for six self nodes of S 3 ∩ S ′4
or S 3 ∩ S ′5. This corresponds to an autoreactivity of
RA = 1|S Self |
∑
vSelf n(∂vSelf) =
1
110 · 6 ≈ 0.055, which is
the value of quantization observed in Fig. 8a. Since the
core groups S ′6 and S
′
7 are occupied very weakly, it is
unlikely that several potentially autoreactive nodes are
occupied at the same time, such that one does not ob-
serve multiples of this value of quantization in Fig. 8a
in the new steady state. A similar discussion explains
the quantization in case of a T0 transition which will oc-
cur in the next subsection.
We also investigated if transitions occur as well when
other protocols are applied for setting the influx down
to zero:
(I) A smooth decrease and a smooth increase of p.
(II) A smooth decrease and an abrupt increase of p.
(III) An abrupt decrease and a smooth increase of p.
Surprisingly, the first two protocols did not cause a
change of the group structure. Figure 9 exemplarily
shows simulation results for the second protocol. Here
the influx is decreased in 20 steps, which causes a
growth of the core groups. Therefore larger and densely
linked parts of the network survive. This stabilizes the
original structure when the influx is reset to its original
value. One can conclude that smoothly reducing the in-
flux helps to recover the original self-tolerant state when
p is set back to its initial value.
In the next subsection it is discussed how perturbations
can be modeled by implementation of an antigen popu-
lation.
4.3. Antigen induced autoimmunity
It is well known that certain autoimmune diseases
may be triggered by infections [53, 54, 55, 56]. Famous
examples are rheumatic fever, the Guillain-Barre´ syn-
drome, type 1 diabetes and multiple sclerosis [57, 58,
59, 60]. In this subsection it will be studied in the frame
of our model whether an infection can lead to a transi-
tion from a self-tolerant to an autoimmune state.
4.3.1. Modeling infections
For the implementation of the infection by a foreign
antigen one node is chosen to represent its idiotype. The
antigen population A can proliferate and attains contin-
uous values from zero to Amax. If a node is linked to
the antigen idiotype, the antigen population A counts as
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(a) (b)
Figure 8: Induction of autoimmunity due to strong variation of influx p. (a) Simulation results for a sudden stop of
the influx p. At the 5000th iteration the influx p is set to zero for 8 iterations, afterwards it is reset to the original
value p = 0.074. The COM vector indicates a change of the group structure corresponding to a T1 transition. This
transition leads to a quasistationary state in which self nodes have neighbors with non-vanishing average occupation
such that autoreactive bursts occur as depicted in the time series of the autoreactivity. The self was placed in the
complete group S 3. (b) Distribution of self (red) over the groups caused by a T1 transition and linkage of potentially
autoreactive clones to the self (arrows) in the new structure. After the transition parts of the hole groups S 8 (green)
and S 9 (blue), which are linked to self in the periphery groups S ′4 and S
′
5, are found in the new core groups S
′
6 and
S ′7. These are populated and thus cause autoreactivity.
additional neighbors for the window rule.
For modeling the population dynamics of the antigen
we start with a version of the logistic map with an addi-
tional suppressing term
Ak+1 = Ak + Ak · (Amax − Ak) − lNkAk. (11)
Here, Ak is the antigen population at the kth iteration and
Nk the number of occupied neighbors which the anti-
gen idiotype possesses before application of the window
rule. The parameter l describes the efficacy of the im-
mune response: the larger l, the stronger the suppression
of the antigen population due to neighbored occupied
nodes.
Equation (11) can be understood as a naive discretiza-
tion of the logistic differential equation. It shows os-
cillating and chaotic behavior not found in analytical
solutions of the logistic differential equation. There-
fore we use instead a non-local discretization where the
quadratic term A2k is replaced by Ak · Ak+1 [61]. This
gives the difference scheme
Ak+1 =
1 + Amax − lNk
1 + Ak
· Ak. (12)
In case of an autonomous antigen population, i.e.
Nk = 0, and a positive starting value A0 > 0 the pop-
ulation approaches its maximum value Amax when it-
erating Eq. (12). The presence of occupied neighbors
effectively reduces Amax to Aeffmax = Amax − lN. When
assuming that the number of occupied neighbors attains
an approximately constant value of Nk ≈ 〈N〉 after an
initial time, Eq. (12) has two fixed points. A trivial one
which is A∗ = 0 and a nontrivial one given by
A∗ = Amax − l 〈N〉 . (13)
The most interesting behavior is found if the antigen
population is placed in the hole groups. Here it has a
lot of occupied neighbors and a strong interaction be-
tween the network and the antigen takes place. Sim-
ulations showed that inserting antigen into the groups
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Figure 9: Maintenance of the self-tolerant state during
a smooth decrease and a sudden increase of the influx
(protocol II). The upper diagram shows the COM com-
ponents, the diagram in the middle the occupation of
the core groups S 6 (red) and S 7 (orange) and the pe-
riphery groups S 4 (light blue) and S 5 (dark blue), while
the lower one shows the protocol of the influx p. Start-
ing from the 4980th iteration the influx p is set to zero
in 20 steps and it is waited for 8 iterations. Afterwards
p is reset to the original value p = 0.074. In contrast to
Fig. 8a we do not observe a change of the group struc-
ture and therefore no autoreactivity, RA = 0. A possible
mechanism explaining this observation is the strong in-
crease in the number of core nodes during the decrease
of p, which stabilizes the original structure. The same
seed as in Fig. 8a was used.
S 11 and S 12 generically does not cause rearrangements
while inserting into the groups S 7 . . . S 10 does.
In general, one observes three courses of infection in de-
pendence of Amax, l, and the average number of neigh-
bors of the antigen 〈N〉0 for vanishing antigen popula-
tion. Which course typically occurs for a certain choice
of parameters can be deduced from the numerator in
Eq. (12). For 1 + Amax  l 〈N〉0 a sub-clinical infec-
tion usually appears which is defeated after one or two
iterations. An acute infection occurs if 1+Amax ≈ l 〈N〉0
and a chronic infection for 1 + Amax  l 〈N〉0.
Figure 10 shows two typical courses of infection for the
insertion of antigen in the group S 12 without self. In
Fig. 10a one observes an acute infection which only
lasts for approximately 15 iterations, while Fig. 10b
shows a chronic infection where A fluctuates around
the non-trivial fixed point given by Eq. (13) with
〈N〉 ≈ 49.2.
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Figure 10: Time course of an infection with antigen in-
serted at iteration 3000 into the hole group S 12 for dif-
ferent values of the efficacy parameter l = 0.085 (a)
and l = 0.05 (b), Astart = 0.55, Amax = 4, p = 0.074.
(a) shows an acute infection which is defeated after less
than 20 iterations. (b) depicts the case of a chronic in-
fection where the antigen fluctuates around the value of
the nontrivial stable fixed point of Eq. (12) given by
A∗ = Amax − l 〈N〉 (indicated by the white line) where
〈N〉 = 49.2 is the average number of neighbors of the
antigen determined from simulation. The same seed
was used in both cases, no self was inserted.
Before starting the discussion of transitions caused by
antigen in S 7 . . . S 10 it seems promising to get a better
understanding of the behavior of antigen populations in
S 12 without self. For doing so, we calculate the aver-
age antigen population depending on l, Amax and p in a
mean-field approach.
An idiotype in the group S 12 only has neighbors in the
singleton groups S 1 . . . S 3 as can be concluded from the
link matrix Eq. (2), see also Fig. 1. The singletons do
not possess any occupied neighbors after application of
the window rule. Therefore, the probability of a sin-
gleton to survive the window rule is determined by the
influx alone as
PWSing =
tU∑
n=tL
(
κ
n
)
pn(1 − p)κ−n. (14)
If an antigen population is neighbor of the singletons the
situation changes. Then the probability of a singleton to
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survive is also influenced by the antigen population A,
changing the limits of the sum in Eq. (14). Since A is
a continuous variable we rewrite the cumulative bino-
mial distribution BC with help of the regularized incom-
plete Beta function Ix(a, b) = B(x; a, b)/B(a, b) where
B(x; a, b) is the incomplete Beta function and B(a, b) the
Beta function [62] as
BC(κ, p, tU) =
tU∑
n=0
(
κ
n
)
pn(1 − p)κ−n
=I1−p(κ − tU , tU + 1). (15)
The sum in Eq. (14) can be rewritten as BC(κ, p, tU) −
BC(κ, p, tL − 1). Furthermore, the presence of an anti-
gen population effectively shifts the limits of the sum to
tU − A and tL − A. Thus, the probability for the survival
of a singleton neighbored to the antigen for A < tL is
PWSing(A) =Prob(tL − A ≤ n(∂vSing) ≤ tU − A)
=I1−p(κ − tU + A, tU + 1 − A)
− I1−p(κ − tL + 1 + A, tL − A), (16)
and for A ≥ tL
PWSing(A) = I1−p(κ − tU + A, tU + 1 − A), (17)
which is continuous in A.
One obtains the average occupation of the singletons
by multiplying the average occupation after the influx
nSingk−1 + p(1 − nSingk−1 ) with the probability to survive the
window rule PWSing(Ak) which gives
nSingk (Ak) =
[
nSingk−1 + p(1 − nSingk−1 )
]
PWSing(Ak). (18)
One gets the iteration rule for A by replacing the number
of occupied neighbors in (12) with
Nk = κ · nSingk (Ak). (19)
Figure 11 compares the average steady state antigen
population obtained in simulations with solutions of the
mean-field equation in dependence of the efficacy l for
different values of Amax and p. The average is taken over
5000 iterations after an equilibration time of 1100 iter-
ations. Doing so only steady state phenomena (chronic
infections or healthy states) are described, whereas tran-
sient phenomena (acute infections) are not visible. For
the first simulation a starting value Astart = 1 was cho-
sen, afterwards the result of the previous simulation was
used as starting value. The solid (dashed) lines depict
the mean-field results obtained for increasing (decreas-
ing) l. For low and high values of l one observes a good
agreement between simulation and mean-field results.
For intermediate ranges the simulation results are only
qualitatively reproduced by the mean-field solutions.
In all cases it can be seen that for low l the antigen pop-
ulation attains a high average value, while it vanishes
completely for high l. For a higher Amax the network
needs a higher efficacy l to overcome the antigen. Fur-
thermore, Fig. 11 reveals that the transition from the
case of a chronic infection with non-vanishing antigen
population to a healthy steady state becomes sharper
with increasing Amax. Interestingly, the mean-field solu-
tions show hysteresis for certain choices of the parame-
ters. In the regions where the mean-field approximation
shows hysteresis also the simulations reveal bistable be-
havior. However, this bistability has no influence on
the average results for the antigen population since one
of the states is always established much more prefer-
entially than the other and a switching towards the less
preferred state occurs only very seldom.
For some parameter settings, e.g. (p, A) = (0.04, 5), the
average value of A obtained from simulations falls to
zero abruptly above a certain value of l. This is due to
the fluctuations of A which are already large enough to
reach zero then. Since the mean-field solutions do not
fluctuate they do not show such a behavior.
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Figure 11: Steady state antigen population in the hole group S 12 as function of the efficacy l of the immune response
for different values of p and Amax without self. The dots are the averages of the antigen population obtained from 5000
iterations after an equilibration period of 1110 iterations and therefore only show steady state phenomena (chronic
infection or healthy state). In the first simulation Astart = 1 was chosen, then the result of the previous simulation
served as initial value. A different seed was used for every simulation and it was always checked that a 12-group
structure had emerged. The solid (dashed) lines depict the mean-field results obtained from Eq. (12) and Eqs. (18,19)
for increasing (decreasing) values of l, where the result of the previous l was used as initial value for the next choice
of l. Only in case of hysteresis the dashed line is visible, i.e. for (p, Amax) = (0.7, 5) and (0.04, 7). In simulations one
finds bistability in the regions where the mean-field results show hysteresis. Since one state is always attained much
more preferentially than the other the bistability can not be seen in the average values. For the insertion of antigen
into the hole group S 12 we did not observe rearrangements of the group structure.
16
4.3.2. Antigen induced transitions
Having discussed the behavior of antigen populations
in the hole group S 12 without self, we now examine
the behavior in the presence of self. We place self into
the singleton group S 3 and insert antigen into the hole
groups S 9 or S 10, what can induce autoimmunity. At
first it is studied which type of transitions occur, there-
after a detailed discussion of how they cause autoimmu-
nity is given.
Figure 12 shows for which choices of parameters Amax
and l transitions occur and which kind of transitions the
systems performs. Here, every dot shows the result of
one simulation. Light-blue dots indicate that a T0 tran-
sition and blue dots that a T1 transition has taken place,
while no transitions occurred in white regions. As al-
ready mentioned in Subsec. 4.1, one only observes T0
and T1 transitions. Rearrangements which distribute the
self farther would result in self nodes ending up in the
core groups, which would have very negative conse-
quences in the immunological context.
Figure 12 reveals that the parameter plane spanned by l
and Amax is divided into a region where transitions oc-
cur often and a region where nearly no transitions oc-
cur. The border separating this regions is given by the
root of the numerator in Eq. (12) Amax = l 〈N〉0 − 1 (de-
picted by the dashed lines) with 〈N〉0 being the average
number of occupied neighbors of the antigen idiotype
for vanishing antigen population. In case of insertion
of antigen into S 10 (Fig. 12a) the number of T0 transi-
tions (light-blue dots) is much higher than the number
of T1 transitions (blue dots). In case of insertion into S 9
(Fig. 12b) the total number of transition is lower than
for insertion into S 10, while T1 transitions (blue dots)
occur more frequently.
We now have a closer look on how the antigen popu-
lation induces autoreactivity. Figure 13a shows time se-
ries of the center of mass components, the autoreactivity
RA, and the antigen population A inserted into S 10. The
system evolves towards a self-tolerant architecture, such
that RA is equal to zero in the beginning. At the 3000th
iteration the antigen population is inserted. The param-
eters are chosen such that the antigen is not defeated
and causes a rearrangement of the group structure af-
ter approximately 600 iterations. This can be concluded
from the COM components, where the non-determinant
bit position changes, indicating a T0 transition. Imme-
diately after the rearrangement autoreactive bursts are
observable.
If the antigen population is set to zero, modeling a suc-
cessful treatment of the infection, the bursts continue
with lower frequency.
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Figure 12: Antigen induced transitions of the 12-group
architecture with self placed in the singleton group S 3.
The figures show the occurrence and the type of transi-
tions with the antigen inserted into the hole groups S 10
(a) and S 9 (b) for different values of l and Amax. Every
dot indicates an observed transition in one simulation
of 30000 iterations, light blue dots encode a T0 transi-
tion, blue dots a T1 transition (see text), missing dots
mean that no transition was observed. For every simu-
lation a different seed was used. The dashed lines depict
Amax = l 〈N〉0 − 1, where 〈N〉0 is the average number of
occupied nodes which are neighbors of the antigen idio-
type for vanishing antigen population. This lines divide
the parameter plane in a region where almost no transi-
tions occur and a region where transitions are frequent.
Figure 13b shows a schematic of how the transition
causes autoreactivity. In the upper part of the figure the
system is depicted in the self-tolerant state. The self
nodes (red) fill up S 3 completely and no autoreactivity
can be detected. Then antigen is inserted into the
group S 10 as marked by the orange star. This causes a
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Figure 13: Antigen induced autoimmunity. Starting from a self-tolerant state antigen is inserted into the hole group S 10
causing a transition to an autoimmune state. Even when the antigen population is set to zero, modeling a successful
treatment of the infection, the autoreactivity persists. (a) shows simulation results for an antigen induced T0 transition
and (b) a schematic of the corresponding change of the group structure. Until the 3000th iteration the system is in a
self-tolerant state and no autoreactivity is detectable. Then antigen is inserted into S 10 which causes a rearrangement
of the system as can be seen by the COM components. Afterwards one can observe autoreactive bursts which persist
when the antigen population is set to zero. (b) illustrates how the self (red) is distributed over the groups by a
T0 transition (see Fig. 7 and text) and how the potentially autoreactive clones are linked to the self (arrows). The
transition is caused by antigen (orange star) which is inserted into S 10 and found in S ′9 after the rearrangement. After
the transition a part of the hole group S 8 (green), which is linked to self, is found in the new core group S ′7 which is
populated and thus causes autoreactivity. Used parameters: p = 0.074, Astart = 2.5, Amax = 2.8, l = 0.04.
rearrangement of the group structure and a T0 transition
can be observed. When the new steady state is reached,
the antigen is in the group S ′9 and the self nodes are
distributed over the groups S ′2, S
′
3 and S
′
4 as illustrated
in the lower part of Fig. 13b. At the same time, the
nodes of the group S 8 which are linked to the self in
S 3 (see Fig. 1) are found in S ′7, S
′
8 and S
′
9, cf. the
transition matrix in Fig. 7. Since the core nodes in S ′7
have a non vanishing average occupation it occurs that
self nodes in S ′4 have occupied neighbors and therefore
are seen by the network, which causes the autoreactive
bursts. Since the nodes of the hole groups S ′8 and
S ′9 are permanently unoccupied they do not induce
autoreactivity.
Figure 14a shows the center of mass components,
autoreactivity, and antigen population for a T1 tran-
sition caused by insertion of antigen into the group
S 9. Again, the antigen is inserted at the 3000th
iteration. Here, it takes approximately 3000 iterations
until the transition is initiated. Since one determinant
COM component (blue) changes its average value
and the non-determinant COM component (brown) is
exchanged, a T1 transition takes place. Compared to
Fig. 13a a much higher average autoreactivity is seen.
This can be explained considering Fig. 14b: In the
original structure, the self nodes constitute the singleton
group S 3 and the autoreactivity is equal to zero. This
time the antigen is implemented in the hole group S 9
and triggers a T1 transition, after which the antigen
population is found in the core group S ′7. This transition
causes more nodes to change their group and distributes
them farther than the T0 transition. This can be seen
very clearly comparing the matrices in Fig. 7. In the
new steady state we observe that self nodes can be
found not only in S ′4 but also in S
′
5 which are both
periphery groups. Therefore, there are three subgroups
which are linked to self having a non vanishing average
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Figure 14: Antigen induced autoimmunity. The same protocol and parameters are used as in Fig. 13 apart from antigen
being inserted into the hole group S 9 instead of S 10 and using a different seed. Here, the antigen population induces
a T1 transition (see Fig. 7 and text) which spreads the self nodes farther than in case of the T0 transition. After the
rearrangement a part of the hole group S 8 (green) which is linked to self is found in the core groups S ′7 and even in
S ′6 which are both populated. Some nodes of S 9 (blue) are also found in S
′
7. In this structure, the neighbors of the self
nodes have a higher occupation than in case of a T0 transition, causing autoreactive bursts to occur more frequently
than in Fig. 13a. The antigen population is located in group S ′7 in the new steady state.
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occupation: S 8 ∩ S ′7, S 9 ∩ S ′7 and S 8 ∩ S ′6. Especially
nodes from S 8 ∩ S ′6 cause frequent autoreactive bursts,
since having a much higher average occupation than
nodes in S ′7.
To get a better insight into the mechanism of au-
toimmunity in this model, we calculate the average
autoreactivity found after the two types of rearrange-
ment in mean-field approximation.
At first we consider the T0 transition as it is depicted in
Fig. 13. It is necessary to characterize the neighborhood
of the potentially autoreactive clones vRA which are
not permanently empty and linked to self. In the case
of a T0 transition these clones constitute the subgroup
S 8 ∩ S ′7 which is depicted as the green part of S ′7
in Fig. 13b. The neighborhood of these clones is
illustrated in Fig. 15. A node in S ′7 has 44 links to the
Figure 15: Neighborhood of a potentially autoreactive
clone vRA ∈ S ′7 ∩ S 8 after a T0 transition. The arrows
show the links, which vRA has to nodes in other groups.
This depicts the neighborhood of potentially autoreac-
tive nodes in Fig. 13 which constitute the green part of
S ′7.
weakly occupied core nodes, 15 to the permanently
empty hole groups and 10 links to the strongly occupied
periphery group S ′5, as can be seen in Fig. 3 which
shows the entries of the link matrix for the dM = 11
architecture. Six of the ten links to the group S ′4 connect
to self nodes from S 3 ∩ S ′4, as it is also indicated in the
lower part of Fig. 13b.
For determining the probability PWvRA that a potentially
autoreactive node vRA survives the window rule one
has to consider that vRA already has six permanently
occupied self nodes as neighbors. Therefore, PWvRA is
given by the probability that the number of occupied
neighbors excluding the self nodes is less or equal to
tU − 6 = 4
PWvRA = Prob
{
n(∂vRA < Self) ≤ 4
}
. (20)
The probability of survival is simply given by the sum
over the probabilities of all states in which the autore-
active node has less than tU occupied neighbors. We
approximate the weakly occupied core nodes as per-
manently empty. Including the hole nodes this gives
59 permanently empty neighbors in total. The proba-
bility that N of these nodes are occupied after the in-
flux is given by the cumulative binomial distribution
BC(59, p,N). Since the periphery groups are strongly
occupied it is a good approximation that the probability
to have N′ occupied neighbors in, e.g., S ′5 is given by
BC(10, n′5,N
′). Here, n′5 is the average group occupation
of S ′5 excluding the self nodes, which can be determined
in mean-field approximation. This gives the final result
PWvRA =
∑
N+N′+N′′≤4
BC(59, p,N)
× BC(10, n′5,N′) · BC(4, n′4,N′′). (21)
Now, the average autoreactivity can be determined us-
ing the fixed point n∗RA of the iteration rule
n′RA =
[
nRA + (1 − nRA )p
]
PWvRA , (22)
and inserting it into the equation for the autoreactivity
〈RA〉MFA = 1|S 3| · L8,3 · T8,7(0) · n
∗
RA
=
1
110
· 6 · 210 · n∗RA , (23)
where the transition matrix element T8,7(0) can be read
off Fig. 7. With the values of the mean occupation in the
new structure n′4 = 0.683 and n
′
5 = 0.671 for p = 0.074
in mean-field approximation we get the result
〈RA〉MFA = 1.11 · 10−4. (24)
If we determine the occupations from simulations we
get n′4 = 0.683 and n
′
5 = 0.659 which gives
〈RA〉′MFA = 1.20 · 10−4 (25)
differing only slightly from the value above. Deter-
mining the average autoreactivity in simulations by per-
forming an average over 100000 iterations after causing
a T0 transition, as depicted in Fig. 13, gives
〈RA〉Sim = 1.59 · 10−4. (26)
Considering the low frequency at which the autoreac-
tive bursts occur, the calculated values give a good ap-
proximation of the average simulation results. One can
expect better results for the T1 transition, where the au-
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toreactive bursts are much more frequent.
For the T1 transition, as it is depicted in Fig. 14, the
same line of argument is followed. Yet, the discussion
is more intricate, since there are three groups of nodes,
which can cause autoreactivity. The first group is S 8∩S ′7
for which Eq. (21) from above can be used. The char-
acterization of the neighborhood of S 8 ∩ S ′6 is simple.
Since the only group containing self nodes to which S ′6
is linked is S ′5 every node of S 8∩S ′6 has six links to self
nodes in S ′5. This gives the neighborhood as depicted in
Fig. 16.
Figure 16: Neighborhood of a potentially autoreactive
clone vRA ∈ S ′6 ∩ S 8 after a T1 transition. The arrows
show the number of links which vRA has to nodes in
other groups. This depicts the neighborhood of poten-
tially autoreactive nodes in Fig. 14 which constitute the
green part of S ′6.
The neighborhood of S 9 ∩ S ′7 is more complicated
to characterize. To start with, the bitstrings of nodes
in S 1, S 9 and S 3 are illustrated in Fig. 17. Remember
that a node can be classified by comparison of its en-
tries in the determinant bit positions with those of nodes
from S 1. For the 12-group architecture there is one non-
determinant bit position whose entry has no influence on
the group membership of a node. This non-determinant
bit position is marked by a square.
v ∈ S 1 :
v ∈ S 9 :
v ∈ S 3 :
Figure 17: Bitstrings of nodes from the groups S 1, S 9
and S 3 in the original structure. Empty circles represent
entries of determinant bit positions which coincide with
the respective entries of a node in S 1. Squares stand for
the non-determinant bit position, which has no influence
on the group membership of a node. Filled circles stand
for entries in determinant bit positions which are com-
plementary to the corresponding entries of the group S 1.
Assume that a T1 transition leads to the situation de-
picted in Fig. 18. Here, the non-determinant bit has
changed its position and one of the entries of the de-
terminant bit positions has changed its value. In this
new structure the nodes, represented in Fig. 17, belong
to different groups than in the original architecture: The
node from S 9 is found in S ′7 and the node from S 3 in
S ′5. The entries of the underlined bit positions can not
be interchanged with entries of a different value without
changing the group membership in the original or new
structure.
v ∈ S ′1 : ′
v ∈ S 9 ∩ S ′7 : ′
v ∈ S 3 ∩ S ′5 : ′
Figure 18: Nodes of the groups S ′1, S 9 ∩ S ′7 and S 3 ∩
S ′5 in the new structure caused by a T1 transition. The
entries of the bit positions which are underlined can not
be interchanged with entries of a different value without
changing the membership of the nodes in the original
or new structure. One can observe that there are three
nodes in S 3 ∩ S ′5 which are linked to a node in S 9 ∩ S ′7.
Compare with Fig. 14 where the nodes from S 9 ∩ S ′7
make up the blue part of the pie chart of S ′7.
Therefore, there is one fixed bit position in which
the nodes coincide. Interchanging two of the first three
entries of v ∈ S 3 ∩ S ′5 with the two complementary
ones (filled circles), makes v ∈ S 3 ∩ S ′5 a neighbor of
v ∈ S 9 ∩ S ′7. As a reminder: Two nodes are neigh-
bors if their bitstrings are complementary up to m = 2
mismatches. There are
(
3
2
)
= 3 possibilities for doing
so, meaning that every node in S 9 ∩ S ′7 has three self
nodes in S ′5 as neighbors. This implies, that every node
in S 9 ∩ S ′7 also has three self nodes in S ′4 as neighbors,
since this is the only other group containing self and the
number of neighbored self nodes for a node from S 9 is
constantly equal to six. Finally, this gives the neighbor-
hood as shown in Fig. 19. Considering this neighbor-
hood and using similar arguments for vRA ∈ S 8 ∩ S ′6 one
gets the probabilities
PWvRA∈S 8∩S ′7 =
∑
N+N′+N′′≤4
BC(59, p,N)
×BC(4, n′5,N′) · BC(10, n′4,N′′), (27)
PWvRA∈S 9∩S ′7 =
∑
N+N′+N′′≤4
BC(59, p,N)
×BC(7, n′5,N′) · BC(7, n′4,N′′), (28)
PWvRA∈S 8∩S ′6 =
∑
N+N′≤4
BC(64, p,N) · BC(9, n′5,N′). (29)
For all these three sub-groups one needs to iterate
the mean-field equation (22) to get the fixed points
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Figure 19: Neighborhood of a node vRA ∈ S ′7∩S 9 which
causes autoreactivity after a T1 transition. The arrows
show the number of links which vRA has to nodes in
other groups. One can see that the self nodes to which
vRA is linked do not lie in one group, but are split up be-
tween S ′4 and S
′
5. This figure shows the neighborhood
of autoreactive nodes in Fig. 14 which are in S ′7 in the
new structure and have been members of S 9 in the orig-
inal structure.
n∗RA∈S i∩S ′j . Finally the average autoreactivity can be cal-
culated as
〈RA〉MFA = 6|S 3| ·
[
T9,7(1) · n∗RA∈S 9∩S ′7
+ T8,7(1) · n∗RA∈S 8∩S ′7 + T8,6(1) · n
∗
RA∈S 8∩S ′6
]
=
6
110
·
[
210 · n∗RA∈S 9∩S ′7
+ 84 · n∗RA∈S 8∩S ′7 + 126 · n
∗
RA∈S 8∩S ′6
]
. (30)
Using the mean-field results n′4 = 0.683 and n
′
5 = 0.667
we get
〈RA〉MFA = 0.0027, (31)
When using the average occupations n′4 = 0.687 and
n′5 = 0.665 from simulations one obtains
〈RA〉′MFA = 0.0029. (32)
Both results are close to the autoreactivity averaged
over 100000 iterations during a simulation as shown in
Fig. 14
〈RA〉Sim = 0.0023. (33)
The relative deviation of the average autoreactivity ob-
tained in mean-field approximation with respect to the
simulation results is smaller for the T1 transition as
for the T0 transition, which already has been suspected
above.
4.4. Removal of idiotypes
In this subsection we investigate whether autoim-
mune states can be induced by random deletion of a
certain fraction of all occupied nodes. The motivation
behind this perturbation is to mimic the random removal
of lymphocytes and antibodies from the organism as it
occurs in large amounts during the course of autologous
blood donations.
It is common practice that patients donate blood for
themselves prior to a non-emergency surgery. If loss
of blood occurs during the operation this blood can be
used for reinfusion. This so-called autologous blood
donation has a lot of advantages compared to allogenic
blood donations where blood is received from a foreign
donor. The use of autologous blood donations became
common due to feared transmissions of infectious dis-
eases like HIV. Even though the risk for the transmis-
sion of infections via allogenic transfusion decreased
strongly in the last decades, the autologous transfusion
is still favorable having a lower probability of causing
complications like allergic and febrile reactions, alloim-
munizations and hemolytic reactions [63]. Due to the
repeated blood donations previous to the operation the
erythropoiesis of the patient is enhanced, which helps
to recover a normal level of erythrocytes after potential
blood losses during surgery [64].
Nevertheless, in extremely few cases very severe out-
comes were also observed for autologous blood dona-
tions [65]. The possible mechanisms for the observed
complications could be caused by contamination of the
stored blood, by storage effects but also by immunolog-
ical processes.
Here we want to investigate if, in the frame of the model,
autoreactive behavior can be observed during a modeled
autologous blood transfusion. First we only examine the
influence of the blood extraction on the system. For do-
ing so, we start from an established 12-group structure
and delete 10% of all occupied nodes. This is done for
five successive iterations respectively. Every deletion
models the extraction of 500 ml of blood i.e. approxi-
mately 10% of the total amount of blood. The timespan
which is represented by one iteration lies in the order of
magnitude of 10 days, which is also the typical amount
of time between two blood extractions.
Figure 20 shows results for this protocol, which begins
at the 4000th iteration. The decrease of the total number
of occupied nodes n(G) can be seen clearly in the lower
graph. Looking at the center of mass components one
finds that this perturbation causes a T0 transition. After
the transition autoreactive bursts occur as one observes
in the graph showing the autoreactivity RA.
Here we found that it is possible to induce autoreac-
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Figure 20: Induction of autoimmunity by repeated dele-
tion of random nodes, modeling a series of blood extrac-
tions. Beginning from the 4000th iteration (as marked
by the blue triangle) for five successive iterations 10 %
of all occupied nodes are chosen randomly and deleted.
This leads to a large decrease of the total number of oc-
cupied nodes n(G) and causes a T0 transition, as can
be seen by the center of mass components. Afterwards
autoreactive bursts are observable. The influx for this
simulation was p = 0.074.
tive behavior by repeated random removal of occupied
nodes. For this choice of parameters a transition was
observed in approximately 5% of all simulations. In-
creasing the percentage of deleted nodes per iteration
causes transitions to occur more often.
Figure 20 shows that the total occupation n(G) has been
reduced by approximately 32% due to the repeated dele-
tion of 10% of all occupied nodes. Simulations revealed
that if the same fraction of nodes is deleted in one iter-
ation transitions occur approximately as often as in the
case of repeated removal.
In addition to these findings we examined whether au-
toreactive bursts occur more frequently or further tran-
sitions take place when we re-occupy the deleted nodes.
Under the assumption that the collected blood is not
leukoreduced [66], meaning that the leukocytes are not
filtered out during blood extraction, the removed lym-
phocytes will be reinserted into the organism when the
blood is reinfused. Therefore, to mimic the reinfusion of
the collected blood we simply occupy the nodes which
were emptied due to the blood extraction. Hereby, we
varied the number of iterations between the last dele-
tion of nodes and their re-insertion between 3 and 50
iterations. Nevertheless we did neither observe further
transitions nor a higher frequency of occurrence of au-
toreactive bursts due to the re-occupation of nodes.
5. Remission of Autoimmunity and Therapeutic
protocols
In the previous sections the emergence and loss of
self-tolerance has been studied. It is of course of great
interest to examine if there are protocols which recon-
stitute the self-tolerant state after a perturbation. In this
section two protocols are presented: The first restores
the self-tolerant state by an increase of the influx p, the
second by insertion of antigen with suitable idiotype.
5.1. Variation of influx
The dynamics of the network without self becomes
completely dominated by the influx if p > pc ≈ 0.13
(cf. [31]). In this case, there is no observable group
structure and all nodes of the system share the same sta-
tistical properties.
Nevertheless, one can expect to observe a more interest-
ing behavior when self is present in the network, e.g. by
permanent occupation of S 3. We conducted the follow-
ing protocol: Starting from tabula rasa without self and
an influx p = 0.2, which is far above the critical value
pc, we let the system evolve for 50 iterations. A certain
12-group structure is anticipated and all nodes of S 3 per-
manently occupied. Figure 21 shows simulation results
and mean-field solutions for this protocol. Up to the
50th iteration all center of mass components fluctuate
around zero, which implies a symmetrically occupied
graph. This means, that all nodes have the same statisti-
cal properties and there is no observable group structure.
The same conclusion can be made from the mean-field
results for the group occupation. Despite of the groups
S 1 and S 12, which are too small to give good results in
mean-field approximation, all groups have the same av-
erage occupation. This implies that, in fact, there is one
group only.
The implementation of self in the anticipated group S 3
at the 50th iteration drastically changes this picture. The
random fluctuations of the center of mass components
weaken and the vector attains a form indicating a 12-
group structure. This is in accordance with the mean-
field results for the group occupations. Here one ob-
serves a strong decrease of the hole group occupation,
followed by an increase and differentiation of the occu-
pations for singletons (green), periphery (blue) and core
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(red).
These observations can be explained as follows: Before
the implementation of self, all nodes have the same av-
erage occupation. The average occupation is relatively
low, since most of the nodes have too many occupied
neighbors. Therefore, the permanently occupied self
nodes have a suppressing effect on its neighbors. Since
S 3 is only linked to the hole groups (see Fig. 1), its per-
manent occupation leads to a suppression and thus to
a reconstitution of the stable holes. This reduces the
number of neighbors of all other groups, leading to an
increase of their average occupation.
Figure 21: Formation of a 12-group architecture even
for high influx p = 0.2 due to the insertion of self into
S 3 at the 50th iteration. (a) shows the COM components
obtained by simulation, while (b) illustrates the average
occupations in the different groups obtained in MFA us-
ing the same protocol. Here the singleton groups are
represented in green, periphery groups in blue, core
groups in red and hole groups in black. The colored
points represent simulation results for the average oc-
cupation of singletons (excluding self), periphery, core
and the one-group structure in the steady states respec-
tively. The iteration starts from tabula rasa without self.
Thus, by insertion of self into the network it is possi-
ble to observe group structures for values of the influx
p far above the critical value pc.
This result was used to find a protocol for the reconsti-
tution of the self-tolerant state after a transition. Figure
22 shows the center of mass components, the autoreac-
tivity, the antigen population and the influx p for such a
protocol. As usual, the system evolves towards a self-
tolerant architecture at first. Then antigen is inserted
into S 9, causing a T1 transition leading to an autoreac-
tive state. Afterwards the antigen population is set to
zero, modeling a successful treatment of the infection.
This is followed by an increase of p up to p = 0.2. Con-
sidering the center of mass components one sees that
the original structure is reconstituted, with the center of
mass components showing large fluctuations. Then the
influx is decreased to p = 0.035 in 50 steps, followed by
an increase up to the original value in 50 steps. Instead
of setting p back to its original value directly it proved
more successful to use a protocol of this form. In the
end, the original state is restored and no autoreactivity
detectable.
Figure 22: Remission of autoreactivity caused by vari-
ation of the influx p. The system evolves undisturbed
with self placed in S 3 and an influx of p = 0.074. At
the 3000th iteration antigen is placed in the group S 9
which causes a T1 transition, as can be seen by the COM
components. This induces outbreaks of autoreactivity
which also continue after the deletion of the antigen at
the 8000th iteration. The original state is reconstituted
by an increase of the influx up to p = 0.2 followed by
a decrease down to p = 0.035 and a final increase up
to p = 0.074 in 50 steps. After execution of this proto-
col the COM vector has the same form as in the original
state and the autoreactivity is zero, which shows that the
self-tolerant state is reached again.
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5.2. Antigen induced tolerance
In the previous sections it has been shown that an
antigen population has the ability to induce an autoim-
mune state, in accordance with experimental findings.
Paradoxically, it also has been observed that infections
may protect its host from the development of autoim-
mune diseases [53, 55].
We follow this approach and try to ’heal’ an antigen in-
duced autoimmune state by inserting a second antigen.
For doing so, it is first necessary to work out how the
first and the second antigen have to be related such that
a reconstitution of the self-tolerant state is possible.
In principle, a transition to the self-tolerant state can be
caused by inserting antigen independently of how the
autoimmune state has been reached. In this more gen-
eral case it is a larger effort to find the right idiotype for
the antigen to cause a remission.
Here, we consider a T1 transition which has been in-
duced by antigen in the group S 9. The idiotype v1 of the
antigen can be found in S ′7 after the rearrangement. In
order to revoke the changes due to this reordering and
to restore the self-tolerant state, the second antigen v2
has to cause a T1 transition which is ’inverse’ to the first
one. Knowing that antigen placed in S ′9 usually causes
a T1 transition one has to choose v2 such that it is in
S ′9 in the new structure and in S 7 in the original struc-
ture. Therefore one can conclude that v1 ∈ S 9 ∩ S ′7 and
v2 ∈ S ′9 ∩ S 7. Figure 23 depicts the bitstrings of these
nodes for an exemplary T1 transition.
v ∈ S 1 :
w ∈ S ′1 : ′
v1 ∈ S 9∩S ′7 : ′
v2 ∈ S ′9∩S 7 : ′
Figure 23: Bitstrings of the reference nodes v ∈ S 1 and
w ∈ S ′1 for an exemplary T1 transition and bitstrings of
the nodes v1 ∈ S 7 ∩ S ′7 and v2 ∈ S ′7 ∩ S 9 which rep-
resent the idiotypes of the first and the second antigen.
The underlined entries of the bit positions can not be
changed without changing the group membership of v1
or v2 in the original or in the new group structure. One
can determine the maximal and the minimal Hamming
distance between the nodes v1 and v2 by permutation of
the entries of the bit positions which are not underlined,
see text.
The entries of the underlined bit positions can not be
changed without changing the group membership of v1
or v2 in the original or in the new structure. Since the
entries of the bitstrings of v1 and v2 differ in these po-
sitions the minimal Hamming distance between v1 and
Figure 24: Unsuccessful attempt to reconstitute the self-
tolerant state by infection with a second antigen. The
first antigen population is depicted in blue, the second
in green. In the presence of the second antigen the yel-
low and the blue COM components exhibit larger fluctu-
ations towards zero indicating an attempt to restore the
original structure. However, no transitions occur and the
original state is not reconstituted. Parameters: l = 0.15,
AStart = 2.5, Amax = 5, p = 0.075.
v2 is equal to three. Permuting the entries in the bit po-
sitions of v1 and v2 which are not underlined does not
change the group membership of the antigens, neither in
the original nor in the new structure. Therefore, we find
that the maximal number of differing entries between v1
and v2 in this positions is equal to six. Thus, the max-
imal Hamming distance between v1 and v2 is equal to
nine and we get the relation
3 ≤ dH(v1, v2) ≤ 9. (34)
This shows that the second antigen should not be neigh-
bored to the first one (i.e. it can not be almost comple-
mentary), but it is not allowed to be too similar as well.
Figure 24 shows the results for a protocol which im-
plements a second infection, trying to restore the origi-
nal self-tolerant state. The first antigen (blue) causes a
T1 transition and one observes autoreactive bursts. This
population is set to zero, modeling a successful treat-
ment of the infection. Then a second antigen population
(green) fulfilling v2 ∈ S ′9 ∩ S 7 is inserted. One observes
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that the center of mass components slightly change but
no transition occurs and the autoimmune state remains.
To facilitate transitions, we implemented the same pro-
tocol as in Fig. 24 but increased the influx p for a few
iterations up to p = 0.08 which is still far below the crit-
ical value pc ≈ 0.13. The results of this simulation are
presented in Fig. 25.
Figure 25: Protocol for restoring the self-tolerant state
by infection with a second antigen. The first antigen
population is depicted in blue, the second in green. The
increase of p facilitates the transition and the origi-
nal state is restored. Same parameters and seed as in
Fig. 24.
Here one sees, that the second antigen causes a tran-
sition which restores the original state. Therefore, the
autoreactivity vanishes and the system is self-tolerant
again.
6. Conclusion and outlook
In this work we have continued the examination of a
minimalistic model of the idiotypic network particularly
with regard to the emergence of self-tolerance. We have
extended the focus considering failures of self-tolerance
which lead to autoimmunity and devised, in the frame of
the model, protocols which may lead to a remission of
autoimmune conditions.
Simulations have shown that the network evolves to-
wards a self-tolerant state even if the nodes which rep-
resent the self are chosen at random. These nodes are
permanently occupied from the beginning of the simu-
lation and strongly influence the evolution of the net-
work. If the idiotypes of these nodes do not differ too
much, which is a reasonable biological restriction, they
are found in groups which on average only have very
few occupied neighbors, thus providing self-tolerance.
It is of obvious interest to investigate the possible failure
of this self-tolerant states by perturbations of the sys-
tem. This was done using three different approaches.
At first it was examined if a slow linear decrease of
the influx of new lymphocytes may lead to autoimmune
states. This decrease is supposed to model age induced
effects, which result in a declining influx of new B-cells
to the system. Using this protocol, we could not find
transitions from a self-tolerant to an autoimmune state.
Subsequently we examined the influence of a strong
variation of the influx by stopping it completely and set-
ting it back to its original value, which could model a
radiation therapy. Here we observed transitions from a
self-tolerant state to a state which showed autoreactive
bursts.
The second approach is motivated by the observation
that certain autoimmune diseases are triggered by in-
fections. We inserted antigen with fixed idiotype into
the network, whose population may grow but is sup-
pressed by occupied neighboring nodes. Depending on
the group into which the antigen was inserted and its
growth parameter Amax it induced autoimmunity. We
classified the observed transitions and calculated the av-
erage autoreactivity using a mean-field approach.
The last approach trying to induce an autoimmune state
consisted of the repeated random removal of occupied
nodes. Here, a certain fraction of all occupied nodes
was deleted repeatedly which could mimic the removal
of clones due to repeated blood extractions. Simulations
revealed that this perturbation may induce an autoim-
mune state if the frequency of repetition and the fraction
of removed clones is high enough.
We also considered the reverse phenomenon of ’sponta-
neous’ remission, the transition from an autoimmune to
a self-tolerant state. Here we again investigated varia-
tions of the influx p of new lymphocytes and observed
that one can reconstitute the self-tolerant state by ap-
plying a certain protocol to p which first increases the
influx and then resets it back to its original value. This
approach is in spirit of therapeutic strategies trying to
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defeat autoimmune diseases which do not make use of
immunosuppressive drugs but instead stimulate clones
controlling autoreactive lymphocytes [67].
Furthermore we found that, if the autoimmune state was
induced by an infection, a second infection with suitable
idiotype can cause a further transition leading back to
the original self-tolerant state. The idiotypes of the first
and the second antigen are related and not allowed to be
too similar or too different.
The findings in this work also emphasize the impor-
tance of probabilistic aspects for autoimmune diseases.
For some settings, using the same parameters, protocol,
and initial conditions repeatedly one observes the emer-
gence of self-tolerant as well as autoimmune states.
To get a better understanding of the mechanisms be-
hind autoimmune diseases further theoretical and exper-
imental studies should investigate how the idiotypes of
the self are distributed over the base graph. Until now
we studied the emergence of self-tolerance by filling a
complete group with self or by selecting random nodes
which do not have too different idiotypes and occupying
them permanently. Although in the frame of our model
these approaches lead to the emergence of self-tolerant
states it is not clear how well they represent the real dis-
tribution of the self over the network.
Having a better comprehension of the network structure
and the place of self in it would enable us to inves-
tigate how autoimmunity develops under the assump-
tion of a dynamical and changing self. This is espe-
cially interesting in the context of organ transplantations
where rejection can occur due to immunological reac-
tions [68, 69]. It would also enable us to examine if
the idiotypic network comprises a mechanism explain-
ing the above-average number of autoimmune diseases
as e.g. systemic lupus erythematosus developed dur-
ing or after pregnancy [70, 71] or the observation that
women who suffer a pre-existing autoimmune disease
as e.g. rheumatoid arthritis or multiple sclerosis may
experience an amelioration of their condition while they
are pregnant [72, 73].
The proposed model assumes an autonomous functional
network of B-lymphocytes. Since B-cells interact with
T-cells [74, 75] it is of obvious interest to extend the
model and include interactions between the network of
B- and T-cell clones. This would allow for the investiga-
tion of a manifold of new aspects as e.g. the therapy of
B-cell mediated autoimmune diseases with engineered
T-cells [76, 77].
Experimental studies on mice have revealed that the
application of monoclonal antibodies can induce long-
term remission of T-cell-mediated autoimmune dis-
eases. This is, for example, the case for type 1 diabetes
where CD3-specific antibodies are able to restore self-
tolerance [78, 79, 80]. Monoclonal antibodies are also
able to promote transplant tolerance in case of organ
transplantation providing an alternative for imunosup-
pressive therapy and all its side effects [81, 82]. Consid-
ering the growing number of clinically effective mono-
clonal antibodies [83, 84] it is of great importance to
get a better comprehension of the consequences of im-
munomanipulation.
Appendix A. The critical maximal Hamming dis-
tance
Here we derive the maximal allowed Hamming dis-
tance between the self-seed and the self nodes for which
the autoreactivity is negligibly small, i.e. all self nodes
are found in singleton and periphery groups in the
steady state. For the sake of readability, we consider
a 12-group pattern only. The strategy is to pretend to
know the critical maximal Hamming distance and use it
to calculate the maximal group number of an arbitrary
self node with Hamming distance dmaxH to the self-seed.
The group with the largest index not being a core or
hole group is S 5. Therefore, setting the upper bound of
the maximal group number of the self nodes smaller or
equal to five we find the upper boundary for the maxi-
mal Hamming distance.
Figure A1 shows the bitstrings of a reference node u ∈
S 1, of the self-seed v ∈ S i and of a self node w which
has the Hamming distance dmaxH to v. We can read off
the group number j of the self node w by counting the
complementary entries in the determinant bit positions,
which gives
j = 2a + dmaxH − i + 2 − δz,. (A.1)
As discussed above, the group index of the self node w
should not exceed an upper bound jup. Therefore, we
determine the maximum of j for fixed i and dmaxH
max
a,z
{
2a + dmaxH + 2 − i − δz,
}
= i + dmaxH , (A.2)
where we used that the maximal value of a is i − 1 as
one concludes from Fig. A1. This maximum should not
exceed the upper bound jup
i + dmaxH ≤ jup. (A.3)
The smallest possible choice for i is i = 1. Furthermore,
jup is equal to five, such that we arrive at
dmaxH ≤ 5 − i = 4, (A.4)
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u ∈ S 1 :
dM︷                                              ︸︸                                              ︷
· · · · · · · · · · · ·
v ∈ S i : · · · · · ·︸                   ︷︷                   ︸
i−1
· · · · · ·︸                   ︷︷                   ︸
dM−i+1
w : · · ·︸     ︷︷     ︸
a
· · ·︸     ︷︷     ︸
i−1−a
· · ·︸     ︷︷     ︸
dM−dmaxH
+a+δz,
· · ·︸     ︷︷     ︸
dmaxH −i
+1+a−δz,
z
Figure A1: Group membership of a self node w with
Hamming distance dmaxH to the self-seed v. The bitstring
of a node u ∈ S 1 is depicted for reference. From this it is
possible to infer the maximal dmaxH for which an arbitrary
self node w is always found in the singleton or periph-
ery groups, see text. Empty and filled circles represent
complementary entries of determinant bits, squares rep-
resent non-determinant bits. z can be a complementary
or a non-complementary entry. v differs in i−1 determi-
nant bit positions which are common with u; w agrees in
a determinant bit positions with complementary entries
of v. The filled circles in the Kronecker deltas have to
be replaced by the corresponding entries, zero or one.
which agrees with the critical dmaxH obtained in simula-
tions.
Note that Eq. (A.4) also predicts in which group the self-
seed is in the steady state if we fix dmaxH and set the upper
bound for the group number of the self node to jup = 5.
If we choose dmaxH = 4 the self-seed is only allowed to
be in S 1, if we choose dmaxH = 3 the self-seed may be in
S 1 or S 2.
Appendix B. The transition matrix T(a)
Here we derive the transition matrix elements Ti j(a)
in Eq. (10). Therefore, we take a closer look at the group
structure in the systems before and after the transition.
Figure B1 shows the bitstrings of two nodes u and v,
where u belongs to the group S 1 before the transition
and v belongs to the group S ′1 after the transition. The
non-determinant bit has changed its position and the re-
maining dM−1 determinant bit positions which are com-
mon to u and v differ in a entries. Therefore we call this
a Ta transition. Furthermore, a bitstring of a node w is
depicted which belongs to S i before the transition be-
cause the entries of the determinant bits differ in i − 1
positions from those of u.
Figure B1 allows to read off the group membership
of w after the transition. The number of different entries
in the determinant bit positions which are common to v
and w is a − b + i − 1 − b − δy′,• + δy,•. Thus, after the
u ∈ S 1 :
dM−1︷                                              ︸︸                                              ︷
· · · · · · · · · · · ·
v ∈ S ′1 : ′ · · · · · ·︸                   ︷︷                   ︸
a
· · · · · ·︸                   ︷︷                   ︸
dM−1−a
w ∈ S i : y′ · · ·︸     ︷︷     ︸
b
· · ·︸     ︷︷     ︸
a−b
· · ·︸     ︷︷     ︸
dM−i−a+b
+δy′ ,•
· · ·︸     ︷︷     ︸
i−1−b−δy′ ,•
y
Figure B1: Group membership before and after a Ta
transition. Depicted are the bitstrings of a node u ∈ S 1
in the initial structure, of a node v ∈ S ′1 in the struc-
ture after a Ta transition, and of a node w which be-
longs to the group S i in the initial structure. From this
it is possible to infer to which group w belongs after the
transition, see text. Empty and filled circles represent
complementary entries of determinant bits, squares rep-
resent non-determinant bits. v differs in a determinant
bit positions which are common with u; w differs in i−1
positions of this kind. From the last line we can read off
the number of different entries in the determinant bit po-
sitions which determines the group number after transi-
tion. The filled circles in the Kronecker deltas have to
be replaced by the corresponding entries, zero or one.
transition, w belongs to the group S ′j where
j = a − 2b + i − δy′,• + δy,•. (B.1)
There are
∑
y,y′
(
a
b
)(
dM−1−a
i−1−b−δy′ ,•
)
nodes in S i that end up in
S ′j after the transition. Using Eq (B.1) to express b in
terms of i, j and a yields
Ti j(a) =
1∑
y,y′=0
(
a
a+i− j+y−y′
2
)(
dM − 1 − a
i − 1 − y′ − a+i− j+y−y′2
)
. (B.2)
Note that the Kronecker deltas are replaced by sums
over 0 and 1.
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