Abstract. We obtain Littlewood-Paley formulas for Fock spaces F is the class of weights such that the Bergman projection P α , on the classical Fock space F 2 α , is bounded on
Using these equivalent norms for F q β,ω we characterize the Carleson measures for weighted Fock-Sobolev spaces F q,n β,ω .
Introduction
Let C be the complex plane and denote by H(C) the space of entire functions. For 0 < p, α < ∞, let L [19, 21] . A function ω : C → [0, ∞) is a weight if ω belongs to L 1 loc (C, dA). In this paper, we will deal with the weighted spaces of measurable functions, The boundedness of projections on L p -spaces is a classical and interesting topic, with a flurry of activity in the recent years, which has plenty of applications on operator theory [1, 2, 10, 17, 20, 21] . It is known that P α , and the positive linear operator
are bounded on the classical L p (C, e −α|·| 2 dA) if and only if p = 2. However they are bounded on L p α for any p ≥ 1, [21, Theorem 2.20 ] (see also [19] ). Recently, the weights such that P α is bounded on L p α,ω have been described in [10, Theorem 3.1] . In order to state this result, we need a bit more of notation. If E ⊂ C is measurable, we denote by |E| its Lebesgue area measure and let ω(E) := E ω(z) dA(z). Throughout the paper Q denotes a square in R 2 . We write l(Q) for its side length and as usual,
Let A p,r be the class of weights ω on C such that ω(z) > 0 a.e. on C and C p,r (ω) := sup Q, l(Q)=r
If z 0 ∈ C and γ ∈ R, ω(z) = (1 + |z + z 0 |) γ and ω(z) = e γ|z+z 0 | belong to ∪ p>1 A restricted p (see the proof of Lemma 2.1 below). We recall that for a measurable function f in C the Berezin transform of f is given by f (α) (z) := α π C e −α|z−u| 2 f (u) dA(u). In order to complete the picture about the boundedness of the Bergman projection on L p β,ω , we will deal with the remaining case p = 1. In particular, fixed r > 0, we say that a weight ω ∈ A 1,r if ω(z) > 0 a.e. on C and there is a constant C = C(r, ω) such that for any square with l(Q) = r,
We denote
.
We will prove an analogous version of Theorem A for A 1,r weights (see Proposition 2.7 below).
In view of Theorem A and Proposition 2.7, the condition A p,r does not depend on r. So from now on, following the notation in [10] , we will write A -weights, as well as similarities and differences with the classical Muckenhoupt weights, will be provided in Section 2. In particular, we sketch the proof of a characterization of A restricted ∞ -weights, in the sense of Kerman and Torchinsky [12] , obtained in [7] .
Equipping a space of functions with different equivalent norms results to be quite effective in the study of function and concrete operator theory [1, 5, 17, 20, 21] . In the context of Fock spaces, it is known that (see [3, 4, 5] ) for any α, p > 0
that is, the distortion function in the above Littlewood-Paley formula is
. We will use Theorem A, among other techniques, to prove an extension of (1.1) to weighted Fock spaces induced by A restricted ∞ -weights.
As for the proof of Theorem 1.1, it is enough to prove the case k = 1 because
whenever ω ∈ A restricted ∞ (see Lemma 2.1 below). Later on, we apply Theorem 1.1 to study the boundedness of the differentiation and integration operator. We denote
is a bounded operator. We denote by D(z, r) the Euclidean disc of center z and radius r > 0.
If 0 < p ≤ q < ∞, the following conditions are equivalent:
is bounded on C.
and for n a negative integer,
where 
4)
and if n is a negative integer,
It is worth noticing that the technical assumption sup k∈N z k L q (µ) < ∞ in Theorem 1.2, which is only used when n is a negative integer, is not a real restriction (see Lemma 2.8 below). Let us also consider the Fock-Sobolev spaces F p,n α,ω , n ∈ N, of the entire functions such that [15] , see also [3, 11] .
As a consequence of Theorem 1.2 we obtain characterizations of pointwise multipliers between weighted Fock spaces, F This paper is organized as follows. In Section 2 we study A restricted p -weights and prove a collection of preliminary results which will be employed to prove Proposition 2.7. These estimates will also be used to prove Theorem 1.1 in Section 3. We prove Theorem 1.2 in Section 4. Finally, in Section 5 we apply the descriptions on Carleson measures for F p α,ω to obtain characterizations of pointwise multipliers between weighted Fock spaces.
For two real-valued functions E 1 , E 2 we write E 1 ≍ E 2 , or E 1 E 2 , if there exists a positive constant k independent of the argument such that
We write R(z) for the real part of a complex number z. In this section we briefly discuss some aspects of the theory of A restricted p -weights, in particular we give examples and descriptions of these classes of weights. Some of these characterizations are not used in the proofs of further results in this work. However we consider relevant to understand the basic features of A restricted p -weights, specially comparing them with their analogues into the theory of classical Muckenhoupt weights. We recall that ω belongs to the class of Muckenhoupt weights
A
where the supremum runs over all the squares Q ⊂ C. In addition, ω ∈ A 1 if
An extensive study of these weights can be found, for instance, in [9, 18] .
The class A
restricted p with 1 ≤ p < ∞. We begin gathering some properties of A restricted p -weights which are analogous to the properties of Muckenhoupt weights (see [18, p. 195] ). We write Q r (z) for the square of center z ∈ C, with sides parallel to the coordinate axes and l(Q) = r.
Proof. Fix r > 0. Then for any z 0 ∈ C,
So, it follows that
if and only if for some (equivalently for any) r > 0 there is a constant C r > 0 such that for any nonnegative measurable function f , then for any f ≥ 0, and any square Q,
On the other hand, if ω satisfies (2.2) then Hölder's inequality gives that for any 1 < p < ∞,
we conclude that ω ∈ A restricted 1 . (iii) for p > 1 is a consequence of Hölder's inequality, where ω(z) = |z| 2(δ−1) , for δ ∈ (p, q) proves that the inclusion is strict. If ω ∈ A restricted 1 , the assertion follows from the fact that (2.3) holds for any 1 < p < ∞.
Finally, it is clear that A p ⊂ A restricted p
. In order to see that the embedding is strict, one can choose the weight ω(z) = (1 + |z| 2 ) p−1 , for p > 1. In fact, Lemma 2.1 shows that ω ∈ A restricted p and since
The following lemma is proved in [10, Lemma 3.4].
Lemma B. For each r > 0, let rZ 2 denote the set
Remark 2.3. The above lemma shows that for each
Combining these results it follows that ω(Q r (z)) ≍ ω(Q R (w)), for any z, w such that |z − w| < L,
, r < L and R ∈ (r, Nr). In particular, if ω ∈ A restricted ∞ , for any t > 0 and N ∈ N there is C = C(ω, N, p) such that
As a consequence, squares of fixed length can be replaced by discs of fixed radius in the study of A 
Proof. The proof follows immediately from the invariance under translations of the Lebesgue measure and the definition of the A restricted p -weights.
A fundamental property of the classical Muckenhoupt weights is the reverse Hölder inequality [6, Theorem 7.4] . So, it is natural to ask whether or not for each A restricted p -weight ω there exists ε > 0 and C(ε, r) > 0 such that 6) for every cube Q with l(Q) = r. The following considerations provide a negative answer to this question.
Remark 2.5.
• The weight ω(z) = |z| −2 log 1 |z|
. So ω does not satisfy (2.6).
• The weight 
we deduce that for any r 0 > 0, the A 
The class
In the classical setting, there are a good number of equivalent conditions which describe the class A ∞ = 1≤q<∞ A q (see [7] , [18, Chapter 5] or [6, p. 149]). So, it is natural to ask whether or not the class q≥1 A restricted q can be described by neat analogous conditions to those describing the class A ∞ . With this aim, we introduce the following class of weights. Definition 2.6. A weight ω satisfies the KT r -property, r > 0, if there exist constants r > 0, δ ∈ (0, 1) and C r > 0 such that for any square Q with l(Q) = r and every measurable set E ⊂ Q it holds that
If we replace in (2.7) the constant C r by an absolute constant C and Q runs over all the squares Q, it is obtained a condition which describes the class A ∞ of Muckenhoupt weights [7 Proposition C. Let ω be a weight. Then, the following conditions are equivalent:
(ii) ω satisfies the Kerman-Torchinsky KT r -property for any r > 0; (iii) ω satisfies the Kerman-Torchinsky KT r -property for some r > 0.
Proof. (i) ⇒ (ii). Fix r > 0 and take p > 1 such that ω ∈ A p,r . Then, if l(Q) = r and E ⊂ Q, then
, which gives (ii) with δ = 1 p . (iii) ⇒ (i). Let Q be a square with l(Q) = r. For each λ > 0, let us denote E λ = {z ∈ Q : ω(z) < 1 λ }. Then, by hypothesis there is δ ∈ (0, 1) and C r > 0
that is ω ∈ A p,r , which together with Theorem A finishes the proof.
. The primary aim of this section consists on proving the following result. 
Some preliminary results, which will also be used to prove Theorem 1.1, are needed.
. Then, there exists r 0 such that for any r ∈ (0, r 0 ) and for any β > 0
Proof. Choose r 0 > 0 such that |z − ν| ≤ 1 if z ∈ Q r 0 (ν). So
Given β > 0, choose α ∈ (0, β) and R = R(β) such that
By (2.5) it is enough to prove that
Now, bearing in mind (2.8) and Lemma B we deduce that
This finishes the proof.
, then for any β, t, r > 0 and
Proof. Fixed β > 0, choose r 0 and α as in the proof of Lemma 2.8. It is enough to prove that
Next, take N = N(t, r) ∈ N such that
Now, bearing in mind (2.8), (2.9), Lemma B and (2.5), we deduce that
Next assume that γ < 0. Take
so the result follows by applying the above argument to ω ′ . This finishes the proof.
Proof of Proposition 2.7. (iii) ⇒ (ii)
. Take Q with l(Q) = r > 0. Then for any z, ζ ∈ Q, |z − ζ| 2 ≤ 2r 2 , so
which implies (ii) .
(i) ⇒ (iii). Fixed α > 0, r > 0 such that ω ∈ A 1,r and z ∈ C. Then, by Lemma 2.4 and Lemma 2.8
Therefore, we already have
So, bearing in mind that the adjoint of
we deduce that (iv) holds if and only if
Therefore, it is clear that (iii) ⇒(iv). In order to see the reverse implication, for each z ∈ C choose f z (ζ) = e −iβIm(zζ) . The equivalence (iii) ⇔(v) can be proved in the same way. This finishes the proof. 
Preliminary results.
In this section we will prove a collection of estimates which will be essential to prove Theorem 1.1. . Then, there exists a constant C = C(α, p, ω, t) such that
for any z ∈ C and f ∈ H(C).
Proof. Let be p 0 ∈ (1, ∞) such that ω ∈ A restricted p 0
. By subharmonacity for α = 0 and by [16, Lemma 1] (see also [5, Lemma 7] ) for α > 0, there is a constant C > 0 such that
for any z ∈ C and f ∈ H(C). So,
The next result follows from Lemma 3.1. . Then, there exists a constant C = C(α, p, ω, t) such that
Let us recall that F . Then:
Proof. (i) is well known (see for instance [21, Theorem 2.10]). Let us prove (ii). Let f ∈ F
which proves the first embedding. Now assume that f ∈ F p α,ω . Then, by Corollary 3.2 and Lemma 2.9
The next result is a technical byproduct of Proposition 3.3(i) which will be useful to obtain appropriate estimates for 0 < p ≤ 1, in terms of the ones for p > 1.
Proof. For z ∈ C,
Note that the condition β < 2α ensures that all the terms in the above inequalities are finite.
Lemma 3.5. Assume that 0 < β < 2α and g ∈ F β . Then, for each z ∈ C:
So,
Now, fix z ∈ C and take ε > 0 an a polynomial ψ such that e γ(α,β) 2
Then, by (3.1)
which implies that g(z) = P α (g)(z), for any z ∈ C. From these results it is easy to check that
Finally, observe that |ζ| k e −ε|ζ| 2 is a bounded function for any ε > 0. Thus,
β+ε for any ε > 0. So, (iii) is a consequence of (i) and (ii). The next lemma provides a representation formula of a holomorphic function in terms of its k-th derivatives. 
where
In particular, for k = 1 we have
Proof. By Lemma 3.5 the function g m = f − T m (f ) and its k-th derivatives are in F 1 β+δ for any δ > 0. Since
is bounded on the unit disk, we obtain that this function is in L 1 β+δ . So, R 2k (f ) is a entire function and
Next, orthogonality gives that
where in the previous to the last equality we have made the change of variables t = αr 2 . Bearing in mind this calculation, the fact that (f (w)
which gives the desired result. 
Proof. By Proposition 2.2(iii)
This ends the proof. . Then,
Proof. By Lemma 3.1, there is C = C(p, ω, α) such that
So, to conclude the proof we need to show that
. So, by Remark 3.7, Lemma 3.5 and Lemma 3.8
. By Lemma 2.1 and Proposition 3.3 , f ′ ∈ F p α,ωp ⊂ F 1 α+δ , for any 0 < δ < α. So, by (1.1), we have f ∈ F 1 α+δ . Thus, the representation formula in Lemma 3.6 holds and Lemma 2.8 yield
By Lemma 3.1 and Proposition 3.3,
Now, let us deal with the last term above. Let g(ζ) :=
. Let us observe that if |ζ| ≤ 1 and δ ∈ (0, α), it follows from Proposition 3.3 and Lemma 2.1
, where in the second to last inequality we use that e −(α+δ)|w| 2 ≍ 1 on
Thus, g is a entire function which satisfies
Therefore, by Lemma 3.8
This ends the proof.
Proof of Theorem 1.1. It follows from Propositions 3.9 and 3.10 that
for any k ∈ N. Therefore, consecutive iterations of (3.3) give that
Carleson measures on weighted Fock-Sobolev spaces
We begin proving appropriate norm estimates for the family of test functions employed in the proof of Theorem 1.2.
Test functions.
We will write K α,a (z) = K a (z) = e αaz for the reproducing kernels of the classical Fock space F (D(a, 1) ) , a ∈ C.
Proof. Bearing in mind that
the proof follows from Lemma 2.4 and Lemma 2.8.
If 1 < p < ∞, then bearing in mind Proposition 4.1,
Next, by Lemma 3.1
So, by Proposition 4.1
4.2.
Proof of Theorem 1.2. First, we will deal with the case n = 0. Later on, we will use Theorem 1.1 to deduce the rest of cases from this particular one.
4.3.
Case p ≤ q.
and let µ be a positive Borel measure on C. For 0 < p ≤ q < ∞, the following conditions are equivalent;
Moreover,
are clear. So, for any a ∈ C,
which gives (iii) and the inequality
Now, let us prove (iii)⇒(i). It follows from (iii) and Lemma 3.1 that
By Lemma B (see also Remark 2.3), Lemma 2.8 and the fact that D(z, 1) ⊂ D(ν, 2) for z ∈ D(ν, 1), we have
Finally, using Minkowski's inequality and the fact that {D(ν, 2)} ν∈Z 2 is a covering of C which overlaps finitely many times, it follows that
G and finishes the proof.
4.4.
Case q < p. 
Proof. This proof uses ideas from [13, Theorem 1] . Assume that (ii) holds. Then, by Lemmas 3.1 and B (see also Remark 2.3), the equivalence (2.5) and Hölder's inequality, we obtain Reciprocally, assume that (i) holds and let us consider the functions
where R ν (t) is a sequence of Rademacher functions (see page 336 of [13] , or Appendix A of [8] ). So, using G t as test functions, applying Khinchine's inequality and using Proposition 4.2, we deduce that Next, bearing in mind that {D (ν, 2)} ν∈Z 2 is a covering of C which overlaps finitely many times, and using Proposition 4.1 it follows that 
