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We employ martingale theory to describe fluctuations of entropy production for open quantum
systems in nonequilbrium steady states. Using the formalism of quantum jump trajectories, we
identify a decomposition of entropy production into an exponential martingale and a purely quantum
term, both obeying integral fluctuation theorems. An important consequence of this approach is the
derivation of a set of genuine universal results for stopping-time and infimum statistics of stochastic
entropy production. Finally we complement the general formalism with numerical simulations of a
qubit system.
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The development of stochastic thermodynamics in the
last decades allowed the description of work, heat and
entropy production at the level of single trajectories in
nonequilibrium processes [1, 2]. This framework has suc-
cessfully provided several genuine insights on the sec-
ond law, such as the discovery of universal relations
constraining the statistics of fluctuating thermodynamic
quantities, usually known as fluctuation theorems [3–
5]. The fundamental interest in refining our understand-
ing of irreversibility and their microscopic imprints has
been brought to its ultimate consequences by extend-
ing stochastic thermodynamics to the quantum realm [6],
where fluctuation theorems have been derived [7–13], and
experimentally tested in the last years [14, 15].
When information about entropy production in single
trajectories of a process is available, a natural question
to ask is until what extend this information can be use-
ful. For instance whether or not it is possible to imple-
ment strategies leading to a reduction in entropy which
might be eventually used as a fuel, like in the celebrated
Maxwell’s demon [16, 17]. In the same context, one may
ask whether the second law of thermodynamics will man-
ifest as fundamental constraints limiting such strategies.
A powerful method to handle these general questions,
is to employ a set of particularly interesting stochastic
processes, namely Martingales [18]. Martingales are well
known in mathematics [19] and quantitative finance as
models of fair financial markets [20]. However, mar-
tingale theory has been only little exploited until now
both in stochastic thermodynamics [21–27] and quantum
physics [28, 29].
Applying concepts of martingale theory in stochastic
thermodynamics, it has been shown that the exponential
of minus the entropy production ∆Stot(t) associated with
classical trajectories γ{0,t} −single paths in phase space−
in generic non-equilibrium steady-state conditions is
an exponential martingale, i.e. 〈e−∆Stot(t) | γ{0,τ}〉 =
∗ gmanzano@ictp.it
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e−∆Stot(τ), for any t ≥ τ ≥ 0, where 〈X(t)|γ{0,τ}〉 de-
notes the conditional expectation of a functional X(t)
given γ{0,τ} [19]. It has been shown that the martin-
gality of e−∆Stot(t) implies a series of universal equalities
and inequalities concerning the statistics of infima and
stopping times (e.g. first-passage, escape times, etc.) of
entropy production [21, 26].
In this Letter, we generalize the martingale theory
of entropy production —so far only developed for clas-
sical systems— to the context of quantum thermody-
namics, using the formalism of quantum jump trajec-
tories [30, 31]. Genuine quantum effects (such as coher-
ence [32–34] and quantum correlations [35–37]) introduce
new qualitative features that radically modify the frame-
work. Indeed, dealing with martingales and stopping
times requires conditioning on past events, which entails
several difficulties in the quantum realm. Since evaluat-
ing stochastic entropy production along quantum trajec-
tories γ{0,t} requires a two-point measurement protocol
using direct measurements on the system [9, 12, 38–43],
the development of a suitable conditioning not disturb-
ing the dynamics becomes challenging. See Fig. 1 for an
illustration.
In the following, we introduce a new auxiliary entropy
production ∆Smar(t) and show that e
−∆Smar(t) is a mar-
tingale along quantum trajectories [Eq. (5) below], while
in general e−∆Stot(t) is not. We use this finding to de-
rive several universal relations valid for all nonequilib-
rium steady states providing new insights on the role of
uncertainty and coherence in the second law. Our key
results are established in Eqs. (5-12). They comprise: (i)
a genuine quantum-classical decomposition of stochastic
entropy production as the sum of two quantities, both
fulfilling integral fluctuation theorems [Eqs. (6) and (7)],
entailing a tight lower bound for the average entropy
production [Eq. (8)]; (ii) fluctuation theorems and in-
equalities for stopping-time statistics of entropy produc-
tion [Eqs. (9-10)]; and (iii) inequalities for the extreme-
value statistics of entropy production that generalize to
the quantum realm the results derived in Refs. [21, 22]
[Eqs. (11-12)].
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FIG. 1. Example traces of stochastic entropy production in a
nonequilibrium stationary process as a function of time. We
show the entropy production ∆Stot associated with classical
(black thin line) and quantum (thick green line) trajectories
of duration t. When the system state becomes a superposi-
tion, ∆Stot is not uniquely defined in the quantum case (thick
green segments) but only at the final time of the evolution t,
when a direct measurement on the system is performed. The
inset shows different values that ∆Stot would take if system
measurements were performed at intermediate times, for a
given record of measurements in the environment. How can
then one determine stopping times e.g. when does entropy
production reach a threshold (red dotted line) for the first
time in an open quantum system?
Entropy production in quantum trajectories — One of
the most successful approaches describing the stochastic
thermodynamics of open quantum systems is the formal-
ism of quantum jump trajectories [38–51]. This formal-
ism describes the stochastic evolution of the pure state
of the system |ψ(t)〉, conditioned on measurements ob-
tained from the continuous monitoring of the environ-
ment [30, 31].
Within this approach, the system evolution is de-
scribed as a smooth evolution intersected by quantum
jumps in the state of the system occurring at random
times. These jumps correspond to the detection of
different type of events in the environment (e.g. the
emission or absorption of energy quanta from differ-
ent thermal reservoirs) leading to a measurement record
Rt0 = {(k1, t1), ..., (kJ , tJ)}, where (kj , tj) means that a
jump of type kj occurred at time tj , j = 1, ...J , and
0 ≤ t1 ≤ · · · ≤ tJ ≤ t. The evolution is described by the
stochastic Schro¨dinger equation:
d |ψ(t)〉 = dt
(
− i
~
H +
∑
k
〈L†kLk〉ψ(t) − L†kLk
2
)
|ψ(t)〉
+
∑
k
dNk(t)
 Lk√
〈L†kLk〉ψ(t)
− 1
|ψ(t)〉 , (1)
where H is an hermitian operator (usually the system
Hamiltonian), Lk for k = 1...K are the Lindblad (jump)
operators, and here and in the following we denote as
〈A〉ψ(t) ≡ 〈ψ(t)|A |ψ(t)〉 quantum-mechanical expecta-
tion values, and 1 the identity matrix. The random vari-
ables dNk(t) are Poisson increments associated to the
number of jumps Nk(t) of type k detected up to time t
in the process, leading to the record R. The dNk(t) take
most of the time the value 0, becoming 1 only at times tj
when a jump of type kj is detected in the environment.
When averaging over measurement outcomes, the evolu-
tion reduces to a Markovian process ruled by a Lindblad
master equation [52, 53].
From now on, we consider nonequilibrium steady
states. Here, the initial state of the trajectories is sam-
pled from the spectral decomposition of the steady state
of the master equation, pi =
∑
n pin |pin〉〈pin|. We also re-
quire a two-measurement protocol, where projective mea-
surements in the pi-eigenbasis are executed at the begin-
ning (t = 0) and at the end (t = τ) of any single tra-
jectory. For this setup, a probability P (γ{0,τ}) can be
associated to any trajectory γ{0,τ} = {n(0);Rτ0 ;n(τ)},
where n(0) and n(τ) are the outcomes of the first and
final measurements on the system. The entropy produc-
tion (for kB = 1) associated with the trajectory γ{0,τ} is
defined as the functional:
∆Stot(τ) ≡ ln
P (γ{0,τ})
P˜ (γ˜{0,τ})
= ln
[
pin(0)
pin(τ)
]
+
J∑
j=1
∆Skjenv, (2)
where P˜ (γ˜{0,τ}) is the probability of the time-
reversed trajectory γ˜{0,τ} = {n(τ); R˜0τ ;n(0)}, with
R˜0τ = {(kJ , tJ), ..., (k1, t1)} the time-reversed sequence
of jumps, occurring in the time-reversed (or backward)
process [12, 38, 39]. In Eq. (2), the first term in the r.h.s.
is the system entropy change along the trajectory [1], and
∆S
kj
env as the environmental entropy change due to the
jump kj , which in most cases of physical interest obey
the local detailed balance condition for pairs of opera-
tors Lk = L
†
k′e
∆Skenv/2 [39]. The averages of both terms
yield the von Neumann entropy changes of system and
environment, respectively [12]. The stochastic entropy
production given by Eq. (2) obeys the integral fluctua-
tion theorem 〈e−∆Stot(τ)〉 = 1, which leads to the second
law inequality 〈∆Stot(τ)〉 ≥ 0. The classical limit is re-
covered when the stochastic wavefunction |ψ(t)〉 obtained
from (1) is an eigenstate of pi at any time of the dynam-
ical evolution [54].
Quantum martingale theory — The main ingredient
for the development of our quantum martingale theory
is the definition of conditional averages over trajecto-
ries with common history up to a certain time τ ≤ t.
To this end, one needs to define both γ{0,τ} and γ{0,t}.
Here, unlike for classical trajectories, γ{0,τ} * γ{0,t} be-
cause γ{0,τ} includes a measurement at time τ while γ{0,t}
does not, and therefore entropy production for trajec-
tory γ{0,t} is not well-defined at time τ (see Fig. 1).
Thus, we define the conditional average of a generic
stochastic process X(t) defined along a trajectory γ{0,t}
as 〈X(t)|γ[0,τ ]〉 =
∑
n(t),Rtτ X(t)P (γ{0,t}|γ[0,τ ]), where we
condition with respect to the ensemble of trajectories
3γ[0,τ ] ≡
⋃τ
s=0 γ{0,s} that includes all the outcomes of
trajectories eventually stopped (i.e. measured) at all in-
termediate times in the interval [0, τ ]. Note that in the
classical limit the ensemble γ[0,τ ] = γ{0,τ} just contains
one trajectory. Furthermore, since P (γ{0,t}|γ[0,τ ]) =
P (γ{0,t}|γ{0,τ}) (see Supplemnental Material [55]), then
〈X(t)|γ[0,τ ]〉 = 〈X(t)|γ{0,τ}〉.
We now discuss quantum martingales in relation with
stochastic entropy production given by Eq. (2). No-
tably, unlike for classical systems [21, 22], the process
e−∆Stot(t) is not a martingale in this context because
〈e−∆Stot(t)|γ[0,τ ]〉 = e−∆Stot(τ)+∆Sunc(τ) for all t ≥ τ ≥ 0,
with
∆Sunc(t) ≡ − ln
[
pin(t)
〈pi〉ψ(t)
]
, (3)
see [55] for a detailed proof. The origin of ∆Sunc can
be traced back to the quantum uncertainty in the evo-
lution. It measures how informative (surprising) is the
occurrence of outcome n(t) with respect to the aver-
age result when measuring the stochastic wavefunction
|ψ(t)〉 at that time, that is, 〈pi〉ψ(t) =
∑
i pii|〈pii|ψ(t)〉|2.
The quantity 〈pi〉ψ(t) is the squared Ulhman’s Fidelity
between states pi and |ψ(t)〉, which quantifies the distin-
guishably of these two states. In other words, ∆Sunc(t)
measures how much information we gain knowing the
outcome n(t) of the measurement at time t with re-
spect to knowing only |ψ(t)〉. Importantly, the “uncer-
tainty” entropy production ∆Sunc(t) satisfies the prop-
erty 〈e−∆Sunc(t)|γ[0,τ ]〉 = 1 for any τ ≤ t [55], and it
is bounded at all times by pimin/pimax ≤ e−∆Sunc(t) ≤
pimax/pimin, where pimin = mini pii and pimax = maxi pii
are the minimum and maximum eigenvalues of pi. In
the classical limit 〈pi〉ψ(t) = pin(t) in Eq. (3), leading to
∆Sunc(t) = 0 at any time t, and we recover the classical
result.
We now define the auxiliary (”martingale”) entropy
production as ∆Smar(t) ≡ ∆Stot(t) − ∆Sunc(t), which
using Eqs. (2) and (3) gives
∆Smar(t) = ln
[
pin(0)
〈pi〉ψ(t)
]
+
J∑
j=1
∆Skjenv, (4)
to be compared with Eq. (2). Note that ∆Smar(t) re-
sults from replacing pin(t) by 〈pi〉ψ(t) in the boundary term
in (2), therefore avoiding the need of information from
measurements at time t. We prove that ∆Smar(t) is an
exponential martingale:
〈e−∆Smar(t)| γ[0,τ ] 〉 = e−∆Smar(τ) , (5)
which holds for any t ≥ τ ≥ 0 [55]. Recall that the
average in (5) is conditioned over the ensemble of tra-
jectories γ[0,τ ] containing all possible measurement out-
comes in both system and environment at times smaller
than τ . However, since 〈X(t)|γ[0,τ ]〉 = 〈X(t)|γ{0,τ}〉 for
any functional X(t) of γ{0,t}, one also has a martingale
condition with respect to single quantum trajectories,
〈e−∆Smar(t)| γ{0,τ} 〉 = e−∆Smar(τ).
Martingale fluctuation theorems and second law— The
first consequence of Eq. (5), together with the properties
of ∆Sunc(t) in Eq. (3) is the following decomposition of
stochastic entropy production
∆Stot(t) = ∆Sunc(t) + ∆Smar(t), (6)
with both summands in (6) fulfilling an integral fluctua-
tion theorem:
〈e−∆Sunc(t)〉 = 1, 〈e−∆Smar(t)〉 = 1. (7)
Notably, this decomposition has the same struc-
ture as the Oono-Paniconi [56] (and adiabatic/non-
adiabatic [57]) decomposition of entropy production in
nonequilibrium systems [58]. From Jensen’s inequality
〈ex〉 ≥ e〈x〉 and Eq. (7), we have both 〈∆Sunc(t)〉 ≥ 0
and 〈∆Smar(t)〉 ≥ 0. Moreover, using (6) and the sec-
ond law, we obtain the following bound for the average
entropy production
〈∆Stot(t)〉 ≥ 〈∆Smar(t)〉. (8)
We remark that the bound (8) allows to estimate the av-
erage entropy production without the need of any mea-
surement on the system at intermediate times. This
inequality provides a tight bound because ∆Sunc(t) is
bounded and thus not extensive in time [59]. In the clas-
sical limit and when approaching equilibrium conditions
∆Sunc(t) = 0, and (8) becomes an equality.
Stopping-time statistics — An important result in mar-
tingale theory is Doob’s optional stopping theorem [60]
which concerns stopping-time statistics of martingales.
A paradigmatic example of a stopping time T is the
first time at which a stochastic process X(t) reaches a
subset X of the state space. Importantly, a stopping
time T is a random variable whose value can be deter-
mined solely by looking at the past history of the process
X[0,T ].Applying Doob’s optional stopping theorem to the
martingale e−∆Smar(t) one finds
〈e−∆Smar(T )〉 = 1, (9)
i.e. its average over the stopping times T equals its av-
erage value at the initial time t = 0 [55]. Again, using
Jensen’s inequality and Eq. (9) we obtain a second-law-
like inequality at stopping times 〈∆Smar(T )〉 ≥ 0 which
implies
〈∆Stot(T )〉 ≥ 〈∆Sunc(T )〉. (10)
Note that here T are stopping times defined in terms of
γ[0,T ] which are well defined when the stopping condi-
tion uses the auxiliary process ∆Smar(t). In the classi-
cal limit ∆Sunc(t) = 0, Eq. (9) reduces to the integral
fluctuation theorem for entropy production at stopping
times 〈e−∆Stot(T )〉 = 1, and Eq. (10) to the second law
〈∆Stot(T )〉 ≥ 0. We remark that 〈∆Sunc(T )〉 can in prin-
ciple be either positive or negative. Therefore, Eq. (10)
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FIG. 2. (a) Sample trajectory of |ψ(t)〉 represented in the qubit’s Bloch sphere. The smooth evolution starting from an
eigenstate (blue circle) is interrupted by a jump L− (dotted line) which abruptly collapses the qubit state to |−〉 = [|0〉−|1〉]/
√
2
in the x-axis, after which the evolution continues up to the point marked by the arrow. (b) Convergence of the stopping-time
fluctuation theorem for ∆Smar as a function of the number of trajectories for three different stopping rules: stopping at a fixed
time tf ≡ 20Γ−1 (black line); min(T1, tf) with T1 the first-passage time of ∆Smar to reach a positive threshold located at 0.3
(brown line); min(T2, tf) with T2 the unconditional first-passage time of ∆Smar to reach either the thresholds 0.3 or −0.4 (red
line). The dashed grey line in 1 is a guide to the eye. Inset: example traces of stochastic entropy production (blue dashed
line) and its decomposition as the sum of ∆Smar (orange solid line) plus ∆Sunc (green solid line). The horizontal thick lines
are the two absorbing boundaries used to compute stopping times. Parameters of the simulation: ~ω = 1, β = 0.2, η = 0.5,
Γ ≡ γ− − γ+ = γ↓ − γ↑ = 0.01. (c) Empirical cumulative distributions of the finite-time minimum of ∆Smar (solid) and ∆Stot
(dashed) for different values of the observation time: Γt = 10 (red), Γt = 102 (blue), Γt = 103 (green) and Γt = 104 (purple).
The grey dashed line is the exponential in the right-hand side of Eq. (11). The inset shows a zoomed view of the distribution
for small values of the infima. Parameters or the simulation: ~ω = 1, β = η = 0.04, Γ = 0.01.
does not exclude the possibility that the average entropy
production at stopping times may be negative for partic-
ular choices of stopping times.
Extreme-value statistics — Very recently, universal
statistics of infima of stochastic entropy production have
been unveiled [21] using Doob’s maximal inequality [60]
which bounds the probability of the supremum of a pos-
itive martingale process M(t) as Pr(supτ∈[0,t]M(τ) ≥
λ) ≤ 〈M(t)〉/λ for λ ≥ 0. Applying Doob’s maximal
inequality to the positive martingale e−∆Smar(t) we de-
rive the following inequality for the probability that the
finite-time infimum infτ∈[0,t] ∆Smar(τ) ≥ 0 lies below a
certain value
Pr
(
inf
τ∈[0,t]
∆Smar(τ) ≤ −ξ
)
≤ e−ξ, (11)
where ξ ≥ 0 and t ≥ 0 [55]. Therefore, the probabil-
ity to observe extreme reductions of the martingale en-
tropy production along single trajectories of any dura-
tion t is exponentially suppressed. As a consequence,
the average infimum of the martingale entropy produc-
tion obeys
〈
infτ∈[0,t] ∆Smar(τ)
〉 ≥ −1, which general-
izes the infimum law for classical nonequilibrium sta-
tionary states [21]. From Eq. (11) and the condition
∆Sunc(t) ≤ ln[pimax/pimin] for all t ≥ 0, we derive〈
inf
τ∈[0,t]
∆Stot(τ)
〉
≥ −1− ln
[
pimax
pimin
]
. (12)
Since ln[pimax/pimin] ≥ 0, Eq. (12) provides a lower
bound for the average entropy-production infimum
that is below the infimum law for classical systems〈
infτ∈[0,t] ∆Stot(τ)
〉 ≥ −1.
Quantum martingale theory at work — We conclude by
illustrating our theory with a simple example, amenable
of a direct experimental realisation. Our model con-
sists of a single spin-12 particle (a qubit) with Hamilto-
nian H = ~ωσz/2 which is subjected to two different
and orthogonal sources of noise. The dynamical evo-
lution is described by the stochastic Schro¨dinger equa-
tion (1) where a monitoring process detects the jumps
induced in the system by both noise sources. This can
be visualized in the Bloch sphere where the stochastic
wave function sits at all times during its evolution [see
Fig. 2(a)]. The first source corresponds to thermal noise,
which produces jumps in the z−direction of the parti-
cle as described by Lindblad operators L↓ =
√
γ↓σ− and
L↑ =
√
γ↑σ+, with rates fulfilling local detailed balance
γ↓ = γ↑e−β~ω, β being the inverse temperature. The en-
vironmental entropy changes associated to these jumps
are respectively ∆S↓↑env = ±βω. Furthermore, a second
source of noise generates jumps in the x−direction in-
duced by the Lindblad operators L− =
√
γ−(σz − iσy)/2
and L+ =
√
γ+(σz + iσy)/2, with γ− = γ+e−η. No-
tice that here η is a bias parameter that plays the role
of an inverse temperature in the x−direction. Analo-
gously, the entropy changes associated to such jumps are
∆S∓env = ±η. The dynamical evolution in this setup is
genuinely quantum. Since the two set of jumps occur in
orthogonal directions, the generation of superpositions of
pi-eigenstates along the quantum trajectories is guaran-
teed. The classical limit is recovered for high tempera-
5tures (β → 0) and large bias (η → 0) where the steady
state becomes the maximally-mixed state pi → 1/2, cor-
responding to the equilibrium distribution.
We performed numerical simulations of the qubit sys-
tem using quantum-trajectory Montecarlo methods [61].
We find perfect agreement between our simulations and
the stopping-times fluctuation theorem in Eq. (9) which
is verified for three different stopping times T (Fig. 2b).
Interestingly, the convergence to the theoretical value is
much faster for first-passage times over thresholds (see in-
set) than using a fixed (final) time as in the standard inte-
gral fluctuation theorem. This makes the stopping-time
fluctuation theorem (9) more amenable for experimental
tests. We then evaluate statistics of the finite-time mini-
mum of ∆Smar and ∆Stot. The tails of the distribution of
the finite-time minima of ∆Smar are exponentially sup-
pressed in agreement with Eq. (11) (Fig. 2c). Moreover,
the average minima of both ∆Smar and ∆Stot lie above
−1 for this choice of parameters.
Discussion — Our work shows that martingale theory
can be generalised to quantum thermodynamics provid-
ing insights about entropy production beyond fluctua-
tion theorems. Here we provided new nonequilibrium
universal relations along quantum trajectories [Eqs. (5-
12)]. Our results may be of particular importance in
setups allowing environmental monitoring and feedback
control [50, 51, 62–67], and for quantum thermal devices
working in nonequilibrium steady-state conditions [68–
75]. It would be also interesting to explore connections
with path-integral approaches [76], one-shot quantum
thermodynamics [77–80], and quantum information [81–
85]. Finally, we remark that some of our results could be
applied to classical systems where knowledge of system’s
state is incomplete e.g. under coarse-graining of hidden
internal microstates [86, 87].
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8Supplemental Material: Quantum Martingale Theory and Entropy Production
The Supplemental Material contains detailed proofs of our main results as stated in Eqs.(5)-(12) of the main text.
In section S1 we give further details on conditional averages in the context of quantum trajectories and provide the
proofs of the main martingale properties of entropy production leading to Eqs. (5)-(7). Section S2 is devoted to the
proofs of the stopping-time fluctuation theorem in Eq. (9) and the inequality (10) for the average entropy production
on stopping times. Finally, in section S3 we prove the inequality (11) for the infima statistics of entropy production
and the bound for the average finite-time infimum in Eq. (12).
S1. MARTINGALITY PROOFS FOR STOCHASTIC ENTROPY PRODUCTION
In this section of the Supplemental Material we provide more details about the evaluation of conditional averages
in the context of quantum trajectories, which are required to prove our three main results regarding the martingale
property and stochastic entropy production [Eqs. (S12), (S15), and (S22) below]. We first prove that the total
stochastic entropy production ∆Stot(t) in Eq. (2) of the main text, is not an exponential martingale in general
[Eq. (S12)]. Then we prove a generalized fluctuation theorem for the uncertainty entropy production ∆Sunc(t) in
Eq. (3) [Eqs. (S15)]. Finally we also prove Eq. (5), that is, the martingality of e−∆Smar(t), where ∆Smar(t) is the
auxiliary (martingale) entropy production in Eq. (4) of the main text [here Eq. (S22)]. The second and the third
proofs directly lead to the decomposition of entropy production in Eq. (6) with the integral fluctuation theorems in
Eq. (7).
Before going into the proofs it is first convenient to recall that the probability of a trajectory γ{0,τ} =
{n(0);Rτ0 ;n(τ)} starting in an eigenstate |pin(0)〉 of the steady state pi with eigenvalue pin(0), is denoted by P (γ{0,τ}).
According to Born’s rule, this probability can be written as P (γ{0,τ}) = P [n(τ);Rτ0 |n(0)] pin(0), where the conditional
probability reads P [n(τ);Rτ0 |n(0)] = | 〈pin(τ)| Lτ0 |pin(0)〉 |2. Here we introduced Lτ0 as the operator generating the
normalized wavefunction
|ψ(τ)〉 = L
τ
0 |pin(0)〉√
〈Lτ†0 Lτ0〉pin(0)
, (S1)
corresponding to the record Rτ0 , which verifies the stochastic Scho¨dinger equation (1) in the main text. From Eq. (S1)
we notice that the relation P [n(τ);Rτ0 |n(0)] = |〈pin(τ)|ψ(τ)〉|2〈Lτ†0 Lτ0〉pin(0) is verified. Analogously, for the proba-
bility of the backward trajectory P˜ (γ˜{0,τ}) starting in Θ |pin(τ)〉, with Θ the anti-unitary time-reversal operator, we
have P˜ (γ˜{0,τ}) = P˜ [n(0)R˜0τ |n(τ)] pin(τ). Importantly, the conditional probabilities for forward and time-reversed
trajectories obey the following detailed-balance relation [S1, S2]:
P [n(τ);Rτ0 |n(0)] = P˜ [n(0)R˜0τ |n(τ)] e
∑
kj
∆S
kj
env(Rτ0 ), (S2)
where
∑
kj
∆S
kj
env(Rτ0) is the total entropy change in the environment along the trajectory γ{0,τ}, and thus associated
with the environmental measurement record Rτ0 , appearing in Eq. (2) of the main text.
As already mentioned in the main text, we state the martingale property using conditional averages 〈X(t)|γ[0,τ ]〉 =∑
n(t)
∑
Rtτ X(t)P (γt|γ[0,τ ]) with respect to ensembles of trajectories γ[0,τ ] ≡
⋃τ
s=0 γ{0,s}, including all outcomes
n(s) of trajectories eventually stopped at all intermediate times in the interval [0, τ ]. Importantly, the conditional
probability in the previous expression is defined as P (γ{0,t}|γ[0,τ ]) ≡ P (γ{0,t}, γ[0,τ ])/P (γ[0,τ ]) and verifies the following
set of equalities:
P (γ{0,t}|γ[0,τ ]) ≡
P (γ{0,t}, γ[0,τ ])
P (γ[0,τ ])
=
P (γ{0,t})P (γ[0,τ ]|γ{0,t})
P (γ[0,τ ])
(S3)
=
P (γ{0,t})P (γ{0,τ}|γ{0,t})
P (γ{0,τ})
(S4)
= P (γ{0,t}|γ{0,τ}). (S5)
Here in (S3) we used Bayes’ theorem to swap conditions, that is P (γ{0,t}, γ[0,τ ]) = P (γ{0,t})P (γ[0,τ ]|γ{0,t}). In
(S4) we used that the probabilities of virtual measurements at intermediate times in γ[0,τ ] are independent, i.e.
P (γ[0,τ ]) = P (γ{0,τ})Πτs=0|〈pin(s)|ψ(s)〉|2 and P (γ[0,τ ]|γ{0,t}) = P (γ{0,τ}|γ{0,t})Πτs=0|〈pin(s)|ψ(s)〉|2, where in both cases
9|〈pin(s)|ψ(s)〉|2 is the probability that the stochastic wavefunction following a trajectory γ{0,t} at time s, |ψ(s)〉, is
found to be in state |pin(s)〉. Finally, we used again Bayes’ rule swap back conditions and obtain the final expression
in (S5).
The above set of equalities (S3)-(S5) guarantees that arbitrary conditional averages of stochastic functionals X(t)
along trajectories γ{0,t} with respect to the ensemble of trajectories γ[0,τ ], are exactly equivalent to conditional averages
with respect to single trajectories γ{0,t} (without the intermediate virtual measurements):
〈X(t)|γ[0,τ ]〉 ≡
∑
n(t)
∑
Rtτ
X(t)P (γ{0,t}|γ[0,τ ]) =
∑
n(t)
∑
Rtτ
X(t)P (γ{0,t}|γ{0,τ}) ≡ 〈X(t)|γ{0,τ}〉, (S6)
as stated in the main text.
Proof 1. We now prove the non-martingality of e−∆Stot(t):
〈e−∆Stot(t)|γ[0,τ ]〉 ≡
∑
n(t)
∑
Rtτ
e−∆Stot(t)P (γ{0,t}|γ[0,τ ]) =
∑
n(t)
∑
Rtτ
e−∆Stot(t)
P (γ{0,t})
P (γ{0,τ})
|〈pin(τ)|ψ(τ)〉|2 (S7)
=
∑
n(t)
∑
Rtτ
P˜ (γ˜{0,t})
P (γ{0,τ})
|〈pin(τ)|ψ(τ)〉|2 =
∑
n(t)
∑
Rtτ
e−∆Stot(τ)
P˜ (γ˜{0,t})
P˜ (γ˜{0,τ})
|〈pin(τ)|ψ(τ)〉|2 (S8)
= e−∆Stot(τ)
∑
k(τ)
P˜ [n(0); R˜0τ |k(τ)] pik(τ)
P˜ (γ˜{0,τ})
|〈pin(τ)|ψ(τ)〉|2 (S9)
= e−∆Stot(τ)
∑
k(τ)
P [k(τ);Rτ0 |n(0)] pik(τ)
P [n(τ);Rτ0 |n(0)] pin(τ)
|〈pin(τ)|ψ(τ)〉|2 (S10)
= e−∆Stot(τ)
∑
k(τ)
|〈pik(τ)|ψ(τ)〉|2 pik(τ)
pin(τ)
(S11)
= e−∆Stot(τ)+∆Sunc(τ).  (S12)
In the second equality of (S7) we used Eq. (S5) and that P (γ{0,τ}|γ{0,t}) = |〈pin(τ)|ψ(τ)〉|2 is the probability that the
stochastic wavefunction, |ψ(τ)〉, following the trajectory γ{0,t}, is found to be in state |pin(τ)〉 at time τ . In the first part
of Eq. (S8) we introduced the expression of the total entropy production ∆Stot(t) as given in Eq. (2) of the main text,
leading to e−∆Stot(t) = P˜ (γ˜{0,t})/P (γ{0,t}), while in the second part the same expression for ∆Stot(τ) is used. Then,
in (S9) we used the marginalization property
∑
n(t)
∑
Rtτ P˜ (γ˜{0,t}) =
∑
k(τ) P˜ (γ˜{0,τ}) =
∑
k(τ) P˜ [n(0); R˜0τ |k(τ)] pik(τ),
following from the stationarity of the dynamics in the time-reversed processes. In Eq. (S10), we split the probability
P˜ (γ˜{0,τ}) in the denominator and used the detailed-balance relation (S2) in both numerator and denominator. In (S11)
we use that P [k(τ);Rτ0 |n(0)] = |〈pik(τ)|ψ(τ)〉|2〈Lτ†0 Lτ0〉pin(0) and P [n(τ);Rτ0 |n(0)] = |〈pin(τ)|ψ(τ)〉|2〈Lτ†0 Lτ0〉pin(0) . Fi-
nally, in Eq. (S12) we recognize the uncertainty entropy production ∆Sunc(t) = ln[
∑
k(τ) |〈pik(τ)|ψ(τ)〉|2 pik(τ)/pin(τ)] =
− ln[pin(τ)/〈pi〉ψ(t)] as given in Eq. (3) of the main text. This demonstrates that the exponential of ∆Stot(t) is not a
martingale in general, but only in the classical limit when ∆Sunc(τ) = 0. In that limit we therefore recover the results
derived in Ref. [S3].
Proof 2. Now we proof the generalized integral fluctuation theorem for the uncertainty entropy production,
〈e−∆Sunc(t)|γ[0,τ ]〉 = 1, used for deriving the decomposition of entropy production in the main text [Eqs. (6)-(8)]:
〈e−∆Sunc(t)|γ[0,τ ]〉 ≡
∑
n(t)
∑
Rtτ
e−∆Sunc(t)P (γ{0,t}|γ[0,τ ]) =
∑
n(t)
∑
Rtτ
e−∆Sunc(t)
P (γ{0,t})
P (γ{0,τ})
|〈pin(τ)|ψ(τ)〉|2 (S13)
=
∑
n(t)
∑
Rtτ
|〈pin(τ)|ψ(τ)〉|2pin(t)∑
l(t) |〈pil(t)|ψ(t)〉|2pil(t)
P (γ{0,t})
P (γ{0,τ})
(S14)
=
∑
n(t)
∑
Rtτ
|〈pin(t)|ψ(t)〉|2pin(t)∑
l(t) |〈pil(t)|ψ(t)〉|2pil(t)
〈Lt†0 Lt0〉pin(0)
〈Lτ†0 Lτ0〉pin(0)
=
∑
Rtτ
〈Lt†0 Lt0〉pin(0)
〈Lτ†0 Lτ0〉pin(0)
= 1.  (S15)
Again in (S13) we used Eq. (S4) and P (γ{0,τ}|γ{0,t}) = |〈pin(τ)|ψ(τ)〉|2 to reach the second equality, and (S14) follows by
substituting the expression of ∆Sunc(t) [Eq. (3) in the main text]. In the first part of (S15) we split the probabilities
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P (γ{0,t}) = p[n(t);Rt0|n(0)]pin(0) and P (γ{0,τ}) = p[n(τ);Rτ0 |n(0)]pin(0), and used the relation P [n(t);Rτ0 |n(0)] =
|〈pin(t)|ψ(t)〉|2〈Lt†0 Lt0〉pin(0) . Summing over the index n(t) yields to the second equality in (S15), which yields 1 upon
making the last sum over the environmental measurement record Rtτ in the interval [τ, t]. Notice that when taking
τ = 0, the above equation reduces to the integral fluctuation theorem 〈e−∆Sunc(t)〉 = 1 [Eq. (7) in the main text].
Proof 3. Finally we provide the proof for the martingality of e−∆Smar(t), Eq. (5) in the main text:
〈e−∆Smar(t)|γ[0,τ ]〉 ≡
∑
n(t)
∑
Rtτ
e−∆Smar(t)P (γ{0,t}|γ[0,τ ]) =
∑
n(t)
∑
Rtτ
e−∆Stot(t)+∆Sunc(t)
P (γ{0,t})
P (γ{0,τ})
|〈pin(τ)|ψ(τ)〉|2 (S16)
=
∑
n(t)
∑
Rtτ
∑
l(t)
|〈pil(t)|ψ(t)〉|2pil(t)
pin(t)
P˜ (γ˜{0,t})
P (γ{0,τ})
|〈pin(τ)|ψ(τ)〉|2 (S17)
= e−∆Stot(τ)
∑
n(t)
∑
Rtτ
∑
l(t)
|〈pil(t)|ψ(t)〉|2pil(t)
pin(t)
P˜ (γ˜{0,t})
P˜ (γ˜{0,τ})
|〈pin(τ)|ψ(τ)〉|2 (S18)
= e−∆Stot(τ)
∑
n(t)
∑
Rtτ
∑
l(t)
P [l(t);Rt0|n(0)]pil(t)
〈Lt†0 Lt0〉pin(0)
P˜ [n(0); R˜0t |n(t)]
P˜ (γ˜{0,τ})
|〈pin(τ)|ψ(τ)〉|2 (S19)
= e−∆Stot(τ)
∑
l(t)
∑
Rtτ
P˜ [n(0); R˜0t |l(t)]pil(t)
P˜ (γ˜{0,τ})
|〈pin(τ)|ψ(τ)〉|2 (S20)
= e−∆Stot(τ)
∑
k(τ)
P˜ [n(0); R˜0τ |k(τ)] pik(τ)
P˜ (γ˜{0,τ})
|〈pin(τ)|ψ(τ)〉|2 (S21)
= e−∆Smar(τ).  (S22)
As before, we used in the first line (S16) the equality (S4) and P (γ{0,τ}|γ{0,t}) = |〈pin(τ)|ψ(τ)〉|2, together with
the definition of the martingale entropy production ∆Smar(t) = ∆Stot(t) − ∆Sunc(t). Then using e−∆Stot(t) =
P˜ (γ˜{0,t})/P (γ{0,t}), and the definition of ∆Sunc(t) [Eq. (3) in main text], we reach (S17). In line (S18) we
introduced e−∆Stot(τ) = P˜ (γ˜{0,τ})/P (γ{0,τ}). In (S19) we used |〈pil(t)|ψ(t)〉|2 = P [l(t);Rt0|n(0)]/〈Lt†0 Lt0〉pin(0)
and split the probability P˜ (γ˜{0,t}) = P˜ [n(0); R˜0t |n(t)]pin(t). Crucially, in order to obtain (S20) we applied the
detailed-balance relation in Eq. (S2) to both P [l(t);Rt0|n(0)] and P˜ [n(0); R˜0t |n(t)], and performed the sum over
n(t) leading to
∑
n(t) P [n(t);Rt0|n(0)] = 〈Lt†0 Lt0〉pin(0) . Summing (S20) over l(t) and the measurement record Rtτ
leads again to the marginalization
∑
l(t)
∑
Rtτ P˜ [n(0); R˜0t |l(t)] pil(t) =
∑
l(t)
∑
Rtτ P˜ (γ˜{0,t}) =
∑
k(τ) P˜ (γ˜{0,τ}) =∑
k(τ) P˜ [n(0); R˜0τ |k(τ)] pik(τ), which results on Eq. (S21). Finally, noticing that (S21) is identically equal to Eq. (S9),
we obtain the final result in (S22), concluding the proof.
Since Eqs. (S16)-(S22) are verified and e−∆Smar(t) < ∞ is bounded, we conclude that ∆Smar(t) is an exponential
martingale. Again, choosing τ = 0 we recover from Eq. (S22) the integral fluctuation theorem 〈e−∆Smar(t)〉 = 1 [Eq. (7)
in the main text]. Applying Jensen’s inequality, e〈x〉 ≤ 〈ex〉, to the two integral fluctuation theorems in Eq. (7) for
the uncertainty and martingale entropy productions, we obtain the second-law-like inequalities 〈∆Sunc(t)〉 ≥ 0, and
〈∆Smar(t)〉 ≥ 0 from which the inequality (8) of the main text follows:
〈∆Stot(t)〉 = 〈∆Sunc(t)〉+ 〈∆Smar(t)〉 ≥ 〈∆Smar(t)〉. (S23)
We also notice that the bound 〈∆Stot(t)〉 ≥ 〈∆Sunc(t)〉 follows in the same way.
S2. PROOF OF THE STOPPING-TIME FLUCTUATION THEOREM
In this section we provide a proof of the stopping-time fluctuation theorem in Eq. (9) of the main text. The proof
is based on Doob’s optional stopping theorem [S4], which holds for processes M(t) defined in a probability space
(Ω,F ,P), that are Martingales. Here Ω is the sample space, F is a σ−algebra, and P a probability measure. In
our context, F is the set of all possible trajectories as specified by γ{0,t}, representing different events in the sample
space of events Ω. Moreover, the probability measure P associates a probability P (γ{0,t}) to any element γ{0,t} of
the σ−algebra F . We also introduce T as a bounded stopping time, i.e. T < c for some arbitrary constant c, or for
uniformly integrable process, |M(s)| < c′, for s ≡ min(T , t) and some arbitrary constant c′ [S5].
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Here we use the martingale M(t) = e−∆Smar(t), and we define a stopping time T by introducing the filtrations
(or subsets) Fτ ⊆ F , here defined as sets of all possible trajectories γ{0,t} for which a given “stopping” condition is
satisfied for the first time at time τ . Therefore, M(τ) = M(T ) for all trajectories in Fτ . Doob’s optional stopping
theorem can be proved for stopping times obeying T ≤ t:
〈M(T )〉 =
t∑
τ=0
∑
γ{0,τ}∈Fτ
P (γ{0,τ})M(τ) =
t∑
τ=0
∑
γ{0,τ}∈Fτ
P (γ{0,τ})〈M(t)|γ[0,τ ]〉 = 〈M(t)〉 = 〈M(0)〉.  (S24)
In Eq. (S24), the crucial step from the first to the second equality is the use of the Martingale property M(τ) =
〈M(t)|γ[0,τ ]〉. The subsequent equality follows from the fact that we are summing over all sets Fτ of trajectories
verifying the condition at different times, that is, all trajectories (we recall that T ≤ t). The last equality follows
from the fact that martingale processes have no drift and thus 〈M(t)〉 = 〈M(0)〉. Finally, by noticing that 〈M(t)〉 =
〈e−∆Smar(t)〉 = 〈M(0)〉 = 1 we obtain from (S24):
〈e−∆Smar(T )〉 = 1, (S25)
which proves Eq. (9) in the main text. We remark that in the above proof we use sums over discrete times τ , but
in the continuous-time limit these averages have to be understood as path integrals [S6]. Note that in Eq. (S24) the
stopping times T need to occur in the interval [0, t] for any arbitrary finite t. However, following [S5], we may also
take t → ∞ whenever |M(τ)| is finite for all τ ≡ min(T , t). The stopping-time second law inequality in Eq. (10)
follows by applying Jensen’s inequality to the above equation, that is, e〈−∆Smar(T )〉 ≤ 〈e−∆Smar(T )〉 = 1, which implies
〈∆Smar(T )〉 ≥ 0.
S3. PROOF OF DOOB’S MAXIMAL INEQUALITY AND EXTREME-VALUE BOUNDS
In this section we prove Eqs. (11) and (12) in the main text concerning finite-time infima statistics. We make
use of Doob’s maximal inequality [S4], bounding the probability of the supremum of the positive martingale process
M(t) = e−∆Smar(t). We define sets F ′τ ∈ F now characterizing the trajectories for which a value λ ≥ 0 is first reached
at time s, that is, M(s) < λ for s ≤ τ and M(τ) ≥ λ. Doob’s maximal inequality follows as (see also Ref. [S5]):
Pr(supτ∈[0,t]M(τ) ≥ λ) =
t∑
τ=0
∑
γ{0,τ}∈F ′τ
P (γ{0,τ}) ≤
t∑
τ=0
∑
γ{0,τ}∈F ′τ
M(τ)
λ
P (γ{0,τ}) (S26)
=
t∑
τ=0
∑
γ{0,τ}∈F ′τ
〈M(t)|γ[0,τ ]〉
λ
=
〈M(t)〉
λ
,  (S27)
and therefore Pr(supτ∈[0,t]M(τ) ≥ λ) ≤ 〈M(t)〉/λ. The inequality in (S26) follows from the fact that M(τ) ≤ λ by
construction of the sets F ′τ , and again the crucial step from (S26) to (S27) has been to introduce the Martingale
property. To prove Eq. (11) then we note that supτ∈[0,t]M(τ) ≥ λ is equivalent to infτ∈[0,t]∆Smar(τ) ≤ − lnλ ≡ −ξ.
Therefore Pr(supτ∈[0,t]M(τ) ≥ λ) = Pr(infτ∈[0,t]∆Smar(τ) ≤ −ξ), and we can rewrite Eq. (S27) as:
Pr(infτ∈[0,t]∆Smar(τ) ≤ −ξ) ≤ 〈e
−∆Smar(t)〉
eξ
= e−ξ, (S28)
where in the last line we used the integral fluctuation theorem 〈e−∆Smar(t)〉 = 1.
Finally, following Ref. [S3], we have that Eq. (11) directly implies a bound on the average finite-time infimum
of ∆Smar(t), reading
〈
infτ∈[0,t] ∆Smar(τ)
〉 ≥ −1. Now using that ∆Smar(t) = ∆Stot(t) − ∆Sunc(t) and that the
uncertainty entropy production is bounded by ln[pimin/pimax] ≤ ∆Sunc ≥ ln[pimax/pimin], we obtain Eq. (12) in the
main text: 〈
inf
τ∈[0,t]
∆Stot(τ)
〉
+ ln
[
pimax
pimin
]
≥
〈
inf
τ∈[0,t]
∆Smar(τ)
〉
≥ −1. (S29)
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