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RESONANCE ASYMPTOTICS FOR ASYMPTOTICALLY HYPERBOLIC
MANIFOLDS WITH WARPED-PRODUCT ENDS
DAVID BORTHWICK AND PASCAL PHILIPP
Abstract. We study the spectral theory of asymptotically hyperbolic manifolds with
ends of warped product type. Our main result is an upper bound on the resonance
counting function with a geometric constant expressed in terms of the respective Weyl
constants for the core of the manifold and the base manifold defining the ends.
1. Introduction
In this paper we study the spectral theory of an asymptotically hyperbolic manifold with
warped-product ends (X, g), with dimX = n+ 1, n ≥ 1. By this we mean that X admits a
decomposition
X = K unionsqX0,
where X0 = (0, 1]× Σ with (Σ, h) a compact Riemannian manifold without boundary,
(1.1) g|X0 =
dx2 + h
x2
,
and K is a compact manifold with boundary ∂K ' Σ. We allow Σ to be disconnected, so
that multiple ends can be considered without changing the notation.
For a general conformally compact, asymptotically hyperbolic manifold, Joshi-Sa´ Barreto
[18] proved the existence of a product decomposition near infinity with a metric of the form
(1.1) with h = h(x, y, dy), meaning that h could depend on x. Our restriction to warped-
product ends amounts to taking a fixed metric h independent of x.
In the n = 1 case, Σ could only be a circle, and the model X0 is isometric to the flared
end of the parabolic cylinder H2/〈z 7→ z + 1〉. In higher dimensions X0 will generally not
have constant curvature.
Since (1.1) implies in particular that g is an even asymptotically hyperbolic metric, the
resolvent Rg(s) := (∆−s(n−s))−1 admits a meromorphic continuation to s ∈ C, with poles
of finite rank, by Mazzeo-Melrose [20] and Guillarmou [11]. We define the resonance set
Rg to be the set of poles of Rg(s), repeated according to multiplicity. The corresponding
resonance counting function is
(1.2) Ng(t) := #
{
ζ ∈ Rg :
∣∣ζ − n2 ∣∣ ≤ t} .
In the full asymptotically hyperbolic setting, we know essentially nothing of the resonance
set beyond the meromorphic continuation result that allows its definition. At this level
of generality, we have no bounds on Ng(t) and no existence results for Rg. The only
general information we have on resonance distribution is a result of Guillarmou [12] gives
exponentially thin resonance-free regions near the critical line Re s = n2 . All of the current
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2 BORTHWICK AND PHILIPP
resonance counting results for asymptotically hyperbolic metrics actually assume that the
sectional curvature is constant outside a compact set. (This allows a more direct construction
of the parametrix for the resolvent than in the general case.) Under this stronger assumption,
we have Ng(t)  tn+1, as well as a Poisson-type trace formula expressing the regularized
wave trace as a sum over the resonance set [15, 7, 3].
In this paper, we establish the following (relative) Poisson formula for resonances:
Theorem 1.1. Assume (X, g) is an asymptotically hyperbolic manifold with warped-product
ends. Let ∆0 denote the Laplacian with Dirichlet boundary conditions on the model end
(X0, g), and R0 the corresponding resonance set. The difference of the regularized wave
traces satisfies
0-tr
[
cos
(
t
√
∆g − n24
)]
− 0-tr
[
cos
(
t
√
∆0 − n24
)]
=
1
2
∑
ζ∈Rg
e(ζ−
n
2 )|t| − 1
2
∑
ζ∈R0
e(ζ−
n
2 )|t|,
in the sense of distributions on R− {0}.
Here, as in [17, 3], the 0-trace is a formal trace defined as the Hadamard finite part for
ε→ 0 of the integral over {x ≥ ε} of the restriction of the kernel to the diagonal.
For asymptotically hyperbolic (X, g) we can define a scattering matrix Sg(s) as in [18].
This is a family of pseudodifferential operators on Σ, meromorphic in s ∈ C. For such
metrics the relationship between resonances and poles of Sg(s) was established in [17, 6, 12].
In particular, Guillarmou [12] showed that Sg(s) may have ‘conformal’ poles s ∈ n2 − N
which do not correspond to resonances. However, in the case of asymptotically hyperbolic
metrics of warped-product type, we will see that these conformal poles are ruled out in any
dimension. Hence the multiplicities of scattering poles agree with those of the resonance
set, except possibly at the finitely many points s where s(n− s) is a discrete eigenvalue of
∆g.
One application of the Poisson formula of Theorem 1.1 is a Weyl asymptotic for the rela-
tive scattering phase, which is defined as the log of the Fredholm determinant of Sg(s)S0(s)
−1
(see Corollary 4.2). Because of the connection between resonances and scattering poles, we
can use this asymptotic in conjunction with a contour integral involving detSg(s)S0(s)
−1
to produce a precise upper bound on the resonance counting function.
To state the result, we introduce the classical Weyl constants for the compact manifolds
K and Σ:
WK :=
Vol(K, g)
(4pi)
n+1
2 Γ(n+32 )
, WΣ :=
Vol(Σ, h)
(4pi)
n
2 Γ(n+22 )
.
For argα ∈ [0, pi2 ], define
ρ(α) :=
√
α2 + 1 + α log
(
i
α+
√
α2 + 1
)
.
Denote by α0 ≈ 1.509 the point where {Re ρ(α) = 0} meets the real axis, and let the curve
γ be defined as the portion of {Re ρ(α) = 0} that connects i and α0 (c.f. Figure 3).
Theorem 1.2. For (X, g) an asymptotically hyperbolic metric of warped-product type,
(1.3) (n+ 1)
∫ a
0
Ng(t)
t
dt ≤
[
2WK + cnWΣ
]
an+1 + o(an+1),
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where the dimensional constant is
cn :=
2n
(n+ 1)pi
∫
γ
|ρ′(α)|
|α|n+1 |dα|+
α−n0
n+ 1
+
n(n+ 1)
pi
∫ pi
2
−pi2
∫ ∞
0
[−Re ρ(xei|θ|)]+
xn+2
dx dθ.
(1.4)
The integrated counting function that appears in (1.3) is common usage in applications
of Jensen’s formula in complex analysis. The bound (1.3) implies a corresponding bound for
Ng(t), at the cost of an extra factor of e in the constant. (An asymptotic for the integrated
form would be equivalent to an asymptotic for Ng(t) with the same constant.)
To prove these results we will first establish a suboptimal bound on the growth of Ng(t)
using the Fredholm determinant method. Using this crude estimate of the order of growth,
we can apply the methods used in the hyperbolic-near-infinity case in [3] to prove Theo-
rem 1.1. To prove Theorem 1.2, we first develop an exact asymptotic for the model counting
function N0(t), which is (from Proposition 5.3)
N0(t) =
[
2n
(n+ 1)pi
∫
γ
|ρ′(α)|
|α|n+1 d |α|+
α−n0
n+ 1
]
WΣ t
n+1 +O
(
tn+
1
3
)
.
Then we use the relative counting formula provided by a contour integral of the scattering
determinant to obtain the sharper estimate for Ng(t).
2. The model case
The model space is X0 := (0, 1]×Σ, where (Σ, h) is a compact n-dimensional Riemannian
manifold without boundary. The metric on X0 is the warped-product
g0 :=
dx2 + h
x2
.
The corresponding Laplacian is
∆0 = −(x∂x)2 + nx∂x + x2∆h.
We can take the boundary to be {x = 1} without loss of generality. By the scale-invariance
of the dx2 component of g0, imposing the boundary condition at some other value x = b
would be equivalent to rescaling h b2h.
2.1. Spectral operators. Suppose that {φλ} is a complete set of eigenfunctions for ∆h,
with the convention
∆hφλ = λ
2φλ.
For w = u(x)φλ, the equation (∆0 − s(n− s))w = 0 translates to the coefficient equation
(2.1)
[
−(x∂x)2 + nx∂x + λ2x2 − s(n− s)
]
u = 0.
This is a modified Bessel equation, with the Bessel parameter given by
ν := s− n2 .
To simplify formulas, we will make this identification throughout this section and switch
freely between s and ν.
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The general solution to (2.1) is a linear combination of the terms x
n
2 I±ν(λx) for λ > 0
and x
n
2±ν for λ = 0. As x→ 0 the Bessel function has asymptotic
(2.2) Iν(λx) ∼ 1
Γ(ν + 1)
(
λx
2
)ν
,
for ν /∈ −N. For future use we single out the ‘outgoing’ solutions
u+λ (s;x) := x
n
2 Iν(λx) for λ 6= 0,
u+0 (s;x) := x
s,
which have asymptotics proportional to xs as x→ 0. We will also need solutions satisfying
the boundary condition at x = 1,
u0λ(s;x) :=
Γ(ν)Γ(1− ν)
2
x
n
2
[
Iν(λ)I−ν(λx)− I−ν(λ)Iν(λx)
]
for λ 6= 0,
u00(s;x) :=
1
2ν
[
xn−s − xs] .
The Gamma factors are included in u0λ(s) to cancel zeros that would otherwise occur at
ν ∈ Z (c.f. (2.19)). Similarly, u00(s) is not actually singular at s = n2 ; it simply takes on the
limiting value u00(
n
2 ;x) := −xn/2 log x.
We can easily express the model resolvent, Poisson kernel, and scattering matrix in terms
of the solutions u+λ and u
0
λ.
2.1.1. Resolvent. With respect to the eigenbasis {φλ} for Σ, the kernel of the resolvent can
be written
(2.3) R0(s;x, ω, x
′, ω′) :=
∑
λ
aλ(s;x, x
′)φλ(ω)φλ(ω′),
where the coefficients satisfy[
−(x∂x)2 + nx∂x + λ2x2 − s(n− s)
]
aλ(s;x, x
′) = xn+1δ(x− x′),
with boundary conditions aλ(s;x, x
′) ∼ c(s, x′)xs at x = 0 and aλ(s; 1, x′) = 0. The unique
solution satisfying these conditions is
aλ(s;x, x
′) = Aλ(s)
{
u+λ (s;x)u
0
λ(s;x
′) x ≤ x′
u0λ(s;x)u
+
λ (s;x
′) x ≥ x′,
with
Aλ(s) :=
1
Iν(λ)
,
for λ 6= 0 and
A0(s) := 1.
From the explicit formula for aλ(s;x, x
′) we can read off the model resonance set,
(2.4) R0 =
⋃
λ2∈σ(∆h)
λ6=0
{
s ∈ C : Is−n2 (λ) = 0
}
.
Since Iν(z) is nonzero for z > 0 and Re ν ≥ 0, the resonance set lies completely in the
half-plane Re s < n2 . An example of the model resonance set is shown in Figure 1.
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Figure 1. Resonance plot for the model case X0 = (0, 1] × S2. The thin
lines indicate the spherical harmonic mode l, starting from l = 1 in the
bottom right corner. The multiplicity on each line is 2l + 1.
2.1.2. Poisson operator. The Poisson operator E0(s) maps functions on Σ to generalized
eigenfunctions of ∆0 on X0. Its kernel is obtained from the resolvent by
E0(s; z, ω
′) := lim
x′→0
x′−sR0(s; z, z′),
where z′ = (x′, ω′). We can thus derive from (2.3) the decomposition
E0(s;x, ω, ω
′) :=
∑
λ
bλ(s;x)φλ(ω)φλ(ω′),
where by (2.2) we have
bλ(s;x) =
1
Γ(ν + 1)
(
λ
2
)ν
u0λ(x)
Iν(λ)
for λ 6= 0,
b0(s;x) =
1
2ν
[
xn−s − xs] .(2.5)
2.1.3. Scattering matrix. The scattering matrix can be derived from the Poisson operator
through the two-part asymptotic, for f ∈ C∞(Σ) and s /∈ Z/2,
(2s− n)E(s)f ∼ xn−sf + xsS0(s)f,
as x→ 0. In the model case S0(s) is diagonalized by the eigenfunctions {φλ}|λ∈σ(∆h), and
we will use [S0(s)]λ to denote the corresponding eigenvalue.
From (2.5), using (2.2), we derive
[S0(s)]λ =
(
λ
2
)2ν
Γ(−ν)
Γ(ν)
I−ν(λ)
Iν(λ)
for λ 6= 0,
[S0(s)]0 = −1.
(2.6)
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The scattering poles (X, g0) are defined as the poles of the normalized scattering matrix
S˜0(s) :=
Γ(s− n2 )
Γ(n2 − s)
S0(s).
In general the set of scattering poles could differ from the resonance set at certain points,
but for the model case we see that the set of scattering poles is also given by R0.
2.2. Bessel function estimates. For bounded z > 0, we can estimate Iν(z) easily from
the series definition,
(2.7) Iν(z) :=
∞∑
k=0
(z/2)ν+2k
k!Γ(ν + k + 1)
,
which converges for all ν ∈ C. Although it is a power series in z, this could also be viewed
as an expansion in ν for z fixed. If z is restricted to a compact interval away from zero, we
have a uniform bound
(2.8) Iν(z) =
(z/2)ν
Γ(ν + 1)
(1 +O(ν−1)).
This will cover the estimation of Iν(λx) where λ lies in some bounded interval.
For cases where λ is large, we use the method from Olver [23, §11.10]. Set
(2.9) ρ(α, x) :=
√
α2 + x2 + α log
(
ix
α+
√
α2 + x2
)
,
and
ζ := ( 32ρ)
2
3 .
Frequently we will fix x = 1 and then we simply write ρ(α) := ρ(α, 1). With α in the first
quadrant, ρ and ζ occupy the sectors arg ρ ∈ (0, 3pi2 ) and arg ζ ∈ (0, pi). Note that ζ = 0
precisely when α = ix. This corresponds to the turning point of the (transformed) Legendre
equation.
Proposition 2.1. For λ sufficiently large we have
Iλα(λx) =
2pi
1
2
Γ(λα+ 1)
(−iλα)λαα 12 e−pii6 λ 16 e−λα
(
ζ
α2 + x2
) 1
4
Ai
(
e−
2pii
3 λ
2
3 ζ
)
[1 +O(λ−1)],
Kλα(λx) = 2
1
2piλ−
1
3 iλα
(
ζ
α2 + x2
) 1
4
Ai
(
λ
2
3 ζ
)
[1 +O(λ−1)],
uniformly for argα ∈ [0, pi2 ] and x contained in a compact interval of R+.
Proof. From Olver [23, §11.10] we obtain
Iλα(λx) = c1(λ, α)
(
ζ
α2 + x2
) 1
4
Ai
(
e−
2pii
3 λ
2
3 ζ
)
[1 +O(λ−1)].
Note that as x→ 0,
ρ(α, x) = α log x+ α+ α log
i
2α
+O(x2).
With α in the first quadrant, this limit takes e−
2pii
3 ζ →∞ in the sector (0, pi3 ). In this limit,(
ζ
α2 + x2
) 1
4
Ai
(
e−
2pii
3 λ
2
3 ζ
)
∼ α
− 12
2pi
1
2
e
pii
6 λ−
1
6 eλ[α log x+α+α log
i
2α ].
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Comparing this to the asymptotic, as x→ 0,
Iλα(λx) ∼ 1
Γ(λα+ 1)
(
λx
2
)λα
,
we find that
c1(λ, α) =
2pi
1
2
Γ(λα+ 1)
(
λ
2
)λα
α
1
2 e−
pii
6 λ
1
6 e−λ[α+α log
i
2α ].
Similarly, for Kν we start from
Kλα(λx) = c2(λ, α)
(
ζ
α2 + x2
) 1
4
Ai
(
λ
2
3 ζ
)
[1 +O(λ−1)].
As x→∞,
ρ(α, x) = x+ α log i+ o(1),
so (
ζ
α2 + x2
) 1
4
Ai
(
λ
2
3 ζ
)
∼ x
− 12
2pi
1
2
λ−
1
6 e−λ(x+α log i),
as x→∞. On the other hand,
Kλα(λx) ∼
( pi
2λx
) 1
2
e−λx,
as x→∞. Thus
c2(λ, α) = 2
1
2piλ−
1
3 eλα log i.

The Airy function has zeros only on the negative real axis, with the first at w ≈ −2.338.
For future reference we can thus note that
(2.10) Ai(w)  1, for |w| ≤ 2.33.
For large arguments we can use the well-known Airy function asymptotics [23, §4.4]. For
|argw| < pi − δ, we have the uniform estimate
(2.11) Ai(w) =
1
2pi
1
2
w−
1
4 e−ξ
[
1 +O(|ξ|−1)],
where ξ := 23w
3
2 , with the constant in the error term bounded by c(sin δ/2)−1. Most often
we will use this simply to estimate
(2.12) Ai(w)  〈w〉− 14 e−ξ, for |argw| < pi − δ.
We can extend this to the negative real axis using the identity
(2.13) Ai(w) = e
pii
3 Ai(e−
2pii
3 w) + e−
pii
3 Ai(e−
4pii
3 w).
From (2.11) this yields
(2.14) Ai(w) =
1
2pi
1
2
w−
1
4
(
exp(− 23w
3
2 ) + i exp( 23w
3
2 )
) [
1 +O(|w|− 32 )],
uniformly for argw ∈ [pi3 + δ, 5pi3 − δ].
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For the resulting estimates let us rescale ρ to
ψ(ν, λx) := λρ(α, x)
=
√
ν2 + λ2x2 + ν log
(
iλx
ν +
√
ν2 + λ2x2
)
.
(2.15)
Combining Proposition 2.1 with (2.11), (2.14), and Stirling’s formula yields the following:
Corollary 2.2. For arg ν ∈ [0, pi2 ], with λ, ν and ψ = ψ(ν, λx) sufficiently large, we have
(2.16) Iν(λx) =
1√
2pi
(ν2 + λ2x2)−
1
4 i−νeψ
[
1 +O(ψ−1) +O(λ−1) +O(ν−1)
]
.
Similarly, for arg(ν − iλx) ≤ pi2 − ε, corresponding to arg ζ ∈ [0, pi − δ],
(2.17) Kν(λx) =
√
pi
2
(ν2 + λ2x2)−
1
4 iνe−ψ
[
1 +O(ψ−1) +O(λ−1)
]
.
If arg(ν − iλx) ∈ [pi2 − ε, pi2 ], then (2.17) holds with the replacement
e−ψ  e−ψ + ieψ.
(Under this condition, Reψ ≤ 0, so the correction term is O(1) and will not affect upper
bounds for Kν .)
These estimates don’t apply near the ‘turning point’ of the transformed Bessel equation,
where ν = iλx and ψ = 0.
Corollary 2.3. For arg ν ∈ [0, pi2 ], suppose ν is close to iλx in the sense that |ψ| < c with
c sufficiently small. For x > 0 fixed, λ sufficiently large, we have
Iν(λx)  (λx)− 13 i−ν ,
Kν(λx)  (λx)− 13 iν .
(2.18)
Proof. To estimate near the turning point, suppose that α = ix+ η, and ν = λα as above.
For η sufficiently small and x > 0 we have
ρ  x− 12 η 32 .
This means ψ  λx− 12 η 32 , so that |ψ| ≤ c corresponds to |η| ≤ cλ− 23x 13 .
Consider the estimates of Proposition 2.1. Since ζ  x− 13 η, the assumption |ψ| ≤ c means
that the argument of the Airy functions, λ
2
3 ζ, is bounded near 0. Note that Ai(0) 6= 0, and
that
ζ
α2 + x2
 x− 43 ,
for η sufficiently small. The estimate on Kν(λx) then follows immediately from Proposi-
tion 2.1. For Iν(λx) we must also apply Stirling’s formula. This is justified for large λ since
|ψ| ≤ c implies |ν|  λ. 
In addition to the estimates given above for Iν , Kν with Re ν ≥ 0, we will need to be
able to control the ratio I−ν/Iν , which appears, for example, in the scattering matrix. We
can derive these from the results above using the identity
(2.19) I−ν(z) = Iν(z) +
2 sinpiν
pi
Kν(z).
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ψ
iλx
ν
Imψ ≤ 0
Reψ ≤ −b
Imψ ≥ 0
Reψ ≥ b
Figure 2. Regions for the estimates in Lemmas 2.4 and 2.5. The red zone
contains the non-trivial zeros of I−ν(λx).
To analyze the ratio I−ν/Iν , we note that using Proposition 2.1, with Stirling’s formula
applied to Γ(ν + 1) for large ν, implies
(2.20)
2 sinpiν
pi
Kν(λx)
Iν(λx)
= e
2pii
3 (1− e2piiν) Ai((
3
2ψ)
2/3)
Ai((− 32ψ)2/3)
[
1 +O(λ−1) +O(ν−1)
]
,
for λ sufficiently large. We first consider the estimates away from the zeros of I−ν(λx).
Lemma 2.4. For the estimates below we assume that arg ν ∈ [0, pi2 ] and λ > M , with M
large enough that the estimates from Proposition 2.1 apply, and that x > 0. There exist
constants δ > 0 and c > b > 0 such that:
(1) For either Reψ ≥ b or |ψ| < c,
(2.21)
I−ν(λx)
Iν(λx)
 1,
with constants that depend only on M , b, and c.
(2) For Imψ ≥ 0, Reψ ≤ −b and (for the lower bound) d(ν,N0) ≥ δ,
(2.22)
I−ν(λx)
Iν(λx)
 e−2ψ,
with constants that depend only on M , b and δ.
(3) For Imψ ≤ 0 (which occurs only when Reψ ≤ 0 also),
(2.23)
I−ν(λx)
Iν(λx)
 e−2ψ,
with constants that depend only on M and x.
Proof. (1) We can apply the Airy estimate (2.12) to (2.20) to obtain the bound,
(2.24)
2 sinpiν
pi
Kν(λx)
Iν(λx)
 e−2ψ,
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for λ ≥ M , Im ν ≥ 0, and |ν| ≥ 12 , with constants that depend on M and b. In this case,
for Reψ ≥ b with b & 0.4, (2.21) follows from (2.19). For |ν| < 12 , we can use the recurrence
relation Iν(z) = Iν+2(z) + 2z
−1(ν + 1)Iν+1(z) to move the estimates away from ν = 0 and
obtain the same result.
Near the turning point, i.e. with |ψ| < c, we note that Im ν  λx. In this case, (2.21)
follows from (2.20) and (2.10), provided c . 2.3.
(2) For d(ν,N0) ≥ δ and b > −(log sin δ)/2, the ratio (2.20) dominates the I−ν/Iν ratio
and (2.22) follows.
(3) The assumption on ψ corresponds to arg ζ ∈ [ 2pi3 , pi], and also guarantees that Im ν ≥
λx (see Figure 2). By (2.20) and (2.13) this implies
(2.25)
2 sinpiν
pi
Kν(λx)
Iν(λx)
=
(
−1 + epii3 Ai(e
2pii
3 ( 32ψ)
2/3)
Ai((− 32ψ)2/3)
)
[1 +O(λ−1)].
Thus by (2.19) we have
I−ν(λx)
Iν(λx)
= e
pii
3
Ai(e
2pii
3 ( 32ψ)
2/3)
Ai((− 32ψ)2/3)
[1 +O(λ−1)] +O(λ−1).
The estimate (2.23) now follows from (2.12). 
Lemma 2.4 leaves out a region where |ψ| ≥ c, Imψ ≥ 0 and |Reψ| ≤ b, as illustrated
in Figure 2. In this zone lower bounds are more delicate because it contains a non-trivial
portion of the zero set
Zλx := {ν : I−ν(λx) = 0} .
Lemma 2.5. Assume that arg ν ∈ [0, pi2 ] and λ > M , with M large enough that the estimates
from Proposition 2.1 apply, and that Imψ ≥ 0 and |Reψ| ≤ b. Then∣∣∣∣I−ν(λx)Iν(λx)
∣∣∣∣ ≤ CM,b.
If in addition we assume that d(ν,Zλx) ≥ 〈ν〉−β for some β > 0, then
log
∣∣∣∣I−ν(λx)Iν(λx)
∣∣∣∣ ≥ −cM,b,β |ν| log |ν| .
Proof. By the estimates in Lemma 2.4, we can see that for λ ≥M with M sufficiently large,∣∣∣∣I−ν(λx)Iν(λx)
∣∣∣∣  1,
for ν on the boundary of the region in question, with constants that depend only on M and
b. The upper bound follows immediately.
For the lower bound we apply the minimum modulus theorem in the form [19, Thm 1.11]
to f(ν) := Iν(λx)/I0(λx) (normalized so f(0) = 1). For η > 0 sufficiently small and m > 0
fixed, inside the disk |ν| ≤ mλ, but excluding a set of disks whose radii sum to at most
4mηλ, we have
(2.26) log
∣∣∣∣Iν(λx)I0(λx)
∣∣∣∣ > −(3 + log 32η
)
log
(
sup
|z|=2meλ
∣∣∣∣Iz(λx)I0(λx)
∣∣∣∣
)
.
Since
|Reψ(ν, λx)| = O(λ), for |ν| ≤ Cλ,
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we can apply Corollary 2.2 (or Corollary 2.3 in case 2me is close to 1) and (2.19) to deduce
that for any m > 0,
log |Iν(λx)| ≤ Cmλ, for |ν| ≤ 2meλ,
for λ sufficiently large. For the I0 term the standard Bessel function asymptotic gives
I0(λx) ∼ (2piλx)−1/2eλx. Combining these estimates with (2.26) thus gives a lower bound
(2.27) log |Iν(λx)| > −cm(1 + log η−1)λ,
for |ν| ≤ mλ, excluding a set of disks whose radii sum to at most 4mηλ.
Now we wish to apply the estimate to the region described in the lemma, in which |ν|  λ
and d(ν,Zλx) ≥ 〈ν〉−β . We can fix m independently of λ and choose η = κλ−β−1. For κ
sufficiently small, the hypotheses of (2.27) will be satisfied for all ν, λ in the region of interest.
For λ sufficiently large, the claimed lower bound then follows from (2.27), with the extra
log |ν| coming from the variable choice of η. 
2.3. Spectral operator estimates. We can now apply the estimates from §2.2 to the
formulas for the model resolvent, Poisson operator, and scattering matrix from §2.1. For
the resolvent, we only need estimates in the physical half-plane, Re s ≥ n2 .
Proposition 2.6. Suppose χ1, χ2 ∈ C∞0 (0, 1) are cutoff functions with disjoint supports
and σ ≥ 0. Then for Re(s− n2 ) ≥ ε, we have
‖χ1R0(s)χ2‖L(H0,Hσ) ≤ Cε,σ〈s〉−1+σ.
For 0 ≤ Re(s− n2 ) ≤ ε, with
∣∣s− n2 ∣∣ ≥ ε, we have
‖χ1R0(s)χ2‖L(H0,Hσ) ≤ Cε,σ〈s〉−
2
3+σ.
Proof. By a standard argument involving resolvent identities, it suffices to prove the esti-
mates for σ = 0 (see, e.g. [2, Lemma 9.8]).
The first bound depends only on the location of the spectrum, σ(∆0) = [
n2
4 ,∞). From
the spectral theorem and the fact that
d(s(n− s), σ(∆0)) =
{∣∣s− n2 ∣∣2 Re(s− n2 ) ≥ |Im s|
2
∣∣Re(s− n2 ) Im s∣∣ Re(s− n2 ) ≤ |Im s| ,
we find that
‖R0(s)‖ ≤ Cε〈s〉−1,
for Re s ≥ n2 + ε.
For the bound near the critical line we turn to the decomposition (2.3). Since the cut-
offs yield a smoothing operator with compactly supported coefficients, it suffices to obtain
pointwise estimates of the coefficients aλ. For x1 < x2 we have
(2.28) aλ(s;x1, x2) = 2
−1Γ(ν)Γ(1− ν)(x1x2)n2 Iν(λx1)
[
I−ν(λx2)− I−ν(λ)
Iν(λ)
Iν(λx2)
]
,
or, using (2.19),
(2.29) aλ(s;x1, x2) = (x1x2)
n
2 Iν(λx1)
[
Kν(λx2)− Kν(λ)
Iν(λ)
Iν(λx2)
]
.
The case where λ is bounded is easily dealt with. For |Re ν| ≤ ε we can apply (2.8)
directly in (2.28) to obtain
aλ(s;x1, x2) = O(〈Im s〉−1),
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for 0 ≤ λ ≤M .
For the rest of the proof we may assume that λ ≥M such that the estimates of Proposi-
tion 2.1 apply. First we consider the case away from the turning point. That is, we assume
|ν − iλx| ≥ cλ 13 for all of x = 1, x1 or x2. Then (2.16) and (2.17) directly in (2.29), giving
the estimate
|aλ(s;x1, x2)| ≤ C
∣∣ν2 + (λx1)2∣∣− 14 ∣∣ν2 + (λx2)2∣∣− 14
×
(
eRe[ψ(ν,λx1)−ψ(ν,λx2)] + eRe[ψ(ν,λx1)+ψ(ν,λx2)−2ψ(ν,λ)]
)
.
(2.30)
Since
∂xψ(ν, λx) =
√
ν2 + λ2x2
x
,
we observe that Reψ is an increasing function of x for Re ν ≥ 0. Thus the final expression
in (2.30) is O(1). Under these assumptions we conclude that
|aλ(s;x1, x2)| = O(〈Im s〉−1),
uniformly in λ.
If ν is near the turning point with respect to any of x = 1, x1, or x2, then we use the
corresponding estimates from 2.18 for those terms. In the worst case, we pick up an extra
factor of λ
1
3 from the turning point estimates. Since |ν|  λ near the turning points, the
resulting estimate is O(|ν|− 23 ). 
We turn next to estimates of the Poisson operator, which is quite straightforward in the
physical half-plane.
Proposition 2.7. For χ ∈ C∞0 (0, 1) and Re s ≥ n2 ,
µk(χE0(s)) ≤ Cec1〈s〉−c2k1/n .
The same estimate holds if χ is replaced by a radial differential operator with coefficients in
C∞0 (0, 1).
Proof. Since the cutoff depends only on x, the operator (χE0(s))
∗χE0(s) is diagonal with
respect to the eigenfunctions φλ, with eigenvalues given by
(2.31)
∫
|χ(x)bλ(s;x)|2 dx
xn+1
,
for λ2 ∈ σ(∆h). Up to a possible change of ordering, these values correspond with the set
of values of µk(χE0(s))
2.
To analyze the asymptotics, we set ν = s − n2 and use the conjugation symmetry to
restrict our attention to Im ν ≥ 0. From (2.5) we have the explicit formula,
(2.32) bλ(s;x) =
1
2ν
(
λ
2
)ν
Γ(1− ν)xn2
[
I−ν(λx)− I−ν(λ)
Iν(λ)
Iν(λx)
]
,
for λ > 0. For λ ≤M , we can deduce from (2.8) that
(2.33) bλ(s;x)  1
2ν
[
xn−s − xs] ,
uniformly for x ∈ suppχ. For λ = 0 this formula is exact by (2.5). Hence for Re s ≥ 0 and
0 ≤ λ ≤M , we have bλ(s;x) = O(1).
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Now assume λ > M with M large enough that Proposition 2.1 applies. Using (2.19) we
can write
(2.34) bλ(s;x) =
(λ/2)ν
Γ(ν + 1)
x
n
2
[
Kν(λx)− Kν(λ)
Iν(λ)
Iν(λx)
]
.
Assuming M is sufficiently large, Proposition 2.1 (along with Corollary 2.3 if either ψ(ν, λx)
or ψ(ν, λ) is close to zero) shows that the Kν(λx) term dominates in (2.34). The key point
is that x < 1 and Reψ(ν, λx) is a increasing function of x. Thus for λ > M we have
(2.35) |bλ(s;x)| ≤ C
∣∣∣∣ (iλ/2)νΓ(ν + 1)
∣∣∣∣ e−Reψ(ν,λx).
Applying Stirling’s formula then yields
(2.36) log |bλ(s;x)| ≤ Re
[
−ν log
(
2xν
ν +
√
ν2 + λ2x2
)
+ ν −
√
ν2 + λ2x2
]
+O(1).
If λx |ν| then this estimate reduces to
log |bλ(s;x)| ≤ −λx+O
(
|ν| log λx|ν|
)
.
Hence, for λ ≥ m |ν| with m sufficiently large, we have
log |bλ(s;x)| ≤ −cλ.
On the other hand, for λ < m |ν|, (2.36) clearly shows that
log |bλ(s;x)| = O(〈s〉).
The result follows from the formula (2.31) for the eigenvalues of (χE0(s))
∗χE0(s) and
the Weyl asymptotic for the values of λ2 ∈ σ(∆h).
To extend the estimates to include radial derivatives is a straightforward exercise using
(2.34) and the identities
∂xIν(λx) = λIν+1(λx) +
ν
x
Iν(λx),
∂xKν(λx) = −λKν+1(λx) + ν
x
Kν(λx)

The extension of Proposition 2.7 to the non-physical plane is complicated by the presence
of poles at the resonances. For this purpose it is most convenient to use the scattering matrix,
because the scattering matrix is already diagonalized.
Proposition 2.8. For Re s ≥ n2 , d(s, n−R0) ≥ 〈s〉−β, and d(s, n2 +N0) ≥ δ, with β, δ > 0,
we have
‖S0(n− s)‖ ≤ eC〈s〉 log〈s〉.
Proof. Since our Bessel asymptotics are restricted to Re ν ≥ 0, it is convenient to produce
a lower bound of S0(s) in the region Re s ≥ n2 and then exploit the symmetry S0(n− s) =
S0(s)
−1. Also, by the conjugation symmetry, S0(s) = S0(s), we are free to restrict our
attention to the quadrant arg ν ∈ [0, pi2 ].
Consider the eigenvalue
(2.37) [S0(n− s)]λ =
(
λ
2
)−2ν
Γ(ν)
Γ(−ν)
Iν(λ)
I−ν(λ)
.
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For λ ≤M , with M some fixed constant, the asymptotics are quite simple:
(2.38) [S0(n− s)]λ = −1 +O(ν−1),
for |ν| sufficiently large.
Assuming that λ > M with M sufficiently large, we can apply Lemmas 2.4 and 2.5 to
(2.37). For arg ν ∈ [0, pi2 ], d(ν,R0 − n2 ) ≥ |ν|−β , and d(ν,N0) ≥ δ, we have
(2.39)
∣∣∣∣ Iν(λ)I−ν(λ)
∣∣∣∣ 
{
eC〈ν〉 log〈ν〉 |Reψ| ≤ b, |ψ| ≥ c,
1 otherwise,
with constants that depend only on b, c, β, and δ. Using Stirling’s formula and the Euler
reflection formula, we find that
log
Γ(ν)
Γ(−ν) = 2ν log ν − (2 + ipi)ν +O(1),
for arg ν ∈ [0, pi2 ] with d(ν,Z) ≥ ε. The claimed estimate follows by applying these estimates
to (2.37). 
Using the standard identity
E0(n− s) = −E0(s)S0(n− s),
we can estimate
µk(χE0(n− s)) ≤ µk(χE0(s)) ‖S0(n− s)‖ .
Hence Propositions 2.7 and 2.8 together give us the:
Corollary 2.9. For χ ∈ C∞0 (0, 1) and Re s ≤ n2 , with d(s,R0) ≥ 〈s〉−β, and d(s, n2 −N0) ≥
δ,
µk(χE0(s)) ≤ Cec1〈s〉 log〈s〉−c2k1/n .
The same estimate holds if χ is replaced by a radial differential operator with coefficients in
C∞0 (0, 1).
3. Resonance order of growth
For an asymptotically hyperbolic manifold (X, g) with warped-product ends, the model
estimates of the previous section lead to growth estimate on the resonance counting function
Ng(t). The basic technique is the Fredholm determinant method of Melrose [21, 22], as
adapted to the hyperbolic setting by Guillope´-Zworski [16]. Indeed, the only real difference
in our proof from that of [16] lies in the model estimates proven in §2.
Let R0(s) denote the resolvent for the model end X0 = (0, 1]× Σ, as studied in §2. The
resonance set R0 was identified explicitly in (2.4), and we let N0(t) denote the corresponding
counting function. In Proposition 5.3 we will show that
(3.1) N0(t) ∼ c tn+1,
and compute the constant explicitly. The main goal of this section is to prove the following:
Proposition 3.1. Let (X, g) be a conformally compact manifold with asymptotically hyper-
bolic warped-product ends. Then the resonance counting function satisfies
Ng(t) = O((t log t)
n+1).
RESONANCE ASYMPTOTICS 15
The bound in Proposition 3.1 is not optimal and will be refined later in §5.
Choose smooth cutoff functions χk ∈ C∞0 (X), such that χk = 1 within K and within
X0, χk = 1 for r ≤ k and 0 for r ≥ k + 1. For some fixed s0 with Re s0 large we define the
parametrix
M(s) := χ2Rg(s0)χ1 + (1− χ0)R0(s)(1− χ1).
This satisfies
(3.2) (∆− s(n− s))M(s) = 1− L(s),
with the error term
L(s) := −[∆, χ2]Rg(s0)χ1 + [s(n− s)− s0(n− s0)]χ2Rg(s0)χ1
+ [∆, χ0]R0(s)(1− χ1).(3.3)
Note that χ3L(s) = L(s). Using this and applying the resolvent to (3.2), we can write
M(s)χ3 = Rg(s)χ3(1− L(s)χ3).
With the cutoff included, L(s)χ3 is a pseudodifferential operator of order −1 with com-
pactly supported coefficients. Thus, (L(s)χ3)
n+2 is a trace class operator and we can define
the Fredholm determinant
(3.4) D(s) := det
[
1− (L(s)χ3)n+2
]
.
From Vodev [26, Appendix], we obtain the following:
Lemma 3.2. The resonance set Rg (counted with multiplicities) is contained within the
union of the set of zeros of D(s) and n+ 2 copies of the set R0 ∪ {n2 }.
The proof of the Lemma is essentially identical to that of [2, Cor. 9.3].
Lemma 3.3. For β, δ > 0, suppose that d(s,R0) ≥ 〈s〉−β and d(s, n2 − N0) ≥ δ. Then for
ε > 0 sufficiently small we have
log |D(s)| ≤

C〈s〉n+1 for Re s− n2 ≥ ε,
C(〈s〉 log〈s〉)n+1 for Re s− n2 ≤ −ε,
C(〈s〉 log〈s〉)n+ 43 for ∣∣Re s− n2 ∣∣ ≤ ε.
Proof. To estimate the growth of D(s), we separate
L(s)χ3 = T0 + T1(s) + T2(s),
corresponding to the three terms on the right-hand side of (3.3). All terms are compactly
supported, and T2(s) is smoothing and therefore trace class.
By the argument for [16, Lemma 6.1], which uses the Weyl inequality for determinants
and the Fan inequalities for singular values, we can deduce the bounds,
|D(s)| ≤ det(1 + C0 |T0|n+2)k0 det(1 + C1 |T1(s)|n+2)k1 det(1 + C2 |T2(s)|)k2 ,
for some integers kj , j = 0, 1, 2. The first term is just a constant. To estimate the second
term, T1(s), we note that it is quadratic in s,
T1(s) = [s(n− s)− s0(n− s0)]χ2Rg(s0)χ1.
Thus, since χ2Rg(s0)χ1 has order −2, we have a bound on singular values,
µk(T1(s)) ≤ C〈s〉2k− 2n+1 .
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Thus
det
(
1 + C1 |T1(s)|n+2
) ≤ ∞∏
k=1
(
1 + C
( 〈s〉n+1
k
)γ)
,
where 2 < γ ≤ 3. We can thus estimate
log det
(
1 + C1 |T1(s)|n+2
) ≤ C ∫ ∞
1
log
(
1 + C
( 〈s〉n+1
x
)γ)
dx = O(〈s〉n+1).
Therefore, the proof comes down to a growth estimate on
det
(
1 + C2 |T2(s)|
)
,
where
T2(s) := [∆, χ0]R0(s)(χ3 − χ1).
From Proposition 2.6 we can use comparison to eigenvalues of the Laplacian on a compact
domain to deduce a bound,
µk(T2(s)) ≤ C min
{
k−2〈s〉2(n+1), 1
}
,
for Re(s− n2 ) ≥ ε. We can then apply the Weyl determinant estimate,
(3.5) log |det(1 + T )| ≤
∞∑
k=1
µk(T ),
to deduce
(3.6) log det
(
1 + C2 |T2(s)|
)
= O(〈s〉n+1).
(See e.g. the proof of [2, Lemma 9.12].) Similarly, for 0 ≤ Re(s− n2 ) ≤ ε (assuming ε < 1/6),
Proposition 2.6 yields
(3.7) log det
(
1 + C2 |T2(s)|
) ≤ C〈s〉n+ 43 .
To obtain bounds for Re(s− n2 ) ≤ 0, we appeal to the identity (see, e.g. [2, Lemma 9.4])
(3.8) det(1 + 2 |T2(n− s)|) ≤ det(1 + 2 |T2(s)|)2 det(1 + 2 |T2(s)− T2(n− s)|)2.
The first determinant on the right has already been dealt with. As for the second, we can
use the identity
(3.9) R0(s)−R0(n− s) = (2s− n)E0(s)E0(n− s)t,
to reduce this to a determinant involving
T2(s)− T2(n− s) = (2s− n)[∆, χ0]E0(s)E0(n− s)t(χ3 − χ1).
By Corollary 2.9, assuming d(s, n−R0) ≥ 〈s〉−β , and d(s, n2 + N0) ≥ δ, we find that
µk(T2(s)− T2(n− s)) ≤ Cec1〈s〉 log〈s〉−c2k1/n .
This time we use the Weyl determinant estimate in the form
|det(1 + T )| ≤ (1 + ‖T‖)m exp
( ∞∑
k=m+1
µk(T )
)
,
with m = (c1〈s〉 log〈s〉/c2)n. This yields
log det(1 + 2 |T2(s)− T2(n− s)|) = O((〈s〉 log〈s〉)n+1).
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By applying this estimate to the second factor in (3.8), and using (3.6) and (3.7) for the
first factor, we can thereby deduce that (3.7) holds for −ε ≤ Re(s− n2 ) ≤ 0 and (3.6) holds
for Re(s− n2 ) ≤ −ε with d(s,R0) ≥ 〈s〉−β , and d(s, n2 − N0) ≥ δ. 
Proof of Proposition 3.1. To complete the argument, let R0 denote the set of resonances of
X0. By the asymptotic (3.1), we can form the Weierstrass product,
H0(s) :=
∏
ζ∈R0
(
1− s
ζ
)
exp
[
s
ζ
+ · · ·+ 1
n+ 1
(
s
ζ
)n+1]
.
Lindelo¨f’s Theorem (see e.g. [1, Thm. 2.10.1]) shows that the associated entire function
g0(s) = H0(s)H0(e
ipi/(n+1)s),
is of finite type, so that
(3.10) log |g0(s)| ≤ C〈s〉n+1.
From (3.3) we can see the poles of D(s) are contained within some finite number of copies
of R0. Hence, for some N > 0, the function h(s) := g0(s)ND(s) will be entire. Using (3.10)
we can apply the bounds from Lemma 3.3 to h(s). And since h(s) is entire, we can use
the maximum modulus theorem to fill in the missing disks around R0 and n2 −N0, and the
Phragme´n-Lindelo¨f theorem to extend the stronger bound into the strip at Re s = n2 . The
result is that
log |h(s)| ≤ C(〈s〉 log〈s〉)n+1,
for all s ∈ C. Since, by Lemma 3.2, the zero set of h(s) contains Rg, the counting estimate
follows from Jensen’s formula. 
4. Poisson formula
To establish the Poisson formula for resonances, we need to introduce the relative scat-
tering determinant. Let Sg(s) and S0(s) denote the scattering matrices associated to (X, g)
and the background manifold (X0, g0), respectively. By (3.2) we have the relation
(4.1) M(s) = Rg(s)−Rg(s)L(s),
from which we can derive, by taking boundary limits on the right and left, that
(4.2) S0(s) = Sg(s)− (2s− n)Eg(s)t[∆, χ0]E0(s).
This shows in particular that Sg(s)S0(s)
−1 − 1 is smoothing and hence trace class on Σ.
Thus we can define the relative scattering determinant,
τ(s) := detS0(s)
−1Sg(s).
By the order bound of Proposition 3.1, we can define the Weierstrass product
Hg(s) :=
∏
ζ∈Rg
(
1− s
ζ
)
exp
[
s
ζ
+ · · ·+ 1
n+ 1
(
s
ζ
)n+1]
,
and we recall that H0(s) was defined as the corresponding product over R0.
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Proposition 4.1. The relative scattering determinant admits a Hadamard factorization of
the form
(4.3) τ(s) = eq(s)
Hg(n− s)
Hg(s)
H0(s)
H0(n− s) ,
with q(s) a polynomial of order at most n+ 1.
Proof. To work out the divisor of τ(s), we can appeal to the theory developed by Gohberg-
Sigal [9, §4–5] to deduce that
Resζ
τ ′
τ
(s) = tr Resζ
[
S′g(s)Sg(s)
−1]− tr Resζ [S′0(s)S0(s)−1] .
Letting mg(ζ) denote the multiplicity of a resonances at ζ, we have the relation
(4.4) − tr Resζ
[
S′g(s)Sg(s)
−1] = mg(ζ)−mg(n− ζ) +∑
k∈N
(
1n/2−k(ζ)− 1n/2+k(ζ)
)
dk,
where dk is the dimension of the kernel of the k-th conformal Laplacian on (Σ, h). This result
is due to Guillarmou [12] (with earlier partial results by [6, 10, 17], and with a restriction
that was later removed in [14]).
Since the dk cancel between the Sg(s) and S0(s) terms, we obtain
Resζ
τ ′
τ
(s) = mg(n− ζ)−mg(ζ) +m0(ζ)−m0(n− ζ).
This proves the claimed formula with q(s) an entire function. It remains to show that q(s)
is a polynomial with the claimed order.
Using the parametrix formula (3.2) and the fact that χ3L(s) = L(s) we can rewrite the
identity (4.1) as
M(s) = Rg(s)−M(s)(1− L(s)χ3)−1L(s).
The corresponding scattering matrix identity is
S0(s) = Sg(s)− (2s− n)E0(s)t(1− χ1)(1− L(s)χ3)−1[∆, χ0]E0(s).
The relative scattering matrix is thus given by
(4.5) τ(s) = det
(
1− (2s− n)E0(n− s)t(1− χ1)(1− L(s)χ3)−1[∆, χ0]E0(s)
)
.
The L(s)χ3 term we write as
(1− L(s)χ3)−1 =
(
1 + L(s)χ3 + (L(s)χ3)
2
) (
1− (L(s)χ3)3
)−1
.
Using Proposition 2.6, the identity (3.9), and Corollary 2.9, we have∥∥1 + L(s)χ3 + (L(s)χ3)2∥∥ = O(eC〈s〉).
Since (L(s)χ3)
3 is trace class we can use a resolvent estimate from Gohberg-Krein [8] to
obtain the estimate ∥∥(1− L(s)χ3)−1∥∥ ≤ det(1 + |L(s)χ3|3)
D(s)
,
where D(s) is the determinant (3.4). Lemma 3.3 gives the upper bound
log |D(s)| = O
(
(〈s〉 log〈s〉)n+ 43
)
,
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for d(s,R0) ≥ 〈s〉−β and d(s, n2 − N0) ≥ δ. We can clearly derive the same estimate for
log det(1 + |L(s)χ3|3) by the same argument. The minimum modulus theorem [25, 8.7.1]
shows that if we assume that β > n + 4/3, then the upper bound for D(s) implies a lower
bound
− log |D(s)| = O(〈s〉n+ 43+ε),
for ε > 0, d(s,R0) ≥ 〈s〉−β and d(s, n2 − N0) ≥ δ. So our estimate becomes
(4.6)
∥∥(1− L(s)χ3)−1∥∥ ≤ eC〈s〉m ,
for m > n+ 43 and d(s,R0) ≥ 〈s〉−β and d(s, n2 − N0) ≥ δ.
Returning to (4.5), after combining (4.6) with the singular values estimates for the E0(s)
terms from Corollary 2.9, we can use the Weyl determinant estimate to deduce that
log |τ(s)| = O(〈s〉(n+1)m),
for m > n+ 43 and d(s,R0) ≥ 〈s〉−β and d(s, n2 −N0) ≥ δ. This implies at least that q(s) is
polynomial, although with an order bound much higher than claimed.
Once q(s) is known to be polynomial, it suffices to estimate its growth in a sector.
Proposition 5.5 gives a sharp estimate on the growth of log τ(s) for
∣∣arg(s− n2 )∣∣ ≤ pi2 − ε,
which shows in particular that q(s) has order at most n+ 1. 
The Poisson formula follows from Proposition 4.1, by essentially the same analysis devel-
oped for the surface case by Guillope´-Zworski [17]. (See also the versions of this argument
in [2, 3].) The crucial step is a Birman-Krein type formula that relates the derivative of the
scattering determinant to the 0-traces of the spectral measures,
(4.7) − ∂s log τ(s) = (2s− n)
(
0-tr[Rg(s)−Rg(n− s)]− 0-tr[R0(s)−R0(n− s)]
)
.
In the present context this follows immediately from a result of Guillarmou [13, Thm. 3.10],
which shows that each 0-trace on the right is given by the Konsevich-Vishik trace of the
logarithmic derivative of the corresponding scattering matrix. When we take the difference
of these two formal traces, we recover the actual trace of the logarithmic derivative of the
relative scattering matrix.
The traces on the right in (4.7) are the Fourier transforms of regularized wave traces.
Proposition 4.1 gives an explicit formula for the left-side and shows that it is a tempered
distribution. Taking the Fourier transform of (4.7) (as in [3, Thm 1.2], for example), yields
the proof of the Poisson formula stated in Theorem 1.1.
Finally we consider the asymptotics of the scattering phase,
(4.8) σ(t) :=
i
2pi
log τ(n2 + it),
with branches chosen so that σ(t) is continuous. By the properties of the scattering matrix,
σ(t) is a real-valued odd function of t ∈ R. Using the analysis of the big singularity of the
wave traces at t = 0, developed in the asymptotically hyperbolic case by Joshi-Sa´ Barreto
[18], and the method from Guilope´-Zworski [17, Thm .1.5], we can derive the:
Corollary 4.2. Assume (X, g) is asymptotically hyperbolic metric with warped-product
ends, with core K. As t→ +∞,
σ(t) = WKt
n+1 +O(tn),
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where WK is the Weyl constant
WK :=
(4pi)−
n+1
2
Γ(n+32 )
Vol(K, g).
As a final remark, we note that because the Poisson formula Theorem 1.1 includes the
resonances of the background metric g0, it does not lead to a lower bound for resonances
along the lines of [17] or [3]. The technique used in those arguments, based on the big
singularity of the wave trace at t = 0, would produce a lower bound only for the sum
Ng(t)+Ng0(t), as in [5, Cor. 3.2]. Since we already know that Ng0(t) saturates the resonance
bound, by the Weyl law on Σ, this unfortunately yields no lower bound for Ng(t).
5. Sharp upper bounds
In this section we will refine the crude counting estimate of Proposition 3.1 into the proof
of Theorem 1.2. The first step is to compute the asymptotic constant for the counting
function of the model case (X0, g). This amounts to counting zeros of Bessel functions, a
similar argument to a calculation of Stefanov [24].
Proposition 4.1 shows how the divisor of the relative scattering determinant τ(s) is de-
termined by the resonance sets Rg and R0. Using a contour integral as in [4, Prop. 3.2], we
obtain the formula:
Proposition 5.1. As a→∞,∫ a
0
Ng(t)−N0(t)
t
dt = 2
∫ a
0
σ(t)
t
dt+
1
2pi
∫ pi
2
−pi2
log
∣∣τ(n2 + aeiθ)∣∣ dθ +O(log a).
The asymptotic for the scattering phase σ(t) was given in Corollary 4.2. Hence for the
application of Proposition 5.1 we must establish the asymptotic for N0(t) and estimate |τ(s)|
for Re s ≥ n2 .
5.1. Asymptotic counting for the model space. The resonances of the model space
were identified explicitly in (2.4) as zeros of Iν(λ), where ν := s− n2 and λ2 ∈ σ(∆h). In this
subsection we will use the Bessel function asymptotics from §2.2 to work out the constant
in the asymptotic that we claimed for the model space counting function N0(r) in (3.1).
Since our Bessel function asymptotics assume that Re ν ≥ 0, we will study the zeros
through the reflection formula,
(5.1) I−ν(λ) = Iν(λ) +
2 sinpiν
pi
Kν(λ).
There are two distinct sources of zeros of I−ν(λ). For |ν|  λ, the Kν(λ) term is dominant
in (5.1). Thus I−ν(λ) has some zeros which are perturbations of the integer points where
sinpiν = 0. We refer to these as ‘trivial’ zeros, as they are quite easy to count. Note that
because the trivial zeros are perturbations of simple zeros, and the zero set of I−ν(λ) has a
conjugation symmetry, the trivial zeros must remain on the real axis. They can never occur
precisely at an integer, however, since I−k(z) = Ik(z) for k ∈ Z, which is strictly positive
for z > 0.
The ‘non-trivial’ zeros of I−ν(λ) occur within the red zone shown in Figure 2 (and its
reflection by conjugation). Within this zone and away from the real axis, the approximation
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Figure 3. The curve γ containing the solutions of (5.4).
(2.25) is valid, and the zeros are approximately given by solutions of the equation
(5.2) Ai
(
e
2pii
3 ( 32ψ)
2/3
)
= 0,
where ψ = ψ(ν, λ), as defined in (2.15). Recall that ψ(ν, λ) = λρ(α), where ν = λα and
(5.3) ρ(α) :=
√
α2 + 1 + α log
(
i
α+
√
α2 + 1
)
.
Within the red zone the corresponding values of ψ are close to the positive imaginary axis.
Hence we can apply the approximation (2.14) to (5.2) to obtain the simpler equation
(5.4) cosh
(
λρ(α)− ipi4
)
= 0.
We will count the solutions to (5.4) that lie on
γ :=
{
α : Re ρ(α) = 0, Im ρ(α) ≥ 0},
and then relate the corresponding counting function to N0(r). The curve γ is shown in
Figure 3. Note that the actual resonance lines in Figure 1 are well approximated by the
reflections of γ across the imaginary axis, scaled by the square roots λ of the eigenvalues.
Let WΣ denote the Weyl constant for the compact manifold, (Σ, h):
WΣ :=
Vol(Σ, h)
Γ(n2 + 1)(4pi)
n/2
,
so that
#
{
λ2 ∈ σ(∆h) : λ ≤ r
} ∼WΣ · rn.
Lemma 5.2. Let M(r; θ1, θ2) denote the number of zeros of (5.4) for |ν| ≤ r, arg ν ∈
[θ1, θ2), and λ
2 ∈ σ(∆h)\{0}. For 0 ≤ θ1 < θ2 ≤ pi2 this count satisfies the asymptotic
(5.5) M(r; θ1, θ2) =
nWΣ
(n+ 1)pi
rn+1
∫
γ|[θ1,θ2]
|ρ′(α)|
|α|n+1 |dα|+O(r
n),
where γ is parametrized by θ = argα.
Proof. For any λ the zeros of (5.4) with Reα > 0 lie on the curve γ. Note that the
zeros of (5.4) with Reα = 0 are not included in the count M(r; θ1,
pi
2 ). As an alternative
parametrization of γ, define γ˜(t) implicitly by
ρ(γ˜(t)) = ipit,
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for t ∈ [0, α0/2]. The constant α0 ≈ 1.509 is the value of α at which the curve γ intersects
the real axis. This determines the range of t since ρ(α0) =
ipi
2 α0.
For 0 ≤ θ1 < θ2 ≤ pi2 , let t1 and t2 be the corresponding parameters so that γ(θj) = γ˜(tj).
For fixed λ, the number of zeros of (5.4) with argα ∈ [θ1, θ2) is given exactly by the number
of points in λ(t2, t1] ∩ (N− 14 ). We can thus estimate the number of zeros in this range as
(5.6) λ(t1 − t2) +O(1),
where the error term is bounded by ±1.
Now consider the full count, summed over λ. The number of λ’s for which γ intersects
{|α| ≤ r/λ} is O(rn) by the Weyl law, so that by applying (5.6) for each λ and summing
the errors we obtain
(5.7) M(r; θ1, θ2) = M˜(r; θ1, θ2) +O(r
n),
where
M˜(r; θ1, θ2) :=
∑
λ
λ `
(
γ˜−1
[
γ|[θ1,θ2] ∩ {|α| ≤ rλ}
])
.
Fix some θ and small ∆θ, and define t and ∆t by γ˜(t) = γ(θ) and γ˜(t−∆t) = γ(θ+ ∆θ).
Then we can estimate∣∣∣∣∣∣M˜(r; θ, θ + ∆θ)−
∑
λ|γ(θ)|≤r
λ∆t
∣∣∣∣∣∣ ≤
∑
r/|γ|max≤λ≤r/|γ|min
λ∆t,
where the extrema of |γ| are taken over the sector argα ∈ [θ, θ+ ∆θ]. Since |γ|max − |γ|min
is bounded by c∆θ, the Weyl law implies that the number of terms in the sum on the right
hand side of the above inequality is O(rn∆θ). Hence we can write
M˜(r; θ, θ + ∆θ) =
∑
λ≤r/|γ(θ)|
λ∆t +O(rn+1∆t∆θ).
By the Weyl law, ∑
λ≤r/|γ(θ)|
λ =
nWΣ
n+ 1
(
r
|γ(θ)|
)n+1
+O(rn).
Since |∆t| ≤ c |∆θ|, we conclude
(5.8) M˜(r; θ, θ + ∆θ) =
nWΣ
n+ 1
(
r
|γ(θ)|
)n+1
∆t+O(rn∆t) +O(rn+1(∆θ)2)
We now pass to an integral over θ and derive an estimate for M˜(r; θ1, θ2) from (5.8).
Then from (5.7) we obtain
M(r; θ1, θ2) =
nWΣ
n+ 1
rn+1
∫
γ|[θ1,θ2]
dt
|γ|n+1 +O(r
n).
The final step is to note that (ρ ◦ γ˜)′(t) = ipi, so that the change of variables from t to
arclength is accounted for by introducing a factor of |ρ′| /pi. 
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Proposition 5.3. The resonance counting function N0 for the model space X0 satisfies the
asymptotic
(5.9) N0(r) =
[
2nWΣ
(n+ 1)pi
∫
γ
|ρ′(α)|
|α|n+1 d |α|+
WΣ
n+ 1
α−n0
]
rn+1 +O
(
rn+
1
3
)
,
where WΣ is the Weyl constant for (Σ, h), γ = {α : Re ρ(α) = 0, Im ρ(α) ≥ 0}, and α0 is
the real solution to Re ρ(α) = 0.
Proof. From Lemma 2.4 we know that the non-trivial zeros of I−ν(λ) in Im ν ≥ 0 and for λ
sufficiently large are contained in the region
Sλ,b = {arg ν ∈ [0, pi2 ] : Imψ ≥ 0, |Reψ| ≤ b}.
From Corollary 2.2 and (2.19) we deduce that for ψ and λ sufficiently large we have
(5.10)
I−ν(λ)
Iν(λ)
− (1 + ie−2ψ) = ie−2ψ[O(ψ−1) +O(λ−1)− e2ipiν],
for ν  λ. Note that the zeros of the function
1 + ie−2ψ = 2e−ψ+i
pi
4 cosh
(
ψ − ipi4
)
,
in (5.10) correspond precisely to the solutions of (5.4).
We will now prepare to apply Rouche´’s theorem to the functions on the left hand side of
(5.10). Let νλ,m denote the solution of (5.4) for which
ψ(νλ,m) = ipi(m− 14 ),
with m ∈ N ∩ [ 14 , 14 + λα02 ]. Define γλ,m to be the contour obtained from the lines
{Reψ = b}, {Reψ = −b}, {Imψ = pi(m− 34 )}, {Imψ = pi(m+ 14 )},
in the ν-plane. Then each νλ,m lies within γλ,m, and further we have that on γλ,m∣∣e−2ψ∣∣ ≤ β ∣∣1 + ie−2ψ∣∣ ,
where the constant β depends only on b.
In order to control the right hand side of (5.10) we define for some σ, τ > 0 the region
Γσ,τ :=
{
ν : Im ν ≥ τ, Re ν ≥ σ(Im ν)1/3
}
.
Recalling from the proof of Corollary 2.3 that for some small δ
ψ  λ− 12 (ν − iλ) 32 for |ν − iλ| < δλ,
we see that by letting both σ and τ be large enough, (5.10) yields∣∣∣∣I−ν(λ)Iν(λ) − (1 + ie−2ψ)
∣∣∣∣ < 1β ∣∣e−2ψ∣∣ ,
on Sλ,b ∩ Γσ,τ for λ sufficiently large.
Rouche´’s theorem now implies that for λ sufficiently large, I−ν(λ) has exactly one zero
within every γλ,m that is contained in Γσ,τ . Also, there are no other zeros since the contours
γλ,m cover the regions Sλ,b. The diameters of the γλ,m are O(λ
1/3) with a constant that
depends only on b. Consequently,
#
{
ζ ∈ R0 :
∣∣ζ − n2 ∣∣ ≤ r, −ζ ∈ Γσ,τ} ≤M(r + cr1/3; 0, pi2 ) +O(rn).
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After noting that M(r − cr1/3; θ1, θ2) provides a lower bound for all 0 < θ1 < θ2 < pi2 , we
conclude
(5.11) #
{
ζ ∈ R0 :
∣∣ζ − n2 ∣∣ ≤ r, −ζ ∈ Γσ,τ} = M(r; 0, pi2 ) +O(rn+ 13 ).
For each λ that is sufficiently large, the number of zeros of I−ν(λ) in Sλ,b − Γσ,τ is
uniformly bounded by a constant depending only on σ and on τ . This shows that the
number of non-trivial zeros of I−ν(λ) with |ν| ≤ r, arg ν ∈ [0, pi2 ], and ν /∈ Γσ,τ , is O(rn).
Therefore
#
{
ζ ∈ R0 :
∣∣ζ − n2 ∣∣ ≤ r, Im ζ 6= 0} = 2M(r; 0, pi2 ) +O(rn+ 13 ).
It remains to show that the contribution of the trivial zeros to the counting function is
given by the second term in the constant claimed in (5.9). There is a positive constant c
such that for λ sufficiently large and real ν ≥ λ(1− ε)α0 we have
I−ν(λ) =
2
pi
Kν(λ)
(
sinpiν +O
(
e−2c(ν−λα0)
))
.
Hence
#
{
ζ ∈ R0 :
∣∣ζ − n2 ∣∣ ≤ r, Im ζ = 0} = ∑
λ:λα0≤r
(r − λα0) +O(1).
This expression is easily estimated using the Weyl law for {λ}. We conclude that
(5.12) #
{
ζ ∈ R0 :
∣∣ζ − n2 ∣∣ ≤ r, Im ζ = 0} = WΣn+ 1α−n0 rn+1 +O(rn).

From the proof of Proposition 5.3 we observe that in the model case we have a resonance-
free region with boundary given by a cube-root: for some small σ,
R0 ∩
{
s ∈ C : Re(s− n2 ) ≥ −σ |Im s|1/3
}
= ∅.
5.2. Estimate of the scattering determinant. The goal of this section is to find an
upper bound for log |τ(s)| with s in a sufficiently big subset of {Re s > n2 , Im s ≥ 0}.
For some small η > 0, let xj = 1 − ηj for j = 0, 1, 2, 3. We choose cutoff functions
χj ∈ C∞((0, 1]) so that χj(x) = 1 for x ≥ xj and χj(x) = 0 for x ≤ xj+1. With the
model Poisson operator E0(s) defined as in §2.1.2, we can express the relative scattering
determinant as
τ(s) = det
(
1 + (2s− n)E0(s)t[∆0, χ2]R(s)[∆0, χ1]E0(n− s)
)
.
Since the derivations of this identity and of Lemma 5.4 follow [4, Lemmas 4.1 and 5.2]
closely, we omit the details.
Lemma 5.4. For Re s ≥ n2 with d(s(n− s), σ(∆g)) ≥ ε, the relative scattering determinant
can be estimated by
(5.13) log |τ(s)| ≤
∑
λ2∈σ(∆h)
log
(
1 + Cκλ(s)
)
,
where
κ2λ(s) = |2s− n|2
∫ x1
x2
x−(n+1)|bλ(n− s, x)|2 dx
∫ x2
x3
x−(n+1)|bλ(s, x)|2 dx,
with the coefficients bλ(s;x) as defined in (2.5), and where the constant C depends only on
η and ε.
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Using the identity
E0(s) = −E0(n− s)S0(s),
we find
(5.14) κλ(s) ≤
∣∣∣∣ Iν(λ)I−ν(λ)
∣∣∣∣ ∣∣∣∣ ν (λ2)−2ν Γ(ν)Γ(−ν)
∣∣∣∣ ∫ x1
x3
x−(n+1) |bλ(s, x)|2 dx,
for k > 0. Define the following set of radii a, for which the corresponding circles stay away
from the zeros of the scattering matrix in the sense of Proposition 2.8.
Λ :=
{
a ∈ R+ : min
θ
d(aeiθ, n2 −R0) ≥ 〈a〉−β , d(a,N0) ≥ δ
}
,
where β > n+ 1 and δ > 0. Then, for |ν| ∈ Λ, we have control of Iν/I−ν(λ) by (2.39). The
requirement for Lemma 5.4, that d(s(n− s), σ(∆g)) ≥ ε, will be satisfied if |θ| ≤ pi2 − εa−2
for ν = aeiθ with a sufficiently large. Under these two restrictions we obtain:
Proposition 5.5. For a ∈ Λ we have
log
∣∣τ(n2 + aeiθ)∣∣ ≤ B(θ)an+1 + o(an+1),
uniformly for |θ| ≤ pi2 − εa−2, with
B(θ) := 2nWΣ
∫ ∞
0
[−Re ρ(xei|θ|)]+
xn+2
dx,
where WΣ is the Weyl constant for ∆h and [·]+ denotes the positive part.
Proof. We again use the conjugation symmetry to restrict our attention to Im ν ≥ 0. For
λ > M , where M is the constant from Lemma 2.4, (2.35) and (5.14) give
(5.15) κλ(s) ≤ C e−2λRe ρ(α,x3)gλ(ν),
where ν = s− n2 and α := νλ as always, and
gλ(ν) :=
∣∣∣∣ Iν(λ)I−ν(λ)
∣∣∣∣ .
Given ν = aeiθ, we split the sum (5.13) (minus the λ = 0 term) according to the sign
of Re ρ( νλ , x3). The sum over λ with Re ρ(α, x3) < 0 is finite and we further divide it into
contributions from the Poisson kernel and from the scattering matrix. Since the terms in
the sum (5.13) with λ ≤M are O(a) (for λ > 0 by (2.37), (2.38) and (2.33)), we have
log |τ(s)| ≤ ΣL + ΣP + ΣS +O(a),
where
ΣL :=
∑
λ>0: Re ρ(α,x3)≥0
log
(
1 + Ce−2λRe ρ(α,x3)gλ(ν)
)
,
ΣP :=
∑
λ>0: Re ρ(α,x3)<0
2λRe[−ρ(α, x3)],
ΣS :=
∑
λ>0: Re ρ(α,x3)<0
log(1 + Cgλ(ν)).
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Let us now index the spectrum {λ > 0} by λk, k ∈ N. Define the constant ω = W−1/nΣ ,
so that λk ∼ ωk1/n by Weyl’s law. Recall that Re ρ(α, x) is monotonically increasing in x,
and define the function A(θ) and the constants q,Q > 0 by
Re ρ(A(θ)eiθ, x3) = 0, qωk
1/n ≤ λk ≤ Qωk1/n.
First we show that ΣL contributes only of lower order. For a sufficiently large, the factors
gλ(ν) in ΣL are bounded by Lemma 2.4, and therefore we have
ΣL ≤ C
∑
exp
(−2λk[Re ρ(α, x3)]+)
for a sufficiently large, where the sum is for k from b( aQωA(θ) )nc to ∞. The monotonicity in
x of Re ρ(α, x) yields
ΣL ≤ C
∑
exp
(−2[Re ρ(aeiθ, qωk1/nx3)]+).
Switching to an integral over k and substituting x = a
ωk1/n
, we find
ΣL ≤ Can
∫ QA(θ)
0
1
xn+1
exp
(
−2a
x
[Re ρ
(
xeiθ, qx3
)
]+
)
dx+O(1).
Since ρ(0, qx3) > 0, the integral exists, and the fact that the integrand is decreasing in a
shows that ΣL = O(a
n).
For an estimate of ΣP , define numbers µk with λk = (1 + µk)ωk
1/n for all k. Then
2λk[−Re ρ(α, x3)]+ = 2ωk1/n
[−Re ρ( a
ωk1/n
eiθ, (1 + µk)x3
)]
+
.
The number of µk with absolute value greater than η/x3 is finite and independent of a. The
corresponding terms in the sum ΣP are O(a). For all other k we have (1+µk)x3 ≥ x3−η =:
x4 and hence, by monotonicity of Re ρ and letting x =
a
ωk1/n
as above,
ΣP ≤
∑
2ωk1/n[−Re ρ(xeiθ, x4)]+ +O(a),
where the sum is for k from 1 to d( aqωA(θ) )ne. Switching to the corresponding integral over
x, we find
ΣP ≤ 2n
ωn
∫ ∞
0
[−Re ρ(xeiθ, x4)]+
xn+2
dx · an+1 +O(a).
With a simple change of variables we can scale the x4 out of the integral, yielding
(5.16) ΣP ≤ x−n4 B(θ)an+1 +O(a).
The number of terms in the sum ΣS is, as for ΣP , less than d( aqωA(θ) )ne. Most of them are
bounded by Lemma 2.4, and Lemma 2.5 states that the remaining terms, those for which ν
is in the ’red zone’ of Figure 2, are O(a log a) for a ∈ Λ. More precisely:
(5.17) ΣS ≤ O(an) +K(ν) c a log a (a ∈ Λ),
where, with b being the constant from Lemma 2.4,
(5.18) K(ν) = #
{
k > 0 : Imψ(ν, λk) ≥ 0, |Reψ(ν, λk)| ≤ b}.
Now suppose that for fixed ν we have µ1, µ2 with
Reψ(ν, µ1) = −b, Reψ(ν, µ2) = +b,
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where the condition on µ1 is replaced by Imψ(ν, µ1) = 0 for small arg ν. We observe that
K(ν) is given by the number of eigenvalues λk between µ1 and µ2. Since the width of the
region
{ν : |Reψ(ν, µ)| ≤ b, Imψ(ν, µ) ≥ 0}
in the ν-plane is O(µ1/3) uniformly in θ = arg ν, we can estimate
K(ν) ≤WΣ
((
a
|γ(θ)| + ca
1/3
)n
−
(
a
|γ(θ)| − ca
1/3
)n)
+O(an−1).
This shows K(ν) = O(an−2/3), and by (5.17) we obtain ΣS = O(an+1/3 log a).
We conclude
log
∣∣τ(n2 + aeiθ)∣∣ ≤ x−n4 B(θ)an+1 + Cε,η an+1/3 log a,
where the constant might blow up as η → 0. This gives
lim sup
a→∞
[
log
∣∣τ(n2 + aeiθ)∣∣
an+1
−B(θ)
]
≤ (x−n4 − 1)B(θ),
which, by letting x4 → 1, completes the proof. 
5.3. Completing the sharp estimate.
Proof of Theorem 1.2. With the asymptotics of the scattering phase, as stated in Corollary
4.2, the relative counting formula from Proposition 5.1 becomes
(n+ 1)
∫ a
0
Ng(t)−N0(t)
t
dt = 2WKa
n+1 +
n+ 1
2pi
∫ pi
2
−pi2
log
∣∣τ(n2 + aeiθ)∣∣ dθ + o(an+1).
We can then apply the asymptotic for N0(t) from Proposition 5.3 and the scattering de-
terminant estimate from Proposition 5.5. Comparing the result to (1.4) shows that for
Theorem 1.2 it remains to show that the contribution of∫
pi
2−εa−2≤|θ|≤
pi
2
log
∣∣τ(n2 + aeiθ)∣∣ dθ,
is of lower order. If we assume a ∈ Λ then by the Hadamard factorization (4.3) of τ and the
Minimum Modulus Theorem [25, Thm. 8.71], we have the estimate∣∣τ(n2 + aeiθ)∣∣ ≤ C exp (an+1+),
for any  > 0, provided β > n+ 1 in the definition of Λ. This implies∫
pi
2−εa−2≤|θ|≤
pi
2
log
∣∣τ(n2 + aeiθ)∣∣ dθ = O(an−1+),
which suffices to complete the proof. 
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