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Abstract
The width of the broad emission lines in quasars is commonly characterized by either the FWHM or the square root
of the second moment of the line proﬁle (σline) and used as an indicator of the virial velocity of the broad-line
region (BLR) in the estimation of black hole (BH) mass. We measure FWHM and σline for Hα, Hβ, and Mg II
broad lines in both the mean and rms spectra of a large sample of quasars from the Sloan Digital Sky Survey
Reverberation Mapping project. We introduce a new quantitative recipe to measure σline that is reproducible, is less
susceptible to noise and blending in the wings, and scales with the intrinsic width of the line. We compare the four
deﬁnitions of line width (FWHM and σline in mean and rms spectra, respectively) for each of the three broad lines
and among different lines. There are strong correlations among different width deﬁnitions for each line, providing
justiﬁcation for using the line width measured in single-epoch spectroscopy as a virial velocity indicator. There are
also strong correlations among different lines, suggesting that alternative lines to Hβ can be used to estimate virial
BH masses. We further investigate the correlations between virial BH masses using different line width deﬁnitions
and the stellar velocity dispersion of the host galaxies and the dependence of line shape (characterized by the ratio
FWHM/σline) on physical properties of the quasar. Our results provide further evidence that FWHM is more
sensitive to the orientation of a ﬂattened BLR geometry than σline, but the overall comparison between the virial
BH mass and host stellar velocity dispersion does not provide conclusive evidence that one particular width
deﬁnition is signiﬁcantly better than the others.
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1. Introduction
Measuring black hole (BH) masses in quasars is of critical
importance to most studies of supermassive BHs. The primary
method to measure BH masses is the reverberation mapping
(RM; e.g., Blandford & McKee 1982; Peterson 1993), where
the time lag τ between the continuum and broad emission line
variability provides a measurement of the characteristic size of
the broad-line region (BLR), i.e., R=cτ. Assuming that the
BLR is virialized, a virial BH mass can be computed using the
broad-line velocity width W as an indicator of the virial
velocity: =M f W R
GBH
2
, where f is the dimensionless virial
coefﬁcient that accounts for the geometry and kinematics of the
BLR. Local RM results have discovered a remarkable
correlation between the size of the BLR and the luminosity
of the active galactic nucleus (AGN), known as the R−L
relation (e.g., Kaspi et al. 2000; Bentz et al. 2013), which was
subsequently utilized to develop the single-epoch virial BH
mass estimators that allow the estimation of a BH mass using a
single spectrum (e.g., Vestergaard & Peterson 2006; Shen
2013).
The only directly measured quantity used in the virial BH
mass estimation is the width of the broad line. There are two
commonly used characterizations of line width (e.g., Peterson
et al. 2004), the FWHM and the square root of the second
moment of the line (referred to as the line dispersion σline). For
single-epoch spectroscopy, both FWHM and σline are measured
from the spectrum. However, for objects with reverberation
mapping spectroscopy, both line widths can also be measured
from the rms spectrum, which better represents the variable
component of the line. Although there are correlations between
these different line width deﬁnitions (e.g., Collin et al. 2006,
hereafter C06), it remains a topic of debate as to which line
width deﬁnition is better to indicate the virial velocity of the
BLR. The pros and cons of these different line width deﬁnitions
have been discussed at length in, e.g., Peterson et al. (2004) and
Peterson (2011). From a practical point of view, FWHM is
relatively easier to measure and less susceptible to blending and
noisy wings of the line than σline (e.g., Peterson et al. 2004);
however, FWHM is more sensitive to inappropriate narrow-line
removal and may be more affected by orientation in a ﬂattened
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geometry of the BLR than σline (e.g., Wills & Browne 1986;
Runnoe et al. 2013; Shen & Ho 2014; Brotherton et al. 2015;
Mejía-Restrepo et al. 2018). On the other hand, there may be
systematic differences in the line widths measured from the
mean and rms spectra.
C06 performed the ﬁrst systematic comparison among the
four types of line width measurements (FWHM and σline from
both mean and rms spectra) using 35 low-redshift AGNs with
RM measurements. By comparing the virial products based on
the four different width measurements with the stellar velocity
dispersion (used as an independent indicator of the true BH
mass via the sMBH *– relation; e.g., Tremaine et al. 2002) of 14
host galaxies, they concluded that σline is a better indicator of
the virial velocity than FWHM, as the latter displayed a larger
variation of the virial coefﬁcient f across subpopulations of
objects.
In this work we expand the C06 with a new RM sample from
the Sloan Digital Sky Survey Reverberation Mapping (SDSS-
RM) project (Shen et al. 2015a). Our sample is the largest to
date with which one can measure all four types of broad-line
widths for multiple broad lines. In Section 2 we describe the
sample and the data used, and in Section 3 we detail our
methodology for obtaining line width measurements. We
present our main results in Section 4, discuss their signiﬁcance
in Section 5, and conclude in Section 6 with a discussion on
future perspectives.
2. Data and Sample
SDSS-RM is a dedicated RM project that uses the SDSS
BOSS spectrograph (Smee et al. 2013) on the 2.5 m SDSS
telescope (Gunn et al. 2006) to monitor 849 broad-line quasars
in a single 7 deg2 ﬁeld over a broad redshift and luminosity
range (Shen et al. 2015a). The SDSS-RM sample is a ﬂux-
limited sample and is designed to be a representative sample of
the general quasar population without any cuts on spectral and
variability properties of quasars. A detailed description of the
sample characterization is presented in Shen et al. (2019). From
the commencement of this program as part of SDSS-III
(Eisenstein et al. 2011), SDSS-RM obtained 32 spectroscopic
epochs in 2014 at an average cadence of ∼4 days and will
continue through 2020 with 6–12 spectroscopic epochs per
observing season.
The spectroscopic data used in this work are the 32 epochs
taken during 2014. Both the individual epoch spectra and the
co-added spectra during this period are used in our
analysis. The wavelength coverage of BOSS spectrographs is
∼3650–10400Å, with a spectral resolution of R∼2000. The
spectroscopic data are ﬁrst pipeline-processed as part of the
SDSS-III Data Release 12 (Alam et al. 2015), followed by a
custom ﬂux calibration scheme and improved sky subtraction
as described in Shen et al. (2015a). The improved spectro-
photometry has a nominal accuracy of 5%.
In order to improve further the ﬂux calibration and to
construct rms spectra from the ﬁrst-year data, we use a custom
program called “PrepSpec” developed by K. Horne. As detailed
in Shen et al. (2016), PrepSpec models the time-resolved
spectroscopic data set with a separable model that accounts for
the variations in the broad-line and continuum ﬂux. During this
process, the ﬂuxes of the narrow emission lines, assumed to be
constant during the monitoring period, are used to adjust and
improve the overall ﬂux calibration. PrepSpec measures the
continuum and broad-line ﬂuxes as time series from the model
and generates the rms spectra for the major broad emission
lines. This approach differs from earlier RM work (e.g.,
Peterson et al. 2004); the construction of the rms spectra
isolates the continuum variability from the broad-line varia-
bility and traces the variability in the broad lines. PrepSpec
employs rigorous statistical modeling (assuming Gaussian
errors) to create the light curves (continuum and broad-line
variability) and the rms line proﬁle along with their measure-
ment uncertainties. These rms broad-line spectra are used to
measure the broad-line widths in our study.
3. Line Width Measurement
This work compares the two commonly adopted line width
deﬁnitions, FWHM and σline, for different broad lines. Since
both FWHM and σline can be measured from the mean and rms
spectra, we consider four different line width measurements:
FWHMmean, FWHMrms, sline,mean, and sline,rms.
3.1. Mean and rms Spectra
The mean spectra are constructed by co-adding all 32 epochs
for each of the 849 quasars in the SDSS-RM sample using the
SDSS-III spectroscopic pipeline idlspec2d.12 These co-added
spectra are nearly identical to those generated with a simple
arithmetic mean or inverse-variance-weighted mean; therefore,
this detail does not signiﬁcantly affect the measurements of the
broad-line widths. PrepSpec also outputs a mean spectrum for
each quasar that is essentially the same as our own co-added
spectrum.
There are two approaches to construct the rms broad-line
spectrum. The commonly used method (e.g., Peterson et al.
2004) is to directly compute the rms value, pixel by pixel, over
all epochs for the total spectral ﬂux (continuum plus lines); the
rms line proﬁle is obtained by subtracting the local continuum
in the total rms spectrum. The second approach is to subtract
the continuum in each epoch and compute the rms from the
line-only spectra. As noted by Barth et al. (2015), there are
systematic differences between the line-only rms spectra from
these two approaches. Appendix A provides our simulations to
demonstrate such differences. The main reason that earlier RM
studies adopted the former approach is that it is relatively
straightforward to compute and does not rely on speciﬁc
modeling of the decomposition of continuum and line ﬂux,
although the resultant rms line spectrum generated is a biased
measure of the true line variability. PrepSpec generates the rms
line spectrum following the second approach, where the rms
variability is from the broad emission line only.
3.2. Spectral Fitting of the Mean Spectrum
The multicomponent functional ﬁtting method is used to
decompose the mean spectra following our earlier work (e.g.,
Shen et al. 2008, 2011). We use the publicly available code
QSOFIT (Shen et al. 2019) with small modiﬁcations to
perform our spectral ﬁts. Examples of our ﬁtting result are
displayed in Figure 1. Compared with direct pixel measurement
from the original spectrum, this approach is more robust
against noise and artifacts in the reduction process. To conﬁrm
that the model accurately reproduces the data, we visually
inspect all the ﬁtting results and reject poorly ﬁt objects from
12 Publicly available at http://www.sdss3.org/svn/repo/idlspec2d/.
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later analysis. Rejection using a cut on the reduced χ2 statistic
results in a similar subsample to our visual inspection.
In this work, we focus on three broad emission lines: Hα,
Hβ, and Mg II. These lines are covered in the low-redshift and
low-luminosity subset of the SDSS-RM sample, and therefore
their variations are well captured by the 2014 spectroscopy.
High-ionization lines, such as C IV, are present in the high-
redshift subset of the SDSS-RM sample. The 2014 data do not
cover a sufﬁcient time baseline to probe the C IV variability for
most objects in our sample. An extension of the current work to
C IV and other broad lines covered in the high-z SDSS-RM
subsample will be presented in future work using the ﬁnal
multiyear SDSS-RM data set.
We ﬁrst ﬁt the continuum and broadband Fe II emission near
the broad emission line of interest and subtract the pseudo-
continuum (continuum plus Fe II emission) from the spectrum,
leaving a line-only residual spectrum (see below). Each broad
line in the residual spectrum is ﬁt using multiple Gaussians. We
chose to ﬁt each line locally to avoid complex continuum
shapes over broad spectral ranges. In the regions adjacent to
either Hα or Hβ, emission lines existing within each line
complex are ﬁt simultaneously with Gaussian functions.
Table 1 lists the names, central wavelengths, and number of
Gaussians for each line component in the ﬁts.
To ﬁt the local continuum, we choose windows that are free
of prominent emission or absorption lines. The speciﬁc
continuum windows for each line complex are described
below. The continuum model consists of a power law and Fe II
emission constrained from templates. In the continuum ﬁtting
of Mg II, a low-order polynomial in λ is added in order to
account for possible reddening in the rest-frame UV regime.
The Fe II emission is modeled using templates from Boroson &
Green (1992) in the optical and from Vestergaard & Wilkes
(2001) in the UV.
To ﬁt each line complex, we transform the spectrum into
velocity space using the vacuum wavelength of the line and the
redshift of the quasar. As shown in Table 1, the broad lines are
ﬁt with three Gaussians and the narrow lines are ﬁt with one
Gaussian in each complex. The only exception is [O III]
λλ4959, 5007, where one additional Gaussian is added to
account for the blue asymmetric wing (e.g., Peterson et al.
1981; Shen & Ho 2014). The broad- and narrow-line division is
set to be 400 km s−1 in Gaussian σ, which is ∼940 -km s 1in
FWHM. This division works well for Hα and Hβ in all objects
in our sample. During the ﬁtting, all narrow-line centers and
widths are tied together in each line complex, and the ﬂux
ratios of the doublets are set to their theoretical values. In most
cases, the initial estimate of the line center is set to zero
velocity. The initial width of the narrow lines is set to
σ=250 -km s 1, while the initial width of the broad lines is set
to σ=650 km s−1 for two Gaussians and 1500 km s−1 for the
third Gaussian.
Figure 1. Examples of line-ﬁtting results from the mean and rms spectra for
Hα, Hβ, and Mg II from top to bottom, respectively. The RMID of each object
is shown in the upper left corner. Black lines are the mean spectra. Green lines
are the continuum model, which is the sum of the power-law component, Fe II
emission, and the polynomial component (for Mg II only). Magenta and blue
lines indicate each of the broad and narrow Gaussian components, respectively.
Red lines represent the total line model. All line-ﬁtting results in the ﬁgure are
calculated by adding the underlying continuum model to match the mean
spectrum. The rms spectrum from PrepSpec is shown in the bottom of each
panel as the blue line.
Table 1
Line-ﬁtting Parameters
Line Rest Wavelengtha (Å) NGauss Complex
Hα 6564.61 4b Hα
[S II] 6732.67 1 Hα
[S II] 6718.29 1 Hα
[N II] 6549.85 1 Hα
[N II] 6585.28 1 Hα
Hβ 4862.68 4b Hβ
[O III] 4960.30 2 Hβ
[O III] 5008.24 2 Hβ
Mg II 2798.75 4b Mg II
Notes.
a The rest wavelengths are in vacuum.
b Three Gaussians are used to ﬁt the broad-line component, and one Gaussian
is used for the narrow-line component.
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The speciﬁc ﬁtting details for each line complex are as
follows:
1. Hα: The continuum windows are [6150, 6250] Å and
[6800, 7000] Å. After subtracting the continuum model, the
[S II] λλ6718, 6732 doublet is ﬁtted. The reason for this
step is to obtain a prior on the center and especially the
width of the narrow lines to help decompose the narrow Hα
component more accurately. The [S II] doublet is ﬁtted
using three Gaussians, two for the doublet and one
additional Gaussian as an approximation of the red wing
of broad Hα. All lines in the complex are ﬁtted
simultaneously, including broad and narrow Hα, the
[N II] λλ6549, 6585 doublet, and the [S II] λλ6718,
6732 doublet. If the ﬁt of [S II] is acceptable (i.e., reduced
χ2 less than 10), the values of line centers and widths for all
narrow-line components (narrow Hα, [N II] λλ6549, 6585)
are tied to the values of [S II]. If the [S II] ﬁt has a reduced
χ2 greater than 10, the initial values of all narrow lines are
set as the value described above. Our spectra generally
have very high signal-to-noise ratio (S/N) per pixel; hence,
our Gaussian ﬁt may not be a good ﬁt to the [S II] line in a
statistical sense. Therefore, we use a moderately large
reduced χ2 cut to exclude obviously bad [S II] ﬁts. The line
ﬂux ratio of the [S II] doublet is ﬁxed to 1, and that of [N II]
λ6585 to [N II] λ6549 is ﬁxed to 3.
2. Hβ: The continuum windows are [4450, 4630] Å, [4750,
4770] Å, and [5050, 5500] Å. These windows are chosen
to avoid contamination by Hγ and He II λ4686. After
subtracting the continuum model, all lines are simulta-
neously ﬁtted, including broad and narrow Hβ, as well as
the [O III] doublet. Each line in the [O III] doublet is ﬁtted
with two Gaussians, one for the core component and the
other for the blueshifted wing component. For the wing
Gaussian, the initial center is set to 200 km s−1 blueward
of the [O III] vacuum wavelength, and the initial σ of the
Gaussian is set to 510 km s−1. The ﬂux ratio of the [O III]
doublet is not constrained to allow better ﬁtting for strong
[O III] lines.
3. Mg II: The continuum windows are [2300, 2700] Å and
[2900, 3400] Å. An additional third-order polynomial in
λ is added to account for possible reddening seen in some
objects (e.g., Shen et al. 2019). In the line ﬁtting, Mg II is
not treated as a doublet because the line is generally too
broad to separate the doublet. The initial estimates and
limits on the ﬁtting parameters are set as the ﬁducial
values described above.
3.3. Line Width Measurements
While PrepSpec also outputs broad-line widths from the mean
and rms spectra, we decided to perform our own measurements.
This is because the current version of PrepSpec does not perform
a spectral decomposition in the mean spectrum as sophisticated as
our approach described above and some line widths reported by
PrepSpec are biased. In addition, we will also investigate
different choices of windows in measuring σline, requiring our
own analysis. Visual inspection of the spectral modeling and line
width measurements for individual objects suggests that our own
line width measurements are generally more reliable than the
default PrepSpec outputs.
The sum of all broad Gaussians in our spectral decomposi-
tion of the mean spectrum is used to measure FWHMmean and
sline,mean, and the rms model spectra from PrepSpec are used for
the measurements of FWHMrms and sline,rms.
To measure FWHM, we ﬁrst locate the peak of the line
model and then identify the half-peak positions on both the red
and blue sides of the peak, lredhalf and lbluehalf . The FWHM is
calculated as
l l= -FWHM . 1redhalf bluehalf ( )
σline is calculated from its deﬁnition (e.g., Peterson et al. 2004):
ò òs l l l l l l l l= á ñ - = -F d F d ,
2
line
2 2
0
2 2
0
2( ) ( )( ) ( )
( )
where lF ( ) is the line proﬁle and λ0 is the ﬁrst moment of
F(λ),
ò òl l l l l l= F d F d . 30 ( ) ( )( ) ( ) ( )
After that, we convert FWHM and σline to velocity units.
In Equation (2) the integrand in the ﬁrst term is proportional
to λ2, which means that the σline measurement is sensitive to
window choices. Ideally the integration in Equation (2) should
be over the entire wavelength range of the broad line. However,
in practice this approach is not possible because the broad-line
proﬁle is typically poorly constrained in the wings owing to the
limited S/N of the spectrum. To make our σline measurement
repeatable, we deﬁne a window that can be easily computed for
any spectrum. We tested using multiples of FWHMmean and
MADmean (the Mean Absolute Deviation) as the window.
MAD is deﬁned as
ò òl l l l l= - F d F dMAD MED , 4( ) ( )∣ ∣ ( ) ( ) ( )
where MED is the median wavelength of the line proﬁle and is
deﬁned as the location where the integrated ﬂux (weight) from
the blue side to this location is half of the total line ﬂux.
We ﬁnally adopt 2.5×MADmean as the half-window size to
calculate σline for both mean and rms spectra. For mean spectra,
the window is centered at the vacuum wavelength of the line.
For rms spectra the line center is redeﬁned as the peak of
the rms proﬁle in order to enclose much of the rms ﬂux, since
the rms proﬁle can be signiﬁcantly asymmetric. This choice of
a MADmean-based window has several advantages: it is a well-
deﬁned window that can be reproduced in other work; MAD
itself is a measure of the line width, so the window is
automatically adjusted according to line width; and using such
a window to calculate σline mitigates noise or artifacts in the
wings of the line, as well as contamination from residuals from
Table 2
Number of Objects in Each Subsample
Total Good Mean Good rms Good Mean and rmsa
Hα 58 45 39 38
Hβ 222 170 81 76
Mg II 755 512 329 296
Hα & Hβ 58 43 31 L
Mg II & Hβ 204 114 43 L
Note.
a The numbers of the good mean and rms sample for Hα & Hβ and Mg II &
Hβ are not shown since we did not use such samples in our study.
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the adjacent narrow-line (or blended line) removal. Appendix B
provides a detailed discussion on our window choice.
We employed the Monte Carlo approach described in Shen
et al. (2008, 2011) to estimate uncertainties in the line width
measurements. To create a mock spectrum, the original
spectrum is perturbed at each pixel by a random deviation
drawn from a Gaussian distribution whose σ is set to the ﬂux
density uncertainty at that pixel. After generating a mock
spectrum, we apply the same ﬁtting approach to derive the
spectral measurements. We generate 50 mock spectra for each
object and estimate the measurement uncertainty as the semi-
amplitude of the range enclosing the 16th and 84th percentiles
of the distribution.
3.4. Subsamples with Good Quality
In order to mitigate the effects of low-quality measurements,
we select subsamples with good quality in their ﬁtting results,
which are designated as the “good” samples. For mean spectrum
line width measurements, we select a high-S/N subsample using
>S N 3, 5line,mean{ } ( )
where S N line,mean{ } is the average ﬂux-to-uncertainty ratio in
the total-ﬂux mean spectrum within the line-ﬁtting window.
Two additional criteria are imposed to require that the mean
line widths are well measured:
>FWHM FWHM 3, 6mean mean,error ( )
s s > 3. 7line,mean line,mean,error ( )
In addition to the above quantitative criteria, we also visually
inspected the ﬁts to the mean spectra and excluded objects
where the spectrum is heavily affected by skylines, has
moderate to strong absorption features, or covers less than
half of the proﬁle, or where the model clearly failed to account
for the complex proﬁle. In total, 11 Hβ, 6 Hα, and 67 Mg II
cases are excluded from our visual inspection.
For rms spectrum line width measurements, we ﬁrst select a
high-variability subsample using
c= - - >NS N 1 10, 8lightcurve lightcurve2 epoch{ } ( ) ( )
where S N lightcurve{ } quantiﬁes the intrinsic variability of the
broad-line light curve (equivalent to “SNR2” in the sample
catalog compiled by Shen et al. 2019). We set this criterion to
ensure that the rms line proﬁle is well determined by PrepSpec
and dominated by intrinsic broad emission line variability. As
for the mean line widths, the following equations are imposed
to require that the rms line widths are well measured:
>FWHM FWHM 3, 9rms rms,error ( )
s s > 3. 10line,rms line,rms,error ( )
For comparisons involving only mean line widths, the
criteria are Equations (5)–(7), while the criteria are
Equations (8)–(10) for comparisons only involving rms
line widths. For comparisons involving both mean and rms
line widths, all criteria are included. The number of objects that
cover each line and the number of objects in the good
subsamples that pass the criteria are listed in Table 2. The
measured line widths with all four deﬁnitions for Hα, Hβ, and
Mg II, along with additional ﬁtting parameters, are provided in
an online FITS table; its content is summarized in Table 3.
Table 3
Line Width Measurements
Column No. Column Name Type Units Description
0 RMID INT L SDSS-RM identiﬁcation number
1 SDSS name STRING L Name of the object in SDSS
2 RA DOUBLE deg R.A. (J2000)
3 DEC DOUBLE deg Decl. (J2000)
4 Redshift DOUBLE L Redshift
5 SIGMA_HOST DOUBLE[2] km s−1 Stellar velocity dispersion and its measurement uncertainty
6 HALPHA_FWHM_mean DOUBLE[2] km s−1 Hα FWHM (and measurement uncertainty) in mean spectra
7 HALPHA_SIGMA_mean DOUBLE[2] km s−1 Hα σline (and measurement uncertainty) in mean spectra
8 HALPHA_FWHM_rms DOUBLE[2] km s−1 Hα FWHM (and measurement uncertainty) in rms spectra
9 HALPHA_SIGMA_rms DOUBLE[2] km s−1 Hα σline (and measurement uncertainty) in rms spectra
10 HBETA_FWHM_mean DOUBLE[2] km s−1 Hβ FWHM (and measurement uncertainty) in mean spectra
11 HBETA_SIGMA_mean DOUBLE[2] km s−1 Hβ σline (and measurement uncertainty) in mean spectra
12 HBETA_FWHM_rms DOUBLE[2] km s−1 Hβ FWHM (and measurement uncertainty) in rms spectra
13 HBETA_SIGMA_rms DOUBLE[2] km s−1 Hβ σline (and measurement uncertainty) in rms spectra
14 MGII_FWHM_mean DOUBLE[2] km s−1 Mg II FWHM (and measurement uncertainty) in mean spectra
15 MGII_SIGMA_mean DOUBLE[2] km s−1 Mg II σline (and measurement uncertainty) in mean spectra
16 MGII_FWHM_rms DOUBLE[2] km s−1 Mg II FWHM (and measurement uncertainty) in rms spectra
17 MGII_SIGMA_rms DOUBLE[2] km s−1 Mg II σline (and measurement uncertainty) in rms spectra
18 R_FE DOUBLE L Optical Fe II strength (relative to broad Hβ)
19 REDCHI2_CONTINUUMFIT DOUBLE[3] L Reduced χ2 of the continuum ﬁt around Hα, Hβ, and Mg II
20 REDCHI2_LINEFIT DOUBLE[3] L Reduced χ2 of line ﬁt of Hα, Hβ, and Mg II
21 FLAG_GOOD_MEAN_HALPHA INT L value 1 (0) indicates in (not in) the Hα good mean subsample
22 FLAG_GOOD_RMS_HALPHA INT L value 1 (0) indicates in (not in) the Hα good rms subsample
23 FLAG_GOOD_MEAN_HBETA INT L value 1 (0) indicates in (not in) the Hβ good mean subsample
24 FLAG_GOOD_RMS_HBETA INT L value 1 (0) indicates in (not in) the Hβ good rms subsample
25 FLAG_GOOD_MEAN_MGII INT L value 1 (0) indicates in (not in) the Mg II good mean subsample
26 FLAG_GOOD_RMS_MGII INT L value 1 (0) indicates in (not in) the Mg II good rms subsample
(This table is available in its entirety in FITS format.)
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4. Line Width Comparison
4.1. Mean and rms Widths for the Same Line
In this section we use the good mean and rms subsamples to
investigate how the mean and rms line widths correlate for the
same line. Apart from SDSS-RM sample, we also include 35
objects from C06 with mean and rms width measurements of
Hβ. We use the Pearson correlation test to evaluate the
signiﬁcance of each correlation. The Pearson coefﬁcient r
reﬂects the correlation between two quantities, i.e., a value
close to 1 indicates that they are tightly correlated. We list the
values of r for both FWHM and σline and for Hβ, Hα, and Mg II
in Table 4 and denote them in the upper left corner of each
panel in Figure 2. r for the C06 Hβ sample are also listed in
Table 4 for comparison. The slopes of these correlations are
measured using the Bayesian linear regression method of Kelly
(2007). We ﬁt in log–log space using the following equation:
= + + W W a b W Wlog log , 11mean 0 rms 0 0( ) ( ) ( )
where a, b, and ò0 are the intercept, slope, and intrinsic scatter,
respectively. Wmean and Wrms refer to FWHM or σline from the
mean and rms spectrum. W0 is the reference point of the
regression ﬁt, whose value is set to 4000 km s−1 for FWHM
and 2000 km s−1 for σline, respectively, for both mean and rms
line widths. The best-ﬁt parameters, their errors, and the
intrinsic scatters are listed in Table 4.
Figure 2 compares mean and rms widths for Hβ, Hα, and
Mg II in each row, respectively. It shows that in general there
are strong correlations between the mean and rms widths for
each line. Hα shows slopes close to 1 within 2σ; Hβ shows
slopes slightly shallower but is consistent with a linear
correlation. The only exception is the correlation between
FWHMmean and FWHMrms of Mg II. It shows a mildly larger
scatter and a more nonlinear slope than those of the two Balmer
lines. This difference is at least partly due to the difﬁculty of
modeling the Mg II line in the presence of strong UV Fe II
emission and our neglect of the fact that Mg II is a doublet. The
choice of Fe II template may also make a difference (Ho et al.
2012). Nevertheless, the strong correlation between Mg II
sline,mean and sline,rms indicates that σline is well correlated
between the mean and the variable component of the line;
therefore, sline,mean could be a better single-epoch virial velocity
estimator than FWHMmean for Mg II.
C06 reported that for Hβ, the rms line widths are typically
∼20% lower than the mean line widths. As demonstrated by
Barth et al. (2015), it can be affected by the method of
constructing the rms spectrum. The line-only rms spectra
generated by Barth et al. (2015) and PrepSpec better represent
the variability in the broad lines and should provide more
reliable rms line widths; this improvement probably explains
why we ﬁnd little systematic offset between the mean and rms
line widths displayed in Figure 2. Nevertheless, consistent
with C06, we ﬁnd a strong correlation between the mean and
rms widths for Hβ.
The correlations between the rms widths and the mean
widths provide important justiﬁcation for single-epoch BH
mass recipes, where the widths measured from the single-epoch
spectrum are used as a surrogate for the virial velocity of
the BLR.
4.2. Mean and rms Widths between Different Lines
We now compare the line widths between different broad
lines. We adopt Hβ as the reference line in this comparison,
since it is the primary line for most RM work in the past and is
most commonly used for BH mass estimation. In each
comparison we use the same width deﬁnition for both lines.
The comparisons for the four different width deﬁnitions are
shown in Figure 3 (Hα vs. Hβ) and Figure 4 (Mg II vs. Hβ).
Only objects included in the good subsamples are used in this
comparison.
As with our analysis in Section 4.1, we perform the Pearson
correlation test and the Bayesian linear regression on the
comparisons between different lines, and the results are
summarized in Table 5. Consistent with earlier work (e.g.,
Greene & Ho 2005; Shen et al. 2008, 2011; Shen & Liu 2012;
Wang et al. 2009), there are reasonably good correlations
between the broad-line widths among the two Balmer lines
and Mg II.
Hα and Hβ are strongly correlated, with slopes close to unity
and low scatter. This indicates that Hα widths can be used to
substitute for Hβ widths, once the slight difference between the
two lines is taken into account. We conﬁrmed that the
correlation between Mg II and Hβ widths is sublinear using
mean line widths (Wang et al. 2009). The correlation between
Mg II and Hβ rms line widths is much stronger, suggesting that
the variable component of Mg II may also contain information
about the virial velocity of the BLR, just as is the case for the
Balmer lines.
All previous comparisons between two different lines in
earlier work were for the widths measured from the mean
Table 4
Statistics of Mean and rms Line Width Correlations for the Same Line
Line Line Width Deﬁnition a b ò0 r Sample
Hβ FWHM 0.05±0.01 0.93±0.04 0.05±0.01 0.91 C06
σline 0.04±0.01 0.58±0.09 0.09±0.01 0.63 C06
Hβ FWHM −0.01±0.01 0.76±0.05 0.08±0.01 0.87 SDSS-RM
σline −0.01±0.01 0.77±0.04 0.05±0.01 0.93 SDSS-RM
Hα FWHM −0.03±0.01 0.88±0.07 0.07±0.01 0.91 SDSS-RM
σline 0.01±0.01 0.90±0.06 0.05±0.01 0.94 SDSS-RM
Mg II FWHM −0.05±0.01 0.67±0.04 0.09±0.01 0.70 SDSS-RM
σline −0.04±0.01 0.81±0.02 0.04±0.01 0.93 SDSS-RM
Note. Columns (1) and (2) show the line name and line width deﬁnition choice studied in each row, respectively. Columns (3), (4), and (5) give the intercept a, slope
b, and intrinsic scatter ò0 (in units of dex) from our Bayesian linear regression ﬁtting between mean and rms line widths (see Section 4.1), respectively. Column (6)
gives the Pearson correlation coefﬁcient r. The last column denotes the sample used to derive those parameters.
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spectra, and our study here presents the ﬁrst systematic cross-
line comparison for the widths measured from the rms spectra.
The correlations between the widths for different lines provide
the justiﬁcation for using Hα or Mg II as an alternative to Hβ
for virial BH mass estimation.
5. Discussion
5.1. Which Line Width Is a Better Virial Velocity Indicator?
To evaluate which line width best indicates the BLR virial
velocity and therefore produces the most reliable BH mass
estimation, we perform the same test in Collin et al. (2006). We
assume that the BH masses independently estimated from the
sMBH *– relation, sMBH, *, are reliable and unbiased, and we use
them as the reference (but see caveats discussed later in
Section 5.1). The virial coefﬁcient f can be computed via the
following equation:
t= ´sM f W c
G
, 12BH,
2
*
( ) ( )
where W is the broad-line velocity width, either FWHM or
σline; cτ reﬂects the average distance of the BLR from the BH;
and G is the gravitational constant.
Under the assumption that active and inactive galaxies share
the same MBH–σ* relation, Onken et al. (2004) used 14 RM
AGNs with host σ* measurements and obtained an average
virial coefﬁcient á ñ = f 5.5 1.8 using sline,rms. Woo et al.
(2010, 2013) obtained á ñ = -+f 5.1 1.11.5 if using only active
galaxies, and Grier et al. (2013) obtained á ñ = f 4.31 1.05;
both were consistent with Onken et al. (2004). However,
Graham et al. (2011) obtained a virial coefﬁcient of
á ñ = -+f 2.8 0.50.7, which is only half of those reported in previous
work.
In order to address the question of which line width
deﬁnition is a better indicator for the virial velocity, we
compare the virial products (VPs) based on each line width
deﬁnition with the host stellar velocity dispersion and
investigate which line width produces the lowest scatter and
least variance in f among different subsets of the sample. We
adopt Hβ for this study throughout this section since most
objects with σ* measurements have only Hβ coverage.
Ho & Kim (2014, hereafter HK14) compiled all available
local RM AGNs with σ* measurements and further divided
them into subsets of classical bulges (CBs) and pseudobulges
(PBs). Their study consisted of 35 objects with all four line
width deﬁnitions, lags, and σ* measurements available from
the literature (see Table 2 in HK14). In SDSS-RM, there are
Figure 2. Comparison between FWHM in the mean and rms spectra (left three panels) and σline in the mean and rms spectra (right three panels) for Hβ, Hα, and Mg II
from top to bottom, respectively. Green points with error bars are the SDSS-RM sample, while magenta points represent the C06 Hβ-only sample. The blue dashed
line in each panel is the 1:1 line. For each comparison, we perform the Bayesian linear regression on the data following Kelly (2007). Black solid lines are the median
relations from the Bayesian ﬁt, and the red shaded regions are the 1σ conﬁdence ranges of the ﬁt. The Pearson correlation coefﬁcient r and the best-ﬁt slope b from the
linear regression are shown in the upper left corner in each panel.
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currently 20 objects with all measurements available from the
ﬁrst-year data. For these objects, their σ* measurements are
taken from Shen et al. (2015b), where successful σ*
measurements meet the criteria that they are measured at
>3σ conﬁdence level, their σ* error warning ﬂag is set to zero,
and their host galaxy fraction is larger than 0.05. Their Hβ lag
measurements are taken from Grier et al. (2017), where
successful lag measurements mean that they are at >2σ
signiﬁcance. We cross-match them with our good mean and
rms subsample and obtain our ﬁnal sample. Combined with
the HK14 objects, our joint sample includes 55 objects with all
quantities available.
Following HK14, we express the relation between VP and
σ* for our quasar sample as
a b s= - + -M flog
VP
log log
200 km s
, 13
1
*⎜ ⎟
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝
⎞
⎠ ( )
where α is the normalization, β is the slope of the sM *–
relation, and tº W c GVP 2 is the virial product from RM
observations. We use Markov chain Monte Carlo to perform a
linear regression to minimize the quantity:
åc a bb=
+ - -
+ +=   
y f xlog
. 14
i
N
i i
yi xi
2
1
2
2 2 2
0
2
( ) ( )
In the regression ﬁt we ﬁx α=8.49 and β=4.38, from the
sMBH *– relation for hosts classiﬁed as CBs in Kormendy & Ho
(2013, see their Equation (7)).13 The results are presented in
Figure 5 for the four line width deﬁnitions. The intrinsic scatter
ò0 is shown in the upper left corner of each panel and in
Table 6. While the result based on sline,mean has the lowest
scatter, the scatter is mutually consistent among the results
using all four line width deﬁnitions, indicating that our current
sample size is insufﬁcient to conclude which width deﬁnition is
best for virial BH mass estimation based on this particular test.
Table 6 also summarizes our estimates of the average virial
coefﬁcient á ñf based on different width deﬁnitions of Hβ for
the full sample of 55 objects. Our best-ﬁt virial coefﬁcients á ñf
using sline,rms are 6.23±1.15, which are fully consistent within
error bars with those reported in Onken et al. (2004), Woo et al.
(2013), and Grier et al. (2013).
Another test to evaluate the line width choice is to
investigate whether the virial coefﬁcient is consistent among
different subpopulations of quasars. Following C06, we divide
our joint sample into four subpopulations, Population 1/
Population 2 and Population A/Population B. Population 1 and
Population 2 are divided using
s ~FWHM 2, 15mean line,mean ( )
with Population 1 having smaller ratios. We also divide the
sample into Population A and Population B according to
~ -FWHM 4000 km s , 16mean 1 ( )
with Population A having smaller FWHMmean. The two criteria
are slightly different from those of C06, who used FWHMmean
/s ~ 2.35line,mean (value of a Gaussian proﬁle) and
s ~ 2000line,mean km s−1. However, to make the subsamples
comparable in size between Population 1 and Population 2, we
choose the division at FWHMmean/s ~ 2line,mean . The other
criterion in C06 is equivalent to ours because the mean ratio of
FWHMmean /sline,mean is around 2. With our sample division,
there are 26 (29) Population 1 (Population 2) objects and 31
(24) Population A (Population B) objects.
Figure 3. Comparison of the line widths between Hα and Hβ using four
different line width deﬁnitions. Blue points with error bars in the top two panels
are objects selected from the good mean Hβ and good mean Hα subsamples.
Blue points with error bars in the bottom two panels represent objects selected
from the good rms Hβ and good rms Hα subsamples. Blue dashed lines are the
1:1 correlation. For each line width deﬁnition, we perform the Bayesian linear
regression ﬁt on the data. Black solid lines are the median relation from the
Bayesian ﬁt, and the red shaded regions are the 1σ conﬁdence range of the ﬁt.
The Pearson correlation coefﬁcients r and slopes b are shown in the upper left
corner of each panel.
Figure 4. Same format as Figure 3, but for comparison of Mg II and Hβ. Blue
points with error bars in the top two panels represent objects selected from the
good mean Hβ and good mean Mg II subsample. Blue points with error bars in
the bottom two panels represent objects selected as the good rms Hβ and good
rms Mg II subsample.
13 Since we lack bulge type information for the SDSS-RM sample, we cannot
divide the sample into CBs and PBs as done in HK14. We treat all objects in
our sample as CBs.
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In addition to using line width to divide the sample, we also
use the Hβ line-continuum ﬂux ratio, f (Hβ)/fλ(5100), as a
proxy for Hβ line strength (direct measurements of Hβ
equivalent width are not publicly available for the HK14
sample) to divide the joint sample into Population C/
Population D. The division is
b ~lf fH 5100 60 , 17( ) ( ) [Å] ( )
with Population C having smaller ratios. There are 26 objects in
Population C and 28 objects in Population D.
Table 7 lists the average virial coefﬁcients á ñf of different
subpopulations for the four line width deﬁnitions. For both
FWHMmean and FWHMrms, there is a large difference in the
virial coefﬁcient between Population 1/Population 2 and
between Population A/Population B. On the other hand,
for both sline,mean and sline,rms, the virial coefﬁcients are
more consistent across the four different subpopulations.
The sline,mean provides the most consistent virial coefﬁcient
among these four different quasar subpopulations. These
ﬁndings are consistent with C06. One interpretation is
that FWHM is likely affected by additional parameters that
do not trace the underlying virial velocity, such as the
orientation of a ﬂattened BLR (e.g., Wills & Browne 1986;
Collin et al. 2006; Shen & Ho 2014; Brotherton et al. 2015;
Table 5
Statistics of Line Width Comparison between Different Lines
Line Width Deﬁnition a b ò0 r
Hα versus Hβ FWHMmean −0.10±0.01 0.88±0.05 0.05±0.01 0.94
sline,mean −0.12±0.01 0.95±0.07 0.07±0.01 0.91
FWHMrms −0.07±0.02 0.84±0.10 0.10±0.01 0.88
sline,rms −0.11±0.02 0.89±0.09 0.09±0.01 0.86
Mg II versus Hβ FWHMmean −0.04±0.01 0.77±0.04 0.07±0.01 0.86
sline,mean −0.04±0.01 0.69±0.05 0.07±0.01 0.80
FWHMrms −0.02±0.01 0.92±0.09 0.09±0.01 0.86
sline,rms −0.01±0.01 0.81±0.11 0.07±0.01 0.78
Note. We use the same notation as in Table 4.
Figure 5. Comparison between RM masses derived by multiplying the virial products with an averaged virial coefﬁcient and masses from the MBH–σ* relation. The
four panels are results using four different line width deﬁnitions. The intrinsic scatter is labeled in the upper left corner of each panel. Red stars denote SDSS-RM
objects, and green open squares are the HK14 sample. Blue solid lines represent the 1:1 correlation.
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Mejía-Restrepo et al. 2018), whereas σline is less sensitive to
such parameters.
On the other hand, we ﬁnd that for both FWHMmean and
FWHMrms the virial coefﬁcients are consistent across Popula-
tion C/Population D, while for both sline,mean and sline,rms there
is a slightly larger difference (only marginally signiﬁcant)
across Population C/Population D. Our previous test compar-
ing the correlations between VPs and host σ* also revealed that
using σline produces just as much scatter as using FWHM (e.g.,
Figure 5). This could mean that additional factors (other than
orientation) likely degrade the correlation between σline and the
underlying virial velocity, or even introduce some bias in using
σline. One possibility is that σline could be measuring parts of
the velocities that do not tightly correspond to the virial
velocity (e.g., outﬂows or kinematic components in the proﬁle
wings that do not reverberate to the ionizing continuum).
Alternatively, σline could indeed be a more reliable indicator for
the virial velocity, but this fact is clouded by the systematic
uncertainties in the measured quantities that led to Figure 5, the
intrinsic scatter in the sMBH *– relation, the limited sample size,
etc. For example, some σ* measurements may be contaminated
by a rotational disk and suffer from orientation effects to some
degree, which will introduce extra scatter in the correlation
tests in Figure 5. A larger RM sample with more host bulge σ*
measurements is needed to further test these scenarios.
5.2. Broad-line Shapes
Since FWHM is more sensitive to the core of the line while
σline depends more on the wings, the ratio FWHM/σline can be
used as a line shape parameter to characterize the line proﬁle. A
Gaussian proﬁle has an FWHM/σline ratio of 2.35; values
larger (smaller) than this indicate a higher (lower) fraction of
ﬂux in the core than in the wings relative to that for a Gaussian.
Figure 6 demonstrates that the line shape parameter changes
as a function of FWHM in mean and rms spectra. There is a
trend that the proﬁle becomes more centrally concentrated
when FWHM increases. The Pearson correlation coefﬁcients of
the trends are presented in Table 8. This trend is obvious for
both mean and rms proﬁles and for all three lines. The fact that
this trend is not linear (as expected from pure self-correlation
owing to the common FWHM in both quantities) indicates that
σline varies in the same direction as FWHM, but with a lower
amplitude.
We further investigate the line proﬁle changing along the
Eigenvector 1 (EV1) sequence of quasars. EV1 is a physical
sequence that correlates most of the observed quasar proper-
ties with the strength of the optical Fe II emission (e.g.,
Boroson & Green 1992; Sulentic et al. 2000; Shen &
Ho 2014). In the 2D plane of broad Hβ FWHM versus
º bR EW EWFe II Fe II,4434 4684 H– , EV1 is deﬁned as a band
extending from low to high RFe II with decreasing average
broad Hβ FWHM. Shen & Ho (2014) suggested that the
vertical dispersion in broad Hβ FWHM in the EV1 plane is
mainly due to an orientation effect (combined with any
intrinsic dispersion of line width due to different BH masses
Table 6
Virial Coefﬁcient f and Intrinsic Scatter ò0 in the VP–σ* Correlation
Width Deﬁnition f ò0
FWHMmean 1.19±0.22 0.55±0.06
sline,mean 4.63±0.75 0.48±0.06
FWHMrms 1.53±0.30 0.59±0.07
sline,rms 6.23±1.15 0.54±0.06
Table 7
Virial Coefﬁcients for Different Subpopulations
FWHMmean sline,mean FWHMrms sline,rms
Population 1 2.21±0.56 5.33±1.09 2.74±0.76 8.05±2.01
Population 2 0.68±0.16 4.24±1.13 0.95±0.25 5.18±1.46
Population A 1.81±0.44 4.86±0.97 2.21±0.59 6.99±1.64
Population B 0.72±0.19 4.63±1.38 1.01±0.31 5.77±1.82
Population C 1.44±0.43 5.72±1.54 1.97±0.63 8.29±2.44
Population D 1.03±0.27 3.73±0.77 1.23±0.32 4.72±1.10
All 1.19±0.22 4.63±0.75 1.53±0.30 6.21±1.13
HK14 CB 1.5±0.4 6.3±1.5 1.3±0.4 5.6±1.3
HK14 PB 0.7±0.2 3.2±0.7 0.5±0.2 1.9±0.7
Note. Columns (2)–(5) list the virial coefﬁcients based on each line width
deﬁnition. Rows 1–6 are virial coefﬁcients calculated using different
subpopulations, and row 7 is for the full joint sample. The values in rows 8
and 9 are virial coefﬁcients of subsamples with CB and PB taken from Table 3
in HK14.
Figure 6. Line shape parameter FWHM/σline as a function of FWHM of mean
spectra (left) and rms spectra (right). The results for Hβ, Hα, and Mg II are
shown from top to bottom, respectively. The red horizontal line corresponds to
the Gaussian proﬁle with FWHM/σline=2.35.
Table 8
Pearson Correlation Coefﬁcients r between the Ratio FWHM/σline and FWHM
Hβ Hα Mg II
Mean spectra 0.75 0.59 0.65
rms spectra 0.69 0.50 0.63
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sampled), where the differences in FWHM reﬂect the changes
in the orientation of a ﬂattened BLR along the line of sight. If
this interpretation is correct, there should be a similar vertical
dispersion of the shape parameter within the EV1 sequence, if
σline is less susceptible to orientation.
Figure 7 shows the distribution of the broad Hβ shape
parameter in the EV1 plane. We use FWHM and σline from
either mean or rms spectra and compute the shape parameter
from their ratios. The shape parameter measured from the mean
spectrum (left panel) displays a clear vertical segregation at
ﬁxed RFe II, consistent with the ﬁndings in Shen & Ho (2014,
see their Figure E10). A similar trend exists for the shape
parameter measured from the rms spectrum (right panel of
Figure 7). Interestingly, the segregation of objects with
different line shapes more or less tracks the main EV1
sequence such that the running median of the distribution at
ﬁxed RFe II has roughly the same line shape parameter. This
result is fully consistent with the framework discussed in Shen
& Ho (2014), where the running median of the EV1 sequence
represents the average orientation of a ﬂattened BLR, and
vertical deviations from the median correspond to variations
of the orientation and hence the changes in the line shape
parameter.
6. Conclusions
We have investigated different deﬁnitions of line widths
from the mean and rms spectra for three low-ionization broad
lines, Hα, Hβ, and Mg II, using the sample of quasars from the
SDSS-RM project. For each of the three lines, we ﬁt and
measured the broad-line FWHM and σline from the mean
and rms spectra derived from the ﬁrst-season spectroscopic
observations of SDSS-RM. We compared different deﬁnitions
of line widths for the same line and compared the same line
widths among different lines.
The main results from this study are as follows:
1. We introduced a new recipe to measure σline that is
reproducible, is less susceptible to noise and blending in
the wings, and scales with the intrinsic width of the line.
This quantitative recipe can be used to measure consistent
σline values by different groups.
2. There are signiﬁcant correlations between different line
widths for the same line. Since most of the RM BH
masses to date are based on the rms σline, the correlations
between other width deﬁnitions and σline provide
justiﬁcation for using the other width deﬁnitions for
single-epoch virial BH mass estimation where only the
mean FWHM and σline are available.
3. There are also strong correlations between the line widths
for different lines. The consistency in broad-line widths
between the other two lines (Hα and Mg II) and the Hβ
line provides the justiﬁcation for using these alternative
lines rather than Hβ to estimate virial BH masses.
4. We investigated the correlations between the RM virial
products based on different width deﬁnitions and the host
stellar velocity dispersion σ*, using a sample of 55
quasars with both RM and σ* measurements. We
calculated the virial coefﬁcient f using the σ* measure-
ments for different width deﬁnitions and for different
subpopulations of quasars. Consistent with C06, we
found that the virial coefﬁcient using σline is more or less
consistent across subpopulations divided by line width,
while the virial coefﬁcient using FWHM has a large
dispersion among these subpopulations. On the other
hand, the virial coefﬁcient using σline is less consistent
than that using FWHM across subpopulations divided by
line strength, although the signiﬁcance of the difference is
low. The correlation analysis for the virial product versus
stellar velocity dispersion for the full sample does not
provide conclusive evidence that any of the line width
deﬁnitions are better than the others.
5. We studied the shape of the broad Hβ line, characterized
by FWHM/σline, as functions of quasar parameters.
Consistent with Shen & Ho (2014), we found that the
shape parameter displays a segregation in the EV1 plane
that closely follows the sequence along EV1, which again
suggests that orientation plays a stronger role in changing
the FWHM of the line than σline.
Our results are consistent with earlier studies (e.g., Greene &
Ho 2005; Collin et al. 2006; Shen et al. 2008, 2011; Wang et al.
2009; Shen & Liu 2012) but extend to all four line width
deﬁnitions with a much larger RM sample and for all three low-
ionization broad lines. In particular, the comparisons involving
the rms widths of Hα and Mg II are presented here for the
ﬁrst time.
Figure 7. Distribution of the SDSS-RM sample in the EV1 plane color-coded by the line shape parameter FWHM/σline, for the mean widths (left) and rms widths
(right). In both panels there is a clear segregation of colors that tracks the EV1 sequence. The distributions of the SDSS DR7 quasars from Shen et al. (2011) are
indicated as the gray contours.
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Although our results corroborate earlier suggestions that
FWHM may be more impacted by orientation effects in a
ﬂattened BLR than σline (e.g., Wills & Browne 1986; Runnoe
et al. 2013; Shen & Ho 2014; Brotherton et al. 2015; Mejía-
Restrepo et al. 2018), it does not necessarily mean that σline is a
more accurate tracer of the virial velocity for the broad lines.
σline is sensitive to the wings of the line, which may not
reverberate to continuum changes and/or may arise in a
nonvirial component. To determine whether FWHM or σline is
a better tracer of the virial velocity, additional data are required
for two case studies: (1) a large sample of quasars with both
host stellar velocity dispersion and broad-line width measure-
ments to determine which width deﬁnition produces the tightest
correlation between the virial product and the stellar velocity
dispersion, and (2) a large sample of quasars with large
dynamical range in their continuum variability to test which
width deﬁnition best follows the expected virial relation (e.g.,
Peterson et al. 2004; Shen 2013). Our attempt on this ﬁrst case
study did not yield conclusive results, but future larger samples
with both RM and σ* measurements may clarify the situation.
The SDSS-RM project will compile multiyear light curves for
849 quasars and thus will provide one of the best samples for
the second investigation. In addition, the multiyear data from
SDSS-RM will be used to extend our line width study to other
broad lines (such as C IV) covered in the high-redshift
subsample.
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Appendix A
Simulations of the rms Spectrum Generation
As mentioned in Section 2, the traditional approach of rms
spectrum construction includes the variations from the
continuum. Barth et al. (2015) reported that the continuum
variation and random noise in the spectrum can cause the
generated rms line proﬁle to deviate substantially from the true
rms line proﬁle, that is, solely due to line variation. They
adopted a decomposition approach to isolate the continuum
component in individual epochs before the construction of the
line-only rms spectrum, similar to our PrepSpec approach.
They used simulations to demonstrate the differences in the line
rms proﬁle from these two approaches, and below we perform a
similar exercise to reproduce their results.
The numerical experiment is to examine a potential bias in
rms line width that occurs when the rms spectrum is
constructed from the entire spectrum from individual epochs.
To examine this potential bias, we perform a simple simulation
to illustrate the difference in the line proﬁle between the two
approaches of rms spectrum generation. Using the method of
Timmer & Koenig (1995), we construct a random light curve
with a certain duration, sampling, power spectrum slope, and
rms variability amplitude Fvar. We assume a ﬂuctuation power
spectrum P(μ)∼μ−2.7, where μ is the frequency in Fourier
space. The power-law index is similar to the variability
properties of nearby AGNs monitored by the Kepler emission
(Mushotzky et al. 2011). A series of single-Gaussian line
proﬁles whose line luminosity and width vary in response to
continuum ﬂuctuations is generated. For simpliﬁcation we
assume that the integrated luminosity of the line at time t scales
linearly with the input continuum light-curve luminosity at time
t – τ, where τ is the assumed time lag for the velocity-
integrated transfer function. The width of the Gaussian proﬁle
also varies accordingly such that the product s L2 0.5 remains
constant when luminosity varies, as expected from a perfect
virial relation for the line. The broad emission line is set to have
a mean equivalent width of 120Å. The initial width is set to be
σline=2000 km s
−1, and the shape of the continuum is set to
be ﬂat over the wavelength range of interest. Spectra are
constructed in velocity bins of 60 km s−1. Then, the two sets of
spectra, one with emission line only and the other with the total
ﬂux including both line and continuum, are created. The
FWHM and σline are measured on both sets of rms spectra.
Since the continuum and emission-line variations are occa-
sionally out of phase, there could be a pair of local minima in
total-ﬂux rms spectrum; in such cases we calculate the σ
between the two local minima.
The results of the simulations demonstrate that the total-ﬂux
rms spectrum line width could differ signiﬁcantly from that of
the line-only rms spectrum. Figure 8 presents an example of
our simulations. In this example, FWHM(total-ﬂux)/FWHM
(line-only) is 0.766 and σ(total-ﬂux)/σ(line-only) is 0.740,
indicating that the widths measured from the rms spectrum
generated by the traditional approach are biased low by ∼20%–
30% relative to those measured from the true line rms
spectrum.
To quantify the magnitude of this bias, 1000 sets of
simulated light curves and spectra with different monitoring
durations of 30, 50, and 100 days, assuming nightly sampling,
were created. The variability amplitude Fvar of the continuum
light curve is 0.1. Figure 8 shows the bias distribution for both
FWHM (bottom left) and σline (bottom right). For both σline and
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FWHM, the bias in the rms line widths measured from the
traditional approach depends on the monitoring duration. For
relatively short reverberation mapping programs, the traditional
approach can lead to signiﬁcantly biased rms line width.
Appendix B
The Impact of Windows on the σline Calculation
In the σline calculation the integral kernel is proportional to
λ2; hence, σline is extremely sensitive to the computation
window. This behavior is especially true for objects with
moderate S/N, where it is difﬁcult to determine the boundaries
of the line.
In this work we deﬁned a quantitative window to compute
σline. This window is determined from the line width measured
in the mean spectrum, which typically has much higher S/N
than the rms spectrum. We experimented with three choices to
deﬁne this window, with the half-window size equal to
FWHMmean, 1.5×FWHMmean, and 2.5×MADmean as
shown in Figure 9. For mean spectra, the center of the window
is chosen as the zero velocity measured from the rest-frame
vacuum wavelength, whereas for rms spectra, the center of the
window is chosen to be the peak of the rms proﬁle to better
include much of the rms ﬂux, since the rms proﬁle is often
highly asymmetric. In this example the peak of rms proﬁle is
close to the vacuum wavelength, and thus the mean and rms
windows are similar.
Based on visual inspection of our objects, the 2.5×
MADmean half-window size best balances the need to enclose
most of the line ﬂux and to avoid noisy wings in the calculation
of σline. Since this window size scales with the width of the line
(e.g., broader lines will yield larger widow sizes), the σline will
not be biased as a function of line width, compared to the case
of a ﬁxed window size. Conversely, the other two window sizes
are based on FWHMmean, which is sensitive to the central part
of the proﬁle. Hence, it is not as good as using MADmean,
which includes contributions from the wings. Indeed, the
tightest correlations are those with σline calculated using our
ﬁducial window deﬁned by MADmean, compared with those
calculated using the windows deﬁned by FWHMmean. We
therefore adopt 2.5×MADmean as the ﬁducial window to
compute σline for both the mean and rms spectra. Each line has
its own MAD measurement, and thus different lines in the same
object have slightly different window sizes.
Figure 8. Top left panel: example of simulated continuum and emission-line light curves. The emission-line light curve has a 10-day lag with respect to the continuum
light curve. Top right panel: mean spectrum (red), line-only rms spectrum (blue), and total-ﬂux rms spectrum subtracted by a local continuum (green). Bottom panels:
distribution of the line width ratios between line width in total_ﬂux rms spectra and line_only rms spectra using FWHM (left) and σline (right), based on 1000 trials for
this particular example. The blue, orange, and green histograms refer to 30, 50, and 100 days of the nightly RM observation baseline. Shorter programs can lead to
more signiﬁcantly biased rms line width.
Figure 9. Illustration of the three different choices of window size. The black
solid lines in the top and bottom panels represent the mean and rms spectra,
respectively. The red line is the total broad-line proﬁle in the mean spectrum
used to calculate different line widths. The yellow, blue, and green vertical
lines represent 1.0×FWHM window, 1.5×FWHM window, and 2.5×
MAD window, respectively.
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