Disease subtyping can assist the development of precision medicine but remains a challenge in data analysis by reason of the many different methods to group individuals depending on their data. However, identification of subclasses of disease will help to produce better models which are more specific to patients and will improve prediction and interpretation of underlying characteristics of disease. This paper presents a novel algorithm that integrates latent class models with supervised learning. The new algorithm uses latent class models to cluster patients within groups that results in improved classification as well as aiding the understanding of the dissimilarities of the discovered groups. The methods are tested on data from patients with Systemic Sclerosis (SSc), a rare potentially fatal condition. Results show that the "Latent Class Multi-Label Classification Model" improves accuracy when compared with competitive similar methods.
INTRODUCTION
Healthcare organisations need to find better methods to assist diagnosis that are both accurate and explainable. Machine learning classifiers that can exploit the huge amounts of historical patient data are clearly a promising technology to achieve this. Their aim is to accurately predict a class label for new patients (e.g. diagnosis or risk factor) based on historical data. However, in some situations, patients might belong to more than one class. For example, a patient might suffer from diabetes and cancer at the same time [1] . In this case Multi-Label (ML) classification can be employed, where multiple class labels can be assigned to a single patient's data. ML classification is a challenging task in machine learning as it requires the prediction of more than one class. Previous research shows the effectiveness and robustness of ML classification. In [2] the authors observed that better accuracy is obtained when algorithm adaption is used (see Section B). Also, in [3] multilabel classification and associated evolution metrics have been introduced, suggesting that algorithm adaptation is the best option for ML classification. Dhongade et al. review ML classification and observe that the approach is mostly used in text categorisation and medical diagnosis [4] . This paper introduced ML-KNN and showed that ML-KNN is better than other established algorithms [4] . ML classification aims to predict all classes that belong to any patient and may also help to find the relationships between classes. A novel model for ML classification based on Bayesian networks was introduced in order to predict all classes whilst simultaneously finding correlations between classes. The model performed better compared to binary classification methods [5] . Although many researchers are working on enhancing Naïve Bayes performance in classification problems, less research has been done in ML Naïve Bayes. Shouman et al. explored in [6] the effectiveness of k-means as a clustering method in improving supervised learning techniques like Naïve Bayes. The results showed that integrating a clustering method with Naïve Bayes could enhance accuracy [6] . Naïve Bayes has been used as an important method in medical diagnoses fields as it can give accurate results and reveal hidden information between the variables [7] . Kabir et al. claim higher accuracy can be produced when datasets are split into sub-groups, where each group has similar intra-group characteristics [8] . They focus on the improvement of the classification accuracy for Naïve Bayes by clustering the dataset using K-means [8] . Eshghi compared traditional clustering methods and latent class models and found that using different clustering methods might produce different groups, suggesting that each methodology could lead to different interpretations [9] .
Our research deals with ML classification of a disease where patients have multiple comorbidities. We explore the effectiveness of ML classification for Naïve Bayes classifiers but when a Latent Class Model is used to cluster patients. The latent classes within the model can help us to explain the relationship between the clusters and the comorbidities.
A. Latent Class Analysis: A Brief Overview
Latent class analysis (LCA) proposes that there is an unobserved variable that explains all the relationships between the observed variables. In medicinal examinations the observed variables are signs, symptoms, and test results. Latent class models have attracted much attention in the medical statistics community in the past few years [10] . They can be used for clustering categorical data based upon the assumption that observed variables are mutually independent given the class variable. Many latent class models have been explored including the Hierarchical Latent Class Model (HLC), which is a more general form of the Latent Class model based upon Bayesian networks (trees), where the leaf nodes are observed, and others are latent [11] . Dey et al. proposed a latent class model for identifying subgroups according to health effects in a large population. It used LCA to produce a clustering of patients [12] by using random sampling without replacement, assuming local independence between observed variables, and each patient is assigned to one class where Bayesian Information Criteria is used to select the best number of classes in the model.
B. Multi Label Classification: A Brief Overview
Multi-label classification is a classification task where each record can be related to one or more classes. This is common in medical diagnosis, for example diabetes and prostate cancer could be found in one patient. Most of the works on ML classification deal with document classification problems. Carvalho et al. proposed three different methods that deal with ML classification. The first integrates single-label classifiers to be suitable for multi-label classification tasks. The second adapts internal mechanisms of single label classifiers to allow their use in multi label problems. The third method was a new algorithm designed to deal with ML classification [13] . There are two main approaches in ML classification: Problem Transformation Methods and Algorithm Adaption Methods. The first one converts ML classification problems into single label classification problems. The second one modifies single label classification algorithms to be applied on multi-label data [1] . Ceylan et al. studied the efficacy of using ML classification techniques for prediction of cervical cancer. Naïve Bayes, decision trees and others were compared in term of their accuracy, hamming loss, subset accuracy and ranking loss performance evaluation metrics [14] . The purpose of this study was to help physicians, academics and cancer researchers to create fast and accurate diagnosis. The results found similar accuracy that is over 80% for all applied methods [14] .
II. METHODOLOGY
In this project we explore a combination of latent class modelling in combination with ML classification when applied to a dataset that measures a number of complications associated with a rare disease, Systemic Sclerosis.
The algorithm consists of four phases: In the first phase patient's data are collected along with the labels (classes). The latent class model is then applied to the data set in order to separate the dataset into three subgroups. We have classified each group using the Naïve ML Classifer (MLC) model in order to predict the labels (classes). Finally, we have evaluated the proposed algorithm and compared it to other related algorithms.
A. Data Collection
SSc is an uncommon connective tissue disease with multisystem involvements and a chronic and often progressive course [15] . SSc can be diagnosed on clinical trials and the ACR/EULAR 2013 Classification Criteria for SSc are widely accepted and used by clinicians and researchers [16] . The presence of skin thickening, affecting the fingers and spreading proximal to the metacarpophalangeal joints is sufficient to make the diagnosis. In patients with skin changes only affecting the fingers, additional features, including fingertip pitting scars or ulcers, telangiectasia, abnormal nailfold capillaries, Raynaud's phenomenon, SSc-specific antibody positivity or pulmonary involvement need to be present for a patient to be classified as having SSc.
We explore data on 677 SSc patients attending the Scleroderma unit at the Royal Free Hospital, including basic demographic and clinical characteristics, blood results and pulmonary function tests. Our purpose was to predict time to death, time to pulmonary fibrosis (PF) and time to pulmonary hypertension (PH) -two common complications in SSc. The goal of this new algorithm is clustering the patients within certain groups and forecasting time to development of PF, PH and death for each group. We have selected the patients who already had at least one comorbidity of interest and all patients who their comorbidities have not seen yet above 5 years period. Our algorithm was implemented on the resulting dataset to predict time to development of PF, PH and death.
B. Latent Class Model
The latent class model uses a discrete latent variable that clusters patients within groups based on unobservable subgroups of individuals. In our algorithm we use one nominal variable with K categories representing the number of subgroups. Each subgroup (or cluster) of patients contains individuals that share common characteristics. The latent class model is estimated by the maximisation of the log-likelihood.
The above equation is a manifest distribution of response vector .
is the probability weight that patient i belongs to class u (u=1,……, k) and is calculated from the following equation:
The log-likelihood ℓ * ( ) may be efficiently maximised through an Expectation-Maximisation (EM) algorithm. The EM algorithm is based on the complete log-likelihood
C. MLC Naïve Bayes
We have adapted the single Naïve Bayes algorithm to deal with sets of labels. The aim of this method is to predict all labels' values and discover if this improves the performance of the classification compared to multiple single class models (by assuming conditional relationships between the different labels). The conditional probability of patient with relate to each class label is defined as follows:
is the amount of values having the label .
is the total frequency of values appearing in individual case in category .
To calculate the average of posterior probability of patient in each class as follows:
The SSc dataset has three classes time to PF, time to PH and time to death. The aim of the new algorithm is to cluster patients within subgroups using the latent class model whilst predicting the three classes using MLC Naïve Bayes. We have selected all the patients who have at least one comorbidity in order to predict whether the patient might suffer further comorbidities within the following five years. The next Pseudocode shows the procedures used to run the new algorithm. 3: Assign each test data example to one of the above groups by using scoring formula. 4: Compute the conditional probability between the labels and features. 5: Compute the conditional probability between the labels. 6: Build the Multi label Naïve Bayes from the dataset. 7: Predict the labels by computing the posterior probability for the test data for each group. 8: Compute accuracy and other metrics. End
Algorithm1

D. Results
We now document the comparison of our Latent Class Model Multi Label Naïve Bayes Classifier to other methods when predicting the time to PF, time to PH and time to death for each discovered subgroup. We have run standard Naïve Bayes (NB), Multi Label Naïve Bayes Classification (MLNB), Standard Naïve Bayes with latent class model (LCNB), and Multi label Naïve Bayes Classification with Latent Class model (LCMLNB) to predict Time to death, Time to develop PF and time to PH. The following plots show the results of these methods on all of the test data. They show that multi label classification with latent class model performs better than standard Naïve Bayes and Multi label classification. Error rates are generally lower in LCMLNB. It is necessary to discover the meaning of the latent class model in our dataset. The latent class model in our paper has split the dataset into three groups. All the patients within the same group have similar characters. The following tables show the difference between percentages for blood test results and antibody information within the groups. It shows that most of the patients in group 2 suffer skin thickening and are female. It can be seen from the results that haemoglobin levels (Hb) are lower in group 3 compared to other groups while serum creatinine (Cr) levels are higher. Finally, regarding Lung function, it shows that FVC and DLCO are higher in group2 compared to other groups. All these results can help clinicians to better identify the characteristics of an individual in order to personalise their care plan whilst improving the prediction of their longer term outcomes. The following graph shows that the percentage of Group 1 patients who develop both PH and PF and die within 5 years is higher than for other groups. Also, the percentage of Group 2 and 3 patients who develop PF is low compared to those who die or develop PH. 
III. CONCLUSION
A set of algorithms were tested on SSc data identifying subgroups of patients and predicting all classes together (time to death, time to develop PAH, and time to develop PF). We have proposed a new algorithm that uses latent class models to cluster individuals in three groups having similar characteristics and Naïve Bayes multi-label classification in order to predict the above classes for each group. Our method has improved the classification and also identified patients within meaningful groups. We compared the proposed algorithm with other algorithms including single naïve Bayes and single label classification. It is envisaged that this new model can be used by clinicians to cluster patients and discover key features in each group for classifying more confidently. 
