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We propose a general and constructive method for the study of observability of
weakly coupled or, more generally, compactly perturbed linear distributed systems.
This approach allows us to avoid the usual indirect compactness]uniqueness
arguments in many cases. Our method is based on two observations. First, in many
cases there exists a Riesz basis formed by ordinary and generalized eigenfunctions
of the underlying operator of the evolutionary equation. Second, in the usual
estimates some constants depend on the initial data in a rather particular way. This
allows us to write the solution as a trigonometric sum with vector coefficients and
then to apply a generalization of an estimation method introduced by Haraux for
the study of scalar nonharmonic series. Applying this approach we improve and
generalize some former theorems of Lions, Haraux, and Jaffard. Q 2000 Academic
Press
1. INTRODUCTION
Consider the evolutionary problem
x9 s Ax , x 0 s x , 1.1Ž . Ž .0
where A is a given linear operator in a complex Hilbert space H. Assume
that we can only measure a finite number of characteristic quantities of
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the solutions at different time intervals. A natural question is whether
these observations are sufficient to distinguish solutions corresponding to
different initial data.
More precisely, let p , . . . , p be a finite number of seminorms in H1 m
and let I , . . . , I be a finite number of intervals in R. We are looking for1 m
sufficient conditions ensuring the estimates
m
225 5x F c p x t dt ,Ž .Ž .Ý H0 j
Ijjs1
with some positive constant c, independent of the particular choice of x .0
w xIt was explained in 8 that in many concrete problems estimates of this
type can be established by direct methods under the additional assumption
that x belongs to some finite-codimensional subspace of H. Then these0
estimates can often be extended to all x by generalizing a method of0
w xHaraux 4 introduced by him for the study of nonharmonic scalar Fourier
series.
To solve some typical observability and controllability problems for
coupled linear systems a further generalization of this method is necessary.
This is given in the first part of this paper: it turns out that the optimal
framework is that of Riesz bases formed by ordinary and generalized
eigenvectors of the generator of the underlying semigroup. In the second
part of the paper this method is applied to study the internal observability
of coupled Petrovsky systems. Due to space limitations, other applications
to partial andror boundary observability will be given elsewhere.
Throughout this paper all intervals I are assumed to be bounded and
are not reduced to a one-point set or to the empty set; equivalently, their
< <lengths satisfy the inequalities 0 - I - ‘. Furthermore, the letter c will
Ž .denote different, strictly positive constants, all of which are independent
of the particular choice of the initial data in the corresponding problem.
2. DISCRETE SPECTRAL OPERATORS
We shall assume throughout this paper that A is a discrete spectral
operator in the Hilbert space H; i.e., H has a Riesz basis formed by
Žgeneralized eigenvectors of A. We recall that a Riesz basis in a Hilbert
space H is the image of an orthonormal basis with respect to a Banach
.space automorphism of H. More precisely, we assume that there exists a
Riesz basis
 4e : k s 1, 2, . . . , l s 1, . . . , m 2.1Ž .k , l k
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in H and a sequence of complex numbers l , l , . . . such that the follow-1 2
ing conditions are satisfied:
Ae s l e , k s 1, 2, . . . , 2.2Ž .k , 1 k k , 1
Ae s l e q e , k s 1, 2, . . . , l s 2, . . . , m , 2.3Ž .k , l k k , l k , ly1 k
< <l “ ‘, 2.4Ž .k
the sequence R l is bounded, 2.5Ž . Ž .k
the sequence m is bounded. 2.6Ž . Ž .k
Ž .We shall denote by Z the linear hull of the set 2.1 . The vectors e arek , 1
called ordinary eigenvectors of A, and the vectors e with l ) 1 arek , l
called generalized eigenvectors of A.
The simplest case is where A is a skew-adjoint operator having a
compact resolvent: then A is diagonalizable and all eigenvalues are purely
imaginary so that H has an orthonormal basis satisfying the above condi-
tions with R l s 0 and m s 1 for all k. More general examples can bek k
obtained by perturbation. Let us give an example which will be used later;
w xother theorems of this type can be found in 1]3 .
Ž .PROPOSITION 2.1. Assume that H has a Riesz basis 2.1 satisfying
Ž . Ž .2.2 ] 2.6 and let B be a compact linear operator in H. Assume that there
exists a sequence 1 s k - k - ??? of positi¤e integers such that, denoting0 1
by Z the linear hull of the ¤ectors e with k F k - k and 1 F l F m ,i k , l iy1 i k
we ha¤e
BZ ; Z , i s 1, 2, . . . , 2.7Ž .i i
the sequence k y k is bounded, 2.8Ž . Ž .i iy1
<there exist an integer i and a positi¤e number « such that A hasZ0 i
dim Z different eigen¤alues for e¤ery i ) i , whose mutual distances 2.9Ž .i 0
are all larger than « .
Then A q B is also a discrete spectral operator: there exists a Riesz basis
 4f : k s 1, 2, . . . , l s 1, . . . , n 2.10Ž .k , l k
in H and a sequence of complex numbers m , m , . . . ha¤ing the following1 2
properties:
A q B f s m f , k s 1, 2, . . . , 2.11Ž . Ž .k , 1 k k , 1
A q B f s m f q f , k s 1, 2, . . . , l s 2, . . . , n , 2.12Ž . Ž .k , l k k , l k , ly1 k
< <m “ ‘, 2.13Ž .k
the sequence Rm is bounded, 2.14Ž . Ž .k
the sequence n is bounded. 2.15Ž . Ž .k
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Ž . Ž .Proof. Since A q B Z ; Z for every i by 2.7 , applying Jordan'si i
Ž . Ž .theorem to each Z we obtain a set 2.10 spanning Z and satisfying 2.11i
Ž .and 2.12 for a suitable sequence m , m , . . . . We have1 2
sup n F sup dim Z s sup mÝk i k
i k Fk-kiy1 i
Ž . Ž . Ž .by construction. Since the last supremum is finite by 2.6 and 2.8 , 2.15
follows.
5 5Next we observe that Be “ 0 as k “ ‘. Indeed, first we recall thatk , l
every orthonormal basis converges weakly to zero by the Bessel inequality.
Since a Riesz basis is the image of an orthonormal basis by a bounded
Ž .linear map, it follows that the Riesz basis e also converges weakly to 0k , l
Ž .as k tends to ‘. Finally, since B is compact, Be converges strongly to 0k , l
as k tends to ‘.
Ž .It follows from 2.9 that A has only finitely many generalized eigenvec-
tors: m s 1 for all sufficiently large k. Applying Rouche's theorem to theÂk
< Ž . < 5 5determinants of A Z and A q B Z and using the relation Be “ 0i i k , l
Ž .as k “ ‘, it follows from 2.9 and from the boundedness of the sequence
Ž . < Ž . <dim Z that, for all sufficiently large i, both A Z and A q B Z havei i i
Ž .dim Z different eigenvalues and the difference between the spectra ofi
< Ž . <A Z and A q B Z tends to 0 as i “ ‘. Furthermore, computing thei i
Ž .corresponding ordinary eigenvectors f by Cramer's rule, we can nor-Âk , 1
malize them so that the linear operator T : Z “ Z defined by T e s fi i i i k , 1 k , 1
for all e g Z satisfiesk , 1 i
5 5I y T “ 0 as i “ ‘. 2.16Ž .i
5 5Choose i ) i such that I y T - 1r2 for all i ) i . Let us define a1 0 i 1
<linear map T : Z “ Z by setting T Z s T for all i ) i , and choose T toi i 1
be an arbitrary bijection between the vectors e and f belonging to Zk , l k , l i
for i F i . Then T extends to a bounded linear map of H onto itself,1
Ž . Ž .having a bounded inverse. Since T maps the Riesz basis 2.1 onto 2.10 ,
Ž .by definition 2.10 is also a Riesz basis.
3. EVOLUTIONARY PROBLEMS WITH DISCRETE
SPECTRAL OPERATORS
Let A be a discrete spectral operator. One can readily verify that the
Ž .problem 1.1 has a unique natural solution defined by
m mj l t‘ ly1 ‘kk kt e
x t s x e \ x E t , 3.1Ž . Ž . Ž .Ý Ý Ý Ý Ýk , l k , lyj k , l k , lj!ks1 ls1 js0 ks1 ls1
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with suitable complex coefficients x such thatk , l
m‘ k
2< <x - ‘. 3.2Ž .Ý Ý k , l
ks1 ls1
ŽSince x s Ý x e , owing to our Riesz basis assumption the left-hand0 k , l k , l
5 5 2 .side of this formula is equivalent to x .0
For x g Z only finitely many coefficients x can be different from 00 k , l
Ž .so that the series 3.1 reduces to a finite sum, thus eliminating any
problem of convergence. In this and in the next section we shall only
Ž .consider solutions of 1.1 corresponding to initial data x g Z: since Z is0
a dense subspace of H, most of the results can be extended easily to the
general case x g H by an obvious approximation argument, which is left0
to the reader.
Now assume we are given a finite number of seminorms q , . . . , q and1 m
p , . . . , p in Z and intervals I , . . . , I . The purpose of this section is to1 m 1 m
study estimates of the form
m




225 5x F c p x t dt 3.4Ž . Ž .Ž .Ý H0 j
Ijjs1
Ž . Žfor the solutions of 1.1 . We recall here and in the sequel that all
intervals have a strictly positive finite length and we denote by c positive
constants, independent of the initial data, which can be different in
.different places.
The first estimate is a so-called admissibility criterion ensuring the con-
w xtinuous dependence of the observations from the initial data; see, e.g., 5 .
w xThis is also an abstract form of the so-called direct inequalities in 11, 12 ,
expressing some hidden regularity results.
The second estimate is often called an obser¤ability inequality: if all
Ž .observations are 0, then the right-hand side of 3.4 vanishes and we
Ž .conclude that x s 0. Hence, owing to the linearity of the problem 1.1 ,0
solutions corresponding to different initial data lead necessarily to differ-
ent observations. This is also an abstract form of the so-called in¤erse
w xinequalities in 11, 12 .
Sometimes estimates of this type can be proved directly under the
additional assumption that a finite number of coefficients x at thek , l
Ž .beginning of the series 3.1 vanish. It turns out that for the direct
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Ž .inequality 3.3 this extra condition can always be relaxed automatically.
Motivated by some later applications to partial observability problems, we
consider a more general situation by fixing an A-invariant linear subspace
Z9 of Z and considering only initial data belonging to Z9. More precisely,
Z9 is the linear hull of the vectors e , where k runs over some givenk , l
subset of the positive integers and l runs over 1, . . . , m for each such k.k
Ž .The complete observability problem will correspond to the choice Z9 s Z.
Ž .Concerning the estimates 3.3 we shall prove the relatively easy
PROPOSITION 3.1. Let k9 be a positi¤e integer. Assume that for some
Ž . Ž .inter¤als I , . . . , I the estimates 3.3 are satisfied for all solutions 3.1 of1 m
Ž .1.1 such that x g Z9 and0
x s 0 whene¤er k - k9. 3.5Ž .k , l
Ž .Then the estimates 3.3 remain ¤alid in fact for all solutions with x g Z9.0
Moreo¤er, they also remain ¤alid for e¤ery other choice of inter¤als J , . . . , J1 m
instead of I , . . . , I .1 m
Ž .Concerning the inverse estimates 3.4 we shall prove the following
deeper theorem, the main abstract result of this paper:
THEOREM 3.2. Let k9 be a positi¤e integer. Assume that for some
inter¤als I , . . . , I we ha¤e1 m
m








x t s x E tŽ . Ž .Ý Ý k , l k , l
ks1 ls1
Ž .of 1.1 such that x g Z9 and0
x s 0 whene¤er k - k9.k , l
Furthermore, assume that
q F cp in H , j s 1, . . . , m , 3.8Ž .j j
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and that
Ž . Ž .if Ae s l e for some k - k9 and if q e s ??? s q e s 0,k 1 m 3.9Ž .then e s 0.
Let J , . . . , J be inter¤als such that each J contains the closure of I in its1 m j j
Ž .interior. Then all solutions of 1.1 with x g Z9 satisfy the estimates0
m




225 5x F c p x t dt . 3.11Ž . Ž .Ž .Ý H0 j
J1js1
An important special case is where p s q for every j. But the casej j
p / q also occurs in some applications to partial differential equationsj j
Ž w x.with Neumann or Robin type boundary conditions see 8 . Theorem 3.2
w ximproves and generalizes Theorems 5.2 and 5.3 in 8 in various directions:
v we consider Riesz bases instead of orthonormal ones;
v we allow nonreal eigenvalues;
v we allow generalized eigenvectors;
v we consider a family of seminorms instead of only one seminorm.
All these improvements are necessary for our later applications.
Now we turn to the proofs.
Ž .Proof of Proposition 3.1. Let us first relax the condition 3.5 . Given
x g H arbitrarily, we write the solution in the form x s y q z with0
mk




z t s x E t .Ž . Ž .Ý Ý k , l k , l
kGk 9 ls1
It follows from our assumptions that
m
2 25 5q z t dt F c z 0 . 3.12Ž . Ž . Ž .Ž .Ý H j
Ijjs1
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Furthermore, since y is given by a finite sum, we also have
m
2 25 5q y t dt F c y 0 . 3.13Ž . Ž . Ž .Ž .Ý H j
Ijjs1
Indeed, using the definition of the seminorms we have
2mm m k
2q y t dt s q x E t dtŽ . Ž .Ž .Ý Ý Ý ÝH Hj j k , l k , lž /I Ij jjs1 js1 k-k 9 ls1
2jm l tm ly1 kk < <t e
< <F x q e dtŽ .Ý Ý Ý ÝH k , l j k , lyjž /j!Ijjs1 k-k 9 ls1 js0
mk
2 2< < 5 5F c x F c y 0 .Ž .Ý Ý k , l
k-k 9 ls1
Now using the triangle inequality and then the Riesz basis property we
Ž . Ž .conclude from 3.12 and 3.13 that
m m m
2 2 2q x t dt F 2 q y t dt q 2 q z t dtŽ . Ž . Ž .Ž . Ž . Ž .Ý Ý ÝH H Hj j j
I I Ij j jjs1 js1 js1
m‘ k
2 2 2 25 5 5 5 < < 5 5F 2c y 0 q 2c z 0 F c x F c x .Ž . Ž . Ý Ý k , l 0
ks1 ls1
Now given m intervals J , . . . , J arbitrarily, let us choose finitely many1 m
real numbers t , . . . , t such that for each j s 1, . . . , m the translates1 n
I q t , . . . , I q tj 1 j n
of the interval I cover the interval J . Then taking into account thej j
Ž . Ž .translation invariance of the equation 1.1 and using 3.3 we have
m n m n
2 2 25 5q x t dt F q x t dt F c x tŽ . Ž . Ž .Ž . Ž .Ý Ý Ý ÝH Hj j i
J I qtj j ijs1 is1 js1 is1
and it remains to verify for every fixed t g R the estimate
5 5 2 5 5 2x t F c x .Ž . 0
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This estimate follows by a direct computation: we have
2 2m m m mly i l t lyi l t‘ ‘k kk k k kt e t e25 5x t s x e F c x .Ž . Ý Ý Ý Ý Ý Ýk , l k , i k , lž /lyi ! lyi !Ž . Ž .ks1 is1 lsi ks1 is1 lsi
Ž . Ž .Using 2.5 and 2.6 the last expression is majorized by
m‘ k
2< <c xÝ Ý k , i
ks1 is1
and we conclude by applying the Riesz basis property.
Ž .Now we are going to study the inverse inequality 3.4 . We need a
technical lemma. Given d ) 0 and l g C arbitrarily, for every continuous
w xfunction x: R “ H we define, following Haraux 4 , another continuous
function I x: R “ H by the formulad , l
1 d yl sI x t s x t y e x t q s ds.Ž . Ž . Ž .Hd , l 2d yd
Ž .LEMMA 3.3. a Gi¤en a solution
m‘ k
x t s x E tŽ . Ž .Ý Ý k , l k , l
ks1 ls1
Ž . Ž . Ž .of 1.1 , y [ I x is also a solution of 1.1 with different initial data y :d , l 0
m‘ k
y t s y E t .Ž . Ž .Ý Ý k , l k , l
ks1 ls1
If x g Z9, then y g Z9.0 0
Ž . Ž .b For any seminorm p in Z and for any inter¤al a, b we ha¤e the
estimates
b bqd2 2p y t dt F c p x t dt , ; x g Z. 3.14Ž . Ž . Ž .Ž . Ž .H H 0
a ayd
Ž .c We ha¤e y s 0 whene¤er l s l .k , m kk
Ž .d For all but countably many d ) 0 we ha¤e the estimates
m mk k
2 2< < < <x F c y . 3.15Ž .Ý Ý Ý Ýk , l k , l
l/l ls1 l/l ls1k k
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Ž . Ž .Proof. a Using the translation invariance of the equation 1.1 we
have
y9 s I x 9 s I x9 s I Ax s A I x s Ay.Ž . Ž .d , l d , l d , l d , l
The second relation follows from the A-invariance of Z9.
Ž .b For every fixed t g R we have
21 d2 2 yl sp y t F 2 p x t q 2 p e x t y s dsŽ . Ž . Ž .Ž . Ž . Hž /2d yd
21 d2 yl sF 2 p x t q e p x t q s dsŽ . Ž .Ž . Ž .H2 ž /2d yd
1 d d2 22yl s< <F 2 p x t q e ds p x t q s dsŽ . Ž .Ž . Ž .H H22d yd yd
tqd2 2y1 2 < R l < dF 2 p x t q d e p x s ds.Ž . Ž .Ž . Ž .H
tyd
Therefore
b b b tqd2 2 2y1 2 < R l < dp y t dt F 2 p x t dt q d e p x s ds dtŽ . Ž . Ž .Ž . Ž . Ž .H H H H
a a a tyd
b 2s 2 p x t dtŽ .Ž .H
a
bqd  4min b , sqd 2y1 2 < R l < dq d e p x s dt dsŽ .Ž .H H
 4ayd max a , syd
b bqd2 22 < R l < dF 2 p x t dt q 2 e p x s dtŽ . Ž .Ž . Ž .H H
a ayd
Ž .and 3.14 follows with
c s 2 q 2 e2 < R l < d .
Ž .c We have
m m‘ k k x dk , l lyiyl s l Ž tqs.ky t s x t y e t q s e ds e .Ž . Ž . Ž .Ý Ý Ý H k , i2d l y i !Ž . ydks1 is1 lsi
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Hence
mk x dk , l Žl yl. s lyiky s x y e s ds 3.16Ž .Ý Hk , i k , i 2d l y i !Ž . ydlsi
for all k, i. It follows that
1 d Žl yl. sky s x 1 y e dsHk , m k , mk k ž /2d yd
and the last factor vanishes if l s l.k
Ž . Ž .d It follows from 3.16 that the matrix which transforms the vector
x , . . . , x into y , . . . , yŽ . Ž .k , 1 k , m k , 1 k , mk k
is triangular with determinant equal to
m mk k1 sinh l y l dŽ .d kŽŽl yl. s.kD [ 1 y e ds s 1 y .Ł ŁHk ž / ž /2d l y l dŽ .ydis1 is1 k
This is an analytic function of d for every k which is not identically 0 if
l / l .k
Hence for all but countably many d ) 0 we have D / 0 wheneverk
l / l, so that A is invertible. Furthermore, for every such fixed d , wek k
Ž . Ž . Ž . 5 5deduce from the assumptions 2.4 , 2.5 , and 2.6 that I y A “ 0 andk
5 y1 5therefore I y A “ 0 as k “ ‘. Hencek
5 y1 5sup A - ‘k
l /lk
Ž .and 3.15 follows.
The following result is analogous to the second half of Theorem 3.2 but
the conclusion is weaker: We can weaken but we cannot relax completely
Ž . Ž .the assumption 3.18 below for the validity of 3.4 .
LEMMA 3.4. Let k9 be a positi¤e integer. Assume that for some inter¤als
Ž .I , . . . , I the estimates 3.4 are satisfied for all solutions1 m
m‘ k
x t s x E t 3.17Ž . Ž . Ž .Ý Ý k , l k , l
ks1 ls1
Ž .of 1.1 such that x g Z9 and0
x s 0 whene¤er k - k9. 3.18Ž .k , l
Let J , . . . , J be inter¤als such that J contains the closure of I in its interior1 m j j
Ž .for e¤ery j. Then all solutions of 1.1 with x g Z9 satisfy the estimates0
m mk
22< <x F c p x t dt. 3.19Ž . Ž .Ž .Ý Ý Ý Hk , l j
IjkGk 9 ls1 js1
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Proof. Set
M s mÝ k
k-k 9
Ž .and fix a sufficiently small d ) 0 so that writing I s a , b we havej j j
a y Md , b q Md ; J for j s 1, . . . , m.Ž .j j j
Ž .We can choose d such that the estimate 3.15 of the preceding lemma is
satisfied for every l with k - k9. Let us introduce the linear operatork
I s I m kŁ d , lk
k-k 9
Ž .composition of M linear operators . It follows from the definition of Id , l
that I does not depend on the choice of the order of the factors I .d , lk
Hence, by a repeated application of the preceding lemma, we obtain that
Ž . Ž .for every solution 3.17 of 1.1 the function y [ Ix has the form
mk
y t s y E tŽ . Ž .Ý Ý k , l k , l
kGk 9 ls1
and the following estimates are satisfied:
m mk k
2 2< < < <x F c yÝ Ý Ý Ýk , l k , l
kGk 9 ls1 kGk 9 ls1
and
m m
2 2p y t dt F c p x t dt.Ž . Ž .Ž . Ž .Ý ÝH Hj j
I Jj jjs1 js1
Ž .Since by our assumption 3.4 is satisfied for y instead of x, the lemma
follows.
Now we are ready to prove our main result:
Proof of Theorem 3.2. It suffices to consider the case where l s ??? s1
l : the general case then easily follows by induction. Furthermore, byk 9y1
Ž . Žrearranging the sequence l and increasing k9 if necessary this onlyk
Ž . Ž ..weakens our assumption concerning the estimates 3.6 and 3.7 , we may
assume that l / l for all k G k9.k
Ž .The estimate 3.10 follows at once from the stronger Lemma 3.3. For
Ž .the proof of 3.11 set
mk
y t s x E t 3.20Ž . Ž . Ž .Ý Ý k , l k , l
k-k 9 ls1
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and
mk
z t s x E t ,Ž . Ž .Ý Ý k , l k , l
kGk 9 ls1
so that x s y q z.
Assume for a moment that
m
225 5y 0 F c q y t dt. 3.21Ž . Ž . Ž .Ž .Ý H j
Ijjs1
Then
5 5 2 5 5 2 5 5 2x F 2 y 0 q 2 z 0Ž . Ž .0
m
2 25 5F c q y t dt q 2 z 0Ž . Ž .Ž .Ý H j
Ijjs1
m
2 2 25 5F c 2 q x t q 2 q z t dt q 2 z 0 .Ž . Ž . Ž .Ž . Ž .Ý H j j
Ijjs1
Ž . Ž .We used in the first step the triangle inequality. Applying 3.10 for z it
follows that
m
22 25 5 5 5x F c q x t dt q c z 0 .Ž . Ž .Ž .Ý H0 j
Ijjs1
Applying Lemma 3.4 and the Riesz basis property
m‘ k




2 225 5x F c q x t dt q c p x t dt.Ž . Ž .Ž . Ž .Ý ÝH H0 j j
I Jj jjs1 js1
Ž . Ž .Since I ; J for every j and since q F cp by 3.8 , 3.11 follows.j j j j
Ž .It remains to prove 3.21 . Since the vector space of functions of the
Ž .form 3.20 is finite-dimensional, it suffices to prove that if a function of
this form satisfies
q y t s 0 in IŽ .Ž .j j
Ž .for j s 1, . . . , m, then y 0 s 0.
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Writing Lu s u9 y l u, it follows from our hypothesis that1
q Ln y t s 0 in I , j s 1, . . . , m ,Ž .Ž .j j
for n s 0, 1, . . . .
Ž .Assume, on the contrary, that y 0 / 0 and let us apply this equality
with the largest integer n such that x / 0 for some k9. Setting x s 0k 9, n k , n
if n ) m , we havek
Ln y t s x e ,Ž . Ý k , n k , 1
k-k 9
so that
q x e s 0, j s 1, . . . , m.Ýj k , n k , 1ž /
k-k 9
Ž .Applying the hypothesis 3.9 and using the linear independence of the
vectors e we conclude that x s 0 for all k. However, this contradictsk , 1 k , n
the choice of n.
4. INTERNAL OBSERVABILITY OF COUPLED
PETROVSKY SYSTEMS
Let V ; R N be the product of N one-dimensional open intervals. Fix
Ž .positive numbers a , . . . , a and complex numbers a 1 F i, j F m , and1 m i j
consider the following system of linear partial differential equations:
m
Y 2 2u q a D u q a u s 0 in R = V ,Ýi i i i j j
js1
4.1Ž .u s Du s 0 on R = G ,i i
Xu 0 s u and u 0 s u in V ,Ž . Ž .i i0 i i1
1 F i F m.
One can readily verify by standard methods that for any given
u , u g H 2 V l H 1 V , 1 F i F m ,Ž . Ž . Ž .i0 i1 0
Ž . Ž .the problem 4.1 has a unique weak solution satisfying
u g C R; H 2 V l H 1 V l C1 R; L2 V , 1 F i F m.Ž . Ž . Ž .Ž .Ž .i 0
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Let us define the initial energy of the solutions by
m
2 2< < < <E s Du q u dx.Ý H0 i0 i1
Vis1
We seek estimates of the form
m
2X< <c E F u dx dt F c E , 4.2Ž .Ý HH1 0 i 2 0
J vi iis1
where v , . . . , v are given open subsets of V and J , . . . , J are given1 m 1 m
bounded intervals.
Consider first the uncoupled case a ’ 0, i.e., the systemi j
¤Y q a2D2 ¤ s 0 in R = V ,i i i
¤ s D¤ s 0 on R = G ,i i 4.3Ž .
X¤ 0 s u and ¤ 0 s u in V ,Ž . Ž .i i0 i i1
1 F i F m.
w x Ž .We recall from 4, 6, 7 that the solutions of 4.3 satisfy the estimates
m
2X< <c E F ¤ dx dt F c E 4.4Ž .Ý HH3 0 i 4 0
I vi iis1
for e¤ery choice of nonempty open subsets v of V and bounded inter-i
Ž w xvals I . The second inequality was established by Haraux 4 for generali
w xdomains. The first inequality was also proved in 4 in some special cases.
w xThen Jaffard 6 proved it completely in the two-dimensional case, and his
w xproof was generalized in 7 for arbitrary dimension.
In fact, the proof of Haraux shows that the second inequality can be
generalized for equations containing a nonhomogeneous term. For exam-
ple, if I is a bounded interval containing 0 and every interval I , then thei
solutions of the system
wY q a2D2 w q f s 0 in R = V ,i i i i
w s Dw s 0 on R = G ,i i 4.5Ž .
Xw 0 s w 0 s 0 in V ,Ž . Ž .i i





2 2< < 5 5w dx dt F c f . 4.6Ž .Ý ÝHH L Ž I ; L ŽV ..i 5 i
I vi iis1 is1
Now consider the coupled system.
THEOREM 4.1. Assume that
a - a - ??? - a 4.7Ž .1 2 m
and choose the complex numbers a arbitrarily. Furthermore, fix nonemptyi j
open subsets v , v , . . . , v of V and bounded inter¤als J , . . . , J arbitrar-1 2 n 1 m
ily. Then there exist two positi¤e constants c and c such that the solutions of1 2
Ž . Ž .4.1 satisfy the inequalities 4.2 .
Ž .Remarks. 1 We do not know whether the theorem remains valid
Ž .without the assumption 4.7 .
Ž .2 Analogous results can be obtained by an easy modification of the
Ž .proof given below if the boundary conditions in 4.1 are replaced by
› u q au s › Du q aDu s 0 on R = G ,n i i n i i
where a is a given nonnegative constant.
Turning to the proof of the theorem, we begin by rewriting the problem
in the form
x9 s A q B x , x 0 s x 4.8Ž . Ž . Ž .0
by setting
x s u , . . . , u , uX , . . . , uX ,Ž .1 m 1 m
x s u , . . . , u , u , . . . , u ,Ž .0 10 m0 11 m1
A u , . . . , u , ¤ , . . . , ¤ s ¤ , . . . , ¤ , ya2D2 u , . . . , ya2 D2 u ,Ž . Ž .1 m 1 m 1 m 1 1 m m
and
m m
B u , . . . , u , ¤ , . . . , ¤ s 0, . . . , 0, y a u , . . . , y a u .Ž . Ý Ý1 m 1 m 1 j j m j jž /
js1 js1
Let us introduce the Hilbert space
m m2 1 2H s H V = H V = L VŽ . Ž . Ž .Ž .0
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endowed with the norm
1r2m
2 25 5 < < < <u , . . . , u , ¤ , . . . , ¤ [ Du q ¤ dx ,Ž . Ý H1 m 1 m i iž /Vis1
Ž .  4and define the domains of A and B by D A s x g H : Ax g H and
Ž .D B s H.
First, we show that the assumptions of Proposition 2.1 are satisfied for
all choices of the coefficients a . Let us fix an orthonormal basis z , z , . . .i j 1 2
2Ž . 1Ž .in L V , formed by eigenfunctions of yD in H V such that0
yD z s g 2 z in V ,k k k
z s 0 on Gk
for k s 1, 2, . . . , and
0 - g F g F ??? , g “ ‘.1 2 k
Set a [ a for j s m q 1, . . . , 2m and definej jym
ia g 2 if 1 F j F m ,j k
l s2Ž ky1.mqj 2½ yia g if m q 1 F j F 2mj k
and
y1r22e s 1 q aŽ .2Ž ky1.mqj , 1 j
=gy1 0, . . . , 0, z , 0, . . . , 0, l z , 0, . . . , 0Ž .k k 2Žky1.mqj k
for k s 1, 2 . . . and j s 1, . . . , 2m. In the row vector the nonzero elements
Ž .z and l z are positioned in the jth and m q j th places ifk 2Žky1.mqj k
Ž .1 F j F m and in the j y m th and jth places if m q 1 F j F 2m.
Ž .One can readily verify that e is an orthonormal basis in H and thatk , 1
Ž . Ž .the conditions 2.2 ] 2.6 are satisfied with R l s 0 and m s 1 for all k.k k
The operator B is compact by the compactness of the imbedding
H 2 V l H 1 V ; L2 V .Ž . Ž . Ž .0
Ž . Ž .The conditions 2.7 and 2.8 of Proposition 2.1 are satisfied if we choose
<k s 2 im q 1: each Z is 2m-dimensional. Since the eigenvalues of A Zi k k
are given by
"ia g 2 , 1 F j F m ,j k
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Ž .owing to our assumption 4.7 on a and the relation g “ ‘ all mutualj k
Ž .distances tend to ‘ as k “ ‘. Hence the condition 2.9 is satisfied for
Ž .every « ) 0 if i s i « is chosen sufficiently large.0 0
Ž .Now we are going to apply Theorem 3.2 for A q B instead of A . Let
us introduce the seminorms
5 X 5 2p x s q x [ u , 1 F j F m.Ž . Ž . L Žv .j j j j
Ž . Ž . Ž .Then the estimates 3.10 and 3.11 of Theorem 3.2 coincide with 4.2 , so
Ž . Ž .that we only have to verify the conditions 3.6 ] 3.9 .
Ž .Condition 3.8 is obviously satisfied because p s q. Next we write
Ž . Ž .u s ¤ q w, where ¤ solves 4.3 and w solves 4.5 with
m
f s a u .Ýi i j j
js1
Ž .Applying 4.6 we have
m m
2 2X
2 2< < 5 5w dx dt F c u .Ý ÝHH L Ž I ; L ŽV ..i 5 j
I vi iis1 js1
Using the compactness of the Sobolev imbedding
H 2 V l H 2 V ; L2 VŽ . Ž . Ž .0
Ž .and the wellposedness of 4.1 we conclude that
m
2X< <v dx dt F c k9 E 4.9Ž . Ž .Ý HH i 6 0
I vi iis1
if the initial data are orthogonal to Z for all k - k9, with a constantk
Ž .c k9 tending to 0 when k9 “ ‘.6
Ž . Ž .Using the equality u s ¤ q w now we deduce from 4.4 and 4.9 the
inequalities
m
2X< <u dx dt F 2c q 2c k9 EŽ .Ž .Ý HH i 4 6 0
I vi iis1
and
m c y 2c k9Ž .3 62X< <u dx dt G E .Ý HH i 02I vi iis1
Ž . Ž . Ž .Choosing k9 sufficiently large we have c y 2c k9 ) 0, and 3.6 ] 3.73 6
follow.
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Ž .It remains to verify 3.9 . It follows from the structure of A q B that
every eigenvector of A q B has the form
e s b 1z1 q ??? qb k z k ,
where
z l g H 1 V , z l / 0,Ž .0
yD z l s g l z l in V ,
b l s b l , . . . , b l g C2 m .Ž .1 2 m
Owing to the special structure
0 IA q B s ž /) 0
of A q B we have the implication
b l s ??? s b l s 0 « b l s ??? s b l s 0. 4.10Ž .1 m mq1 2 m
Ž . Ž .If p e s ??? s p e s 0, then1 m
b 1z1 q ??? qb k z k s 0 in v , 1 F j F m.j j j
Applying yD repeatedly to these equations we obtain for each 1 F j F m
the linear system
i i1 1 1 k k kg b z q ??? q g b z s 0 in v , i s 0, . . . , k y 1,Ž . Ž .j j j
for the variables b 1z1, . . . , b k z k.j j
If the numbers g l are pairwise distinct, the determinant of this system is
different from zero, and therefore
b 1z1 s ??? s b k z k s 0 in v , i F j F m.j j j
In the general case we only obtain for every g ) 0 the equality
b l z l s 0 in v , 1 F j F m.Ý j j
jg sg
Applying Carleman's unique continuation theorem we conclude that
b l z l s 0 in V , 1 F j F mÝ j
jg sg
for every g ) 0. Since z1, . . . , z k are linearly independent, it follows that
b 1 s ??? s b k s 0.j j
Ž .Using 4.10 hence we conclude that e s 0.
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