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Chapter 1
General introduction
The simultaneous ow of two uids -commonly called two-phase ow- is a chal-
lenging subject rich in physics and in practical applications. Daily life examples
of two-phase ow include the rise of bubbles in a glass of beer or champagne, the
generation of water waves by wind, the drift of clouds in the atmosphere, the occur-
rence of dust storms in the desert, and the alternate formation of air and water slugs
in a coee machine. As the physical characteristics of two-phase ow are discussed
in many textbooks on the subject (see, for instance, Hetsroni [12] and Joseph &
Renardy [13] [14]), we will focus in this introduction on the technological side of
the problem.
Technological examples of two-phase ow can be found in the context of the
production and transport of oil and gas, the cooling of nuclear power stations and
the combustion of fuel sprays in Diesel engines, among many others. In the process
industry, where multiphase ow conditions are the rule rather than the exception,
the presence of multiple phases poses major diculties in both design and operation.
Typically, two-phase ow systems are susceptible to ow instabilities, blockages, and
pressure and temperature uctuations [7]. This means that the performance of two-
phase ow equipment can be strongly enhanced when the dynamics of two-phase
ow is well understood on the fundamental level. As Batchelor [3] has put it: \two-
phase ow is too important and interesting a subject to be left to those who are
obliged to nd quick answers to practical questions".
A characteristic feature of two-phase ow is the occurrence of quite dierent
ow regimes, depending on the ow rates of the two uids (Figure 1.1). For many
industrial processes it is of crucial importance to know the conditions at which ow
regime transitions occur; these transitions may severely impair operating eciency
and even safety. In the context of horizontal gas-liquid ow, for instance, the
transition from stratied ow to slug ow can lead to dramatic variations in the
liquid hold-up and the associated pressure gradient. With regard to the broad
variety of ow patterns in two-phase ow, one can note that there are in fact two
well-dened limiting cases, from which a whole range of intermediate ow regimes
can be reached through more or less gradual transitions [20]. The rst limiting ow
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regime, which we will denote as \parallel two-phase ow", is typically observed for
relatively low values of the ow rates of the two uids under consideration. This
ow regime is characterized by two clearly separated phases one above the other,
as in the case of wind blowing over the surface of the ocean. The other extreme is
\fully dispersed ow" (drops, bubbles), and can for instance be associated with the
emulsication of water in oil for relatively high oil ow rates [5] or the dispersion
of air bubbles in water for relatively high liquid loadings [7].
Figure 1.1: Flow regimes for horizontal gas-liquid ow in a pipeline. Reprinted from
T.J. Hanratty, `Gas-liquid ow in pipelines', Phys. Chem. Hydro. 9, 101-114, Copyright
(1987), with kind permission from Elsevier Science Ltd, The Boulevard, Langford Lane,
Kidlington, 0X5 1GB, United Kingdom.
In this thesis we will restrict ourselves to the study of parallel two-phase ow.
As a working denition, we will use the term \parallel two-phase ow" for both
liquid-liquid as well as gas-liquid ow, referring to either the ow of two superposed
uids in a plane geometry or the ow of two concentric uids in a pipe geometry.
Even within this relatively narrow scope, the technological relevance is impressive.
Industrial examples of parallel two-phase ow include:
 The use of de-icing uids to reduce ice formation or snow accumulation on
airplane wings. These phenomena can be avoided by spraying on the wings
a layer of non-Newtonian liquid which has a very high viscosity at low shear
rates but lower viscosity at higher shear rates. In this way it can stay on the
wings while the plane is at rest, but is blown o after the plane is in ight
[24].
 The ow of multiple uids layers down an inclined plane, a technique which
is used in the manufacturing of photographic lms. This plane provides a
means by which individual uid layers can be stacked on top of each other; at
the end of the plane, these layers are deposited simultaneously on a moving
substrate [23].
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 The reduction of CO
2
corrosion in horizontal gas-liquid ow. This can be
achieved by maintaining a liquid lm on the top of the pipe, which protects
the metal from the corrosive gas phase [7].
 The vertical ow of melted coal-ash at the walls of a gasication reactor used
for the production of syngas from coal and oxygen. An important technolog-
ical challenge is to prevent this slag from being transported upwards to the
exit in the roof, where the temperature is so low that the slag will solidify and
plug the exit [21].
In these examples, the establishment of waves on the originally at interface between
the two phases can strongly inuence the overall performance of the equipment.
For de-icing uids, for instance, it is known that during a small period of time after
take-o and before the non-Newtonian liquid is nally blown o, wave formation
signicantly aects the aerodynamic behavior of the airplane wings. Consequently,
the control and use of such uids requires a clear insight into the conditions at
which wave formation occurs.
Figure 1.2: Bamboo waves (a) and corkscrew waves (b) in horizontal core-annular oil-
water ow (from Joseph, Bai, Chen & Renardy [15]. With permission from the Annual
Review of Fluid Mechanics, Vol. 29, Copyright (1997), by Annual Reviews Inc.). The ow
direction is from right to left.
The important role of wave formation in parallel-two phase ow can be illus-
trated by two more specic examples from the oil industry. The rst example plays
a role in the \upstream" part of the oil industry (i.e. the exploration and production
of oil). About one half of the world oil reserves is highly viscous, and hence dicult
to produce, transport and process. A well-known method to facilitate the ow of
this highly viscous crude oil through a pipeline is so-called core-annular ow (Fig-
ure 1.2). In core-annular ow, the oil core is entirely encapsulated by a much less
viscous annulus (usually water), based on a \gift of nature" that the liquid with the
lowest viscosity migrates into the region with the highest shear (see, for instance,
Joseph, Bai, Chen & Renardy [15]). The oil does therefore not come into contact
with the pipe wall, which means that the pressure drop is balanced by wall-shear
stresses in the water. Consequently, the presence of the water annulus reduces the
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pressure drop over the pipeline to the same order of magnitude as when only water
is present. Under operating conditions, the core-annular ow conguration appears
remarkably robust, even around irregularities such as unions, bends and curves.
From the hydrodynamic point of view, the robustness of the core-annular ow
conguration shown in Fig. 1.2 is certainly surprising. Despite the fact that the oil
is lighter than the water, giving rise to a buoyancy force on the oil core, the oil core
remains more or less centred in the middle of the pipeline without touching the wall.
Although the hydrodynamics of core-annular ow is not yet fully understood, it is
widely believed that waves on the oil-water interface play a crucial role in the bal-
ance of forces acting on the oil core [17] [2]. In laboratory experiments, these waves
typically manifest themselves as axisymmetric waves, often called bamboo waves
(Fig. 1.2a), or as nonaxisymmetric waves, often called corkscrew waves (Fig. 1.2b).
Obviously, the key role of waves in the balance of forces in core-annular ow un-
derlines the relevance of an adequate description of interfacial waves in parallel
two-phase ow.
Figure 1.3: Two-phase ow phenomena in furnace tubes (courtesy of P.H.J. Verbeek,
Shell International Exploration and Production, Rijswijk, The Netherlands).
A second example of wave formation in parallel-two phase ow is the ow of
hydrocarbons through renery furnaces in the thermal cracking process, a \down-
stream" activity (i.e. the processing of oil). In the thermal cracking process, which
is an alternative to catalytic cracking and hydrocracking, heavy fractions are con-
verted into lighter fractions. From a hydrodynamic viewpoint, the following stages
can be distinguished (Figure 1.3):
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1. Under the inuence of an external pressure gradient, the hydrocarbons ow
through a furnace tube, which is heated from the outside.
2. This heating process leads to the development of gaseous components, and
after some intermediate stages such as bubbly ow, slug ow and churn ow,
annular ow arises: a liquid lm ows along the wall, while the gas is in the
middle. This annular ow regime can be considered favorable in the sense
that it provides an ecient medium for the heat transfer towards the bulk of
the gas [6].
3. Depending on the operating conditions, there can be a transition from annular
ow to annular dispersed ow: in that case, droplets are entrained from the
liquid lm by the gas. These droplets are accelerated by the gas, which
strongly reduces the liquid residence time in the furnace. This implies that
entrainment can have a strong negative eect on the conversion rate in the
furnace, because conversion takes place in the liquid layer close to the wall
only.
From experiment it now appears that the onset of entrainment almost coincides with
the establishment of so-called \roll waves" on the gas-liquid interface [1] [9] [11].
These roll waves are very long, breaking waves that resemble waves on the beach,
with wavelengths of the order of one hundred times the lm thickness [18]. Detailed
measurements show that these large amplitude roll waves are usually covered with
small amplitude waves with a wavelength comparable to the lm thickness [4] [19].
Given these experimental observations, a very likely explanation for the occurrence
of entrainment is that droplets are generated by stripping of short waves from the
crests of the roll waves [9] [22]. A good understanding of the conditions at which
these roll waves occur will contribute to an optimal design and operation of the
renery equipment shown in Fig. 1.3.
A natural starting point to study the generation of waves in parallel two-phase
ow is the so-called linear theory of hydrodynamic stability. In this theory the
stability of the ow is investigated with respect to innitesimal disturbances, an
assumption that allows linearization of the equations around a base state such as
two-layer Couette or Poiseuille ow [8]. Within this framework it is the sign of the
growth rate of a sinusoidal disturbance with a certain wavelength in which one is
interested. A negative growth rate means extinction of the disturbance; a positive
growth rate, however, means that the disturbance will become larger and larger,
after which nonlinear eects may saturate the growth. These saturation eects
typically lead to the formation of small nite-amplitude interfacial waves that can
be seen with the naked eye.
At the same time, however, a major drawback of the linear theory is that it
only accounts for innitesimal disturbances. The linear theory does for instance
not account for the possibility that instability may be caused by nite-amplitude
disturbances even though the base state is stable to innitesimal ones, which is
known as subcritical instability [8]. A well-known example of this latter type of
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instability is the transition to turbulence in single-phase ow systems like Couette
or Poiseuille ow. Since subcritical instability nds its origin in the presence of
nite-amplitude disturbances, it can only be described by theories that are essen-
tially nonlinear in nature. The simplest paradigm of nonlinearity in this respect
is the so-called weakly nonlinear theory of hydrodynamic stability, which can be
considered the leading-order nonlinear correction to the approximations made in
the linear theory [8].
Against the background of the above technological applications, and given the
concepts of the theory of hydrodynamic stability, we will present in this thesis
four investigations of the stability of parallel two-phase ow. Although the results
of these investigations may contribute to a better control of the ow behavior in
the above-mentioned applications, we will focus on fundamental rather than on
technological aspects.
First of all, we will present in Chapter 2 a classication scheme for the various
instabilities arising in parallel two-phase ow, using linear theory. This scheme aims
at making the extensive literature on the stability of parallel two-phase ow more
transparent. By analyzing systematically the energy transfer between the basic ow
and the disturbed ow, we will indicate which papers in the eld of hydrodynamic
stability study the same type of instability. This leads to a classication of the
literature into ve groups, based on the ve dierent mechanisms by which energy
transfer can take place. At the same time, the classication scheme provides insight
into the physical origin of instabilities that arise in a specic ow conguration.
The scheme for instance shows that a liquid lm that is sheared by a gas (as in the
renery furnace shown in Fig. 1.3) can be susceptible to two quite distinct modes of
instability. The rst mode is caused by the viscosity jump at the interface, and gives
rise to the formation of small nite-amplitude waves on the gas-liquid interface. In
constrast the second mode receives a major part of its energy from the dynamics
in the bulk of the liquid lm, and may somehow be related to the formation of roll
waves [19].
In Chapter 3 we will present a linear stability analysis of interfacial waves in
core-annular ow. This specic stability problem can be solved analytically by using
the water-to-oil viscosity ratio as a small parameter. Experiments show that both
axisymmetric and nonaxisymmetric waves can be present on the oil-water interface
(Fig. 1.2a resp. Fig. 1.2b). We will give a theoretical explanation for this by showing
that the nonaxisymmetric modes have growth rates that are approximately equal
to those of the axisymmetric modes.
In the more general case of parallel two-phase ow, the linear stability problem
is too complicated to be solved analytically. In Chapter 4 we will therefore describe
a method, the Chebyshev collocation method, for solving the two-phase ow stabil-
ity problem numerically for almost any prescribed basic-state velocity prole and
a very large range of dimensionless ow parameters. Here, two-phase ow means
both liquid-liquid as well as gas-liquid ow and includes widely diering ow sys-
tems like, for instance, wind over the surface of the ocean, plane Couette-Poiseuille
ow in a channel and lm ow down an inclined plane. By taking advantage of
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the robustness of the Chebyshev collocation method, it is for instance possible to
scrutinize the linear stability characteristics of each of the practical applications
discussed above. Furthermore, the calculations presented in Chapter 2 and 5 are
based on this Chebyshev collocation method.
Whereas there is a vast literature on the stability of parallel two-phase ow,
studies that compare theoretical results with experiments are relatively few. In
Chapter 5, nally, we will therefore study the weakly nonlinear stability of parallel
two-phase ow and compare results with six experiments from the literature. The
short-wavelength instabilities observed in these experiments are compared with the
so-called Stuart-Landau theory, which provides insight into the direction of the bi-
furcation, the value of the equilibrium amplitude, the shape of the wave, and the
physical mechanism responsible for the saturation of linear growth, among others.
Apart from its obvious academic relevance, this study is important from a techno-
logical point of view. In the above-mentioned practical applications highly nonlinear
eects often play a role; studying weakly nonlinear stability provides a natural basis
for a better understanding of these eects.
Publications
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Chapter 2
Classication of instabilities
in parallel two-phase ow
Abstract
There is extensive literature on the stability of parallel two-phase ow, both in the
context of liquid-liquid as well as gas-liquid ow. Aimed at making this literature
more transparent, this paper presents a classication scheme for the various in-
stabilities arising in parallel two-phase ow. To achieve such a classication, the
equation governing the rate of change of the kinetic energy of the disturbances is
evaluated for relevant values of the physical parameters. This shows the existence
of ve dierent ways of energy transfer from the primary to the disturbed ow,
which have their origin in density stratication, velocity prole curvature, viscos-
ity stratication or shear eects. Each class is discussed on the basis of references
covering the developments over the last thirty-ve years.
2.1 Introduction
More than a century ago, the basic concepts of the linear theory of hydrodynamic
stability were formulated by, among others, Kelvin, Reynolds, Taylor and Rayleigh.
As the implications of this theory for single-phase, parallel, shear ow may be
considered as well-documented since about fteen years (see, for instance, Drazin &
Reid [35]), attention has shifted to the stability of two-phase ow. Apart from its
clear academic relevance, this research is motivated by its technological importance,
with applications in aviation [118], coating technology [109], and in the nuclear and
petrochemical industry [41] [77].
Undoubtedly the most appealing example of unstable gas-liquid ow is the gen-
eration of water waves by wind. This phenomenon has received much attention
through the years, both in the context of deep water and thin lms. In the fties
and sixties important steps towards the understanding of wave-formation in air-
water ow have been taken by Miles and Benjamin. Miles has written a series of
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papers, entitled \On the generation of surface waves by shear ows" [78] [79] [80]
[83] [84], discussing some of the physical mechanisms that may be responsible for
the energy transfer to these waves. Building upon the rst paper of Miles, Benjamin
presented a \quasi-static" approximation to tackle the air-water stability problem
[11]. This so-called \divided attack" was, for instance, applied by Miles [83] to the
problem of the generation of waves on deep water and by Cohen & Hanratty [30]
and Craik [32] for thin lms.
In the last decade, emphasis in research on the stability of two-phase ow has
gradually shifted towards liquid-liquid systems. A strong impulse in this direction
has been given by the interest in core-annular ow, a technique used to facilitate the
transport of viscous oil through a pipeline by lubricating it with a \low-viscosity"
liquid such as water (for details see Joseph & Renardy [55]). Consequently, there
have been numerous investigations into the stability of the interface of two shearing
uids with dierent viscosities. These studies are based on a pioneering analysis by
Yih [117], who showed that viscosity stratication can induce instability in plane
Couette-Poiseuille ow.
The huge amount of literature on the stability of two-phase ow shows that
this type of ow is susceptible to instabilities of various kinds. Besides instabil-
ity caused by viscosity stratication, mentioned above, instability can result from
density stratication, velocity prole curvature or from shear eects in one of the
constitutive phases. It is, however, hard to get an overview of this literature. This
lack of transparency can be ascribed to the fact that, unlike for the single-phase sta-
bility problem where the Reynolds number is the only parameter, the formulation
of the two-phase stability problem requires at least six dimensionless parameters.
Due to this complexity, studies in this eld usually apply to a relatively small region
in parameter space, which implies that it is not always clear whether two arbitrary
papers study the same type of instability or not. One should note that it is generally
not possible to give direct and simple explanations of these instabilities. The phys-
ical arguments given by Lighthill [71], Hinch [45] and Smith [101] are valid under
specic conditions only.
In the light of the above, a scheme in which the various instabilities in parallel
two-phase ow can be classied would make the literature more transparent. In
this paper, we present a classication scheme that covers the developments over
the last thirty-ve years, while containing as few classes as possible. In an attempt
to obtain some insight into the nature of the dierent instabilities, we investigate
the way of energy transfer from the primary to the disturbed ow [46] [50]. Such
an energy analysis is based on the fact that, by denition, instability implies the
increase of kinetic energy of an initially small disturbance with time. In two-phase
ow, mechanisms of dierent physical origin account for the production of this en-
ergy. Identication of the dominant mechanism of energy production then allows
us to discriminate between dierent types of waves. The rst to derive the energy
equation for parallel two-phase ow were Hooper & Boyd [46]. Subsequently Hu &
Joseph [50] used the same method to compute the various energy terms for the dis-
turbances with the maximum growth rates. Referring to the successful experiences
with energy considerations of this kind by Hooper & Boyd [46] [48], Hu & Joseph
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[50], Kelly, Goussis, Lin & Hsu [64], Chen, Bai & Joseph [27], Bai, Chen & Joseph
[7], Dijkstra [34] and Joseph & Renardy [55], we may expect the above procedure to
provide enough information to point out the physical characteristics of the various
instabilities in two-phase ow.
This paper is organized as follows. In Section 2.2, the two-phase stability prob-
lem is formulated and attention is subsequently focused on the equation governing
the average rate of change of disturbance kinetic energy. In order to achieve a
classication of the various instabilities, this equation is evaluated numerically for
characteristic combinations of the physical parameters (Section 2.3). Our compu-
tations show that ve classes of instability can be distinguished; in each subsection,
a separate class is discussed on the basis of references.
2.2 Theoretical framework
2.2.1 Formulation of the stability problem
Because the purpose of this paper is to give an overview of the instabilities in two-
phase ow, the formulation of the stability problem must allow for widely divergent
ow systems like, for instance, wind over the surface of the ocean, liquid-liquid ow
in a channel and lm ow down an inclined plane. To ascertain generality, the
specication of the primary ow will therefore be delayed until a fairly advanced
stage in the analysis.
The ow conguration is shown schematically in Figure 2.1. The two uids,
labeled j = 1; 2, are immiscible and incompressible. Dynamic viscosity, density and
layer thickness are denoted by 
j
, 
j
and d
j
, respectively; the angle of inclination
from the horizontal is  and g is the gravitational acceleration. The coordinates
along and perpendicular to the undisturbed interface are x and y, respectively, with
the origin of y chosen at the interface. Unbounded ow is described by considering
it as a limiting case of bounded ow, i.e., by taking a very large value of the layer
thickness of the uid in question. In the following it will be convenient to use
dimensionless quantities. Using the same conventions as Miesen & Boersma [77],
we write variables in dimensionless form by scaling length with the thickness of
the lower layer d
2
, velocity with a characteristic velocity U
i
, time with d
2
=U
i
and
pressure with 
2
U
2
i
. The characteristic velocity U
i
is dened as U
i
= d
2
=u
2
, where
 is the shear stress at the interface; this velocity is equal to the interfacial speed if
the basic-state velocity prole U
2
(y) is linear.
By assumption, the primary ow is a solution of the time-independent Navier-
Stokes equations, driven by a pressure gradient, by a shear stress or by gravity.
When the ow in both phases is laminar, the velocity proles U
j
(y) can be calculated
exactly. However, when the ow in one of the two phases is turbulent, we will use
a \quasi-steady" description of the ow in that phase, i.e., we then assume the
velocity prole to be given by its time-averaged value. This approach seems justied
in view of, for instance, the recent work of Kuru, Sangalli, Uphold & McCready
[66], who present growth rate calculations for both laminar as well as turbulent
air ow over water, nding only small dierences if the friction velocity and the
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Figure 2.1: The ow conguration.
liquid height are taken the same. We note that their conclusion that the primary
eect of turbulence is through changes in the time-averaged velocity prole is also
supported by observation: liquid lms can have a perfectly smooth surface in the
presence of a turbulent gas ow if the mean air velocity is below a certain critical
value [30]. In fact, this suggests that the time scale corresponding to the turbulent
uctuations is in general much shorter than that of the growth of disturbances of
the time-averaged ow (typically 10
 6
s [98] vs. 10
 2
s [77] for wind over water).
For air-water ow, the role of turbulence is extensively discussed by Miles [81] [84]
[85] and Van Duin & Janssen [36].
The stability of the ow conguration in Fig. 2.1 is investigated by disturbing
the primary ow innitesimally [35]. Therefore, the velocity components and the
pressure are written as a time-independent component (the primary ow) plus a
time-dependent disturbance. We can restrict ourselves to an analysis of the behavior
of two-dimensional disturbances, because it was shown by Squire [104] and Yih
[115] that by means of a simple transformation the stability for three-dimensional
disturbances can be related to the stability for two-dimensional disturbances, the
latter always being more unstable.
Using the presumptions that the ow is two-dimensional and incompressible, we
represent the disturbance velocities in the uids by the streamfunctions 	
j
(x; y; t).
Because the primary ow U
j
(y) only depends on the y-coordinate, we assume the
streamfunctions to have the form [35]
	
j
(x; y; t) =  
j
(y)e
i(x ct)
; (2.1)
where i is the imaginary unit. We concentrate on the temporal growth of the
disturbances by taking  as a (prescribed and) real wave number, and allowing the
wave speed c to be complex. The real part of c gives the phase velocity of the wave,
while the imaginary part of c is the growth rate (positive if Im(c) > 0).
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Substitution of the streamfunctions 	
j
(x; y; t) into the linearized Navier-Stokes
equations results in the well-known Orr-Sommerfeld equations for the y-dependent
functions  
j
(y). Writing these equations in dimensionless form gives [113]
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for the upper phase (0 < y < n), and
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for the lower phase ( 1 < y < 0). Primes are used to indicate dierentation with
respect to y, the Reynolds number is dened as R = 
2
U
i
d
2
=
2
, and the ratios r;m
and n are dened as r = 
1
=
2
, m = 
1
=
2
, n = d
1
=d
2
.
The boundary conditions expressing no-slip and no-penetration at the rigid chan-
nel walls are
 
1
=  
0
1
= 0; at y = n; (2.4)
 
2
=  
0
2
= 0; at y =  1: (2.5)
The conditions at the interface are the continuity of the velocity components and
the balance of the stress components. Formally speaking, these conditions must be
evaluated at y = (x; t), the location of the interface in the disturbed ow, and not
at the originally at interface y = 0. This modication is taken into account by
means of a Taylor expansion in  around y = 0. Correct to the leading order in ,
the interface conditions then read [117]
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=c = 0; at y = 0; (2.9)
where S = =(
2
U
2
i
d
2
) is an inverse Weber number based on the interfacial tension
, and F = g(
2
  
1
)d
2
=(
2
U
2
i
) is an inverse Froude number. In deriving the
interface conditions (2.6)-(2.9), we have used that the shear stress in the primary
ow is continuous across the interface: U
0
2
= mU
0
1
at y = 0. Moreover, we have
introduced the convention that the reference frame moves with the interfacial speed,
i.e., U
1
= U
2
= 0 at y = 0.
The ow equations (2.2)-(2.3) and the boundary and interface conditions (2.4)-
(2.9) constitute an eigenvalue problem for the complex wave speed c. In order that
the solution of this homogeneous dierential system is not identical to zero, the wave
speed c must take on specic values. Modern computational facilities allow us to
solve this eigenvalue problem entirely numerically for almost any prescribed primary
prole U
j
(y) and a large range of the dimensionless parameters ;R;m; r; n; S; F
24 Chapter 2: Classication of instabilities in parallel two-phase ow
and . Following the method described in the papers by Miesen & Boersma [77]
and Boomkamp, Boersma, Miesen & Beijnon [19] we solve the problem by means
of a spectral technique, based on an expansion of the functions  
j
(y) in Cheby-
shev polynomials and on point collocation. Subsequent solution of the resulting
generalized eigenvalue problem with the QZ-algorithm [86] [88] then provides the
dispersion relation
c = c(;R;m; r; n; S; F; ); (2.10)
and the corresponding eigenfunctions  
j
(y). These eigenfunctions determine the
streamfunctions 	
j
(x; y; t), as dened in Eq. (2.1), which contain all information
about the velocity and pressure disturbances in the linear stability problem. By
comparing numerical results with the asymptotic results of Craik [32], Van Gastel,
Janssen & Komen [39] and Yih [118], Miesen & Boersma [77] have in fact already
shown that the computer code for the numerical solution of the problem works well.
We have nevertheless checked the correctness of the code once again by reproducing
the asymptotic results of Yih [117] and Hooper & Boyd [46] as well as the numerical
results of Yiantsios & Higgins [113] and Hooper [49].
2.2.2 Energy balance
A ow being unstable implies that the kinetic energy of initially small disturbances
grows with time. Although it is evident that this energy is always being supplied
by the primary ow, it is in general not clear by which mechanism this takes place.
In two-phase ow, it is for example possible that an instability receives its energy
from the ow in the bulk of either of the two phases, similar to the mechanisms in
single-phase ow. It may also occur that an instability originates at the interface,
or that the energy originates from more than one source. A way to understand
these dierent mechanisms of energy transfer is to consider Eq. (52) of Hooper &
Boyd [46] or Eq. (5.2) of Hu & Joseph [50], equations which describe how the rate
of change of the disturbance kinetic energy is composed of energy production and
dissipation terms. For the sake of clarity, we will include a concise derivation of this
equation.
The Navier-Stokes equations express conservation of mass and momentum of a
uid. Multiplying the momentum equation with a velocity gives an expression in
which terms can be interpreted as some kind of energy. We therefore take the inner
product of the velocity disturbances (u
j
; v
j
) with these equations. Subsequently,
we average over a wavelength  = 2= and integrate over the thickness of the
uid. Doing this for both the upper and the lower uid, adding the two results and
applying the divergence theorem of Gauss, we obtain the equation:
2
X
j=1
KIN
j
=
2
X
j=1
DIS
j
+
2
X
j=1
REY
j
+ INT: (2.11)
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Here, the volume contribution of each uid to the energy balance is decomposed
into three terms:
KIN
j
=
r
j

d
dt
Z
b
j
a
j
dy
Z

0
dx

1
2
 
u
2
j
+ v
2
j


; (2.12)
DIS
j
=  
m
j
R
Z
b
j
a
j
dy
Z

0
dx

2(u
j;x
)
2
+ (u
j;y
+ v
j;x
)
2
+ 2(v
j;y
)
2

; (2.13)
REY
j
=
r
j

Z
b
j
a
j
dy
Z

0
dx

( u
j
v
j
)
dU
j
dy

; (2.14)
with j = 1; m
1
= m; r
1
= r; a
1
= 0; b
1
= n for the upper uid and j = 2; m
2
=
1; r
2
= 1; a
2
=  1; b
2
= 0 for the lower uid. Subscripts x and y indicate partial
dierentiation. Characteristic for a multi-phase system is the presence of an energy
contribution INT that is associated with the existence of an interface [50]. It is
convenient to decompose this contribution into
INT = NOR + TAN; (2.15)
where
NOR =
1

Z

0
dx
h
v
2
T
(yy)
2
  v
1
T
(yy)
1
i
y=0
; (2.16)
TAN =
1

Z

0
dx
h
u
2
T
(xy)
2
  u
1
T
(xy)
1
i
y=0
; (2.17)
and we have introduced the components T
(xy)
j
and T
(yy)
j
of the stress tensor of the
disturbed ow
T
(xy)
j
=
m
j
R
(u
j;y
+ v
j;x
) ; T
(yy)
j
=  p
j
+ 2
m
j
R
v
j;y
; (2.18)
where p
j
denote the pressure disturbances.
Our discussion on the physical meaning of the dierent terms in the energy
equation (2.11) summarizes the clear one given by Kelly et al. [64]. The terms
KIN
j
represent the spatially averaged rate of change of the disturbance kinetic
energy. For an unstable ow, the kinetic energy of initially small disturbances grows
with time, and the rates of change (2.12) are both positive (the time derivative d=dt
in (2.12) corresponds to multiplying with Im(2c), which has the same value in both
uids). The terms DIS
j
represent the rate of viscous dissipation of the disturbed
ow in each uid. As expected, viscous dissipation opposes instability, which can be
seen from the minus sign in (2.13). Since the Reynolds stress 
j
(y) in the disturbed
ow is given by [72]

j
(y) =  
r
j

Z

0
dx [u
j
v
j
]; (2.19)
the terms REY
j
represent the rate at which the Reynolds stress is transferring
energy between the primary ow and the disturbed ow. The terms (2.14) can
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either stabilize or destabilize the primary ow, depending on the details of the
problem.
The energy contribution INT represents the rate of work done in deforming the
interface. The rate at which work is done by the velocity and stress disturbances
in the direction normal to the interface is denoted by NOR, while TAN gives
this rate for the disturbances in the tangential direction, i.e., in the direction of
the primary ow. Insight into the physical meaning of NOR may be obtained
by using the interface conditions (2.6) and (2.9). After writing these conditions
in terms of the normal velocity and stress disturbances, combining (2.6), (2.9),
(2.16) and (2.18), and using the fact that the pressure in the primary ow satises
P
1;y
  P
2;y
= F cos, the interface contribution NOR can be written as
NOR =
1

Z

0
dx [vS
xx
]
y=0
+
1

Z

0
dx [vF cos]
y=0
; (2.20)
where we have dened v := v
1
= v
2
at y = 0. The rst term represents the rate of
work done against the interfacial tension in deforming the interface. In the unstable
regime, the interface area increases and energy is stored in the disturbed ow in
order to overcome the restoring eect of interfacial tension. In the stable regime,
however, energy is being released. Similarly, the second term in (2.20) represents
the rate of work done against the hydrostatic pressure gradient in deforming the
interface. The interfacial tension energy contribution will be denoted by TEN and
the hydrostatic contribution by HYD.
The interface term TAN , Eq. (2.17), represents the rate at which the tangential
velocity and stress disturbances do work at the interface, and nds its origin in a
jump in viscosity and/or density at the interface [100] [101]. These two possibilities
can readily be illustrated by studying the ow of two uids of equal density, but
dierent viscosity (r = 1;m 6= 1) and the ow of two uids of equal viscosity, but
dierent density (m = 1; r 6= 1). In both cases, it is instructive to write the interface
conditions (2.7) and (2.8) in the form
u
1
+ U
0
1
= u
2
+ U
0
2
; at y = 0; (2.21)
RT
(xy)
1
+mU
00
1
= RT
(xy)
2
+ U
00
2
; at y = 0; (2.22)
expressing continuity of tangential velocity and stress, respectively.
First, we isolate the eect of a jump in viscosity at the interface. For two uids
of equal density, conservation of momentum in the x-direction implies
mU
00
1
= U
00
2
; at y = 0; (2.23)
as follows directly from the Navies-Stokes equations for the primary ow. Con-
sequently, the disturbance shear stresses T
(xy)
j
are continuous across the interface
[cf. Eq. (2.22)], which allows the energy term (2.17) to be written as
TAN
v
:= TAN =
1

Z

0
dx
h
(u
2
  u
1
)T
(xy)
i
y=0
if r = 1; or  = 0; (2.24)
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where we have dened T
(xy)
:= T
(xy)
1
= T
(xy)
2
at y = 0. Since the interface is not
able to take up shear stress, the primary ow satises
mU
0
1
= U
0
2
; at y = 0; (2.25)
creating a jump in the slope U
0
j
of the basic-state velocity prole. This means that
when the interface is being deformed, velocity disturbances u
j
are forced onto the
interface to compensate for the gap in the velocity of the primary ow, as can
be seen from Eq. (2.21). Due to the jump in slope, however, these disturbance
velocities are discontinuous across the interface, i.e., u
2
6= u
1
, which involves a net
1
energy transfer (2.24) from the primary ow to the disturbed ow. Energy transfer
of this kind may therefore be considered as \velocity-induced", as Smith calls it
[101]. Based on the central role played by viscosity in creating the jump in slope,
Hu & Joseph [50] use the term \interfacial friction". In the present paper, we will
call the energy transfer (2.24) \viscosity-induced", indicated by TAN
v
.
Next, we address the eect of a jump in density at the interface. If the densities
dier and the angle of inclination  is nonzero, the equations of motion for the
primary ow imply that the equality (2.23) is not valid anymore, i.e., the eect
of gravity causes a jump in the curvature U
00
j
of the basic-state velocity prole at
the interface [100] [101]. Obviously, in order to satisfy continuity of total shear
stress (2.22), disturbance shear stresses T
(xy)
j
have to develop on both sides of
the deformed interface. Due to the jump in curvature, however, these disturbance
shear stresses are discontinuous across the interface, i.e., T
(xy)
2
6= T
(xy)
1
, which for
two uids of equal viscosity involves a net energy transfer
TAN
g
:= TAN =
1

Z

0
dx
h
u (T
(xy)
2
  T
(xy)
1
)
i
y=0
if m = 1; (2.26)
from the primary ow to the disturbed ow. In deriving (2.26), we have used
Eqs. (2.17), (2.22) and (2.25), and dened u := u
1
= u
2
at y = 0. Chen, Bai &
Joseph [27] emphasize the importance of gravity in creating the discontinuity in the
disturbance shear stresses by indicating (2.26) as \interfacial gravity". In Smith's
terminology [101], the interface energy TAN is now \stress-induced". We prefer to
call the energy transfer (2.26) \gravity-induced", denoted by TAN
g
.
We nally note that although we are dealing with a linear theory of hydrody-
namic stability, the energy equation (2.11) is second order in , the disturbance of
the interface. Therefore, we may wonder if products of quantities that are of ze-
roth and second order in , respectively, do contribute to the leading-order energy
equation. Contributions of this kind are however lost through averaging over one
wavelength, so that Eq. (2.11) is indeed correct in studying the energy transfer to
the disturbed ow.
1
Note that it is also possible to further decompose the interface contribution (2.17) into two
separate terms TAN
1
=  u
1
T
(xy)
1
and TAN
2
= u
2
T
(xy)
2
, where the bar denotes averaging over
one wavelength. Such a renement may provide additional information about the role of either of
the two phases in the energy transfer at the interface. We shall return to this point in Section 2.4.
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2.3 Classication
The streamfunctions 	
j
(x; y; t) contain all information needed to calculate the ve-
locity, the pressure and the interface disturbances [113]. These functions are found
by means of a Chebyshev collocation method (Section 2.2.1). Hence, for each set
of physical parameters, computation of the various terms that arise in the energy
equation (2.11) can be performed in a straightforward manner. Recalling that six
or more parameters are involved in the formulation of the problem, it is however
important to ascertain that the way in which we scan the parameter space, physi-
cally makes sense. For a given gas-liquid or liquid-liquid combination, only the ow
rates of the uids can be varied experimentally; all other physical quantities are
xed. We therefore rst choose the two uids and specify the basic-state velocity
prole U
j
(y). Subsequent computation of the energy terms KIN
j
, DIS
j
, REY
j
,
TEN , HYD and TAN for some typical values of the two ow rates then reveals the
instabilities this specic ow system is susceptible to. The wave number is chosen
to correspond to the most unstable one [50], so that a certain number of examples
discussed below can also be found in the monograph of Joseph & Renardy [55].
Doing the above procedure for a suciently large number of uid combinations
provides an overview of the dierent kinds of instabilities in two-phase ow.
Before actually presenting this overview, we note that the numerical results of
the abovementioned computations allow for an additional check on the consistency
of the collocation method outlined in Section 2.2.1. A natural estimate of the
relative accuracy of the method is obtained by comparing the residual of Eq. (2.11)
-as calculated by adding all energy terms- to the term with the largest absolute
value. For the parameter values used in Table 2.1, this implies for instance a
relative error of the order 10
 7
; for the other tables presented in this paper, the
error is of the order 10
 5
or less.
Our numerical computations show that if instabilities driven by the same energy
term(s) are grouped together, ve classes of instability can be distinguished. In each
subsection below, a separate class is discussed.
2.3.1 Rayleigh-Taylor instability
A two-uid system composed of a heavy uid overlying a light one will develop
instability, because for suciently long waves the destabilizing gravity forces are
larger than the restoring forces resulting from interfacial tension. This kind of
instability is called Rayleigh-Taylor instability after the pioneering work by Rayleigh
[93] and Taylor [105], and applies both to two uids in rest as well as at low velocity.
As indicated by Taylor, the same kind of instability will arise if the gravitational
acceleration is replaced by any other acceleration.
Table 2.1 gives an account of the magnitude of the energy contributions for
Rayleigh-Taylor instability in plane oil-water Couette ow with a low Reynolds
number. Because of the arbitrary normalization of the streamfunction in linear the-
ory, only the relative values of these contributions can be ascribed physical meaning
to. We have scaled the terms by the total rate of change of kinetic energy, so
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KIN
1
0.74
KIN
2
0.26
DIS
1
-3.31
DIS
2
-0.76
REY
1
0.00
REY
2
-0.00
TEN -4.80
HYD 9.87
TAN
v
0.00
Table 2.1: Energy distribution for the Rayleigh-Taylor instability, which receives its en-
ergy from the work done by the normal component of gravity at the interface, HYD.
The energy terms are for plane oil-water Couette ow in a channel with  = 1:80,
R = 1:44 10
 3
, m = 0:05, r = 1:16, n = 0:1, S = 2:08 10
8
, F =  1:39 10
9
,  = 0.
The physical properties of the oil and the water have been taken from Kao & Park [62].
that KIN
1
+ KIN
2
= 1. This means that only energy terms of O(1) or larger
signicantly aect the instability.
Evidently, the Rayleigh-Taylor instability receives its energy from the work done
by the normal component of gravity at the interface, HYD. The major part of this
energy is used to overcome the restoring eect of interfacial tension and dissipa-
tion; the remainder is converted into kinetic energy. Theoretical and experimental
progress on this type of instability has been made by Lewis [68], Chandrasekhar
[23], Plesset & Whipple [90], Whitehead & Luther [111], Craik [33], Prosperetti [92],
Yiantsios & Higgins [114], and many others. A comprehensive list of references can
be found in a review paper by Whitehead [112].
2.3.2 Miles-instability
Some thirty-ve years ago, Miles wrote a celebrated series of papers on the genera-
tion of surface waves by shear ows. In the rst two parts of this series [78] [79], he
proposes an inviscid mechanism for the energy transfer from wind to waves on deep
water, thus providing an explanation for the so-called \sheltering coecient" intro-
duced by Jereys [53] thirty years before. A key role in Miles' asymptotic theory is
played by the critical layer y = y
c
, the layer where the wave speed equals the mean
wind speed. Since the air ow is turbulent, the velocity prole U
1
(y) is character-
ized by a viscous sublayer adjacent to the water surface, where the velocity prole
is linear, and a turbulent region above this layer with negative prole curvature.
Provided that the wind speed is not too large, the critical layer is located outside
the viscous sublayer for waves that are suciently long. Assuming inviscid ow in
the air, Miles showed that the negative velocity prole curvature in the critical layer
then induces a positive and constant Reynolds stress at all heights up to the critical
(0 < y  y
c
). This wave-induced Reynolds stress, which should not be confused
with the usual turbulence Reynolds stress, has a destabilizing eect and transfers
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energy [cf. Eq. (2.14)] to gravity waves with a wavelength of typically 10 cm. Note
that if the critical layer is located inside the viscous sublayer, where the velocity
prole curvature is identically zero, the Miles-mechanism cannot play a role in wave
generation.
In order to check Miles' view on the formation of gravity waves numerically, we
approximate the (dimensional) time-averaged wind prole by [83]:
U
1
(y) = (=
1
)y; 0  y  s
1
=
p

1
 ;
U
1
(y) =
p
=
1

s+ (   tanh
1
2
)=

; y  s
1
=
p

1
 ; (2.27)
sinh  =
2
p

1


1
[y   s
1
=
p

1
 ];
corresponding to smooth ow over open water. Here,  is the shear stress that the air
exerts on the water surface,  = 0:4 is the Von Karman constant and s determines
the thickness of the viscous sublayer (taken to be between 5 and 8). The wind
induces a current in the water, which can be approximated by, for instance, an
exponential prole:
U
2
(y) = (U
0
=U
i
)
h
e
(U
i
y=U
0
)
  1
i
; (2.28)
where U
0
is the interfacial speed, having a value of typically 60 percent of the friction
velocity u

=
p
=
1
[39].
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Table 2.2: Energy distribution for the Miles-instability, which receives its energy from
the Reynolds stress in the air, REY
1
. Parameter values correspond to wind over deep
water, using a linear-logarithmic prole in the air [Eq. (2.27)] and an exponential prole
in the water [Eq. (2.28)]. The parameter values used are s = 5, n =1, b = 0:8,  = 40,
R = 7:5 10
5
, m = 0:018, r = 0:0012, S = 6:58 10
 5
, F = 2:18,  = 0. This corresponds to
(in SI-units) g = 9:8,  = 0:074, 
1
= 1:2, 
2
= 1000, 
1
= 1:8 10
 5
, 
2
= 0:001, d
2
= 0:5,
u

= 0:05,  = 
1
u
2

= 0:003, U
0
= 0:03, U
i
= 1:5,  = 7:86 10
 2
. The corresponding
Reynolds stress distribution is shown in Figure 2.2.
For low air velocities (u

typically 0:05 m=s), numerical computations based on
the velocity proles (2.27)-(2.28) indeed retrieve a mode of instability that exhibits
the abovementioned characteristics of the Miles-instability, which thus bears out
2.3 Classication 31
the signicance of Miles' theory. The energy distribution for the Miles-instability
is shown
2
in Table 2.2 for a friction velocity u

= 0:05 m=s, which corresponds to
a wind speed of roughly 1:5 m=s at two meters above the water. The wavelength
is about 8 cm. It is seen that the instability receives its energy from the Reynolds
stress energy contribution in the air, REY
1
. The Reynolds stress distribution 
j
(y)
that is responsible for this energy transfer is indicated in Figure 2.2. Note that
even though the critical layer lies outside the viscous sublayer, there is no discon-
tinuity in the Reynolds stress at the critical layer, i.e., the stress distribution is
smooth. Remembering that Miles' original model [78] does not account for viscous
eects, it is clear that such a smooth distribution results from solving the viscous
Orr-Sommerfeld equation (2.2) instead of its inviscid counterpart, the Rayleigh
equation. (Strictly speaking, it might be argued that the inviscid Reynolds stress
is discontinuous for neutral disturbances [Im(c) = 0] only [72]. Our computations
show, however, that the Reynolds stress distribution is qualitatively the same for
neutral and unstable disturbances. This implies that the smooth distribution in
Fig. 2.2 is primarily due to viscous eects, not to the absence of neutral stability.)
Through the years, several authors have worked on the air-water stability prob-
lem posed by Miles. Interesting in view of the present classication scheme is espe-
cially the contribution of Lighthill [71], who gives a theoretical interpretation of the
Miles-instability in terms of the physical processes operating in the region of the
critical layer (see also [9]). The explanation in terms of energy transfer given above
can be considered complementary to Lighthill's interpretation. Conte & Miles [31]
present a numerical method to solve the specic boundary-value problem posed by
Miles, while Morland & Saman [87] and Caponi, Caponi, Saman & Yuen [22]
investigate the inuence of distinct types of air and water velocity proles on the
growth rate of gravity waves. A concise review of eld work performed to examine
the validity of the Miles-mechanism can be found in Morland & Saman [87]. The
most extensive eld study is probably that of Snyder, Dobson, Elliot & Long [103]:
they measure pressure uctuations above surface gravity waves and compare results
with Long's model [75] for the vertical structure of the pressure eld, this model
being derived from Miles' theory. Finally, we note that the Miles-instability corre-
sponds to the \class-B instability" in Benjamin's well-known threefold classication
of instabilities of the ow of a liquid over a exible solid [12] [13] [65]. Benjamin's
other two classes of instability will be addressed in the Sections 2.3.4 and 2.4.
2
For unbounded ow over deep water, the energy contributions can be calculated as follows. To
avoid numerical problems in the limit of large y-values, it is rst assumed that the air velocity
(2.27) remains constant above a certain height y = b. This allows for an analytical solution of
the Orr-Sommerfeld equation in the region y > b [77]. Next, the thickness of the water layer d
2
is chosen a few times the wavelength  and the corresponding growth rate is calculated. Finally,
the parameters b and d
2
are varied in such a way that the (dimensional) growth rate becomes
independent of these parameters. The energy equation (2.11) is then evaluated for the wavelength
at which the growth rate attains its maximum.
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Figure 2.2: Characteristic Reynolds stress distribution 
j
(y) in the air (j = 1 ; y > 0) and
in the water (j = 2 ; y < 0) for the Miles-instability (solid line). The parameter values
used are the same as those in Table 2.2. The Miles-instability is caused by the positive
Reynolds stress in the air, which accounts for the energy production term REY
1
in Table
2.2 [cf. Eq. (2.14)]. The viscous sublayer adjoining the water surface reaches from y = 0
to y = 0:003, while the critical layer is located at y
c
= 0:0042, i.e., outside the viscous
sublayer. It is interesting to note that if the air had been assumed to be inviscid, the
Reynolds stress would have been discontinuous at y = y
c
[78] (dashed line). The vertical
scale is arbitrary; outside the indicated interval the Reynolds stress is approximately zero.
2.3.3 Instability induced by tangential disturbances
The \instability induced by tangential disturbances" originates at the interface and
is driven by the energy term TAN , which represents the rate at which work is
done by the velocity and stress disturbances in the direction of the primary ow.
In Section 2.2.2, we have seen that this energy term can be considered \viscosity-
induced" for horizontal ow ( = 0) or for two uids of equal density (r = 1),
and \gravity-induced" for two uids of equal viscosity (m = 1). For these specic
cases, the energy term TAN can be written as TAN
v
and TAN
g
, respectively
[cf. Eq. (2.24) and (2.26)]. In the general case of two uids with dierent viscosities
and densities, however, the eect of the viscosity jump and the eect of the density
jump are coupled, i.e., it is then not possible to speak of either viscosity-induced
or gravity-induced instability
3
. Because the origin of the energy term TAN can
readily be estabilished for many papers in the literature, in the discussion below we
will nevertheless discriminate between viscosity-induced and gravity-induced energy
3
We may wonder whether it is possible to decompose TAN into a term that is proportional
to the jump in viscosity, a term that is proportional to the jump in density, and a cross-term.
Combination of (2.17), (2.21) and (2.22) shows that the magnitude of these three terms then
depends on the choice that must be made in expressing them in either the disturbances (u
1
; T
(xy)
1
)
or (u
2
; T
(xy)
2
). Consequently, the physical meaning of such a decomposition of TAN is not clear.
It thus seems that there is a discrepancy between our approach of the energy term TAN and that
of Joseph and co-workers in Refs. [27] and [7].
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transfer. Some papers, however, report instabilities for which the energy transfer
TAN cannot be simplied into either TAN
v
or TAN
g
. These papers are listed
under the heading \viscosity-gravity-induced instability".
Viscosity-induced instability
A viscosity-induced instability nds its origin in a viscosity dierence between the
uids, creating a jump in the slope U
0
j
of the basic-state velocity prole at the
interface. When the interface is being deformed, continuity of total tangential
velocity then forces a dierence in magnitude between the velocity disturbances u
j
at either side of the deformed interface [101]. This implies that a net amount of
work is done by the primary ow at the interface [Eq. (2.24)], which gives rise to
an energy transfer TAN
v
to the disturbed ow.
Pioneering theoretical work on the viscosity-induced type of instability was done
by Yih [117]. Yih considered plane Couette-Poiseuille ow of two superposed layers
of uid of dierent viscosity and found instability for long waves, i.e., much longer
than the layer thickness of either of the uids. Because of the great relevance of
this paper, Table 2.3 gives an account of the energy contributions for Yih's long-
wavelength instability in plane Couette ow. Obviously, the instability is driven by
a viscosity-induced energy term TAN
v
.
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Table 2.3: Energy distribution for the long-wavelength instability of Yih [117]. As ex-
pected, the instability is due to viscosity stratication, which manifests itself through a
viscosity-induced energy transfer TAN
v
at the interface. The energy terms are for plane
Couette ow in a channel with  = 0:1, R = 3:92 10
 3
, m = 0:05, r = 1, n = 2:5, S = 0,
F = 0,  = 0.
Instability due to viscosity stratication plays an important role in many papers
dealing with the stability of both liquid-liquid as well as gas-liquid ow. In the con-
text of liquid-liquid ow, the studies by Yih [117], Li [69], Akhtaruzzaman, Wang &
Lin [1], Wang, Seaborg & Lin [109], Hooper & Boyd [46], Hooper [47] [49], Renardy
[94] [95], Lister [74], Than, Rosso & Joseph [106], Yiantsios & Higgins [113], An-
turkar, Papanastasiou & Wilkes [5], Weinstein & Kurz [110], Miesen, Beijnon, Duij-
vestijn, Oliemans & Verheggen [76], Charru & Fabre [26], Tilley, Davis & Banko
[107] and Barthelet, Charru & Fabre [8] can all be associated with viscosity-induced
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instability, where we note that papers that consider more than one type of instabil-
ity shall be included in one of the other sections as well. The just mentioned papers
report instabilities that are \long", \short" as well as \intermediate" in length for a
certain number of dierent ow congurations, varying from two-layer Couette ow
with each of the uids occupying a semi-innite domain to multilayer
4
ow down
an inclined plane. Since these papers consider ow stability in a plane geometry,
the results obtained therein can readily be reproduced by means of the numerical
code outlined in Section 2.2.1. Subsequent computation of the energy terms then
shows the dominance of a viscosity-induced interface contribution TAN
v
.
It should be noted that Joseph and co-workers have computed the various en-
ergy terms for cylindrical oil-water ow in tubes, yielding data that can be applied
directly to experiments [50] [27] [7]. Although our own numerical code was not de-
signed to compute energy terms in a cylinder geometry, there is no doubt that the
instabilities in the papers by Hickox [44], Joseph, Renardy & Renardy [54], Renardy
[96], Hu & Joseph [50], Hu, Lundgren & Joseph [51], Preziozi, Chen & Joseph [91],
Boomkamp & Miesen [17] and Hu & Patankar [52] are viscosity-induced in nature as
well. This follows both from Joseph's computations and the fact that the stability
problem in these papers is directly related to that of Miesen et al. [76], who report
viscosity-induced waves in plane oil-water ow.
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Table 2.4: Energy distribution for capillary-gravity waves. These waves are viscosity-
induced in nature since they receive their energy from the interface contribution TAN
v
.
The energy terms are for wind over deep water, using a linear-logarithmic prole in the air
[Eq. (2.27)] and an exponential prole in the water [Eq. (2.28)]. The parameter values used
correspond to Figure 5 in the paper by Van Gastel et al. [39], which means s = 5, n =1,
b = 0:15,  = 24, R = 1:98 10
5
, m = 0:018, r = 0:0012, S = 1:11 10
 4
, F = 5:39 10
 2
,
 = 0. This in turn corresponds to (in SI-units) g = 9:8,  = 0:0725, 
1
= 1:2, 
2
= 1000,

1
= 1:8 10
 5
, 
2
= 0:001, d
2
= 0:06, u

= 0:214,  = 
1
u
2

= 0:0550, U
0
= 0:098,
U
i
= 3:30,  = 1:57 10
 2
. The corresponding Reynolds stress distribution is shown in
Figure 2.3.
4
Formally speaking, we should leave out of consideration papers dealing with more than two
layers. This is because we have limited ourselves to two-layer ow. The papers [1] [5] [69] [106] [109]
[110] nevertheless consider, among others, physical situations in which only viscosity stratication
is a possible cause of instability.
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In conclusion, we can state that viscosity stratication has been recognized for
a long time as a possible cause of instability in liquid-liquid ow. It appears to be
less well-recognized that viscosity-induced instability is very common in gas-liquid
ow as well. Viscosity stratication accounts, for instance, for the generation of
so-called capillary-gravity waves, both in the context of deep water and thin lms.
For the case of unconned ows, these waves have rst been studied by Miles [83],
and after him by Valenzuela [108], Kawai [63] and Van Gastel, Janssen & Komen
[39], showing that the air velocity at which these waves are generated is signicantly
larger (u

typically 0:2 m=s or more) than that for the Miles-instability (Section
2.3.2). For these air velocities, the critical layer is located inside the viscous sublayer,
which rules out the possibility of the mechanism discussed by Miles in his rst two
papers [78] [79]. In his fourth paper [83], Miles argues that the energy transfer to
capillary-gravity waves is through the Reynolds stress in the air in the immediate
neighborhood of the interface. Despite the fact, however, that our computations
show a small region in which the Reynolds stress is positive, located directly above
the interface (Figure 2.3), it is also clear that the energy transfer through the
Reynolds stress in this region is far too small to account for the existence of capillary-
gravity waves. Consequently, these waves are not generated by the mechanism
proposed by Miles, but by the viscosity dierence between air and water, which
leads to a viscosity-induced energy transfer TAN
v
at the interface. This is shown
in Table 2.4, using the linear-logarithmic prole (2.27) in the air and the exponential
prole (2.28) in the water. The friction velocity u

is chosen to be 0:21 m=s, which
corresponds to a wind speed of roughly 4:5 m=s at two metres above the water.
The wavelength is about 1:5 cm.
Viscosity-induced capillary-gravity waves can also arise if a (thin) lm of liquid
is sheared by a gas. In the 1960's, Cohen & Hanratty [30] and Craik [32] were the
rst to study this problem, both experimentally as well as theoretically. Cohen &
Hanratty studied the conditions at which liquid lms with a Reynolds number of
typically one hundred become unstable, while Craik also studied smaller Reynolds
numbers. The so-called \fast waves" found by Cohen & Hanratty are characterized
by a wavelength that is typically one to ten times the lm thickness and a phase
speed that is, in general, larger than the maximum liquid velocity. In contrast, the
much longer waves reported by Craik for Reynolds numbers of the order one, have
a phase speed that is nearly equal to the interfacial speed and are consequently
called \slow-waves" (as shown by Jurman & McCready [57], the slow waves are
\kinematic" in nature, while the fast waves can be considered \dynamic". This
terminology derives from Lighthill & Whitham [70].). Numerical computation of
the energy terms reveals that both the fast as well as the slow waves are driven
by a viscosity-induced interface contribution TAN
v
. In the broad context of gas-
liquid channel ow, we have checked that these waves play a role in papers by
Blennerhassett [15] [16], Hanratty and co-workers [43] [3] [4] [6], McCready and co-
workers [21] [56] [57] [89] [58] [97] [66] and Miesen & Boersma [77], who all present
theoretical and experimental work on the ow of air over low-viscosity liquids such
as water or water-glycerine mixtures. Yih [118] reports viscosity-induced instability
in connection with a very viscous liquid lm.
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Figure 2.3: Characteristic Reynolds stress distribution 
j
(y) for capillary-gravity waves
on deep water, using the parameters of Table 2.4. The gure shows a small region in
the air in which the Reynolds stress is positive, located directly above the interface. The
instability is however induced by the viscosity dierence between air and water (Table 2.4)
and not by this \peak" in the Reynolds stress [83]. Note that in contrast to Figure 2.2, the
critical layer y
c
= 0:001 now lies inside the viscous sublayer, which extends to y = 0:0058.
Gravity-induced instability
The gravity-induced instability originates at the interface and receives its energy
from the work done by the component of gravity in the direction of the primary ow
(in contrast to the Rayleigh-Taylor instability, which is driven by the component
of gravity perpendicular to the interface). If the densities of the uids dier and
the angle of inclination  is nonzero, gravity aects the primary ow in the two
phases in a dierent way, i.e., it leads to a jump in the curvature U
00
j
of the basic-
state velocity prole at the interface [100]. When the interface is being deformed,
continuity of total tangential stress (2.22) then forces a dierence in magnitude
between the stress disturbances T
(xy)
j
at either side of the deformed interface [101].
In creating these stress disturbances a net amount of work is done by the primary
ow at the interface, which leads to an energy transfer TAN
g
to the disturbed ow
[Eq. (2.26), Table 2.5].
Probably the most well-known example of gravity-induced instability is the long-
wavelength instability in lm ow down an inclined plane, the lm being bounded
by a passive gas at its upper side. The stability of a single-phase falling lm was rst
examined by Binnie [14], Benjamin [10] and Yih [116]. Binnie performed experi-
ments on the onset of wave formation on a lm of water owing down a vertical wall,
while Benjamin and Yih showed that the critical liquid Reynolds number beyond
which instability occurs is proportional to the cotangent of the angle of inclination
. In deriving this result, Benjamin and Yih used a free surface approximation, i.e.,
they did not include the apparently small eect of the gas phase into their analysis,
which is, of course, suggested by the fact that the shear stress  at the gas-liquid
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Table 2.5: Energy distribution for the gravity-induced instability. We see that the insta-
bility is driven by an energy transfer TAN
g
at the interface, which is directly related to a
density dierence between the two uids. The energy terms are for gravity-driven Poiseuille
downow in a vertical channel, using the parameter values  = 0:00525, R = 1:00, m = 1,
r = 0:25, n = 4, S = 3:17 10
3
, F = 0:93,  = =2.
interface is approximately zero. This approach has also been followed by Kelly,
Goussis, Lin & Hsu [64] and Smith [101] [102], who give two dierent but in fact
complementary explanations for the instability. Kelly et al. show that the energy
transfer TAN
g
to these waves is indeed through the disturbance shear stresses at
the interface, while Smith uses a long-wavelength expansion to discuss the forces
and ow patterns involved in creating instability. Additional contributions to the
single-phase falling lm problem have been made by Alekseenko, Nakoryakov &
Pokusaev [2], Floryan, Davis & Kelly [37], Chin, Abernathy & Bertschy [29] and
Giovine, Minervini & Andreussi [40], among many others.
The ow of two or more uids down an inclined plane was studied by Kao [59] [60]
[61], Akhtaruzzaman, Wang & Lin [1], Wang, Seaborg & Lin [109] and Weinstein &
Kurz [110]. In such multilayer systems, density stratication can induce gravity-
induced instability that originates either at the free surface (\surface mode") or
at one of the liquid-liquid interfaces (\interfacial mode"). In addition, as was rst
shown by Renardy [96] and Smith [100], gravity-induced instability can also apply
to gravity-driven Poiseuille ow in a pipe or a channel (Table 2.5). Instabilities of
this kind were reported by Chen, Bai & Joseph [27] in the context of core-annular
ow and by Hu & Patankar [52] in the context of a freely rising thermal plume.
Viscosity-gravity-induced instability
It is important to keep in mind that the energy terms TAN
v
and TAN
g
, as dis-
cussed above, are only two manifestations of the same energy term TAN . Insta-
bilities that are driven by this energy term can also manifest themselves in cases
in which it is not possible to denote TAN as either viscosity-induced or gravity-
induced (m 6= 1; r 6= 1;  6= 0). We therefore note that the papers by Kao [61],
Hickox [44], Akhtaruzzaman, Wang & Lin [1], Wang, Seaborg & Lin [109], Renardy
[96], Chen, Bai & Joseph [27], Weinstein & Kurz [110], Bai, Chen & Joseph [7],
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Tilley, Davis & Banko [107] and Hu & Patankar [52] also report instabilities of the
\viscosity-gravity-induced" kind, in addition to viscosity-induced and/or gravity-
induced instabilities.
2.3.4 Shear mode instability
As is well-known, single-phase Poiseuille ow in a channel becomes unstable when
the liquid ow rate exceeds a certain critical value. This \shear mode instability" is
caused by a combination of the no-slip conditions at the boundaries and the viscous
eects within the critical layer, which generates a destabilizing Reynolds stress [35].
The unstable waves are known as Tollmien-Schlichting waves.
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Table 2.6: Energy distribution for the shear mode instability, which is driven by the
Reynolds stress REY
2
in the uid with the lowest (kinematic) viscosity. The energy terms
are for Couette ow of two superposed uids with the depth of the lower uid bounded by
a wall, while the depth of the upper uid is unbounded. The parameter values  = 0:076,
R = 10
5
, m = 5, r = 1, n = 40 (simulating unbounded ow), S = 0, F = 0,  = 0
fall within the asymptotic regime studied by Hooper & Boyd [48]. The corresponding
Reynolds stress distribution is shown in Figure 2.4.
Table 2.6 shows the energy distribution for a two-phase analogue of these waves.
The energy terms are for two-layer plane Couette ow, with the depth of the lower
uid bounded by a wall, while the depth of the upper uid is unbounded [48] [49].
The lower uid is the less viscous and the instability is driven by the energy term
REY
2
. For the sake of clarity, we will briey discuss the Reynolds stress distribution
underlying this energy transfer, as depicted in Figure 2.4. Due to the high value
of the Reynolds number, the ow at either side of the interface can be considered
inviscid, except for the regions that correspond to the viscous boundary layer at the
wall, the viscous boundary layer at the interface and the critical layer. Since for zero
prole curvature the presence of the critical layer can be ignored, this inviscid ow
behavior gives rise to a Reynolds stress distribution that is approximately constant
throughout the bulk of either uid [72], its value being determined by the viscous
eects at the wall and the interface. As shown asymptotically by Hooper & Boyd
[48], the viscous eects at the wall dominate over those at the interface, which means
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that the destabilizing energy transfer REY
2
in Table 2.6 is primarily produced by
the no-slip conditions at the solid boundary. With respect to the role of the interface
in two-layer Couette ow, it is interesting to note that Hooper [49] makes plausible
that it has in fact taken over the role played by the critical layer in single-phase
Poiseuille ow.
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4
-3
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
τj(y)
y
Figure 2.4: Reynolds stress distribution 
j
(y) for the shear mode instability studied by
Hooper & Boyd [48] and Hooper [49]. The parameter values used are the same as those
in Table 2.6. Due to the disturbance vorticity generated at the solid boundary y =  1
and the presence of the interface, a positive Reynolds stress is induced in the lower uid
(y < 0), which accounts for a destabilizing energy transfer to the disturbed ow.
Unlike single-phase ow in a channel, which is only unstable in the case of
Poiseuille ow, shear mode instability in liquid-liquid ow may also occur for Cou-
ette ow. The stability problem for these ow congurations has been studied the-
oretically by Renardy [94], Hooper & Boyd [48], Yiantsios & Higgins [113], Hooper
[49] and Tilley, Davis & Banko [107], who all nd shear mode instability if the
(bulk average) liquid ow rate is suciently large. Experimental observations of
unstable shear modes in two-layer channel ow have been reported by Charles &
Lilleleht [25], Kao & Park [62] and Hame & Muller [42]. In a somewhat dierent
context, i.e., for liquid-liquid ow through a cylindrical tube, Hu & Joseph [50] ar-
gue that the emulsication of water into oil, as observed experimentally by Charles,
Govier & Hodgson [24], is a direct consequence of shear mode instability.
In the preceding section, we have seen that that lm ow down an inclined plane
is susceptible to a gravity-induced mode of instability. This instability originates
at the interface and becomes unstable for Reynolds numbers of the order of cot.
For liquid Reynolds numbers of O(10
3
) or larger, however, the lm is susceptible to
shear mode instability as well. This mode of instability was identied by Lin [73],
who used, however, a wrong interfacial boundary condition in his analysis. The
correct stability problem was addressed by De Bruin [20], emphasizing that shear
eects are the primary cause of instability when the angle of inclination becomes
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very small, the crossover occurring when   0:5
0
. Extensions of De Bruin's analysis
were presented by Chin, Abernathy & Berschy [29] and Floryan, Davis & Kelly [37].
Finally, we note that Benjamin's \class-A instabilities", which are part of his
threefold classication of instabilities of the ow of a liquid over a exible solid [12]
[13], also belong to the class of shear mode instability. The role of the Reynolds
stress in the generation of these Tollmien-Schlichting waves
5
has been discussed by
Benjamin [12] himself as well as by Landahl [67].
2.3.5 Internal mode
Until now, we have only encountered instabilities that are driven by a single source
of energy. However, if a thin lm of liquid is sheared by a gas, a mode of instability
can arise that receives its energy from two sources: the viscosity-induced interface
contribution TAN
v
and the Reynolds stress in the liquid REY
2
(Table 2.7: although
TAN
v
 REY
2
, the Reynolds stress term is of importance becauseKIN
1
+KIN
2

1.). This mode is characterized by a wavelength that is typically one to ten times
the lm thickness and is only present for liquid Reynolds numbers that exceed a
certain critical value, this value being typically 200 for air-water ow [77]. The
name \internal" mode refers to the position of the critical layer, which is located in
the bulk of the liquid lm.
The dominance of the energy terms TAN
v
and REY
2
suggests that the internal
mode combines the physical mechanisms responsible for the viscosity-induced and
the shear mode instability (Section 2.3.3 and 2.3.4, respectively). The internal mode
is nevertheless considered a separate mode because neither of these mechanisms is
large enough to overcome the restoring eect of the dissipation in both uids and the
Reynolds stress in the gas, i.e., the two energy production terms are both essential.
Surprisingly, our computations reveal that in a plane geometry only the parameters
corresponding to the thin lm problem give rise to a mode of instability that is
driven by more than one source of energy.
Compared to the extensive literature on the other classes of instability, little
attention has been paid to the internal mode. As far as we know, the internal mode
has been studied by Miles [82], Smith & Davis [99] and Miesen & Boersma [77]
only. This scarcity of literature can be explained in two ways. In the rst place,
experimental observation of the internal mode is extremely dicult, because for
conditions at which this mode becomes unstable, the viscosity-induced capillary-
gravity waves as described in Section 2.3.3 are unstable already. Secondly, as stated
before, only the parameters corresponding to the thin lm problem give rise to an
internal mode, which implies that the physical meaning of this mode is limited to
a small region in parameter space.
5
In the context of gas-liquid ow, Miles [83] has shown that capillary-gravity waves (Section
2.3.3) result from the resonance between these Tollmien-Schlichting waves and the \free surface
waves of the lower uid". Since these Tollmien-Schlichting waves can naturally be associated with
a Reynolds stress close to a rigid wall, it is possible that this feature has been a reason for Miles to
relate the generation of capillary-gravity waves to a Reynolds stress directly above the gas-liquid
interface. We have seen, however, that this statement is incorrect (Table 2.4).
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KIN
1
0.39
KIN
2
0.61
DIS
1
-40.92
DIS
2
-0.89
REY
1
-12.85
REY
2
2.97
TEN -0.07
HYD -0.00
TAN
v
52.76
Table 2.7: Energy distribution for the internal mode, which arises if a thin liquid lm is
sheared by a gas, and the liquid Reynolds number exceeds a certain critical value. The
instability is driven by two energy sources: the viscosity-induced interface contribution
TAN
v
and the Reynolds stress REY
2
in the liquid lm. The energy terms are for a typical
air-water system, using a linear-logarithmic prole in the air [Eq. (2.27)] and a linear prole
in the water. The parameter values used correspond to Figure 7 of the paper by Miesen &
Boersma [77], which means s = 5, n = 1, b = 3:5,  = 0:91, R = 400, m = 0:018,
r = 0:0012, S = 6:68 10
 2
, F = 1:84 10
 4
,  = 0.
In describing the internal mode Miles [82] and Smith & Davis [99] use a \free
surface approximation", i.e., they assume that the dynamic inuence of the gas
stress variations on the liquid interface is negligible. This approximation requires
the density and the dynamic viscosity of the liquid to be much larger than those
of the gas, while its kinematic viscosity should be much smaller [82]. Although for
instance an air-water system seems to meet these requirements, Miesen & Boersma
[77] have recently shown that the error that is introduced by this approximation
is, in general, signicant. In energetic terms, this can be illustrated as follows. By
denition, the free surface approximation leaves out of consideration the energy
terms TAN
v
, KIN
1
, DIS
1
and REY
1
. According to Table 2.7, the net amount of
energy that is thus neglected is approximately equal to 1:4, which is signicant if
compared to the rate of change of the disturbance kinetic energy KIN
2
in the lm.
This outcome illustrates Miesen & Boersma's conclusion that the stress variations
in the gas do have an appreciable eect on the stability of the lm.
2.4 Closing remarks
In this paper we have presented an overview of a major part of the extensive liter-
ature on the stability of parallel two-phase ow. By analyzing systematically the
energy transfer between the primary ow and the disturbed ow, we were able to
indicate which papers in the eld of hydrodynamic stability in fact study the same
type of instability. As such, this literature can be classied into ve groups, based
on the ve dierent mechanisms by which energy transfer can take place. These
mechanisms nd their origin in one of the following properties of the ow system:
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density stratication and orientation (Sections 2.3.1 and 2.3.3), velocity prole cur-
vature (Section 2.3.2), viscosity stratication (Section 2.3.3), shear eects (Section
2.3.4) or a combination of viscosity stratication and shear eects (Section 2.3.5).
The fact that we consider a plane ow conguration (Fig. 2.1) rules out the pos-
sibility of capillary instability, so that instability driven by the interfacial tension
energy term TEN was not encountered.
We note that it is in principle possible to make a subdivision of each of the
ve classes of instability by looking not only at the energy production terms in
the energy equation (2.11), but at the consumption terms as well. In that case,
each subclass can naturally be associated with a characteristic energy distribution
over all the energy terms. However, because this procedure does not really add
to the transparency of our scheme, we have refrained from actually making such a
renement.
The scheme also allows for a somewhat dierent kind of renement
6
. Since we
have at our disposal the numerical solution of the stability problem, it is possible
to further decompose the energy transfer TAN at the interface into two separate
terms, TAN
1
=  u
1
T
(xy)
1
and TAN
2
= u
2
T
(xy)
2
. These terms represent the rate at
which the tangential velocity and stress disturbances do work at either side of the
interface, thus showing to what extent either of the two phases is involved in the net
energy transfer TAN , as dened in Eq. (2.17). Implementation of this modication
into our numerical code shows that viscosity-induced instability (Section 2.3.3) is
mainly associated with the velocity disturbances in the less viscous uid. This is in
line with intuition, since in this uid the slope of the basic-state velocity prole is
the largest, which accounts for relatively large velocity disturbances at that side of
the (deformed) interface. Similarly, we found that the destabilizing energy transfer
TAN
g
in the case of gravity-induced instability (Section 2.3.3) is mainly caused by
the stress disturbances in the uid with the highest density, a uid property that
leads to relatively large stress disturbances at that side of the (deformed) interface.
Exceptions to these observations were not found, which means that even though the
internal mode (Section 2.3.5) has historically been associated with the dynamics of
the liquid lm, the destabilizing energy term TAN
v
is also for this mode primarily
caused by the gas dynamics, i.e., by the less viscous uid.
Although the added value of our classication scheme lies especially in its trans-
parency and completeness, we have made a few interesting corrections to the existing
literature as well. It was for instance found (Section 2.3.3) that the generation of
capillary-gravity waves cannot be explained by the presence of a positive Reynolds
stress directly above the gas-liquid interface, as argued by Miles [83]; these waves
must be associated with the viscosity jump at the interface. Furthermore, we have
seen that the internal mode (Section 2.3.5) is actually driven by two sources of en-
ergy, while this mode has traditionally been associated with shear eects only [82]
[99]. Another interesting feature of our vefold classication scheme, which has not
been discussed before, is that the classical Kelvin-Helmholtz instability is lacking.
This instability corresponds to the third possible kind of instability in Benjamin's
6
The authors are indebted to F. Charru and M.K. Smith for making this suggestion during the
AMS-IMS-SIAM summer research conference in Seattle, USA, July 1995.
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scheme of instabilities of the ow of a liquid over a exible solid [13]. As is well-
known, the original Kelvin-Helmholtz model refers to the ow of two inviscid uids
in relative motion, each uid having constant velocity [35]. For a velocity dierence
surpassing some critical value, the destabilizing eect of suction dominates the sta-
bilizing eect of gravity and interfacial tension, thus causing instability. In energetic
terms, this instability is driven by the Reynolds stress in the vortex sheet at the
interface. This can readily be seen from the energy equation (2.11), realizing that
the dissipation terms DIS
j
and the interface contribution TAN vanish for inviscid
ow, and that work is done against the gravity and interfacial tension forces. This
implies that only the Reynolds stress in the vortex sheet is a possible source of
energy.
In his third paper [80], Miles has modied the original Kelvin-Helmholtz model
to allow for variation in the uid velocities with distance from the interface. He
argues that the instability is important for a viscous liquid sheared by air, referring
to an experiment by Francis for air blowing over oil [38]. Using the same physi-
cal parameters as Miles (x4), however, our numerical computations only retrieve a
mode of instability that is viscosity-induced in nature (Section 2.3.3), i.e., this in-
stability is not of the Kelvin-Helmholtz type. Furthermore, computations for other
air-liquid combinations have not provided any evidence of the Kelvin-Helmholtz
instability. This suggests that including viscous eects, however small, into the
stability problem (Section 2.2.1), rules out the possibility of the essentially inviscid
Kelvin-Helmholtz instability. This observation seems to be supported by the recent
work of Kuru, Sangalli, Uphold & McCready [66], who present numerical compu-
tations of the gas-liquid stability problem for a wide range of liquid viscosities,
using the exact Orr-Sommerfeld dierential formulation. Subsequent comparison of
these results with simplied models like Kelvin-Helmholtz, integral momentum and
long waves expansion approaches makes clear that such models are not reliable in
predicting the onset of instability.
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Chapter 3
Nonaxisymmetric waves in
core-annular ow with a
small viscosity ratio
Abstract
The \core-annular" mode of two-uid pipeline ow can be an attractive method
for the transportation of viscous crude oil. In core-annular ow a thin water lm
surrounds the oil core and acts as a lubricant. Waves on the oil-water interface
play an essential role in the balance of forces on the lighter oil core. The theoretical
description of these interfacial waves is the subject of this paper. To predict whether
or not a transition of a at to a wavy interface will occur, the stability of the
undisturbed interface is analyzed. The dierential equations governing the growth
of interfacial disturbances are solved by using matched asymptotic expansions, with
the ratio of the viscosities of water and oil (
water
 10
 4

oil
) as a small parameter.
The stability analysis shows that nonaxisymmetric modes are important, because
the growth rates of nonaxisymmetric and axisymmetric modes are approximately
the same. This supplements the current picture on the formation of interfacial
waves in core-annular ow.
3.1 Introduction
About one half of the subterranean oil reserves may be considered as very viscous,
and hence dicult to produce, transport and process. To facilitate the ow of
highly viscous crude oil through a pipeline, it has been customary to heat or dilute
the oil. A more elegant possibility is to transport the viscous oil by lubricating it
with a \low-viscosity" liquid such as water. Experiments to examine this possibility
(Russell, Hodgson & Govier [16]; Charles, Govier & Hodgson [3]) have been carried
out for a series of dierent ow patterns. The addition of water reduces the pressure
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gradient considerably. The most desirable pattern for simultaneous ow is the
one with the very viscous crude oil as a core with the water only in the annular
space between the core and the pipe wall. The experiments showed that for core-
annular ow the pressure drop over the pipe is of the same order of magnitude as
the pressure drop for water alone, at the same total throughput (see also Miesen,
Beijnon, Duijvestijn, Oliemans & Verheggen [10]). The annular water lm can be
very thin so, given also its lubricating eect, oil throughput can be high.
Due to the complicated and not yet well understood ow in the water, the
buoyancy force on the lighter oil core is counterbalanced by viscous forces and
pressure. It is believed that waves on the oil-water interface play a crucial role in
this balance (\lubricating-lm model", Oliemans & Ooms [11]). This model enables
us to estimate the pressure gradient for core-annular ow in a horizontal pipeline,
provided that we know the wavelength, amplitude and shape of these waves.
In this paper, we examine the interfacial stability of core-annular ow with a
small viscosity ratio. For crude oil, the ratio of the viscosities of water and oil can
be very small, 10
 5
for very viscous oil. To predict whether or not a transition of a
at to a wavy interface will occur, we use the theory of hydrodynamic (in)stability
(see, for instance, Drazin & Reid [4]). We analyze the growth of an innitesimal
disturbance, with a certain wavelength, of the originally at interface, and are
particularly interested in the sign of the growth rate of this disturbance. A negative
growth rate means extinction of the disturbance; a positive rate, however, means
that the disturbance will become larger and larger, after which nonlinear eects may
saturate the linear growth (Papageorgiou, Maldarelli & Rumschitzski [12]). Because
these waves are essential for the stability of the core-annular ow conguration, we
noted the paradox that the stability of core-annular ow depends on the instability
of the oil-water interface [10].
Miesen et al. [10] give a review of the extensive literature on the analysis of the
stability of a liquid-liquid interface due to a dierence in viscosity. They divide this
literature into ve parts: papers studying the stability with respect to disturbances
that are \long", \short" and \intermediate" in length (compared to the thickness
of one of the uid layers), papers studying the interfacial stability numerically for
all wavelengths, and those dealing with nonlinear theory. In the following, a short
summary of this review is given, with emphasis on work that is relevant to this
paper.
Yih [17] studies the stability of Couette ow of two layers of uid between walls,
for long waves, and in a plane geometry. He nds that some of these ows are
stable and some are unstable. Flows with a thin layer of the less viscous uid, i.e.,
lubricating ows, are stable. Hooper & Boyd [7] consider the stability of Couette
ow of two unbounded uids. They nd that the ow is always unstable to very
short waves when surface tension is neglected. Surface tension stabilizes the shortest
waves. Renardy [14] and Hooper & Boyd [8] study the stability of Couette ow with
respect to disturbances of arbitrary wavelength. They show that the asymptotic
analyses for long waves (e.g., Yih [17]) and short waves (e.g., Hooper & Boyd [7])
for Couette ow between two plates may miss unstable situations: waves with
intermediate wavelengths can have positive growth rates.
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In the more complex case of cylindrical geometry, Hickox [6] studies long inter-
facial waves in Poiseuille ow of two uids when the less viscous uid is located
centrally. He shows that these waves always have a positive growth rate. Preziosi,
Chen & Joseph [13] study numerically the interfacial stability of core-annular ow
in a cylindrical geometry with the core uid as the more viscous one, and for a vis-
cosity ratio of the two uids of approximately 0.05. It is found that axisymmetric
disturbances are always the more unstable ones. A study of interfacial waves in core-
annular ow with a very small viscosity ratio, and for axisymmetric disturbances, is
given by Hu, Lundgren & Joseph [9], with the more viscous uid located centrally.
In their asymptotic results surface tension is neglected. They nd that the interface
is stable to long waves [17] and unstable to intermediate waves. Miesen et al. [10]
assume in a similar analysis for very small viscosity ratios, that the disturbances
are axisymmetric, as is suggested by results of the analysis by Preziosi et al. [13].
This allows the cylindrical geometry to be replaced by a plane one, provided that
the oil core is much thicker than the water layer. Disturbances with intermediate
wavelengths are found to be unstable, while short waves are stabilized by surface
tension.
In this paper we present a linear analysis of the interfacial stability of core-
annular ow with a small viscosity ratio, with respect to both axisymmetric and non-
axisymmetric disturbances. The stability with respect to nonaxisymmetric waves
is of interest because experiments show that nonaxisymmetric wave modes can be
present. In the series of experiments reported on in Miesen et al. [10] the oil core
often appeared to be nonaxisymmetric; furthermore, the experiments by Bai, Chen
and Joseph [2] show that nonaxisymmetric modes can be dominant. The above is
also suggested by the study by Renardy [15] of three-layer Poiseuille ow, showing
that the asymmetric modes (the \snake modes") can be the more unstable ones.
Characteristic values of the physical parameters involved are assumed to be
in the range of the experiments by Miesen et al. [10]. Typical values for their
experimental conditions are listed below:
 pipe diameter  0:1 m,
 oil velocity  1 m s
 1
,
 oil mass density  970 kg m
 3
,
 dynamic viscosity of oil  10 Pa s,
 water fraction  0:15,
 water mass density  1000 kg m
 3
,
 dynamic viscosity of water  10
 3
Pa s,
 water layer thickness  0:5  5 mm,
 surface tension  0:02  0:05 N m
 1
.
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The Reynolds number for the oil core is then O(10), the ratio of the viscosity of
water and oil m = O(10
 4
), the ratio of the radius of the pipe and the core a  1:1,
and the dimensionless surface tension parameter S, also known as the inverse Weber
number [Eq. (3.41)], is of the order of 10
 4
. Observed wavelengths  were typically
of the order of the radius R
o
of the core or shorter, giving a dimensionless wave
number  = (2=)R
o
of the order of 10-100.
3.2 Formulation of the problem
3.2.1 Basic ow
We start the formulation of the stability problem with a description of the oil-water
ow in a pipeline for a at interface, known as the basic ow, which is a solution of
the Navier-Stokes equations. If we include the buoyancy force on the lighter oil core,
we cannot solve these equations. For this reason, we neglect in a rst approximation
this buoyancy force by matching the oil and water density:

o
= 
w
= : (3.1)
For a physical justication of this simplication, we can think of a relatively short
time scale in which unstable innitesimal disturbances grow to interfacial waves
with a nite amplitude, thus preventing the oil core from continuing its upwards
motion [11].
R
o
w
o
p
oil
water
ρ
ρ
µ
µ
R
X
R
Figure 3.1: Denition sketch.
Without the eect of gravity, the oil core can be located concentrically in the
pipeline, surrounded by the annular water lm. The two uids are assumed to be
nondiusive and incompressible. The basic ow is illustrated in Figure 3.1. Under
the inuence of a pressure gradient dp=dX the uids move from the left to the
right. Pressure, dynamic viscosity, and radial and axial coordinates are denoted by
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p; ; R, and X , respectively. Because of the symmetry the only nonzero velocity,
both in the oil and in the water, is the axial one w(R). The basic ow satises the
continuity and Navier-Stokes equations, which are given in complete form in the
next section, Eqs. (3.10)-(3.13).
By requiring a nite velocity on the axis of symmetry, no-slip at the rigid bound-
ary, and continuity of velocity and shear stress across the interface, the basic velocity
prole becomes (e.g., Hickox [6])
w(R) =  
1
4
o
dp
dX
 
R
2
o
 R
2

 
1
4
w
dp
dX
 
R
2
p
 R
2
o

; (3.2)
for the oil (0  R  R
o
) and,
w(R) =  
1
4
w
dp
dX
 
R
2
p
 R
2

; (3.3)
for the water (R
o
 R  R
p
), which is a parabolic prole, completely analogous to
a single-uid Poiseuille ow.
We introduce the dimensionless quantities
r =
R
R
o
; (3.4)
a =
R
p
R
o
; (3.5)
m =

w

o
; (3.6)
and scale the basic ow, i.e., the prole (3.2) and (3.3), with the centerline velocity
w(0):
W (r) =
w(R)
w(0)
= 1 
mr
2
a
2
+m  1
; 0  r  1; (3.7)
W (r) =
w(R)
w(0)
=
a
2
  r
2
a
2
+m  1
; 1  r  a: (3.8)
Furthermore, we nondimensionalize length scales with respect to the radius of the
core R
o
, velocities with respect to the centerline velocity w(0), time with respect to
R
o
=w(0) and pressure with respect to w(0)
2
. The axial coordinate is, for instance,
denoted in a dimensionless form by
x =
X
R
o
: (3.9)
56 Chapter 3: Nonaxisymmetric waves in core-annular ow
3.2.2 Dierential system governing stability
We investigate the stability of the interface by disturbing the basic ow innitesi-
mally (see, for example, Drazin & Reid [4]). The derivation of the dierential system
governing stability, as presented in this paper, follows for the greater part the very
clear one given by Hickox [6]. We start with the fully dimensional continuity and
Navier-Stokes equations
1
R
(Ru)
R
+
1
R
v

+ w
X
= 0; (3.10)
u
t
+ uu
R
+
v
R
u

+ wu
X
 
v
2
R
=  
p
R

+



r
2
u 
u
R
2
 
2
R
2
v


; (3.11)
v
t
+ uv
R
+
v
R
v

+ wv
X
+
uv
R
=  
p

R
+



r
2
v +
2
R
2
u

 
v
R
2

; (3.12)
w
t
+ uw
R
+
v
R
w

+ ww
X
=  
p
X

+


 
r
2
w

; (3.13)
where the velocities (u; v; w) correspond to the cylindrical coordinates (R; ;X),
subscripts indicate partial dierentiation, and
r
2
=
@
2
@R
2
+
1
R
@
@R
+
1
R
2
@
2
@
2
+
@
2
@X
2
: (3.14)
We now assume that the basic ow is disturbed, so that the velocities and
pressure consist of their initial value for the basic ow plus a small disturbance:
u = u
0
; (3.15)
v = v
0
; (3.16)
w =W + w
0
; (3.17)
p = p+ p
0
; (3.18)
since only the axial velocity and the pressure have initial values dierent from zero.
The primed quantities represent disturbances of the basic ow and are assumed to
be small enough to permit products of these terms to be neglected when compared
to other terms in the equations.
The four partial dierential equations (3.10)-(3.13) contain coecients in front
of (dierential operators on) the four variables u, v, w and p. These coecients only
depend on the radial coordinate R. This allows us to use a normal mode analysis
for the axial, the angular and the time-dependent part of the solutions [4]. Thus,
we assume the disturbances to have the forms
u
0
(r; ; x; ) = w(0)iG(r)e
i(x c)+in
; (3.19)
v
0
(r; ; x; ) = w(0)H(r)e
i(x c)+in
; (3.20)
w
0
(r; ; x; ) = w(0)F (r)e
i(x c)+in
; (3.21)
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p
0
(r; ; x; ) = w(0)
2
P (r)e
i(x c)+in
; (3.22)
where G, H , F and P are dimensionless functions of the dimensionless coordinate r;
,  , and c are the dimensionless wave number, time and phase speed, respectively;
i is the imaginary unit. The parameter n can be zero or any integer value, and
is the way by which the angular dependence of the disturbance is expressed. In
general, c can be complex. It is the sign of its imaginary part which will determine
the stability of the interface, as can be seen from the exponent in Eqs. (3.19)-(3.22).
Thus, if the imaginary part of c is positive, interfacial waves will grow. From the
kinetic interfacial condition we nd that the disturbance of the interface, which is
indicated in dimensionless form by (; x; ), satises [6]
(; x; ) =
G(1)
 [W (1)  c]
e
i(x c)+in
: (3.23)
The dierential system governing stability is obtained by subtracting the Navier-
Stokes and continuity equations for the undisturbed ow from those for the dis-
turbed one. Combination of Eqs. (3.19)-(3.22) and (3.10)-(3.13) results in the di-
mensionless and linearized set [6]
(W   c)G = P
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 
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<

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00
+
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G
0
 

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+
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2
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
; (3.24)
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; (3.25)
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; (3.26)
F +G
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+
1
r
G+
n
r
H = 0; (3.27)
for the innitesimal disturbances in the oil (0  r  1), and
(W   c)G = P
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im
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; (3.28)
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; (3.29)
(W   c)F +GW
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P  
im
<
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F
00
+
1
r
F
0
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2
+
n
2
r
2

F

; (3.30)
F +G
0
+
1
r
G+
n
r
H = 0; (3.31)
for those in the water (1  r  a). Primes are now used to indicate dierentiation
with respect to r, and < is the Reynolds number based on the oil core:
< =
R
o
w(0)

o
: (3.32)
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The boundary conditions expressing niteness of the velocity at the axis of
symmetry and no-slip at the rigid boundary are
G(0) = H(0) = F (0) = finite; (3.33)
and
G(a) = H(a) = F (a) = 0: (3.34)
The interfacial conditions are obtained from the requirements of continuity of
velocities, shear stresses and normal stress across the interface. Strictly speaking,
these conditions must be evaluated at r = 1+(; x; ), the location of the interface
in the disturbed ow, and not at the originally at interface, r = 1. We take
this modication into account by means of a Taylor expansion in  around r = 1.
Continuity of the radial and tangential velocities u and v then requires that
G(r " 1) = G(r # 1); (3.35)
H(r " 1) = H(r # 1); (3.36)
respectively. An error of O(
2
) is encountered in applying (3.35) and (3.36) at r = 1
instead of at r = 1 + , since there is no gradient of radial or tangential velocity
in the mean ow. In that case, the second term in the expansion is a product
of two innitesimal quantities. Continuity of the axial velocity w requires a more
careful formulation due to the radial gradient of axial velocity in the basic prole.
Continuity of w demands [6]

F +
W
0
G
(W   c)





r"1
=

F +
W
0
G
(W   c)





r#1
; (3.37)
in which use is made of Eq. (3.23) to eliminate .
The interface is not able to take up shear stress, which requires continuity of the
shear stresses 
rx
and 
r
. In a linearized form these requirements are expressed
as [6]:

F
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  G+
W
00
G
(W   c)





r"1
= m

F
0
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G+
W
00
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(W   c)





r#1
; (3.38)
and
(H
0
 H   nG)j
r"1
= m (H
0
 H   nG)j
r#1
; (3.39)
where we have used Eq. (3.23) again.
The normal stress condition at the interface is the most complicated because the
dierence in normal stress across the interface is counterbalanced by surface tension.
Taking into account this surface tension, denoted by T , the linearized normal stress
condition at the interface becomes [6] [13]

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2i
<
G
0

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 

 P +
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<
G
0





r#1
=  
S
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2
  1
W   c
G





r=1
; (3.40)
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where S stands for the dimensionless surface tension parameter
S =
T
R
o
w(0)
2
: (3.41)
Surface tension, which is proportional to (
2
+n
2
 1), stabilizes relatively strongly
bent interfaces (
2
+ n
2
> 1).
Summarizing, it can be seen that the governing dierential equations (3.24)-
(3.31) can be used together with the boundary and interfacial conditions, given by
(3.33)-(3.40), to provide a solution to the stability problem. There are 12 boundary
and interfacial conditions that must be applied to the solutions obtained from the
governing equations (3.24)-(3.27) for the oil and the corresponding ones (3.28)-(3.31)
for the water. Since six constants arise in the solution of each set of equations [see,
e.g., Eq. (3.82)], there are a total of 12 constants to be determined from the 12
conditions. The homogeneous dierential system represents an eigenvalue problem
since c must take on specic values in order that the solution is not identical to
zero. In the next section, we will deduce the dispersion relation c(;<;m; a; S; n),
and thus nd the growth rate Im[c(;<;m; a; S; n)].
3.2.3 Method of solution
For the investigation of the hydrodynamic stability of core-annular ow, we look
for a certain small parameter which can help us to estimate the magnitude of the
various terms in our governing system, including the boundary and interfacial con-
ditions. As is suggested by the form of the Eqs. (3.28)-(3.31) and the practically
relevant values of the wave number, the Reynolds number, and the viscosity ratio
(Section 3.1), we introduce
 =
m
<
(3.42)
as this small parameter [9]. Say, for instance, m = 0:0001;  = 10, and < = 10,
which results in  = 10
 6
, so that  1.
The smallness of  suggests the expansion of the velocities G, H , F and the
pressure P , the basic prole W , and the velocity c of the disturbance, in terms of
this parameter. The basic velocity W is, for instance, expanded as
W (r) = 1 +O(); 0  r  1; (3.43)
W (r) =
a
2
  r
2
a
2
  1
+O(); 1  r  a: (3.44)
We will restrict ourselves to only the lowest order in , which turns out to be
sucient for the description of interfacial waves in core-annular ow. The expansion
of the various quantities in , and retaining only the lowest order, is in fact a
mathematical expression for the dominance of viscous forces over convective forces
in the oil core, and the opposite in the water. However, we must be careful in our
comparison of the magnitude of the viscous and inertial terms in the boundary layers
at the pipe wall and the interface, and in the \critical" layer, where the velocity
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of the disturbance equals the basic one [Re(W   c) = 0]. From experiments [10]
we know that interfacial waves in core-annular ow with a small viscosity ratio
propagate at almost the same velocity as the oil core, i.e., W (1). This means that
the viscous boundary layer and the critical layer coincide. Hu et al. [9] give, for
a mode number n = 0, an estimation of the (dimensionless) thickness of both the
boundary layer at the pipe wall and the combined boundary and critical layer at
the interface, by requiring a balance of viscous and nonviscous forces in these layers.
The rst one turns out to be of order 
1
2
and the second 
1
3
. It can easily be veried
that, for nonzero mode number n as well, this estimation is valid. The assumption
that the critical layer and the boundary layer at the interface coincide implies that
the velocity c of the disturbance can be written as
c = 1 + c
1

1
3
+ : : : ; (3.45)
where c
1
is order one or smaller.
Summarizing, our strategy for the analysis of the interfacial stability is the
following:
 an expansion of F , G, H , P , W and c in terms of the parameter ;
 solving, correct to the leading order, the dierential equations (3.24)-(3.27)
and (3.28)-(3.31) for the oil core, the bulk of the water and the two boundary
layers;
 matching of the solutions in the bulk of the water to those in the boundary
layer at the pipe wall and at the interface;
 the application of the boundary and interfacial conditions;
 derivation of the dispersion relation for c in terms of , <, m, a, S and n;
 an evaluation of this relation;
successively.
3.3 Analysis
3.3.1 The solution in the annulus
Expanding Eqs. (3.28)-(3.31) in terms of  means that we have to solve the following
simplied equations of motion and continuity in the annulus
(W   c)G = P
0
; (3.46)
(W   c)H =  
n
r
P; (3.47)
(W   c)F +GW
0
=  P; (3.48)
F +G
0
+
1
r
G+
n
r
H = 0; (3.49)
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correct to the lowest order in the parameter . We thus neglect the contribution
of viscous forces in the annulus. After substitution of the expansions (3.44) for the
basic velocity W and (3.45) for the velocity c of the disturbance and elimination
of the disturbances H , F and P , the four coupled equations (3.46)-(3.49) can be
reduced to an equation for the disturbance G:
G
00
 
1  r
2
  
n
2
r
2
+ 
2
r
4

+G
0
 
1  r
2
  
3n
2
r + 
2
r
3

 
G
 
1  r
2
  
n
4
+ 
4
r
4
+ 
2
r
2
+ 2
2
n
2
r
2

  n
2
 
1 + 3r
2

= 0: (3.50)
Formally speaking, we should discriminate between the symbol G in (3.19) and
the one in (3.50). In the rst equation it denotes the radial dependent part of the
radial velocity disturbance, while in the second equation it only denotes the leading
order of this velocity. However, taking only this order into account turns out to
be accurate enough to nd an expression for the growth rates of the disturbances.
Thus, because there will be no reason for confusion, we do not indicate the dierence
between a variable and the lowest order term in its expansion. A solution of (3.50)
in terms of transcendental functions is not available. Note, however, that we are
in fact only interested in the solution of (3.50) for the interval 1 < r < a, where
(a  1) 1. For this reason we could substitute y = (r   1) into (3.50) and might
try to solve this equation by means of a generalized power series in y, where only
the rst few terms are expected to be important, since y  1. Another way to
obtain an approximate solution of (3.50) is by assuming n
2
 
2
, so that (3.50)
approximately reads:
G
00
+
1
r
G
0
 


2
+
1 + 2n
2
r
2

G = 0; (3.51)
with the general solution
G
ann
(r) = A
1
I

(r) +A
2
K

(r): (3.52)
Here, I

() and K

() are the modied order  = (1 + 2n
2
)
1=2
Bessel functions
of the rst and second kind, respectively, and A
1
and A
2
are arbitrary constants.
A comparison between a function consisting of two independent power series in
y = (r   1), each resulting from a solution of the indicial equation of (3.50), and
the function (3.52), by means of the software package \Mathematica
TM
", reveals
that these solutions are approximately the same indeed for 1 < r < a, even if
n  . The solutions for P
ann
, H
ann
and F
ann
in the annulus can be easily found
by substituting (3.52) into (3.46), (3.47) and (3.49).
3.3.2 The solution in the boundary layer at the pipe wall
The thickness of the boundary layer at the pipe wall is approximately 
1
2
(see
Drazin & Reid [4]). Therefore, we introduce a stretched coordinate
 =
a  r

1
2
; (3.53)
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in the boundary layer at the pipe wall, so that d=dr =  
 
1
2
d=d. This expresses
the dominant behavior of the gradients of the disturbances in the boundary layer.
Changing to the coordinate , and substitution of (3.44)-(3.45) and the expansions
of G, H , F and P in  in the equations of motion and continuity (3.28)-(3.31),
reveals that the leading-order term of the radial velocity disturbance G is a factor

 
1
2
smaller than those for the other disturbancesH , F and P . This is a consequence
of the impermeability of the wall. From (3.28), it follows that the lowest order term
of P is independent of . As follows from (3.29)-(3.31), the leading-order terms of
the velocity disturbances satisfy:
 H =  
n
a
P   iD
2

H; (3.54)
 F =  P   iD
2

F; (3.55)
F +D

G+
n
a
H = 0; (3.56)
where, as mentioned above, P is a constant. The notation D

stands for dierenti-
ation with respect to . The solutions for P
wall
and G
wall
are
P
wall
() = A
3
; (3.57)
G
wall
() =  

n
2
a
2

+ 

A
3
  
n
ap
A
4
e
p
+
n
ap
A
5
e
 p
 

p
A
6
e
p
+

p
A
7
e
 p
; (3.58)
with p = e
3i=4
. The solutions for H
wall
and F
wall
follow in the same way. The
symbols A
3
; A
4
; A
5
; A
6
, and A
7
indicate some more arbitrary constants.
3.3.3 The solution in the boundary layer at the interface
The thickness of the boundary layer at the interface can be estimated to be of the
order 
1
3
(see Hu et al. [9] and Miesen et al. [10]). The dierence in thickness of the
two boundary layers has its origin in the fact that observed waves have almost the
same velocity as the uids at the interface, which means W   c  O(1) near the
interface, while W   c = O(1) near the wall. We introduce the stretched coordinate
z =
r   1

1
3
(3.59)
in the boundary layer at the interface and substitute (3.44), (3.45) and the expan-
sions G = G
0
+ 
1
3
G
1
+ : : :, H = H
0
+ 
1
3
H
1
+ : : :, F = F
0
+ 
1
3
F
1
+ : : :, and
P = P
0
+ 
1
3
P
1
+ : : : in (3.28)-(3.31). We then nd that the leading-order terms
of G and P are a factor of 
 
1
3
smaller than those of F and H (G
0
= P
0
= 0),
and that, correct to the lowest order in 
1
3
, i.e., neglecting the nondominant zeroth
and rst derivatives in the viscous terms and the radial velocity disturbance in the
equation of continuity, (3.28)-(3.31) reduce to
0 = D
z
P
1
; (3.60)
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  

c
1
+
2z
a
2
  1

H
0
=  nP
1
  iD
2
z
H
0
; (3.61)
  

c
1
+
2z
a
2
  1

F
0
+

 2
a
2
  1

G
1
=  P
1
  iD
2
z
F
0
; (3.62)
F
0
+D
z
G
1
+ nH
0
= 0: (3.63)
The leading-order term of P is constant, as follows from (3.60). The remaining
three equations (3.61)-(3.63) can be reduced to a (single) equation for the nonax-
isymmetric radial velocity disturbance
D
4
z
G
1
+ i

c
1
+
2z
a
2
  1

D
2
z
G
1
= 0: (3.64)
The solution of (3.64) is given in terms of integrals of Airy functions [4] [1]:
G
int
(z) = A
8
+A
9
z +A
10

10
(z) +A
11

11
(z); (3.65)
where we dene 
10
(z) and 
11
(z) as

j
(z) =
Z
z
+1
d~z
Z
~z
+1
d
~
~zAi
"
 

2
a
2
  1

1
3

~
~z +
c
1
2
(a
2
  1)

e
i
j
#
; (3.66)
with 
10
= 5=6 and 
11
= =6. By using the general solution (3.65) and Eqs.
(3.60)-(3.63), we nd for the disturbances P
int
, H
int
and F
int
:
P
int
(z) =
2
(a
2
  1)(n
2
+ 
2
)
A
8
; (3.67)
H
int
(z) = A
12
Ai
12
(z) +A
13
Ai
13
(z) 
2ni
(a
2
  1)(n
2
+ 
2
)
A
8
I(z); (3.68)
F
int
(z) =  
A
9

 
A
10


0
10
(z) 
A
11


0
11
(z) 
n

A
12
Ai
12
(z)
 
n

A
13
Ai
13
(z) +
2n
2
i
(a
2
  1)(n
2
+ 
2
)
A
8
I(z); (3.69)
where Ai
12
(z) and Ai
13
(z) are dened as the Airy functions
Ai
j
"
 

2
a
2
  1

1
3

z +
c
1
2
(a
2
  1)

e
i
j
#
; (3.70)
with 
12
= 5=6 and 
13
= =6. A
12
and A
13
are arbitrary constants, primes
denote dierentiation with respect to z, and the integral I(z) equals
I(z) = Ai
12
(z)
Z
z
+1
d~z
Ai
13
(~z)
N(~z)
 Ai
13
(z)
Z
z
+1
d~z
Ai
12
(~z)
N(~z)
; (3.71)
in which
N(z) = Ai
12
(z)Ai
0
13
(z) Ai
0
12
(z)Ai
13
(z): (3.72)
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3.3.4 The solution in the core
In the oil core, we neglect the convective terms, so that the equations of motion
and continuity (3.24)-(3.27) for this region become
0 = P
0
 
i
<

G
00
+
1
r
G
0
 


2
+
n
2
+ 1
r
2

G 
2n
r
2
H

; (3.73)
0 =  
n
r
P  
i
<

H
00
+
1
r
H
0
 


2
+
n
2
+ 1
r
2

H  
2n
r
2
G

; (3.74)
0 =  P  
i
<

F
00
+
1
r
F
0
 


2
+
n
2
r
2

F

; (3.75)
F +G
0
+
1
r
G+
n
r
H = 0; (3.76)
correct to the lowest order in . Note that we are not so much interested in the
solutions G(r), H(r), F (r) and P (r) for arbitrary values of the radial coordinate
as in those for r  1. In the next section, we will derive an expression for the
growth rate of innitesimal disturbances by imposing the interfacial conditions.
With respect to the solutions in the core, these interfacial conditions only require
knowledge of the values of the functions G
core
(r); H
core
(r); F
core
(r) and P
core
(r),
and their derivatives, at r = 1. For this reason, we introduce a coordinate y =
(1   r)  1, substitute this coordinate into (3.73)-(3.76), and expand the factors
1=(1  y) and 1=(1  y)
2
by means of a geometric series. If we assume that taking
only the lowest order in y into account is accurate enough for our analysis, the
factors 1=r and 1=r
2
in Eqs. (3.73)-(3.76) can be replaced by 1. This results in four
coupled and homogeneous equations with constant coecients, which can easily be
solved by means of the \vector"
(G(r); H(r); F (r); P (r)) = (1; H

; F

; P

) e
r
: (3.77)
Substitution of this eigenvector into (3.73)-(3.76) implies that the exponent  must
be a solution of the equation
 

2
+ 2
4
+ 
6
  3
2
n
2
  n
4
+ 3
4
n
2
+ 3
2
n
4
+ n
6

 

 
3
2
+ 3
4
+ 6
2
n
2
+ 3n
4

+ 
2
 
1  3
4
+ 3n
2
  6
2
n
2
  3n
4

+

3
 
1 + 6
2
+ 6n
2

+ 
4
 
 2 + 3
2
+ 3n
2

  3
5
  
6
= 0: (3.78)
The six eigenvalues 
j
(; n), with j 2 f1; 2; 3; 4; 5; 6g, each determine a set of three
coecients H

, F

and P

:
H

=
n
 
 3
2
+   
2
+ 2
2
+ 
3
  n
2
  n
2

(
2
+ 
4
  
2
  
2

2
+ 2
2
n
2
  n
2
  
2
n
2
+ n
4
)
; (3.79)
F

=  

 
1 + 
2
+ 
2
  2
2
  
3
  n
2
+ n
2

(
2
+ 
4
  
2
  
2

2
+ 2
2
n
2
  n
2
  
2
n
2
+ n
4
)
; (3.80)
P

=
i
 

2
    
2
+ n
2
  
1 + 
2
+ 
2
  2
2
  
3
  n
2
+ n
2

< (
2
+ 
4
  
2
  
2

2
+ 2
2
n
2
  n
2
  
2
n
2
+ n
4
)
: (3.81)
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Thus, the general solution for the velocity and pressure disturbances in the oil
becomes
(G
core
(r); H
core
(r); F
core
(r); P
core
(r)) =
6
X
j=1
A
13+j
 
1; H

j
; F

j
; P

j

e

j
r
; (3.82)
where A
14
, A
15
, A
16
, A
17
, A
18
, and A
19
are arbitrary constants.
3.3.5 Results of the nonaxisymmetric analysis
Now that we have solved the equations of motion and continuity for the velocity
and pressure disturbances in the four regions, an expression for the growth rate of
the nonaxisymmetric modes, in terms of , <, m, a, S, and n, is within reach. But
rst, we have to consider the ratio of the leading-order terms of the disturbances in
these regions. In Section 3.3.2, we concluded that the leading-order term of G
wall
is a factor of 
 
1
2
smaller than those of H
wall
, F
wall
and P
wall
. This means that,
if the pressure disturbance is given by P = P
0
+ 
1
2
P
1
+ : : :, the expansion of the
radial velocity disturbance will read G = 
1
2
G
1
+G
2
+ : : :. Matching of the solution
G
wall
() in the boundary layer at the pipe wall to the solution G
ann
(r) in the bulk
of the water [4] requires that the leading order of G
ann
is a factor of 
 
1
2
larger
than the leading order of G
wall
. Table 3.1 gives an account of the various ratios of
the leading-order terms of the disturbances in the four regions. The ratios between
dierent columns follow from matching the solutions in the bulk of the water to
those in the two boundary layers [4]; those between rows are prescribed by the
equations of motion and continuity. From this table we see, for instance, that the
axial velocity disturbance near the interface is a factor of 
 
5
6
larger than the radial
velocity disturbance near the pipe wall.
Wall Annulus Interface Core
G 
1
2
1 1 1
H 1 1 
 
1
3
1
F 1 1 
 
1
3
1
P 1 1 1 1
Table 3.1: The order of magnitude of the disturbances in the dierent regions.
Matching of the disturbances in the boundary layers at the pipe wall (3.57)-
(3.58) and the interface (3.65)-(3.69) to those in the bulk of the water (3.52) imposes,
among others, the following conditions (correct to the lowest order in ):
A
5
= A
7
= A
9
= A
11
= A
13
= G
ann
(r = a) = 0; (3.83)
F
ann
(r = a) = A
3
; (3.84)
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G
ann
(r = 1) = A
8
: (3.85)
The condition (3.83) guarantees niteness of the solutions (3.57)-(3.58), (3.65), and
(3.67)-(3.69) for large  and z, respectively.
The lowest order boundary conditions (3.34) at the pipe wall require
G
wall
( = 0) = H
wall
( = 0) = F
wall
( = 0) = 0; (3.86)
and the conditions (3.33), expressing the niteness of the velocity disturbances on
the axis of the pipe, imply that we can only allow the exponents 
j
in (3.82) with a
positive real part, so that the value of e
r
decreases as r decreases. These exponents
approximate the behavior, around r = 1, of the convergent (for r # 0) solution of
the equations of motion and continuity in the oil core. If we arrange the solutions

j
of (3.78) in such a way that the real part of 
1
, 
2
and 
3
is positive and the
real part of 
4
, 
5
and 
6
is negative, the coecients A
17
, A
18
and A
19
will have to
vanish:
A
17
= A
18
= A
19
= 0: (3.87)
The continuity of the radial, tangential and axial velocity across the interface,
correct to the lowest order in , are expressed by
 A
8
  
10
(0)A
10
+
3
X
j=1
e

j
A
13+j
= 0; (3.88)
 
2niI(0)
(a
2
  1)c
1
A
8
+Ai
12
(0)A
12
= 0; (3.89)
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+
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2
  1)c
1

A
10
 
nAi
12
(0)

A
12
= 0; (3.90)
in which use is made of (3.35), (3.36), (3.37), (3.43)-(3.45), (3.65), (3.67)-(3.69),
(3.82), (3.83), (3.87), and Table 3.1. The prime indicates dierentiation with respect
to z. Use of the condition (3.38) for the continuity of shear stress 
rx
, the equations
of motion (3.27) and (3.31), and the solutions (3.7) and (3.8) of the undisturbed
Navier-Stokes equations, allows the condition (3.39) for the continuity of 
r
to be
written as [6]

G
00
+G
0
+
 

2
+ n
2
  1

G



r"1
= m

G
00
+G
0
+
 

2
+ n
2
  1

G



r#1
:
(3.91)
Correct to the leading-order in , the two shear stress conditions (3.38) and (3.91)
read
3
X
j=1
(F

j

j
  )e

j
A
13+j
= 0 (3.92)
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and
3
X
j=1
[
2
j
+ 
j
+ (
2
+ n
2
  1)]e

j
A
13+j
= 0; (3.93)
respectively, according to (3.43)-(3.45), (3.82), (3.83), (3.87), and Table 3.1. The
sixth interfacial condition, the normal stress condition (3.40), requires
3
X
j=1

 P

j
e

j
+
2i
<

j
e

j
 
S

1
3
c
1
 

2
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  1
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
A
13+j
+
2
(a
2
  1)(n
2
+ 
2
)
A
8
= 0; (3.94)
again correct to the lowest order. This equation is based on (3.43)-(3.45), (3.65),
(3.67)-(3.69), (3.82), (3.83), (3.87), and Table 3.1.
Equations (3.88)-(3.90) and (3.92)-(3.94) form a linear and homogeneous system
in the six constants A
8
, A
10
, A
12
, A
14
, A
15
and A
16
. In order that these constants
are not identically equal to zero, giving a trivial solution of the equations of motion
and continuity, the determinant of this system must be zero. A long, but in principle
simple, calculation (checked with \Mathematica
TM
") expresses this requirement as:
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 F
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j+1

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( 1 + 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+ 
j
+ 
2
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2i
j+2
  P

j+2
<

= 0; (3.95)
in which two conventions with respect to the indices j have been introduced: j =
4! j = 1 and j = 5! j = 2, so that, for example, P

4
= P

1
and F

5
= F

2
. The
coecients 
j
, F

j
and P

j
, with j 2 f1; 2; 3g, are given by (3.78), (3.80), (3.81); 
0
and  are abbreviations for d
10
(0)=dz and 
10
(0), respectively. From expression
(3.95), the growth rate Im(c
1

1
3
) can be calculated in terms of the wave number
, the Reynolds number <, the viscosity ratio m, the ratio pipe/core radius a, the
surface tension S, and the mode number n.
The problem in calculating the growth rate from (3.95) is that both (0) and

0
(0) depend on c
1
[see Eq. (3.66)], so that the growth rate is only implicitly given
by Eq. (3.95). This problem can be solved by approximating (0) and 
0
(0) by
a few terms in their Taylor expansions around c
1
= 0 (remember that O(c
1
) 
1) [10]. This turns Eq. (3.95) into a polynomial equation in c
1
, from which the
growth rate of nonaxisymmetric disturbances can be calculated very easily, using
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a software package as, for instance, \Mathematica
TM
". The dierence between
solutions c
1
(;<;m; a; S; n) based on, on the one hand, a quadratic and, on the
other hand, a cubic equation turns out to be negligible, so that we expand  and

0
correct to O(c
2
1
):
(0)  0:2588

2
a
2
  1

 2=3
e
 i10=6
+
1
6

2
a
2
  1

 1=3
e
 i5=6
(a
2
  1)c
1
+ 0:04438(a
2
  1)
2
c
2
1
; (3.96)
and

0
(0) 
1
3

2
a
2
  1

 1=3
e
 i5=6
+ 0:1775(a
2
  1)c
1
+
0:03235

2
a
2
  1

1=3
e
i5=6
(a
2
  1)
2
c
2
1
: (3.97)
In solving (3.95) we only choose the root c
1
with the negative real part, in order
to be consistent with observations that the speed Re(c) of the waves is just a little
bit smaller than the basic velocity W (1) of the uids at the interface, i.e., the
assumption that there is a critical layer near the interface.
Figure 3.2 depicts the relationship between the growth rate Im(
1
3
c
1
) and the
wave number , for n = 0; 1; 2, and 5, and for < = 10, m = 0:0001, a = 1:025, and
S = 0:0005. The solution of the dispersion relation (3.95), with n = 0, reproduces
the results of the two-dimensional analysis [10] within a few percent (provided that
the oil core is much thicker than the water layer). Equation (3.95) is equivalent
to Eq. (82) of Hu et al. [9] if n = 0 (axisymmetric waves) and S = 0 (no surface
tension).
A look at Fig. 3.2 reveals that the growth rate of axisymmetric and nonaxisym-
metric disturbances are almost the same. The dierence between the growth rate
of a nonaxisymmetric and an axisymmetric mode increases with decreasing wave
number  and increasing mode number n. This tendency can be understood in
terms of the ratio n=, which gives an indication of the inuence of a nonzero mode
number on the results of an axisymmetric analysis. Note that the growth rate of
the rst nonaxisymmetric mode (n = 1), can hardly be distinguished from the one
of the axisymmetric mode. This seems to explain, at least partially, the possibility
of observing \corkscrew waves" as reported by Bai et al. [2]. The maximum growth
rate of the nonaxisymmetric modes is only weakly dependent on n and, for larger
n, is reached at slightly smaller values of . Remember, however, that we have
assumed n
2
 
2
(Section 3.3.1, although this condition was found not to apply
very strict), so that statements concerning smaller values for  can only be veried
under this condition.
Thus, an evaluation of the dispersion relation (3.95) reveals that, in the descrip-
tion of interfacial waves in core-annular ow, both axisymmetric and nonaxisym-
metric modes should be taken into account: the growth rates of both modes are
approximately the same. The above conclusion does not agree with the assumption
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Figure 3.2: The growth rate Im(c
1

1
3
) versus the wave number  for the mode numbers
n = 0 and n = 1 (coinciding solid lines), n = 2 (dashed line), and n = 5 (dotted line), for
< = 10, m = 0:0001, a = 1:025, and S = 0:0005.
made by Miesen et al. [10] that the stability of the oil-water interface is mainly de-
termined by axisymmetric disturbances. This assumption requires that the growth
rates of the nonaxisymmetric modes are negative or much smaller than the one of
the axisymmetric mode, for all values of , because they observe all waves hav-
ing wavelengths comparable in growth rate, and not only the wave mode with the
maximum growth rate! Nevertheless, Miesen et al. nd good agreement between
observations and their two-dimensional analysis. These observations, however, are
done at a xed azimuthal angle (top of the pipe), so that nonaxisymmetric modes,
which have growth rates that are almost the same as those of the axisymmetric
mode, have been interpreted as axisymmetric.
One of the conclusions from a (numerical) analysis by Preziosi et al. [13], for
m  0:05, is that axisymmetric disturbances are \always" found to be \less stable"
than the nonaxisymmetric ones. Preziosi et al. put some arguments forward which
suggest that the axisymmetric modes ought to be most dangerous. The stabiliz-
ing eect of surface tension appears only in the normal stress condition (3.40) at
the interface and is proportional to (
2
+ n
2
  1): the larger the mode number,
the larger the stabilizing inuence of surface tension. Also, the fact that Squire's
theorem [4] holds for the plane analogue of our stability problem [5] suggests that
two-dimensional disturbances in the plane of ow are most dangerous, even when
surface tension is not important. However, our analysis shows that, if m  1, the
n = 0 curve and the n = 1 curve almost coincide. Furthermore, as discussed above
and in the paper by Miesen et al. [10], in experiments all waves with positive growth
rates are observed, although they may be \more stable".
Interpreting results as done above, Figure 2 of the paper by Preziosi et al. [13],
which depicts the growth rate as a function of the wave number for n = 0; 5,m = 0:5,
< = 26:42, a = 1:43, and S = 0, also leads to the conclusion that nonaxisymmetric
waves are important in core-annular ow.
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3.4 Conclusions
Our investigation into the stability of the oil-water interface in core-annular ow
with a small viscosity ratio is based on the method of matched asymptotic expan-
sions, using  = m=< as a small parameter. A fundamental assumption we make
in the linear stability analysis is that the critical point, where Re(W   c) = 0,
is close to the interface, within a distance of the order of 
1
3
, as is observed in
experiments [10].
As has already been noted by Miesen et al. [10], a typical dimensionless growth
rate of 0.4 (see Fig. 3.2) implies that waves will form within a few seconds on the
surface of the core: with a core velocity of 1 m s
 1
and a pipe radius of 0.1 m, this
dimensionless growth rate gives a dimensional one of 4 s
 1
, so that the amplitude
of a disturbance grows by a factor e in only 1/4 s.
The stability analysis reveals that a description of interfacial waves in core-
annular ow should also take the nonaxisymmetric modes into account, because
these modes turn out to have growth rates that are approximately equal to those
of the axisymmetric modes. Thus, the nonaxisymmetric analysis supplements the
current picture of the formation of these waves.
As yet, no quantitative experimental results are available with which to compare
the results of the nonaxisymmetric analysis. The experiments by Bai et al. [2]
support the conclusion that the n = 1 mode can be very important, as does the
fact the fact that the oil core in the experiments by Miesen et al. [10] sometimes
appeared very nonaxisymmetric. A Fourier decomposition of the radius of the
interface, measured as a function of both the axial coordinate and the azimuthal
angle, could reveal to what extent the predictions of the nonaxisymmetric analysis
agree with experiment.
A natural continuation of the research on the theory of the interfacial stability
of core-annular ow with a small viscosity ratio would seem to be the inclusion
of nonlinear eects. This might conrm the experimentally observed fact that the
growth rate of the interfacial waves decreases as their amplitudes become larger,
leading to nite amplitudes of these waves.
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Chapter 4
A Chebyshev collocation
method for solving
two-phase ow stability
problems
Abstract
This paper describes a Chebyshev collocation method for solving the eigenvalue
problem that governs the stability of parallel two-phase ow. The method is based
on the expansion of the eigenfunctions in terms of Chebyshev polynomials, point
collocation, and subsequent solution of the resulting generalized eigenvalue problem
with the QZ-algorithm. We concentrate on the question how to handle diculties
that arise when these \standard" techniques are applied to the stability problem of
a thin lm of liquid that is sheared by a gas. After discussing this specic problem
in detail, it is argued that the method of solution can readily be applied to other
two-phase ow congurations as well.
4.1 Introduction
One of the oldest topics in uid dynamics is the study of the generation of water
waves by wind, both in the context of deep water and thin lms. To predict whether
or not waves will form on the air-water interface, uid dynamicists often make use
of the linear theory of hydrodynamic stability [5]. This theory investigates the
evolution of an innitesimally small disturbance of the basic ow, assuming that
the growth of such small disturbances gives rise to (nite-amplitude) waves that
can be observed experimentally. From a mathematical point of view, the equations
governing stability constitute an eigenvalue problem for the wave velocity of the
disturbance in question. Since the full eigenvalue problem is dicult to solve,
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Benjamin [2] presented in the late fties a \quasi-static" approximation to tackle
the air-water stability problem. In this \divided attack", as Benjamin calls it, the
stability problem is solved in two successive steps. First the stresses that a gas ow
exerts on a solid wavy boundary are calculated; these stresses are then used in the
boundary conditions for the equations of motion for the water layer, the solution of
which gives the conditions at which small disturbances grow with time.
Today, modern computational facilities allow us to solve the gas-liquid stability
problem entirely numerically, thus avoiding the use of asymptotic techniques like
Benjamin's divided attack. In a recent paper, Miesen & Boersma [14] show that
such a numerical solution oers the possibility to compare the results of a coupled
description of the problem, in which the equations of motion for the gas and the
liquid are solved simultaneously, with those of the divided attack. In the present
paper, we consider the gas-liquid stability problem from a computational rather
than a physical point of view, i.e. we discuss the technique for solving the gas-
liquid stability problem. Emphasis is on the diculties that are encountered when
a Chebyshev collocation technique is applied to the specic problem of a thin lm
of liquid that is sheared by a gas. After discussing these diculties in detail and
presenting some illustrating results, it is argued that the same numerical procedure
can readily be applied to other two-phase ow congurations as well.
4.2 Formulation
As shown in Figure 4.1, we consider a liquid lm (j = 1) that is at the lower
side bounded by a wall, and at the upper side by a gas (j = 2). The gas exerts
a shear stress  on the liquid, which sets the liquid into motion. Density and
dynamic viscosity are denoted by 
j
and 
j
, respectively. The coordinates along
and perpendicular to the undisturbed interface are x and y, respectively, with the
origin of y chosen at the interface.
The stability of the ow conguration in Fig. 4.1 is investigated by disturbing
the primary ow U
j
(y), which will be specied further on, innitesimally [5]. Using
the presumptions that the ow is two-dimensional and incompressible, we represent
the disturbance velocities (u
j
; v
j
) in the uids by the streamfunctions 
j
(x; y; t),
so that (u
j
; v
j
) = (@
j
=@y; @
j
=@x) [26]. Because the primary ow U
j
(y) only
depends on the y-coordinate, we assume these streamfunctions to have the form

j
(x; y; t) = 
j
(y)e
i(x ct)
; (4.1)
where i is the imaginary unit,  is a real wave number and c is the complex wave
velocity. The real part of c gives the phase velocity of the wave, while the imaginary
part of c represents the growth rate (positive if Im(c) > 0).
Substitution of the streamfunctions 
j
(x; y; t) into the linearized Navier-Stokes
equations results in the well-known Orr-Sommerfeld equations for the y-dependent
functions 
j
(y). Writing these equations in dimensionless form by scaling length
with the thickness of the lm d
1
, velocity with the characteristic velocity U

=
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gas (2)
liquid (1)
U2
U1
Figure 4.1: A thin lm of liquid sheared by a gas.
d
1
=
1
(recall that  is dened as the shear force that the gas exerts on the liquid
interface), time with d
1
=U

and pressure with 
1
U
2

gives [26]

0000
1
  2
2

00
1
+ 
4

1
= iR

(U
1
  c)(
00
1
  
2

1
)  U
00
1

1

; (4.2)
for the liquid lm ( 1 < y < 0), and

0000
2
  2
2

00
2
+ 
4

2
= (iRr=m)

(U
2
  c)(
00
2
  
2

2
)  U
00
2

2

; (4.3)
for the gas (0 < y <1). Primes are used to indicate dierentation with respect to
y, the liquid Reynolds number is dened as R = 
1
U

d
1
=
1
, and the density ratio
r and the viscosity ratio m are dened as r = 
2
=
1
and m = 
2
=
1
, respectively.
The boundary conditions expressing no-penetration and no-slip at the lower wall
are

1
= 
0
1
= 0; at y =  1: (4.4)
Furthermore, the disturbances should be small far from the interface, which requires

2
= 
0
2
= 0; for y !1: (4.5)
The conditions at the interface are the continuity of the velocity components and
the balance of the stress components, both in the normal and tangential direction.
This gives four conditions, which read [14] [26]

1
= 
2
; at y = 0; (4.6)

0
1
+ U
0
1

1
=c = 
0
2
+ U
0
2

2
=c; at y = 0; (4.7)

00
1
+ 
2

1
+ U
00
1

1
=c = m
 

00
2
+ 
2

2
+ U
00
2

2
=c

; at y = 0; (4.8)
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where the inverse Weber number S = =(
1
U
2

d
1
) and the inverse Froude number
F = g(
1
 
2
)d=(
1
U
2

) are based on the interfacial tension  and the gravitational
acceleration g.
The primary ow U
j
(y) is specied as follows. Assuming smooth ow, the time-
averaged velocity prole U
2
(y) of the turbulent gas can be approximated by [15]:
U
2
(y) = y=m; 0  y  s
2
=(d
1
p

2
);
U
2
(y) =
p
=
2

s+ ( tanh
1
2
)=

=U

; y  s
2
=(d
1
p

2
); (4.10)
sinh  =
2d
1
p

2


2
[y   s
2
=(d
1
p

2
 )]
where we have distinguished a viscous sublayer (characterized by a linear prole)
and a logarithmic part (i.e., it can be shown that for large y-values, U
2
(y) is ap-
proximately logarithmic in shape). The coecient  is the Von Karman constant
(often taken to be 0.4) and s determines the thickness of the viscous sublayer (often
taken to be between 5 and 8). On a horizontal plate, the velocity in the liquid is
linear (assuming laminar ow):
U
1
(y) = y;  1  y  0: (4.11)
Note that we consider the problem in a frame that moves at the interfacial speed,
i.e. U
1
= U
2
:= 0 at y = 0.
Summarizing, it can be seen that the governing dierential equations (4.2)-(4.3)
can be used together with the boundary and interface conditions (4.4)-(4.9) to
provide a solution to the stability problem. The system (4.2)-(4.9) represents an
eigenvalue problem so that the wave velocity c must take on specic values in order
that the solution is nontrivial. Starting from the primary ow (4.10)-(4.11), we
will discuss in the next section a collocation technique that provides the dispersion
relation
c = c(;R;m; r; S; F ); (4.12)
together with the corresponding eigenfunctions 
j
(y). From the physical point of
view, we are especially interested in eigenvalues with a positive imaginary part,
since the stability of the ow is determined by the sign of the maximum of the
growth rate, i.e. the sign of Max[Im(c)].
4.3 Numerical procedure
Several methods can be considered for solving the eigenvalue problem (4.2)-(4.9).
For instance, we can try to solve the problem by means of a simple shooting method.
However, practical diculties then arise: the shooting technique requires a good
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initial guess of the eigenvalue and only a single eigenvalue is tracked. Another
possibility is to make use of the compound matrix method as discussed by Ng & Reid
[17] [18] and Yiantsios & Higgins [25]. Although this method is in general superior
to shooting techniques [18], this method too does not provide the overall picture of
the eigenvalue spectrum. Building upon the paper by Su & Khomami [22] as well as
on our own experience [13], we therefore solve the eigenvalue problem by means of a
Chebyshev collocation technique, which takes away the aforementioned diculties.
Moreover, unlike nite-dierence approximations this method has the convenient
property that it converges exponentially. We will now discuss this method in detail,
using the conventions from Figure 4.2.
:
:
:
: analytical solution
y=-1
y=0
y=v
y=h
Chebyshev
Chebyshev
Chebyshevliquid (1)
logarithmic part (22)
viscous sublayer (21)
bulk gas (23)
Figure 4.2: For numerical convenience, the gas layer is divided into three parts: a part
y  h where the gas velocity is assumed to be constant, a logarithmic part v  y  h, and
the viscous sublayer 0  y  v. The corresponding streamfunctions are denoted by  
23
(y),
 
22
(y) and  
21
(y), respectively. The streamfunction  
23
(y) can be found analytically,
while the streamfunctions  
22
(y) and  
21
(y) as well as the streamfunction in the liquid
 
1
(y) are approximated by means of truncated Chebyshev series. The layers y = h and
y = v are called \virtual" interfaces. We note that the Figure is not on scale.
Step 1: virtual interfaces. To avoid numerical problems in the limit of large
y-values, it is rst assumed that the air velocity (4.10) remains constant above a
certain height y = h, i.e., U
2
(y) = U
2
(h) := U
max
for y > h. This allows for an
analytical solution of the Orr-Sommerfeld equation (4.2) in the region y > h:

23
(y) = De
(h y)
+Ee
 (y h)
; (4.13)
where D and E are constants. The parameter  is given by:

2
= (iRr=m) (U
max
  c) + 
2
; Re() > 0; (4.14)
where Re() stands for taking the real part. The constraint Re() > 0 follows from
the boundary conditions (4.5).
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In order to reduce computing time, we also introduce a second \virtual" interface
at the point y = s
2
=(d
1
p

2
 ) := v where the air velocity (4.10) changes from a
linear to a logarithmic shape. Due to this interface, the gas eigenfunctions 
21
(y)
and 
22
(y) at either side of the interface can be approximated by a dierent number
of Chebyshev polynomials [see Eqs. (4.22)-(4.24) below]. This is important because
the logarithmic part is in general much thicker than the viscous sublayer and, as
turns out, the viscous sublayer always requires a certain minimum of polynomials
before convergence is achieved. In fact, the introduction of the virtual interfaces
in Fig. 4.2 is nothing but an application of the domain decomposition method (see
for instance the book of Canuto, Hussaini, Quarteroni & Zang [4] as well as the
references therein) to the overall gas domain [0;1): the gas domain is decomposed
into the three subdomains [0; v], [v; h] and [h;1).
At the two virtual interfaces y = v and y = h, similar conditions as at the real
interface hold. These conditions express continuity of velocity and stress and read
in a general form [14] [27]:

2k
= 
2l
; (4.15)

0
2k
+ U
0
2k

2k
=(c  U
2k
) = 
0
2l
+ U
0
2l

2l
=(c  U
2l
); (4.16)
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2
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  2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2l
=(c  U
2l
); (4.18)
evaluated at y = v with k = 1; l = 2, and at y = h with k = 2; l = 3, respectively.
Step 2: Chebyshev expansions. Chebyshev polynomials are orthogonal on
the interval [ 1; 1]. Therefore, if we want to expand the eigenfunctions 
1
(y),

21
(y) and 
22
(y) in terms of Chebyshev polynomials, we have to transform the
Orr-Sommerfeld equations (4.2)-(4.3) on either of the intervals [ 1; 0], [0; v] and
[v; h] to the interval [ 1; 1] by a change of the independent variable y. This is easily
achieved by means of the linear transformations
z = 2y + 1;  1  y  0; (4.19)
z =  
2y
v
+ 1; 0  y  v; (4.20)
z =
2y   (h+ v)
(h  v)
; v  y  h: (4.21)
After transforming the Orr-Sommerfeld equations in this way, we approximate the
eigenfuntions 
1
(z), 
21
(z) and 
22
(z) by the truncated Chebyshev expansions

(i)
1
(z) =
N
1
X
n=0
a
n
T
(i)
n
(z); (4.22)
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(i)
21
(z) =
N
21
X
n=0
b
n
T
(i)
n
(z); (4.23)

(i)
22
(z) =
N
22
X
n=0
c
n
T
(i)
n
(z); (4.24)
where T
n
(z) is the nth Chebyshev polynomial of the rst kind, i denotes the ith
derivative with respect to z, and a
n
, b
n
and c
n
are constants. The derivatives of
the eigenfunctions can be found by dierentiating the Chebyshev polynomials in
Eqs. (4.22)-(4.24). This is diererent from Orszag [19], who uses the properties of
the Chebyshev polynomials (orthogonality conditions and recurrence relations) to
arrive at expressions that do not contain derivatives of the Chebyshev polynomials.
From our experience [14] [13] [3], however, we have learned that dierentiation of the
Chebyshev polynomials is much less involved and works well. It thus appears that
even though this way of dealing with the derivatives of the streamfunctions reduces
1
the conditioning of the matrices involved in the resulting generalized eigenvalue
problem [Eq. (4.28) below], the conditioning of these matrices is obviously not too
bad in practise: when the generalized eigenvalue problem is treated in a careful
manner (see step 5 and 6), the eigenvalues and eigenvectors can be found within
satisfactory accuracy for a large range of parameters. As we have shown explicitly
in previous work [14] [13] [3], this accuracy can be checked by reproducing the
asymptotic results of Yih [26] [27], Hooper & Boyd [10] and Van Gastel, Janssen &
Komen [7], among others.
Step 3: point collocation. Once the Orr-Sommerfeld equations (4.2)-(4.3)
have been transformed to the z-interval [ 1; 1], we collocate the approximations
(4.22)-(4.24) at the extrema of the Chebyshev polynomials
z = cos

k
M

; k = 1; : : : ;M   1; (4.25)
as is characteristic for a Gauss-Lobatto grid [4], using the convention M = N   2
with N equal to the number of polynomials N
1
; N
21
; N
22
. This gives N
1
 3, N
21
 3
and N
22
 3 equations for the expansion coecients a
n
, b
n
and c
n
, respectively. The
boundary conditions at y =  1 and the interface conditions at y = 0, y = v and y =
h give the remaining equations that are required. More specically, substitution of
the expansions (4.22)-(4.24) and the exact solution (4.13) into the conditions (4.4),
(4.6)-(4.9) and (4.15)-(4.18) gives fourteen equations in terms of the coecients
a
n
, b
n
and c
n
and the constants D and E, which appear in the analytical solution
(4.13). In total this gives N
1
+N
21
+N
22
+5 equations for the N
1
+N
21
+N
22
+5
unknowns a
n
; b
n
; c
n
; D; E.
Step 4: generalized eigenvalue problem. This system of equations, which
is homogeneous and linear in a
n
; b
n
; c
n
; D; E, also contains the eigenvalue c. To
get the equations in a form that is linear in c, we rst eliminate the term proportial
1
As caused by the large matrix elements associated with the derivatives of the Chebyshev
polynomials.
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to 1=c from the condition (4.9) at the real interface by means of (4.6) and (4.7),
which gives a linear expression in c:
(
000
1
  3
2

0
1
) + iR(c
0
1
+ U
0
1

1
) m(
000
2
  3
2

0
2
)  irR(c
0
2
+ U
0
2

2
)
 iR
 
F + 
2
S

(
0
1
  
0
2
) = (U
0
1
  U
0
2
) = 0; at y = 0: (4.26)
We note that it is thus not necessary to solve a nonlinear problem in c iteratively,
as done by Valenzuela [24]. The only terms that are really nonlinear in c originate
from the derivatives of 
23
in the virtual interface conditions (4.16)-(4.18) at y = h
[see Eq. (4.13) and (4.14)]. However, since the speed of the waves is usually much
smaller than that of the maximum gas velocity, i.e., jcj  U
max
, we can replace
(4.14) by

2
= (iRr=m)U
max
+ 
2
; Re() > 0; (4.27)
which allows us to write the system of equations as a generalized eigenvalue problem:
[A]x = c[B]x; (4.28)
where x = [a
0
; ::a
N
1
; b
0
; ::b
N
21
; c
0
; ::c
N
22
; D;E]. The correctness of the assumption
jcj  U
max
can be checked by solving the problem iteratively: (i) solve (4.28)
with  dened by (4.27), (ii) substitute the calculated eigenvalue in (4.14), and (iii)
solve (4.28) again. In most cases, this shows that iteration does not signicantly
change the eigenvalues of interest. Obviously, in cases that the assumption does not
prove to be correct, the steps (ii) and (iii) should be repeated until convergence is
achieved.
Step 5: elimination, balancing and QZ-algorithm. The matrix B is
singular, because some of the boundary and (virtual) interface conditions do not
contain the eigenvalue c. Starting from the primary ow (4.10)-(4.11), it appears
that there are in total eleven rows in B which are zero, corresponding to the following
boundary and interface conditions: the two conditions (4.4) at the lower wall y =
 1, the two conditions (4.6) and (4.8) at the real interface y = 0, the four conditions
(4.15)-(4.18) at the virtual interface y = v, and nally
2
the three conditions (4.15),
(4.17) and (4.18) at the virtual interface y = h. Due to these rows, the QZ-algorithm
[16] [8] will give eleven innite eigenvalues, which might interfere with the nite
eigenvalues [6] [9]. We therefore eliminate the corresponding equations from the
system, so that a smaller system of equations without the innite eigenvalues is
obtained:
[A
0
]x
0
= c[B
0
]x
0
: (4.29)
Subsequently, because the new matrix A
0
can be ill-conditioned, we balance A
0
with
the standard algorithm given by Osborne [20] [8]. This reduces the (Euclidean)
norm of A
0
, which is useful since the error produced by the QZ-algorithm is roughly
2
It should be noted that at the virtual interface y = v both the rst and the second derivatives
of the velocity prole (4.10) are continuous, and that at the virtual interface y = h the term
proportional to 1=c in the conditions (4.17) and (4.18) can be eliminated with the help of (4.16).
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proportional to this norm. We scale B
0
with the similarity transformation used for
the balancing of A
0
. The resulting generalized eigenvalue problem
[A
00
]x
00
= c[B
00
]x
00
(4.30)
is solved with the standard QZ-algorithm, which gives rank(B
00
)=rank(B) nite
eigenvalues. The eigenvalues c thus found are solutions of the original eigenvalue
problem (4.28).
Step 6: original eigenvectors. Due to the elimination of the innite eigen-
values and the balancing of the matrix A
0
, however, the computed eigenvectors
x
00
are dierent from the eigenvectors x of the original problem (4.28). To recon-
struct these original eigenvectors, the vectors x
00
must rst be backtransformed to
the eigenvectors x
0
of the problem (4.29). This is achieved by means of the in-
verse of the similarity transformation used for the balancing of A
0
. The eleven rows
in B which are zero then give the remaining equations that are required to com-
pute the original eigenvectors x. The eigenvectors x determine the streamfunctions

j
(x; y; t), as dened in Eq. (4.1), which contain all information about the velocity
and pressure disturbances in the linear stability problem.
4.4 Illustration of numerical results
For a typical air-water system, the growth rate Im(c) as a function of the wave
number  is shown in Figure 4.3. The liquid Reynolds number R = 400 and the
shear stress  = 19:2 N=m
2
correspond to a friction velocity u

= (=
2
)
1=2
=
4 m=s, an interfacial speed U
i
= 2:77 m=s and a lm thickness d
2
= 0:144 mm
[14]. For the parameters used, convergence is achieved for N
1
= 20, N
21
= 10 and
N
22
= 50, i.e., using more polynomials does not aect the rst three digits of the
most unstable eigenvalue (Table 4.1). The parameter y = h, above which the air
velocity (4.10) is assumed to be constant, has been varied in such a way that the
growth rate becomes independent of it (this yields h  2, according to Table 4.2).
We found that if the streamfunction on the y-interval [0; h] had been described by
a single Chebyshev expansion, at least 360 polynomials would have been required
before the rst three digits in c can be considered signicant. These digits are the
same as those in Table 4.1, which shows that the error caused by introducing the
virtual interface y = v is negligible, as should be the case (recall that this interface
does not have any physical meaning at all). Because the computing time taken by
the QZ-algorithm is proportional to N
3
, with N the order of the matrices A
00
and
B
00
, the above example illustrates the convenience of introducing a second virtual
interface y = v.
Figure 4.3 shows that for a single set of parameters, two modes of instability can
be unstable. Although the growth rate of the second mode (dashed line) is an order
of magnitude smaller than that of the rst mode (solid line), it can be argued [14]
that its dimensional growth rate is, in principle, still large enough to be observed.
Consequently, the second mode should not be neglected in interpreting experiments
a priori. From a computional point of view, this feature stresses the importance of
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Figure 4.3: The growth rate Im(c) of the rst mode (solid line) and the second mode
(dashed line) as a function of the wave number  for a typical air-water system (R = 400,
m = 0:018, r = 0:0012, S = 6:68 10
 2
, F = 1:84 10
 4
). These curves have been calculated
numerically from the dispersion relation (4.12), using 20 polynomials in the liquid lm
 1  y  0, 10 in the viscous sublayer 0  y  v and 50 in the logarithmic part v  y  h
(cf. Table 4.1). We note that without the use of a virtual interface y = v, at least 360
polynomials would have been required in the region 0  y  h. The dots represent results
obtained when calculations are done in the latter way.
having at one's disposal a robust numerical code that does not only track a single
eigenvalue, but returns approximations to more than just one eigenvalue. This
reduces the risk of missing unstable modes.
The two modes of instability in Fig. 4.3 dier in their position of the critical
layer, i.e. the plane where the wave velocity Re(c) is equal to the velocity of the
primary ow. While the critical layer for the rst mode is directly above the inter-
face (\interfacial mode", Re(c) > 0), it is for the second mode in the bulk of the
liquid lm (\internal mode", Re(c) < 0). The streamfunctions corresponding to the
interfacial and the internal mode are given in Figure 4.4 and 4.5, respectively. It is
seen that whereas the streamfunction for the interfacial mode is characterized by a
small, but positive real part in the liquid lm, this part is negative for the internal
mode.
By means of the streamfunction it is for instance possible to make contour plots
of the velocity, pressure and stress disturbances in the two uids, thus providing
physical insight into the wave-induced ow eld. This is illustrated in Figure 4.6
for the pressure distribution p
j
(x; y) corresponding to the interfacial mode, keeping
the time t xed. The Figure is based on the fact that the pressure eld p
j
(x; y; t)
can be related directly to the streamfunction 
j
(x; y; t) [26]:
p
1
(x; y; t) =  (U
1
  c)
0
1
+ U
0
1

1
+ (1= (iR))
 

000
1
  
2

0
1

; (4.31)
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N
1
N
21
N
22
Re(c) Im(c)
10 10 20 0.0968 0.0959
15 15 30 0.0949 0.0976
20 20 40 0.0949 0.0973
25 25 50 0.0949 0.0973
25 10 50 0.0949 0.0973
10 10 50 0.0963 0.0964
20 10 50 0.0949 0.0973
20 15 50 0.0949 0.0973
20 10 75 0.0949 0.0973
Table 4.1: Convergence of the real and the imaginary part of the eigenvalue c for  = 1:90,
R = 400, m = 0:018, r = 0:0012, S = 6:68 10
 2
, F = 1:84 10
 4
, h = 2. The wave number
corresponds to the maximum of the growth rate of the interfacial mode in Figure 4.3.
Computation of three signicant digits in c requires 20 polynomials in the liquid lm, 10
in the viscous sublayer and 50 in the logarithmic part of the gas velocity prole.
h Re(c) Im(c)
0.25 0.0950 0.0782
0.5 0.0948 0.0942
1.0 0.0948 0.0971
2.0 0.0949 0.0973
4.0 0.0949 0.0973
Table 4.2: Convergence of the real and the imaginary part of the eigenvalue c, varying
the distance h from the interface above which the air velocity is assumed to be constant.
The parameters used are  = 1:90, R = 400, m = 0:018, r = 0:0012, S = 6:68 10
 2
,
F = 1:84 10
 4
, N
1
= 20, N
21
= 10, N
22
= 50 (cf. Table 4.1), except for the case h = 4
where we have used N
22
= 70. Three signicant digits in c are achieved for h  2.
in the liquid lm ( 1 < y < 0), and
p
2
(x; y; t) = r

 (U
2
  c)
0
2
+ U
0
2

2
+ (m= (iRr))
 

000
2
  
2

0
2

; (4.32)
in the gas (0 < y <1). Notice that only the real part of these expressions can be
acribed physical meaning to.
In a rst approximation, as indicated by the inviscid Bernoulli equation [1], we
may expect the pressure disturbances in the gas to be more or less out-of-phase
with the wave height because the gas streamlines are compressed in the crest region
and expanded in the trough region. Although this eect of suction can readily be
recognized in Fig. 4.6, it is clear that the pressure distribution has a substantial
component in phase with the wave slope as well. As shown asymptotically by
Benjamin [2] for a gas ow over a solid wavy boundary, this \quasi-sheltering"
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Figure 4.4: The real and the imaginary part of the streamfunction for the rst mode
of instability (\interfacial mode") in Figure 4.3, evaluated for the most unstable wave
number  = 1:90. Because of the arbitrary normalization of the streamfunction in linear
theory, the vertical scale is arbitrary. We note that when the streamfunction is known, it is
possible to obtain insight in the physical mechanism by which energy is being transferred
from the primary to the disturbed ow (for details see [3]).
eect is caused by the presence of a viscous friction layer located directly above the
interface. It is called \quasi-sheltering" because the features in Fig. 4.6 have the
same general character as if the ow were separated on the downstream side, i.e. just
as if a wake were formed behind each wave crest (The term sheltering usually refers
to the ow about a solid body in an otherwise uniform stream of uid. Under certain
conditions a wake is then formed behind the body, thus causing a (permanent) loss
in pressure [1]). A similar eect can be observed at the liquid side of the wavy
interface, realizing that relative to the interface the liquid ows from the right to
the left (i.e. the liquid moves slower to the right than the waves do: Re(c) is
positive).
Figure 4.7 gives an impression of the eld u
j
(x; y) of the velocity disturbances
in the tangential direction, i.e., in the direction of the primary ow. The Figure can
be derived directly from the streamfunction 
j
(x; y; t) according to the denition
u
j
= @
j
=@y, keeping the time t xed. Obviously, the velocity disturbances in the
gas are much larger than those in the liquid and are almost out-of-phase with the
wave height. This can readily be understood from the interface condition expressing
continuity of tangential velocity, Eq. (4.7), using the fact that the viscosity dierence
between the two uids causes the slope of the basic-state velocity prole at the
interface to be much larger in the air than in the liquid (Fig. 4.1). Consequently,
when the interface is being deformed, it will primarily be the velocity disturbances
in the gas, and not those in the liquid, that must compensate for the gap in the
velocity of the primary ow. In terms of the interface condition (4.7), this implies
u
2
  U
0
2
at y = 0.
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Figure 4.5: The real and the imaginary part of the streamfunction for the second mode of
instability (\internal mode") in Figure 4.3, evaluated for the most unstable wave number
 = 0:91.
In addition, we note that the dierence in the vertical scales in the Figs. 4.6
and 4.7 suggests that the pressure disturbances at the interface are the result of
a cumulative action over the whole ow eld, while at the same time the velocity
disturbances seem to depend mainly on the local state of aairs (although not shown
here, this also holds for the disturbances in the shear stress). This feature in fact
provides another visualization of the just mentioned work of Benjamin [2]. In his
paper, Benjamin gives asymptotic expressions for the pressure distribution at the
interface in terms of the integral of the streamfunction over the whole gas layer,
while in contrast the expressions for the velocity and the shear stress distributions
depend on the local value of the streamfunction only.
For a more searching discussion of the physical aspects of the linear stability
problem, which is beyond the scope of the present paper, we refer to [3].
4.5 Concluding remarks
In the foregoing we have considered the specic problem of a thin lm of liquid
sheared by a gas. The numerical techniques discussed, however, can readily be
applied to other two-phase ow congurations as well. For instance, by choosing the
thickness of the uid layer d
1
a few times larger than the length of the disturbance,
the situation corresponds to the problem of the generation of waves on deep water.
In this situation, the wind-induced current U
1
(y) can be approximated by
U
1
(y) = (U
0
=U
i
)
h
e
(U
i
y=U
0
)
  1
i
; (4.33)
where U
0
is the interfacial speed, having a value of typically 60 percent of the friction
velocity u

=
p
=
1
[7]. After replacing the linear prole (4.11) in the existing
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computer code by this new one, the lm thickness d
1
is then varied in such a way
that the (dimensional) growth rate becomes independent of it. This shows, among
others, that the interfacial mode in Fig. 4.3 manifests itself in the context of deep
water as so-called capillary-gravity waves, with a wavelength of typically 1 cm (for
more details, see [14]).
Figure 4.6: Distribution of the pressure disturbances p
j
(x; y) for the interfacial mode
shown in Figure 4.3, evaluated for the most unstable wave number  = 1:90. The width
corresponds to exactly two wavelengths: the white tick marks indicate the position of the
zeros and the extrema of the simple-harmonic wavy interface disturbance y = ^ sin(x).
The white line represents the undisturbed interface y = 0; the vertical coordinate ranges
from the boundary wall y =  1 to an arbitrary chosen truncation height y = 2. The
pressure disturbances, as calculated from the streamfunction 
j
(x; y; t) for a xed value of
the time t, are largely negative in the blue regions and largely positive in the red regions.
Relative to the wavy interface, the primary ow is in the gas directed from left to right
and in the liquid just the other way around. Note that in both uids the pressure attains
its minimum at the downstream side of the interface displacement.
Once one has some experience with the Chebyshev collocation method in the
context of a sheared liquid lm, solving the stability problem of parallel two-phase
ow in a much more general sense is in fact straigthforward. Here, two-phase ow
means both liquid-liquid as well as gas-liquid ow and includes widely divergent
ow systems like, for instance, wind over the surface of the ocean, plane Couette-
Poiseuille ow in a channel and lm ow down an inclined plane. A good starting
point for solving the generalized stability problem is to consider parallel two-phase
ow in an inclined channel. In addition to the conventions introduced before, this
involves the introduction of two new symbols: , the angle of inclination of the ow
conguration, and n = d
2
=d
1
, which denotes the ratio of the layer thickness of the
upper uid j = 2 and the lower uid j = 1. In line with the above, unbounded
ow is described by taking a very large value for the layer thickness of the uid
in question. When the primary ow U
j
(y), which is driven by a pressure gradient,
by a shear stress or by gravity, is known, the stability problem is described by two
Orr-Sommerfeld equations, four boundary conditions and four interface conditions.
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Figure 4.7: Distribution of the tangential velocity disturbances u
j
(x; y) for the interfacial
mode shown in Figure 4.3, evaluated for the most unstable wave number  = 1:90. The
vertical scale extends from y =  0:1 to y = 0:2, while other conventions used are the
same as those in Figure 4.6. The disturbances are largely negative in the blue regions and
largely positive in the red regions. Due to the low viscosity of the air, the disturbances
are the largest in the gas and approximately out-of-phase with the wave height.
It will be clear that the dispersion relation
c = c(;R;m; r; n; S; F; ); (4.34)
can then be computed from a modied version of the computer code solving the
thin lm problem. Starting from the corresponding eigenfunctions, we have recently
been able to present a classication scheme for the various instabilities arising in
parallel two-phase ow [3].
We nally draw attention to the fact that we have examined the stability of uid
ow by testing for \unstable" eigenvalues of the linearized equations of motion. Re-
cently, however, several reseachers have questioned the use of eigenvalue analysis for
examining hydrodynamic stability (see for instance Trefethen, Trefethen, Reddy &
Driscoll [23]). These researchers claim that when the eigenfunctions are not orthog-
onal to one another [21], it is still possible to have disturbance growth even if all
eigenmodes are stable. Some evidence for this may be found in the well-known fact
that the predictions of eigenvalue analysis fail to match experiment for ow cong-
urations like single-phase Poiseuille and Couette ow in a channel [23]. At the same
time, however, it should be realized that while the predictions of eigenvalue anal-
ysis are quite unsatisfactory for some ows, they obviously do match experiment
for other ows (like the ow of a thin lm of liquid sheared by a gas
3
, as discussed
above [14]). As suggested by Hooper & South [11], among others, the possibility of
nonnormal growth is likely to play a role only if the eigenvalue distribution over the
complex plane is characterized by a certain degree of clustering. Running ahead on
3
For other examples in the context of parallel two-phase ow, we refer to the book of Joseph &
Renardy [12].
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further research on this topic, we anticipate that the collocation Chebyshev tech-
nique described in this paper can also be used for analyzing nonmodal growth, for
instance by visualizing the eigenvalue distribution over the complex plane.
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Chapter 5
Weakly nonlinear stability of
parallel two-phase ow:
comparison with
experiments
Abstract
This paper studies the weakly nonlinear stability of parallel two-phase ow by com-
paring theoretical results with six experiments reported in the literature. Five
of these experiments apply to liquid-liquid ow, i.e. those reported by Barthelet,
Charru & Fabre [J. Fluid Mech. 303, 23-53 (1995)], Charles & Lilleleht [J. Fluid
Mech. 22, 217-224 (1965)], Kao & Park [J. Fluid Mech. 52, 401-423 (1972)], Mc-
Kee [thesis, University of Notre Dame (1995)], and Miesen, Beijnon, Duijvestijn,
Oliemans & Verheggen [J. Fluid Mech. 238, 97-117 (1992)]. The sixth experiment
applies to gas-liquid ow, and is reported by Cohen & Hanratty [A.I.Ch.E.J. 11,
138-144 (1965)]. The short-wavelength instabilities observed in these experiments
are compared with the Stuart-Landau theory, which provides insight into the di-
rection of the bifurcation, the value of the equilibrium amplitude, the shape of the
wave, and the physical mechanism responsible for the saturation of linear growth,
among others. In general qualitative agreement between theory and experiment
is very satisfactory; quantitative comparison shows discrepancies that can be con-
sidered realistic in view of the experimental errors and theoretical approximations
involved.
5.1 Introduction
Research on the stability of parallel two-phase ow is important for both academic
and technological reasons, with possible applications in aviation [78], coating tech-
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nology [74], and in the nuclear and petrochemical industry [30] [45]. A natural
starting point to study the stability of parallel two-phase ow is the linear theory of
hydrodynamic stability [25]. In this theory the stability of the ow is investigated
with respect to innitesimal disturbances, an assumption that allows linearization
of the equations around a base state such as Couette or Poiseuille ow. In the course
of years numerous studies based on the linear theory have been performed in an
attempt to determine the conditions under which parallel two-phase ow becomes
unstable. These studies deal with both gas-liquid as well as liquid-liquid ow. In
the context of gas-liquid ow we mention for instance the classic papers by Miles
[46] [47] [48] [50] [51] and Benjamin [7]; liquid-liquid systems have been studied by
Yih [77], Hooper & Boyd [32] [34] and Renardy [61], among others. A comprehen-
sive overview of the literature on the linear stability of parallel two-phase ow can
be found in the recent paper by Boomkamp & Miesen [11].
A major drawback of the linear theory is that it provides only necessary, not
sucient, conditions for asymptotic stability. In the linear theory, the ow is said
to be stable if it is stable to innitesimal disturbances. It should be realized,
however, that the theory does not account for the possibility that instability may
be caused by nite-amplitude disturbances even though the base state is stable to
innitesimal ones. Undoubtedly the most appealing example of this phenomenon is
the subcritical transition to turbulence in single-phase Poiseuille and Couette ow
[25]. More generally, one can note that when no experimental arrangements are
made to suppress the presence of nite-amplitude disturbances, the use of linear
theory to explain the onset of instability stands or falls with the assumption of a
supercritical bifurcation [38] [55]. Only in case of a supercritical bifurcation the
growth rate of innitesimal disturbances (as described by the linear theory) will
decrease as their amplitudes become larger, leading to nite-amplitudes waves on
the interface. If the opposite is true, i.e. if the bifurcation is subcritical in nature, the
linear theory may not be relevant for what is actually occuring in the experiment
because of the possibility of subcritical transition. Since this transition nds its
origin in the presence of nite-amplitude disturbances, it can only be described by
theories that are essentially nonlinear in nature.
Whereas there is a vast literature on the linear stability of parallel two-phase
ow, studies that examine the weakly nonlinear evolution of the disturbances are
relatively few. Concerning the nonlinear development of long-wavelength distur-
bances in two-layer Couette and Poiseuille ow (Figure 5.1), Hooper & Grimshaw
[33] and Shlang, Sivashinsky, Babchin & Frenkel [70] show that this evolution is
governed by the Kuramato-Sivashinsky equation, which is known to give rise to
both nite-amplitude steady states as well as quasi-periodic and chaotic solutions.
Long-wavelength analyses of a similar kind were performed by Charru & Fabre
[20], Papageorgiou, Maldarelli & Rumschiktzki [59] and Tilley, Davis & Banko
[73]. They show that for parameters somewhat dierent from Hooper et al. [33]
and Shlang et al. [70], the nonlinear evolution is typically described by a slightly
modied version of the Kuramato-Sivashinsky equation.
When the critical wave number is bounded away from zero, the critical situation
consists of a single critical value of the wave number, with all other wave numbers
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wavenumber
growth rate
αc
SW
LW
αc
Figure 5.1: The dierence between short and long-wavelength instability. In the short-
wave case (SW), the critical wave number 
c
is bounded away from zero, i.e. 
c
> 0.
Consequently, for conditions just above criticality, short waves are destabilized rst. In
the long-wave case (LW), the instability sets in at zero wave number, i.e. 
c
= 0. This
implies that for conditions just above criticality, long waves are destabilized rst.
being linearly stable (Fig. 5.1). In this `short-wave' case the above long-wavelength
approach is obviously not valid anymore. As shown by Blennerhassett [8], Renardy
[62] and Renardy & Renardy [63], the nonlinear evolution of short waves is gov-
erned by either the Stuart-Landau or the Ginzburg-Landau equation, depending
on whether the disturbances are assumed to be strictly periodic or not. Although
simple in structure, these equations provide important information on the nonlinear
stability of the ow because the direction of the bifurcation can be related directly
to the value of the coecient of the nonlinear term. In the above-mentioned three
papers, the authors nd examples of both supercritical and subcritical instability.
As far as we know, until now the only combined experimental and theoretical
study of weakly nonlinear eects in parallel two-phase ow is the recent work of
Sangalli, McCready & Chang [68]. Their paper presents experiments and weakly
nonlinear theory on the growth and saturation of short waves at the interface of gas-
liquid Poiseuille ow. It is shown, among others, that the fundamental assumptions
underlying the weakly nonlinear theory, such as the distinction between `master
modes' and `slave modes', are comrmed experimentally by a power spectrum anal-
ysis of a wave tracing of the interface displacement. Moreover, by studying three
kinds of nonlinear interaction, the authors conclude that saturation in gas-liquid
ow usually occurs by cubic self-interaction of the fundamental mode; under cer-
tain conditions quadratic interaction with the rst overtone is also possible (see also
Section 5.2).
As a natural continuation of previous work from our research group [44] [9] [45]
[10] [11] [12], and inspired by the recent work of Sangalli et al. [68], we will discuss in
the present paper the application of the weakly nonlinear theory to six experiments
reported in the literature. These experiments are:
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1. The experiments of Barthelet, Charru & Fabre [5] and Barthelet [6] for liquid-
liquid Couette ow in a horizontal channel bent into an annular ring, using a
viscosity ratio of about 2  3 (Section 5.3.1).
2. The experiments of Charles & Lilleleht [18] for oil-water Poiseuille ow in a
rectangular channel, using oil with a viscosity of about 5 cP (Section 5.3.2).
3. The experiments of Kao & Park [40] for oil-water Poiseuille ow in a rectan-
gular channel, using oil with a viscosity of about 20 cP and a xed thickness
ratio of one (Section 5.3.3).
4. The experiments of McKee [43] for oil-water Poiseuille ow in a rectangular
channel, also using oil with a viscosity of about 20 cP but now with a varying
thickness ratio (Section 5.3.4).
5. The experiments of Miesen, Beijnon, Duijvestijn, Oliemans & Verheggen [44]
for oil-water Poiseuille ow in a pipe, using very viscous oil with a viscosity
of the order 10
4
cP (Section 5.3.5).
6. The experiments of Cohen & Hanratty [22] for a thin lm of liquid that is
sheared by a gas, where the liquid Reynolds number is of the order 100,
i.e. somewhat larger than in the experiments of Sangalli et al. [68] (Section
5.3.6).
Comparison of each of these experiments with the weakly nonlinear theory will
provide insight into nonlinear characteristics of periodic disturbances in parallel
two-phase ow such as the direction of the bifurcation, the value of the equilibrium
amplitude, the shape of the interface and the physical mechanism responsible for
the saturation of linear growth. Most interest will be centred on the high quality
experiments of Barthelet et al., since these experiments allow a very direct and quan-
titative comparison with the weakly nonlinear theory. The other ve experiments
are included for the sake of completeness: as far as we know, the above list captures
all experimental studies on short-wavelength instability in parallel two-phase ow.
The present paper is organized as follows. In Section 5.2, the weakly nonlinear
stability problem for periodic disturbances in parallel two-phase ow is formulated
and discussed in the context of previous papers on this subject. In Section 5.3 the
predictions of the weakly nonlinear theory are subsequently compared with each of
the above-mentioned experiments.
5.2 Theoretical framework
Consider the horizontal ow conguration shown in Figure 5.2. The two uids,
labeled j = 1 and j = 2, are immiscible and incompressible. Dynamic viscosity,
density and layer thickness are denoted by 
j
, 
j
and d
j
, respectively. The coordi-
nates along and perpendicular to the undisturbed interface are x and y, respectively,
with the origin of y chosen at the interface. We write variables in dimensionless
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Figure 5.2: Denition sketch.
form by scaling length with the thickness of the lower layer d
2
, velocity with the
average velocity of the lower uid

U
2
, time with d
2
=

U
2
and pressure with 
2

U
2
2
.
In the present paper, the basic ow U
j
(y) is either a two-layer Couette or
Poiseuille ow [8], depending on whether it is driven by a pressure gradient or
a shear stress at the upper wall. The theoretical framework for the weakly non-
linear stability of the basic ow U
j
(y), as presented below, follows for the greater
part the excellent thesis of Sangalli [67] and the papers by Renardy [63] and San-
galli et al. [68]. Our interpretation of the weakly nonlinear theory builds upon the
work of these authors; the added value of the discussion below lies especially in
its completeness and transparency. The framework will involve six dimensionless
parameters: the Reynolds number R
2
= 
2

U
2
d
2
=
2
of the lower uid, the thickness
ratio n = d
1
=d
2
, the density ratio r = 
1
=
2
, the viscosity ratio m = 
1
=
2
, the
inverse Weber number S = =(
2

U
2
2
d
2
) based on the interfacial tension , and,
nally, the inverse Froude number F = g(
2
  
1
)d
2
=(
2

U
2
2
) based on the grav-
itational acceleration g. Note that for given values of these ow parameters the
Reynolds number R
1
of the upper uid, as dened in terms of its ow rate, is xed.
Step 1: governing equations. The ow in the bulk of either of the two uids
is described by the Navier-Stokes equations. At the boundaries the conditions of
no-slip and no-penetration apply; at the interface continuity of velocity as well as
stress is required. The stability of the basic ow U
j
(y) is investigated by disturbing
the interface slightly, so that the velocity components, the pressure as well as the
position of the interface consist of their initial value plus a deviation (\disturbance").
It will be convenient to denote these deviation variables in terms of a single vector
	(x; y; t) = (u
j
; v
j
; p
j
; h), where u
j
and v
j
represent the velocity disturbances in
the x and y-direction, respectively, p
j
represents the pressure disturbance and h
represents the interface displacement. We will restrict ourselves to an analysis of
the behavior of two-dimensional disturbances, because it was shown, at least for
innitesimal disturbances, by Squire [72] and Yih [76] that by means of a simple
transformation the stability for three-dimensional disturbances can be related to the
stability for two-dimensional disturbances, the latter always being more unstable.
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It is assumed that the deviation variables are small with respect to the vari-
ables at the base state. This assumption underlies the weakly nonlinear theory of
hydrodynamic stability
1
, and connes comparison with experimental data to con-
ditions that are close to criticality. In fact, the theory anticipates that traveling
wave solutions bifurcating from the base state at criticality are determined by the
leading-order nonlinear eects only. Owing to their smallness, all variables can be
expanded in a Taylor series around the unperturbed position of the interface; re-
taining terms up to cubic order turns out to be sucient to carry out the weakly
nonlinear analysis. This Taylor expansion allows replacing the moving interface
problem (the position of the disturbed interface is not a priori known) by a xed
interface problem.
By retaining terms up to the cubic order in the Taylor expansion, the resulting
dierential system can be written in the schematic form [67]

M
@
@t
 L

	 = D (	;	) + T (	;	;	) ; (5.1)
where it is assumed that both the amplitude h as well as the slope @h=@x of the
interface displacement is small. The operation @=@t indicates partial dierentation
with respect to the time t,M and L are linear dierential operators containing only
spatial derivatives, while the nonlinear dierential operators D and T contain the
quadratic and cubic interaction terms, respectively. The dierential operators that
constitute the system (5.1) are dened in the Appendix.
Step 2: linear stability problem. In case of innitesimal disturbances the
right-hand side of (5.1) can be neglected, so that the linear stability problem reads

M
@
@t
 L

	 = 0: (5.2)
Because the base state variables are independent of the streamwise x-coordinate,
the linear problem is invariant to translation in both space and time. Hence the
problem can be solved by expanding the deviation variables in normal modes of the
form (see, for instance, Drazin & Reid [25])
	(x; y; t) = (x; y)e
 !t
=  (y)e
ix !t
; (5.3)
where i is the imaginary unit,  a real wave number and ! a complex angular
frequency
2
. A normal mode of the kind (5.3) is growing exponentially with time
if Re(!) < 0; if one or more modes have Re(!) < 0 the ow is said to be linearly
1
We note that in case of subcritical instability, the weakly nonlinear theory only provides in-
sight into the lower branch in the bifurcation diagram for subcritical conditions [25]. A more com-
plete description of subcritical instability would require an analysis of the type of Zahn, Toomre,
Spiegel & Gough [79], Herbert [31] and Jimenez [37], which involves not only the lower, but also
the upper branch in the bifurcation diagram.
2
For the convectively unstable ow congurations to be discussed in Section 5.3, the spatial
stability problem with a complex-valued wave number and a real-valued frequency appears more
relevant than the present temporal stability problem [36] [67]. We will nevertheless restrict our
attention to the less involved temporal stability problem, because close to criticality the temporal
and spatial growth rate can be shown to be proportional [28].
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unstable. After substituting (5.3) into (5.2) the linear problem transforms into the
eigenvalue problem
M

 = L

; (5.4)
with eigenvalues  =  i! and eigenfunctions (x; y) =  (y)exp(ix); the subscript
 is a reminder that the dierential operatorsM and L are applied to the normal
mode with wave number .
Following the method described in the recent paper of Boomkamp, Boersma,
Miesen & Beijnon [12], we solve the eigenvalue problem (5.4) by means of a spectral
technique, based on an expansion of the functions  (y) in Chebyshev polynomials
and point collocation. Subsequent solution of the resulting generalized eigenvalue
problem with the QZ-algorithm [52] [53] then provides the dispersion relation
! = !(;R
2
; n; r;m; S; F ); (5.5)
and the corresponding eigenfunctions (x; y) =  (y)exp(ix).
Step 3: Fourier expansion. In solving the weakly nonlinear stability problem
(5.1), we will restrict our attention to disturbances that are periodic in space. This
is motivated, among others, by the following points:
1. In closed ow devices, such as a rectangular channel bent into an annular
ring, only discrete values of the wave number are allowed. Consequently, the
wavepatterns in such devices are spatially periodic in nature (see, for instance,
Barthelet et al. [5]).
2. In open ow systems, i.e. channels with a well-dened entrance and exit, often
only discrete peaks in the power spectrum of short-wavelength
3
disturbances
are observed (see, for instance, Sangalli et al. [68]). Although disturbances in
open ow systems are rarely perfectly periodic due to the presence of a small,
but continuous band of unstable wave numbers, they can often be considered
spatially periodic on a local scale.
Assuming spatial periodicity, the deviation variables can be expanded in a Fourier
series of the form
	(x; y; t) =
1
X
n= 1
f
n
(y; t)e
in
f
x
; (5.6)
where the wave numbers n
f
are integer multiples of the fundamental wave number

f
. The fact that the deviation variables are real implies f
 n
= f
n
, where the
overbar denotes the complex conjugate. The value of the fundamental wave number

f
is usually chosen on the basis of linear stability results (e.g. the wave number
3
In constrast, if the system is suspectible to a long-wave instability, a whole range of wave
numbers from zero to a certain cut-o value is unstable. This implies that widely diering length
scales play a role in the wave evolution, as is usually reected by a much broader power spectrum
[16].
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at which the ow system rst becomes unstable
4
). Since for all wave numbers the
eigenfunctions of the linear problem form a complete set [23], the Fourier coecients
f
n
(y; t) can be expanded in the series
f
n
(y; t) =
1
X
l=1
A
nl
(t) 
nl
(y); (5.7)
where the function  
nl
(y) is the y-dependent part of the eigenfunction 
nl
(x; y) =
 
nl
(y)exp(in
f
x) of (5.4) for the wave number  = n
f
. For convenience, the
index l is ordered in increasing value of the real part of the angular velocity !
nl
.
Step 4: generic amplitude equation. In order to obtain an equation for
the time evolution of the amplitude coecients A
nl
(t) in the expansion (5.7), use is
made of the orthogonality properties that eigenfunctions and adjoint eigenfunctions
have. Following Renardy [62], we will dene the eigenvalue problem adjoint to (5.4)
as
~
M



~
 =
~
L

~
; (5.8)
where the adjoint operators
~
M and
~
L have the property<M
1
; 
2
>=< 
1
;
~
M
2
>
and < L
1
; 
2
>=< 
1
;
~
L
2
>, respectively. The corresponding inner product is
dened as
< 
1
(x; y); 
2
(x; y) >= (
2

f
)
 1
Z


dx e
 i
1
x
e
i
2
x
<  
1
(y);  
2
(y) >; (5.9)
where 
 denotes integration over one wavelength [0; 2=
f
]. With regard to the
denition of <  
1
(y);  
2
(y) >, we note the following. As discussed in Ref. [12], our
numerical solution method is based on expanding the functions  
1
and  
2
in terms of
Chebyshev polynomials. Since Chebyshev polynomials are dened on the interval
[ 1; 1], this expansion requires transformation of either of the y-intervals [ 1; 0]
and [0; n] to the interval [ 1; 1] by a change of the independent variable y. This
is achieved by means of the linear transformations z = 1 + 2y and z = 1   2y=n,
respectively. Given the orthogonality of the Chebyshev polynomials T
n
(z) with
respect to the weight function (1   z
2
)
 1=2
, it is then convenient to dene the
y-dependent part of the inner product (5.9) as
<  
1
(y);  
2
(y) > = 2
Z
0
 1
dy  
1
(y) 
2
(y)
h
1  (1 + 2y)
2
i
 1=2
+
2
n
Z
n
0
dy  
1
(y) 
2
(y)
"
1 

1 
2y
n

2
#
 1=2
: (5.10)
In the discretized space, this integral simply reduces to the Euclidean inner prod-
uct < a
1
; a
2
>= a
H
1
a
2
, where the row vectors a
1
and a
2
contain the Chebyshev
expansion coecients of the functions  
1
and  
2
, and the superscript
H
denotes
4
In principle, another choice of the fundamental wave number may lead to dierent results
(e.g. a dierent direction of the bifurcation). In the present paper, we will consistently evaluate
the theory at the most unstable wave number, which is by far the most natural choice.
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the conjugate transpose. As a result, the integral (5.10) can be evaluated in a very
convenient way; the integrations over the y-coordinate can be replaced by simple
vector operations.
Once the adjoint eigenfunctions are known using the above-mentioned Cheby-
shev collocation method, the expansions (5.6) and (5.7) are substituted into the
weakly nonlinear problem (5.1). By exploiting the orthogonality properties
(
~

rs
;M
nl
) = 
nr

ls
; (5.11)
where 
ij
denotes the Kronecker delta, the time evolution of the amplitude coe-
cients A
nl
can then readily be shown to satisfy the generic equation [67]
_
A
nl
= 
nl
A
nl
+
X
p;q;r;s
q
nl;pr;qs
A
pr
A
qs
+
X
p;q;m;r;s;z
t
nl;pr;qs;mz
A
pr
A
qs
A
mz
;
(5.12)
where the dot denotes the time derivative, and
q
nl;pr;qs
= (
~

nl
;D(
pr
; 
qs
)); (5.13)
t
nl;pr;qs;mz
= (
~

nl
; T (
pr
; 
qs
; 
mz
)): (5.14)
The nonlinear coecients q and t can be computed from the eigenfunctions 
nl
,
the corresponding adjoint eigenfunctions
~

nl
, and the quadratic and cubic interac-
tion functions D and T , respectively (recall that these functions are dened in the
Appendix). Owing to the orthogonality of the Fourier harmonics, as expressed by
the inner product (5.9), the coecients q and t are nonzero for the index combi-
nations n = p + q and n = p + q +m only. Also note that if all the coecients q
and t are taken to be zero, the amplitude coecients A
nl
evolve independently and
exponentially with time, as is consistent with the linear theory.
Step 5: long-time dynamics and center manifold approach. The evo-
lution equations (5.12) form an innite set of coupled ODE's for the amplitude
coecients A
nl
, valid at any time t. In experiments, however, it is especially the
long-time dynamics of the system (5.12) in which one is interested. This allows
greatly simplifying the system (5.12) because close to criticality, only a single un-
stable mode is present, while the others are linearly strongly damped. Writing

nl
=  Re(!
nl
), the following holds close to criticality:

11
> 0; 
nl
< 0 with
j
nl
j

11
 1; (5.15)
for n and l not both equal to one. Since j
nl
j is inversely proportional to the time
needed for mode nl to grow or decay by a factor e, this essentially is a separation
of timescales.
By taking advantage of the above time-scale separation, the long-time dynamics
of the system (5.12) can be captured in terms of a single ODE for the fundamental
mode A
11
. In essence, there are three approaches to arrive at this equation. The rst
approach is by a multiple scale technique, based on the notion that the characteristic
100 Chapter 5: Weakly nonlinear stability of parallel two-phase ow
time over which the amplitude of the wave oscillation evolves is much larger than
the period of oscillation itself. This suggests the scaling relation [55]
d
dt
= 

c
@
@T
+ 
@
@
; (5.16)
where  is an auxiliary smallness parameter. In the expansion (5.16), the rst
term entails that at criticality the amplitude varies periodically on a fast time
scale 2=

c
, while the second term indicates that close to criticality an additional
slow time-dependence can be expected. Although straightforward in principle, this
multiple scale technique is rather cumbersome because of the lengthy algebraic
manipulations involved (see, for instance, Blennerhassett [8]).
A more transparent second approach, yielding exactly the same results as the
method of multiple scales [27], is based on the center manifold theory [15] [29]. As
a consequence of the time-scale separation (5.15), the long-time dynamics of the
system (5.12) is dominated by the linearly unstable `fundamental' or `master' mode
A
11
, to which the other modes A
nl
are `slaved'. This distinction between master
and slave modes is very characteristic for the center manifold theory; in this theory,
the slave modes A
nl
are assumed to be of higher order than the fundamental one,
i.e.
jA
nl
j  O(jA
11
j
2
); (5.17)
which has recently been conrmed experimentally by Barthelet et al. [5] and San-
galli et al. [68]. The long-time dynamics of the system (5.12), which actually
occurs on an invariant manifold in the amplitude phase space [15] [29], can then be
`parametrized'
5
in terms of the master mode A
11
. The evolution equation for this
master mode can be derived by assuming the time-derivative
_
A
nl
of each of the slave
modes in the generic equation (5.12) to be zero, as is suggested by the time-scale
separation (5.15). After some algabraic manipulation, this gives for each slave mode
nl the relationship A
mn
= f
mn
(A
11
). Subsequent substitution of these expressions
into the time-dependent equation for A
11
then gives the evolution equation for the
master mode (see, for instance, Cheng & Chang [21]). This procedure is known as
`adiabatic elimination', and is not very convenient since it requires computation of
all nonlinear coecients q and t.
The third and most convenient alternative to derive the evolution equation for
the master mode A
11
relies on a somewhat dierent interpretation of the center
5
This parametrization can be illustrated as follows. Consider the simple nonlinear system
_
b
1
=  b
1
b
2
;
_
b
2
=  b
2
+ b
2
1
;
where the variables b
1
and b
2
are functions of time. If nonlinear eects are neglected, the solution
of this system reads (b
1
(t); b
2
(t)) = (b
1
(0); b
2
(0)e
 t
), i.e. b
1
is neutrally stable, while b
2
decays
rapidly with time. Consequently, b
1
can be identied as the master mode, to which the dynamics
of b
2
is slaved. According to the center manifold theory, this slave mode b
2
decays exponentially
fast to a center manifold in the amplitude phase space. This implies that in deriving the long-time
evolution equation for the master mode, the time-derivative
_
b
2
can be set equal to zero. As a result,
the evolution of the slave mode is coupled to that of the master mode according to b
2
(t) = b
1
(t)
2
;
the evolution equation for the master mode then reads
_
b
1
=  b
3
1
.
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manifold approach [65]. Unlike for the case of adiabatic elimination, where the
contribution of each of the dierent natural modes A
nl
to the long-time dynamics
on the invariant manifold is considered separately, attention is now restricted to the
projection of each of the harmonics n = 0; 1; 2; ::: on the manifold, thus leading to a
considerable reduction in computational eort. This can be achieved by replacing
the eigenfunction expansion (5.6) by a more convenient one, based on the notion
that the slave modes are of higher order than the fundamental one and that the
Fourier harmonics are orthogonal to each other. This stipulates that the leading-
order nonlinear dynamics can be captured by the expansion
	(x; y; t) = f
0
+A
11
(t) 
11
(y)e
i
f
x
+ f
2
e
i2
f
x
+ c:c: ; (5.18)
where the symbol c:c: denotes the complex conjugates of either of the terms; the
functions f
0
and f
2
represent the projection on the invariant manifold of the \mean-
ow" and \overtone" Fourier mode with wave number  = 0 and wave number
 = 2
f
, respectively. By taking the inner product of the adjoint eigenfunction

11
with the weakly nonlinear equations (5.1) and exploiting the orthogonality
conditions (5.11), it can then be shown that the leading-order evolution of the
master mode A
11
is governed by the equation [67]
_
A
11
= 
11
A
11
+

~

11
; 2D
 
f
2
e
i2
f
x
;

A
11


11


+

~

11
; 2D (f
0
; A
11

11
)

+

~

11
; 3T
 
A
11

11
; A
11

11
;

A
11


11


; (5.19)
correct to O(jA
11
j
3
). If the linear eigenfunction 
11
and adjoint eigenfunction
~

11
are assumed to be known, we need to derive and solve the equations for the projec-
tion of the mean-ow mode f
0
and overtone mode f
2
on the invariant manifold. In
the discussion of these equations, as given below, we can restrict our attention to the
O(jA
11
j
2
) terms because only these terms contribute to the cubic order evolution
equation (5.19).
Step 6: overtone and mean-ow equations. By multiplying the weakly
nonlinear system (5.1) with the exponential function e
 i2
f
x
and integrating over
the periodic domain [0; 2=
f
], it can be shown that the overtone mode f
2
satises
the relation [67]
M
_
f
2
= Lf
2
+ e
 i2
f
x
D (
11
; 
11
)A
2
11
: (5.20)
Since the slaving principle stipulates that the overtone mode is of higher order than
the fundamental one, it is appropriate to write f
2
(y; t) = g
2
(y)A
11
(t)
2
, correct to
O(jA
11
j
2
). In this notation the leading-order dynamics of the overtone is given by
_
f
2
(y; t) = 2
11
g
2
(y)A
11
(t)
2
, so that the overtone projection g
2
(y) is a solution of
the inhomogenous system
[M
2
2
11
 L
2
] g
2
= e
 i2
f
x
D (
11
; 
11
) : (5.21)
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This equation is equivalent with Eq. (2.68) of Blennerhassett [8]. Given the dis-
cretization of the problem in terms of Chebyshev polynomials, the overtone projec-
tion g
2
(y) can readily be computed by means of a standard algorithm for solving
an inhomogeneous set of complex linear equations [53].
The determination of the mean-ow mode f
0
in the reduced expansion (5.18) is
somewhat more complicated. Projecting this mode in a similar way as above, antic-
ipating that the leading-order expression of the mean-ow mode can be written as
f
0
= g
0
(y)jA
11
(t)j
2
, would result in an inhomogeneous system analoguous to (5.21)
with a dierential operator of the form

M
0
(
11
+ 
11
) L
0

[67]. Evaluating this
expression at criticality implies that the factor (
11
+ 
11
) is equal to zero, so that
the operator actually reads L
0
. The problem here is that the operator L
0
is singu-
lar. As a result, the analogue of (5.21) for the mean-ow mode f
0
cannot be solved
unless the inhomogeneous vector is orthogonal to the null-space of the operator L
0
.
To resolve this problem, it is important to realize that the operator L
0
is singular
for two reasons [66] [67]. First, it can be shown that for zero wave number the linear
system (5.2) allows for an average shift of the interface. This leads to a nontrivial
null eigenfunction that represents this shift together with the associated ow eld.
Second, it can be seen that the linear system (5.2) allows for adding any value
to the pressure without aecting the solution. This leads to a second nontrivial
eigenfunction with zero eigenvalue  = 0 (see Renardy [62]). Given the singularity
of the operator L
0
, it is convenient to decompose the mean-ow mode f
0
into [67]
f
0
=
2
6
6
4
u
0;j
v
0;j
p
0;j
h
0
3
7
7
5
= A
01
2
6
6
4
u
01;j
0
p
01;j
1
3
7
7
5
+
2
6
6
4
u
02;j
0
p

x+ p
02;j
0
3
7
7
5
:= A
01

01
+ f
02
; (5.22)
where A
01
represents the average shift of the interface and p

the average deviation
pressure gradient. In a closed ow device, the mean-ow interfacial mode A
01
cannot
be excited because the volume of the uids is xed. In an open ow system, however,
it is possible that the presence of nite-amplitude disturbances aects the average
thickness of the uids, corresponding to a nonzero mean-ow interfacial mode A
01
.
As shown by Renardy & Renardy [63], this change in average thickness can be
analyzed in terms of two coupled dierential equations for the master mode A
11
and the mean-ow interfacial mode A
01
. In the present paper, we will nevertheless
restrict our attention to the situation A
01
= 0. This is because the experiments
that will be discussed in Section 5.3 are either performed in a closed device or
do not report any observation of rapid long-wavelength excitation. This latter
phenomenon would be an indication of resonance of the mean-ow interfacial mode
and the master mode (for more details see, for instance, Sangalli et al. [68]). The
assumption A
01
= 0 seems also justied in view of the recent theoretical work
of Sangalli [67], who shows that the eect of the mean-ow interfacial mode on
the nonlinear characteristics of parallel two-phase ow is usually small (This can
be shown by rst integrating the evolution equation for the mean-ow interfacial
mode A
01
, and then substituting the resulting expression for A
01
into the evolution
equation for the fundamental mode A
11
. This appears to give rise to only a small
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additional contribution to the Landau constant (5.25) [67]). Having eliminated the
rst null eigenfunction of the operator L
0
by assuming A
01
= 0, the second null
eigenfunction can be eliminated without loss of generality by setting the pressure
variable p
02
in one of the two phases equal to zero at the unperturbed interface [62].
A subsequent problem that is being encountered in the determination of the
remaining component f
02
of the mean-ow mode f
0
, as dened by (5.22), is that
for zero wave number the vertical velocity v
0
is zero throughout the whole ow
domain. This leads to an underdeterminacy in the sense that the conditions of no-
penetration at the boundaries are identically satised, implying that an additional
longitudinal boundary condition is needed
6
. The usual way to resolve this issue is
by requiring that either the average pressure gradient or the average volume ow
rate in the system is unaected by the presence of nite-amplitude disturbances
[60] [71]. We will denote these formulations as the xed pressure gradient (FPG)
formulation and the xed volumetric (FVF) formulation, respectively. In terms of
the decomposition (5.22), the FPG-formulation corresponds to an average pressure
gradient p

= 0. In contrast, p

is nonzero in the FVF-formulation because of the
additional power needed to maintain the ow rate in the system. For a closed ow
device, only the FPG-formulation physically makes sense because of the absence of
an average pressure gradient. In case of an open ow system, however, it is often
very dicult to determine which of the two formulations actually corresponds to the
experimental situation. This is due to, for instance, entrance eects. Most likely,
the real experimental situation will be somewhere between the two limiting cases
[66]. Although this experimental uncertainty would formally require the analysis of
a whole family of solutions, as for instance presented by Barkley [4] for single-phase
Poiseuille ow, we will restrict ourselves to the above two limiting cases because of
practical reasons. This does not really conne comparison with experiment, since
it will turn out in Section 5.3 that our weakly nonlinear results are only slightly
aected by the choice for either a FPG or a FVF-formulation.
By using the slaving principle f
02
(y; t) = g
02
(y)jA
11
(t)j
2
, substituting the ex-
pansion (5.22) into the weakly nonlinear system (5.1) and adding the constraint of
either a xed pressure gradient or a xed ow rate, the system of inhomogenous
equations for the mean-ow projection g
02
(y) can be written in the schematic form

M

0
(
11
+ 
11
) L

0

g
02
= 2D

 

11
; 
11

: (5.23)
This system is equivalent with the equations presented in Section 3 of the paper of
Renardy [62]. The operators M

;L

;D

dier from the operators M;L;D in the
sense that they have been modied to include the additional longitudinal boundary
condition. Given the system (5.23), the remaining variables u
02
, p

and p
02
in the
expansion (5.22) can readily be determined by means of a standard algorithm for
solving an inhomogeneous set of complex linear equations [53].
Step 7: Stuart-Landau equation. Once the overtone projection f
2
and
mean-ow projection f
0
are known, the evolution equation (5.19) can be written as
_
A
11
= 
11
A
11
+ jA
11
j
2
A
11
; (5.24)
6
Recall here that we have already assumed that the average thickness of the uids is unaected
by the presence of nite-amplitude disturbances (A
01
= 0).
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which is known as the Stuart-Landau equation. The complex Landau constant  is
composed of three components:
 = 
0
+ 
1
+ 
2
; (5.25)
where

0
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~
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It can be seen that the contribution 
0
nds its origin in the nonlinear interaction
of the master mode with the mean-ow distortion. The contribution 
1
is due to
the eect of nonlinear self-interaction of the master mode, while the contribution

2
indicates the interaction of the master mode with the overtone Fourier mode. As
discussed by Sangalli et al. [68], either of these contributions represents a dierent
physical mechanism for the nonlinear energy transfer between the master mode and
its harmonics.
In the next section we will compare the results of the above Stuart-Landau
analysis with six experiments from the open literature. Most interest will be centred
on the sign of the real part of the Landau coecient , since this determines whether
the bircation is supercritical [if Re() < 0] or subcritical [if Re() > 0] in nature.
We have checked the correctness of the computer code for the Landau constant 
against the numerical results of Renardy [62], Renardy & Renardy [63], Sangalli
[67] and Sangalli et al. [68], showing consistency within the margins of numerical
accuracy.
5.3 Comparison with experiments
5.3.1 Barthelet, Charru & Fabre
Introduction
In two papers [19] [5] and a PhD-thesis [6] Barthelet, Charru & Fabre present an
experimental study of interfacial waves in two-layer plane Couette ow. These high
quality experiments are performed in a rectangular channel bent into an annular
ring with a diameter of 40 cm, where the ow is driven by the rotation of the rigid
upper plate. The upper uid is a mineral oil, while the lower uid is a mixture of
distilled water and glycerine. The uids used in the experiments have a viscosity
ratio of either m = 1:55, m = 2:45 or m = 2:76 (cf. Table 1 in Ref. [5]).
The experiments show that at small upper plate velocities the interface remains
at. When the upper plate velocity is increased, two kinds of waves with quite
dierent wavelengths are observed, depending on the values of the viscosity and
thickness ratios m and n. The rst wave is characterized by a wavelength equal to
the perimeter of the channel ( = 1257 mm), which corresponds to a dimensionless
wave number of approximately 0:05. This wave is called `the long wave'. The
wavelength of the second wave is typically 40 mm, which is comparable to the
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depth of the channel. This so-called `short wave' corresponds to a wave number of
the order one.
In their experiments Barthelet et al. rst determine the neutral stability curves
as a function of the viscosity and thickness ratios m and n. In addition, they deter-
mine the direction of the bifurcation, the value of the equilibrium amplitude as a
function of the upper plate velocity, and the spectrum evolution during the growth
of a disturbance, among others. For the long waves, the experimental results are
compared with an asymptotic solution of the linear stability problem for small wave
numbers (see Yih [77]). Where possible, these results are also placed into the con-
text of the weakly nonlinear theory. It for instance appears that near the onset of
instability, the nonlinear dynamics of the harmonics of the long wave closely follows
the fundamental and slaved mode analysis discussed in Section 5.2, hence conrm-
ing experimentally the basic concepts of the weakly nonlinear theory. In constrast,
however, the results for the short waves are not discussed in any theoretical per-
spective. In this section we will therefore provide a numerical solution, assuming
that the ow in the annular ring can be approximated by two-layer plane Couette
ow.
When making this assumption, the following should be realized. As indicated by
Barthelet et al., the annular shape of the ow device is favorable in the sense that
(i) the ow is fully developed without any entry or discharge sections, (ii) the waves
are spatially periodic in nature, and (iii) wave evolution can observed over long
periods of time. On the other hand, the annular shape has also a major drawback
in the sense that the basic-state Couette velocity eld may be distorted owing to
the radial velocity gradient and centrifugal inertia forces. Although the dimensions
of the channel were set to minimize these eects, it appears from the comprehensive
discussion in Section 2.4 of Ref. [5] that this distortion can be signicant. The mea-
surements of Barthelet et al. show that in the middle half of the span of the channel
the ratio of the velocity gradients at the interface is equal to the inverse of the vis-
cosity ratio, as is consistent with the continuity of shear stress. Just around the
interface, the velocity prole closely resembles plane Couette ow, but further from
the interface, i.e. for larger values of the y-coordinate, the velocity prole is far from
linear. For relatively large ow rates, this distortion can even lead to the presence
of an inexion point. We will nevertheless show that in spite of these imperfections,
an analysis for two-layer plane Couette ow does provide valuable insight into the
experiments of Barthelet et al.. It will appear that these imperfections only slightly
aect the long-time dynamics of interfacial wave formation.
For a given viscosity ratio m, the experiments indicate that below a certain
critical value n

of the thickness ratio long waves appear rst, while beyond this
threshold value short waves are the primary instability. This can be seen from the
neutral stability curves presented in Figure 8 of Ref. [5] and Figure V.1 of Ref [6].
For comparison, we present in Figure 5.3 the neutral stability curves according to
the linear theory. Just like in Fig. 5.1, the long-wavelength instability (LW) sets
in at zero wave number (
c
= 0), while the short-wavelength instability (SW) is
characterized by a critical wave number that is bounded away from zero (
c
> 0).
The Figure applies to the case m = 1:55 and shows that there is indeed a critical
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value for the thickness ratio: for thickness ratios below n

= 0:54, long waves
appear rst, while beyond this value short waves are the primary instability. For
the viscosity ratio m = 1:55 Barthelet et al. observe a threshold value n

of about
0:40 (see Figure V.1 in Ref. [6]), which is reasonably close to the theoretical value
of 0:54 in view of the imperfections of the basic-state velocity prole. Although not
shown here, the cases for the viscosity ratios m = 2:45 and m = 2:76 agree equally
well.
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Figure 5.3: Neutral stability curves for the short-wavelength (SW) and the long-
wavelength (LW) instabilities in the two-layer Couette ow experiment of Barthelet,
Charru & Fabre [19] [5] [6], according to the linear theory. The horizontal axis repre-
sents the thickness ratio n, while the vertical axis denotes the velocity of the upper plate
U
p
. The viscosity ratio is xed at m = 1:55; the calculations do not account for the exis-
tence of a lower limit for the wave number due to the nite perimeter of the channel. The
Figure indicates that for thickness ratios below n

= 0:54, long waves (LW) appear rst,
while beyond this threshold value short waves (SW) are the primary instability. This is
in good agreement with the experiment of Barthelet et al., where a threshold value n

of
about 0:40 is found (see Figure V.1 in Ref. [6]). Just like in Figure 5.1, the long-wavelength
instability sets in at zero wave number (
c
= 0), while the short-wavelength instability is
characterized by a critical wave number that is bounded away from zero (
c
> 0).
The long-wavelength instability in Fig. 5.3 nds its origin in the viscosity jump
at the interface (Yih [77]), while the short-wavelength instability is caused by a
destabilizing perturbation Reynolds stress in the less viscous lower uid (Hooper &
Boyd [34]). This can be shown by means of an energy analysis of the kind performed
by Boomkamp & Miesen [11] (i.e. Chapter 1 of this thesis), among others. In both
cases, the streamfunction attains its maximum at the interface, so that both the
short and the long waves can be considered `interfacial modes' (for more details, see
Ref. [11]). The apparently strange shape of the short-wave neutral stability curves
for thickness ratios between 0:54 and 0:78 is dicult to explain. When the upper
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plate velocity is slowly increased, the ow rst becomes unstable, then returns to
stable ow and nally loses stability again. On the other hand, such behavior is
found in several other linear stability studies as well. We may for instance recall the
so-called \islands of (in)stability"
7
found in the papers by Miles [49], Blennerhassett
[8] and Miesen & Boersma [45].
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Figure 5.4: Neutral stability curves for the short-wavelength (SW) and the long-
wavelength (LW) instabilities in the two-layer Couette ow experiment of Barthelet,
Charru & Fabre [19] [5] [6], according to the linear theory. The horizontal axis repre-
sents the thickness ratio n, while the vertical axis denotes the velocity of the upper plate
U
p
. The viscosity ratio is xed at m = 1:55. In contrast to Figure 5.3, the calculations
do account for the existence of a lower limit 
min
for the wave number due to the nite
perimeter of the channel. It appears that this inclusion of a minimum wave number only
slightly aects the position of the neutral stability curve for the long-wavelength mode.
Again it is clear that long waves can be expected for small thickness ratios, while short
waves arise for relatively large ratios, as agrees with the observations of Barthelet et al..
Due to the annular shape of the ow device, the maximum wavelength allowed
in the system is equal to the perimeter of the channel. Formally speaking, this
implies the existence of a lower limit for the wave number, so that the actual wave
number  is an integer multiple of the minimum wave number 
min
. For short
waves, it can be anticipated that a discretization of the wave number only slightly
aects the position of the neutral stability curves in Fig. 5.3. This is because the
most unstable wave number is typically 25 times larger than 
min
, i.e. for short
waves the distance between two successive wave numbers is rather small. When
attention is focused on the long waves, a nonzero value of 
min
causes the neutral
stability curves in Fig. 5.3 to transform into those depicted in Figure 5.4. In this
new Figure, the long-wavelength instability sets in at 
c
= 
min
rather than at
7
As far as we know, the existence of these islands of instability has not yet been veried
experimentally. This might be an idea for future experiments.
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c
= 0. Again it is clear that long waves can be expected for relatively small thick-
ness ratios, while short waves arise for larger ratios. Since it generally appears that
the inclusion of a minimum wave number leads to small corrections only
8
, we will
take over the theoretical approach of Barthelet et al. and conne ourselves to an
analysis of two-layer plane Couette ow in an innitely long channel.
After the above general introduction to the experiments of Barthelet et al., we will
now work out the results for the short waves and the long waves in two separate
subsections.
Short waves
When the thickness ratio n is larger than the threshold value n

, Barthelet et al.
observe short waves with a small but nite amplitude. Because of two reasons, it is
very likely that the establishment of these short waves corresponds to a supercritical
bifurcation of the lower SW-branch in the neutral stability diagram (recall that for
m = 1:55, this diagram is depicted in Fig. 5.3). The rst reason for this is an
experimental one: Barthelet et al. explicitly show that as the upper plate velocity
is varied around its critical value, the amplitude of the waves varies continuously,
without any hysteresis. This absence of hysteresis is characteristic for a supercritical
instability [67]. The second reason is that the short-wave results of Barthelet et al.
can be well understood in terms of the linear theory for the lower SW-branch, which
in fact also suggests a supercritical bifurcation. For a viscosity ratio of m = 1:55
and a thickness ratio just above the threshold value, the short waves are observed
to set in at an upper plate velocity of about 0:57 m=s, which is reasonably close
to the theoretical value of 0:49 m=s (see Fig. 5.3). Given the imperfections of the
basic-state velocity prole, agreement is also found for the value of the wavelength,
which is measured at 4:8 cm, where the linear theory predicts a value of 6:8 cm
9
.
Although not shown here
10
, agreement with the linear theory can also be found for
the viscosity ratios m = 2:45 and m = 2:76.
In order to investigate the supercritical nature of the short waves in terms of
the weakly nonlinear theory, we present in Table 5.1 the Landau constants  for
some points on the lower SW-branch depicted in Fig. 5.3. Due to the absence of
an average pressure gradient, we only present the values according to the FPG-
8
In the subsection on the long waves, as presented further on, we will discuss a few more
fundamental complications associated with long-wave dynamics in an annular ring. In this respect,
the existence of a lower limit for the wave number is likely to be of minor importance.
9
Just like in many other experiments on parallel two-phase ow (see, for instance, Miesen &
Boersma [45]), the agreement with linear theory is better for the critical (plate) velocity than for
the wavelength. A likely explanation for this is that for velocities just above criticality, a certain
range of wave numbers becomes unstable.
10
Although Barthelet et al. do not present any direct measurements of the phase velocity of the
short waves, an additional point of agreement with the linear theory is the following. From Figure
V.4 of Ref. [6], it can be derived that the velocity of the short waves is substantially smaller than
that of the interface (resp. 0:28 m=s and 0:44 m=s). This suggests that the critical layer, i.e. the
plane where the wave velocity is equal to the velocity of the primary ow, is located somewhere
in the bulk of the lower liquid. This can be shown to be consistent with the linear theory for the
lower SW-branch, which predicts a phase velocity of 0:19 m=s.
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formulation. The calculations show that the real part of the Landau constant is
negative in all cases, which means that the linear growth of the short-wavelength
disturbances will nally be saturated by nonlinear eects. Comparing the contri-
butions of the coecients 
0
, 
2
and 
1
shows that this saturation is mainly caused
by the interaction 
0
of the fundamental mode with the mean-ow mode. Since
saturation also occurs for the viscosity ratios m = 2:45 and m = 2:76 (not shown
here), we can state that within the range of ow conditions explored by Barthelet
et al., the short-wave bifurcation is always supercritical in nature, which is fully
consistent with the experiment.
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Figure 5.5: Equilibrium values A
eq
of the short-wave amplitude in the experiment of
Barthelet et al.. The amplitude values are presented as a function of the relative plate
velocity U=U
c
, where U
c
is the critical plate velocity. The dots have been copied from
Figure V.5 in Ref. [6] and represent the observed values for a viscosity ratio m = 1:55 and
thickness ratio n = 0:42, which is just above the experimental threshold value n

= 0:40.
The solid line corresponds to the equilibrium solution of the Stuart-Landau equation (5.24),
assuming a thickness ratio of n = 0:57, which is just above the theoretical threshold value
n

= 0:54. In the calculations we cannot choose exactly the same value of the thickness
ratio as in the experiment, since for a thickness ratio as low as 0:42, the short waves that
correspond to the lower SW-branch are linearly stable (see Figure 5.3). When we cope
with this problem by choosing n = 0:57, the quantitative agreement between the observed
and the predicted values is very satisfactory.
In their short-wave experiments, Barthelet et al. measure the equilibrium value
A
eq
of the amplitude as a function of the upper plate velocity U , among others.
They show that this relationship can be well approximated by the expression A
eq
/
(U=U
c
  1)
0:5
, where U
c
is the critical upper plate velocity. Obviously, this critical
exponent of 0:5 suggests that near the onset of instability, the observed amplitudes
correspond to the equilibrium solution of the Stuart-Landau equation (5.24) [25]
[55]. To investigate this point in more detail, we compare in Figure 5.5 the observed
values (indicated by the dots) of the equilibrium amplitude A
eq
with the predictions
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of the Stuart-Landau theory (solid line). The dots have been copied from Figure V.5
in Ref. [6] and apply to a viscosity ratio m = 1:55 and a thickness ratio n = 0:42,
which is just above the experimental threshold value of 0:40. In our calculations we
cannot choose exactly the same value of the thickness ratio as in the experiment,
since for a thickness ratio as low as 0:42, the short waves that correspond to the lower
SW-branch are linearly stable (cf. Fig. 5.3). We will therefore choose a thickness
ratio of 0:57, which is just above the theoretical threshold value n

= 0:54. When this
choice is made, the quantitative agreement between the observed and the predicted
values is very satisfactory in view of the imperfections in the basic-state velocity
prole.
Together with the value of the equilibrium amplitude, Barthelet et al. determine
the shape of the waves. These measurements are based on a wave tracing of the
interface displacement, and lead to a wave shape that is apparently sinusoidal in
nature (see Figure V.4 in Ref. [6]). Closer observation, however, learns that the
waves are slightly asymmetric due to the presence of higher harmonics. This causes
the length of the downstream facing part to be somewhat less than one half of the
wavelength, while the opposite is true for the upstream facing part. Near the onset
of instability, this dierence in length is just a few percent of the wavelength. It is
of course interesting to compare this observation with the predictions of the Stuart-
Landau theory. When nonlinear eects saturate the linear growth (cf. Table 5.1), the
leading-order interface displacement h(x) can be constructed as a nite-amplitude
superposition of the fundamental eigenfunction, the mean-ow mode and the rst
harmonic. For the short-wave experiment of Barthelet et al., the typical wave
shape obtained in this way is shown in Figure 5.6. It appears that the length of the
downstream facing part of the wave is about 48 percent of the wavelength, which
agrees at least qualitatively with the experiment
11
. When considering Fig. 5.6, it
can be anticipated that if also the higher Fourier harmonics with the wave numbers
3
f
; 4
f
; :::: are included into the analysis, the predicted wave shape will look
even closer to the experimental one
12
.
For the short-wave experiments of Barthelet et al., we have explicitly checked
that the above results are not very sensitive to a small change in the parameters
m and d. This sensitivity analysis for instance shows that the shape of the neutral
stability curves depicted in Fig. 5.3 remains qualitatively the same when a viscosity
ratio of either m = 1:50 or m = 1:60 is chosen, with only a minor correction in
the threshold value n

. In both cases the bifurcation of the lower SW-branch is
supercritical in nature, while the wave shape is similar to that of Fig. 5.6. Just like
in Fig. 5.5, the equilibrium value of the amplitude remains of the order of 0:25 mm
when the upper plate velocity is 10 percent beyond criticality. If instead of the vis-
cosity ratio the thickness ratio is varied, with n between n

and 0:6, the amplitude
also appears of the order 0:25 mm.
11
It is worth mentioning that Fig. 5.6 apparently represents the mirror image of Figure V.4 in
Ref. [6]. This is caused by the fact that the role of the variables x and t has been interchanged: in
our Fig. 5.6, the space coordinate x denotes a running variable, while the time t has been xed;
in Figure V.4 of Ref. [6], the opposite is true.
12
This is likely to provide a more accurate picture of the sharpness of the wave crests and
troughs.
5.3 Comparison with experiments 111
0 2 4 6 8 10
-0.1
-0.075
-0.05
-0.025
0
0.025
0.05
0.075
0.1
x
y
fluid 1
fluid 2
h(x)
Figure 5.6: Typical shape of the interface displacement y = h(x) for the short waves in
the experiment of Barthelet et al.. The horizontal line represents the undisturbed interface
y = 0; the vertical coordinate ranges from y = 0 to an arbitrary chosen truncation height
y =  0:1. The basic ow is directed from the left to the right; the parameters used
correspond to Figure 5.5, where U=U
c
= 1:08. The interface displacement y = h(x) has
been constructed as a nite-amplitude superposition of the fundamental eigenfunction, the
mean-ow mode and the rst harmonic. The displacement suggests, among others, that
the length of the downstream facing part of the wave is somewhat smaller than that of the
upstream facing part. This feature agrees qualitatively with the observations of Barthelet
et al., as presented in Figure V.4 in Ref. [6].
Long waves
Anticipating the discussion below, we note that there are a few reasons for expecting
our theoretical analysis to be considerably less accurate for long waves than for
short waves. Therefore, the upcoming discussion should be placed in a much more
informal perspective than the one above.
When the thickness ratio n is smaller than the threshold value n

, Barthelet et
al. observe long waves with a wavelength equal to the perimeter of the channel. The
bifurcation of these long waves is supercritical in nature, since the experiment shows
that as the upper plate velocity is varied around its critical value, the amplitude
of the waves varies continuously, without any hysteresis. Given the shape of the
neutral stability diagram depicted in Fig. 5.3, it is very likely that the establishment
of these waves is somehow related to a supercritical bifurcation of the LW-branch.
Unlike for the short-wave case, however, there is now a signicant discrepancy
between the experimental observations and the predictions of the linear theory. It
for instance appears that the experimental value of the critical upper plate velocity
is typically three or four times smaller than the corresponding theoretical value (see,
for instance, Table 2 in Ref. [5]).
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Given the supercritical nature of the long waves, the observation that the linear
theory gives better results for short than for long waves can be explained as follows:
1. While the short waves are mainly aected by the dynamics just around the
interface, long waves are susceptible to the dynamics in the whole ow eld.
Obviously, in the short-wave limit the analysis transforms into a boundary-
layer analysis at the interface, whereas for long waves the conditions in the
far eld will be signicant. This means that the fore-mentioned experimental
imperfections in the basic-state Couette velocity prole, as caused by the
radial velocity gradient and the centrifugal inertia forces, are likely to have a
much more pronounced eect on the long waves than on the short waves. The
relevance of this statement is clearly illustrated by Barthelet et al. in Section
3.3 of Ref. [5]. They show that when the experimental velocity prole is
approximated by a cubic rather than a linear prole, the discrepancy between
the theoretical and experimental value of the critical upper plate velocity can
be reduced by a factor of 2.
2. The eect of the Coriolis force, which we do not take into account in our
computations, is certainly stronger for long-wavelength disturbances than for
short-wavelength disturbances. This for instance appears from the value of
the Rossby number, a characteristic ratio of the inertia to the Coriolis force
(see Drazin & Reid [25]). Since this Rossby number is inversely proportional
to the characteristic length scale of the wave motion, the eect of the Coriolis
force is typically 25 times as strong for the long waves as for the short waves
13
.
In fact, any eects due to curvature are stronger for long waves because locally
the system appears to be at to short waves.
Notwithstanding these complications, a stability analysis for two-layer plane Cou-
ette ow appears to provide some meaningful long-wavelength results, as will be
shown below.
In their long-wave experiments Barthelet et al. determine the wave velocity
c as a function of the thickness ratio n and the viscosity ratio m, among others.
As shown in Figure 5.7, they present their measurements in terms of the relative
wave velocity c=U
c
, where U
c
denotes the upper plate velocity at criticality. It is
now interesting to compare these experimental values with the predictions of the
linear theory given in Figure 5.8. It appears that although the predicted values of
the wave velocity c=U
c
are systematically larger than the experimental values, the
associated physical trends perfectly agree. Just like in the experiment, there is a
clear decrease in the relative wave velocity with an increase in the thickness ratio
and/or a decrease in the viscosity ratio.
As shown by Charru & Fabre [20], among others, the weakly nonlinear evo-
lution of long-wavelength instabilities in parallel two-phase ow can be described
by the Kuramoto-Sivashinsky equation or one of its generalizations. This type of
13
More specically, the Rossby number for the short waves is larger than unity, while that for
long waves is smaller. This implies that the Coriolis force may indeed have a serious impact on
the dynamics of the long waves.
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Figure 5.7: Experimental values of the wave velocity c=U
c
for the long-wave experiment
of Barthelet et al., where c denotes the wave velocity and U
c
the upper plate velocity at
criticality. The large dots correspond to a viscosity ratio of m = 1:55, the medium dots
correspond to m = 2:45, and the small dots correspond to m = 2:76. All values have been
taken from Figure 9 in Ref. [5].
equation is known to give rise to very rich dynamical behavior involving localized
patterns [66]. When attention is restricted to spatially periodic systems, however,
this equation reduces to the Stuart-Landau equation (5.24), so that in that case the
leading-order nonlinear dynamics can still be described in terms of the framework
discussed in Section 5.2 (see, for instance, Section 5.3 in Ref. [5]). More speci-
cally, if the maximum growing wave number
14
is again chosen as fundamental, the
Stuart-Landau theory gives the following results for the nonlinear evolution of the
long waves observed by Barthelet et al.:
1. By assuming an upper plate velocity that is just 5 percent or 10 percent
beyond criticality
15
, it can be shown (see Table 5.2) that the linear growth of
the long-wavelength disturbances will nally be saturated by nonlinear eects.
This supercritical behavior is also observed in the experiment, and is mainly
caused by the interaction of the fundamental mode with the overtone mode.
14
Recall here that we have conned ourselves to an analysis of two-layer plane Couette ow
in an innitely long channel. An alternative approach would be an analysis in a channel with
nite length, assuming periodic boundary conditions. Although straightforward in principle, such
an analysis is not very convenient since it requires a modication of the theoretical framework
presented in Section 5.2.
15
It should be realized that the long-wavelength instability sets in at zero wave number. This
means that evaluation of the Stuart-Landau theory at criticality would correspond to a funda-
mental wave number equal to zero. A natural way to cope with this problem is to evaluate the
Stuart-Landau theory just a few percent beyond criticality (see, for instance, Chang [16] and San-
galli [67]). Our computations show that the long-wave results are not very sensitive to a small
change in the value of the upper plate velocity.
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Figure 5.8: Calculated wave velocity c=U
c
for the long-wave experiment of Barthelet et
al., where c denotes the wave velocity and U
c
the upper plate velocity at criticality. The
large dots correspond to a viscosity ratio of m = 1:55, the medium dots correspond to
m = 2:45, and the small dots correspond to m = 2:76. The calculations are based on the
linear theory, where for convenience the maximum wavelength in the system is assumed
to be innite. When the Figure is compared with the experimental data given in Figure
5.7, it appears that although the predicted values of the wave velocity are somewhat too
large, the associated physical trends perfectly agree. Just like in the experiment, there is
a clear decrease in the relative wave velocity with an increase in the thickness ratio and/or
a decrease in the viscosity ratio.
2. The predicted and the measured value of the equilibrium amplitude can be
shown to be of the same order. In Figure 10a of Ref. [5], Barthelet et al. deter-
mine the long-wavelength amplitude as a function of the upper plate velocity.
For a viscosity ratio m = 2:76 and an upper plate velocity that is 50 percent
beyond its critical value, this amplitude is of the order of 0:4 mm. Under
these conditions the Stuart-Landau theory predicts a value of about 0:3 mm
(calculated in the same way as in Fig. 5.5), which seems quite reasonable in
view of fore-mentioned complications.
3. It can be shown (in a similar way as in Fig. 5.5) that the predicted shape of
the long waves looks qualitatively the same as the measured one. This shape
is characterized by the fact that the upstream facing part of the wave is more
than twice as long as the downstream facing part (cf. Figure 7a in Ref. [5]).
4. It appears from the experiments of Barthelet et al. that the phase angles of the
nonlinearly interacting modes, dierently from the linear ones, do not evolve
independently (cf. Section 5.3 in Ref. [5]). The modes tend to phase-lock,
i.e., the dierence of their phases tends to a specic value. In the experiment
presented in Figure 16 of Ref. [5], the phase dierence between the overtone
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mode and the fundamental one is about 3=4. Our computations show that
the corresponding theoretical value
16
is 0:80 , which is again reasonably close
to the experiment.
We nally draw attention to the following two points. First, just like at the end
of the section on the short waves, we note that the above results are not aected by
a slightly dierent choice of the ow parameters. Second, besides the supercritical
long waves studied above, Barthelet et al. observe in a very limited number of cases
also a long wave that is subcritical in nature. This subcritical long wave typically
sets in for thickness ratios close to one, and is characterized by hysteresis and a
nite jump of the amplitude as the upper plate velocity is varied around its critical
value. Unfortunately, however, this subcritical long wave cannot be analyzed in
terms of the weakly nonlinear theory. This is because for thickness ratios close to
one, the linear theory indicates that the ow conguration is stable to long waves
(see Fig. 5.3). As a consequence, the linear theory does not provide a well-dened
bifurcation point, as is essential for using the weakly nonlinear theory discussed
in Section 5.2. For example, an investigation of a bifurcation from innity would
require a more sophisticated nonlinear theory than the present one (see, for instance,
Nagata [54]).
5.3.2 Charles & Lilleleht
Introduction
Charles & Lilleleht [18] present an experimental study of the stability of oil-water
Poiseuille ow in a horizontal rectangular channel of approximately 1 in. high. The
uids used for this investigation are rened mineral oil and water with a viscosity
ratio of about 5; the experimental apparatus allows operation at various ow rates,
corresponding to supercial oil and water Reynolds numbers up to about 3000 and
22000, respectively. These supercial Reynolds numbers are dened in terms of the
equivalent diameter of the conduit and the supercial velocity of either of the uids
[17].
As appears from Figure 2 in Ref. [18], dierent ow regimes can be observed for
dierent values of the ow rates of the uids. The observations show that for low oil
and water ow rates, the interface remains completely smooth. If at a constant oil
ow rate the water ow rate is increased beyond a certain critical value, turbulent
patches are observed (i.e. small regions of turbulence). These patches represent
the rst beginnings of turbulence in the water layer and are accompanied with
the establishment of very small waves on the interface. In the region between the
turbulent patches, where the ow is still undisturbed, no waves are observed. For
higher values of the water ow rate, the turbulence in the water phase becomes
continuous with uninterrupted, quasi-periodic waves at the interface. At supercial
oil Reynolds numbers below approximately 500, a further increase in water ow
rate leads to a profound change in the nature of the waves at the interface. Large
16
This value can readily be calculated by combining the Eqs. (7.40), (7.48) and (7.49) in the
PhD-thesis of Sangalli [66].
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and regular two-dimensional waves appear; the original small amplitude waves can
be considered superposed on these large waves. Finally, an even further increase
in the water ow rate results in the appearence of so-called roll waves. These roll
waves move relatively slowly and are characterized by sharp irregular crests and a
strong variation in wavelength.
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Figure 5.9: Neutral stability curves for the oil-water experiment of Charles & Lilleleht
[18], according to the linear theory. The supercial Reynolds number of the water layer is
indicated at the horizontal axis; the vertical axis denotes the supercial Reynolds number
of the oil. The ow conguration can become unstable to two modes of instability: an
interfacial mode and a shear mode. When at a constant oil ow rate the water ow
rate is increased, the interfacial mode is predicted to be the primary instability. For a
supercial oil Reynolds number below approximately 630, this interfacial mode corresponds
to unstable short waves (SW, short-dashed line); for larger oil Reynolds numbers the long
waves (LW, long-dashed line) are destabilized rst. For water Reynolds numbers of about
20000, the ow becomes unstable to a shear mode instability (SM, solid line) as well.
(Although not shown in the Figure, the SW-branch also exists for oil Reynold numbers
larger than 630. We note, however, that for these relatively large oil Reynolds numbers
the SW-branch strongly curves away to the right; this suggests that the so-called large
two-dimensional waves can be observed for low enough oil Reynolds numbers only.)
As far as we know, a linear stability analysis of the experiment of Charles &
Lilleleht has not yet been given. Figure 5.9 therefore shows the results of such an
analysis for the parameter regime explored by Charles & Lilleleht; this Figure allows
comparison with Figure 2 of Ref. [18]. Two modes of instability play a role here:
a mode for which the streamfunction attains its maximum at the interface and a
mode for which the streamfunction is more or less concentrated in the bulk of the
water layer. As shown by Boomkamp & Miesen [11], among others, the interfacial
mode nds its origin in the viscosity jump at the interface, while the shear mode
can be associated with a destabilizing perturbation Reynolds stress in the water.
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Two-dimensional waves
The neutral stability curves depicted in Fig. 5.9 indicate that when the water ow
rate is increased at a constant oil ow rate, the interfacial mode becomes linearly
unstable. For a supercial oil Reynolds number below approximately 600, this
interfacial mode corresponds to unstable short waves (SW) with a wavelength of the
order of 10 cm; for larger oil Reynolds numbers, long waves (LW) with a wavelength
of 100 cm or more are destabilized rst. In view of these results, it seems likely that
the appearance of the above-mentioned `large two-dimensional waves' corresponds
to a supercritical bifurcation of the SW-branch in Fig. 5.9. (To avoid confusion,
it is important to note that under conditions at which the two-dimensional waves
are rst observed, the water is turbulent already. The onset of this turbulence
will be discussed in the subsection on the shear mode instability.) Our conjecture
that the two-dimensional waves are related to the SW-branch becoming unstable is
motivated by the following points:
1. Unlike the shear mode, the interfacial mode is concentrated on the interface
and can hence be expected to give rise to a disturbance velocity eld that
attains its maximum at the interface.
2. The observed wavelength of the two-dimensional waves is about 8 cm, which
is reasonably close to the theoretical value of about 10  15 cm.
3. The two-dimensional waves are observed for low enough oil Reynolds numbers
only. This agrees with the SW-branch in Fig. 5.9; for higher Reynold numbers,
the interfacial mode corresponds to unstable long waves, which cannot be
observed in a test section of only 6 m length.
4. The value of the water ow rate beyond which the two-dimensional waves are
observed increases with increasing oil ow rate. This trend is consistent with
the SW-branch in Fig. 5.9.
On the other hand, the experimental value of the critical water Reynolds number
is typically a factor of 2 larger than the theoretical one. This discrepancy may well
be caused by the fact that under conditions at which the two-dimensional waves
are rst observed, the water is turbulent already. As will be shown in Section 5.3.4,
this complication vanishes if oil and water are taken with a larger viscosity ratio. In
that case, the interfacial mode can be observed under laminar conditions, resulting
in a much better quantitative agreement with theory. Nevertheless, even in the
presence of turbulence, Charles & Lilleleht appear to observe the short-wavelength
interfacial mode. A likely explanation for this is that the time scale corresponding
to the turbulent uctuations is much shorter than that of the growth of disturbances
of the basic ow
17
. As such, the predictions of the linear stability theory for the
interfacial mode can be meaningful even in the presence of turbulence.
17
From gas-liquid ow, it is for instance known that the primary eect of gas turbulence on the
interfacial mode is through changes in the time-averaged velocity prole (see also Section 5.3.6).
For oil-water ow, this would suggest that the eect of turbulence on the interfacial mode can
be determined by using a more appropriate basic-state velocity prole in the water (i.e. a time-
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By including nonlinear eects into the analysis, it can be shown (Table 5.3) that
the bifurcation of the short-wavelength interfacial mode is indeed supercritical in
nature. The saturation of linear growth, which is mainly caused by the interaction

2
of the fundamental mode with the overtone mode, provides additional evidence
for the above conjecture that the two-dimensional waves can be associated with
the SW-branch becoming unstable. The fact that the observed value of the critical
water Reynolds number for these waves is higher than the theoretical one should
not be confused with subcritical nonlinear stability; in that case, the observed value
would have been smaller.
Intermezzo: roll waves
With respect to the observed generation of roll waves at even larger ow rates of
the water, it is interesting to note the following. In the context of gas-liquid ow,
where the generation of roll waves is certainly not yet well understood, Bruno &
McCready [14] have demonstrated experimentally that roll waves emanate from
wave modes that have wavelengths much longer than the short waves that are lin-
early fastest growing. In a subsequent theoretical paper, McCready & Chang [42]
speculate that the generation of these roll waves might somehow be linked to a
nonlinear energy transfer from the short-wavelength to the long-wavelength modes.
This nonlinear energy transfer, which is beyond the scope of the weakly nonlinear
theory discussed in Section 5.2, is believed to be eective if and only if the wave
numbers intermediate between the unstable long-wavelength and short-wavelength
modes are linearly unstable as well. McCready & Chang make plausible that when
this intermediate region is stable, the wave numbers involved cannot participate in
transferring energy downward in the spectrum, thus preventing the generation of
roll waves. For the oil-water experiment of Charles & Lilleleht, the following can
now be shown. When the water ow rate is increased at a constant, low enough
oil Reynolds number, the linear growth curve for the interfacial mode changes its
shape in the following sequence: (i) short waves are destabilized, (ii) long waves
become unstable as well, but the intermediate region remains stable, and (iii) the
intermediate region nally looses stability. The rst step can be associated with
the appearance of the `large two-dimensional waves'; the reasoning of McCready &
Chang suggests that the transition from (ii) to (iii) somehow allows the generation
of roll waves
18
. Hence, we speculate that in oil-water ow the generation of roll
waves is caused by a similar mechanism as in gas-liquid ow.
averaged turbulent prole rather than the present parabolic Poiseuille prole). This, however, is
likely to aect the onset conditions for the short-wavelength interfacial mode in a quantitative way
only: short waves are mainly aected by the basic-state velocity prole just around the interface,
while the distortion of the laminar velocity prole due to turbulence is the largest in the bulk of
the water. It is interesting to note that if the eect of turbulence can be described by an eddy
viscosity equal to the molecular water viscosity, the observed discrepancy of a factor of 2 between
the experimental and theoretical water Reynolds numbers actually vanishes.
18
We note that the transition from (ii) to (iii) occurs for supercial water Reynolds numbers
of the order of 10000, which seems realistic in comparison with the critical Reynolds numbers
observed by Charles & Lilleleht.
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Shear mode instability
According to the linear theory presented in Fig. 5.9, the shear mode becomes un-
stable at a supercial water Reynolds number of the order of 20000, thus repre-
senting a secondary instability only. In the experiment, however, the shear mode
instability appears to be the primary instability, which typically sets in at a wa-
ter Reynolds number of about 2000. Analoguous to the onset of turbulence in
single-phase Poiseuille ow, this discrepancy suggests subcritical nonlinear instabil-
ity. This seems also likely in view of the fact that no special arrangements have
been made by Charles & Lilleleht to surpress the presence of nite-amplitude dis-
turbances in their experiment.
Table 5.4 gives the results of the Stuart-Landau theory for the shear mode in
the experiment of Charles & Lilleleht. It is seen that for oil Reynolds numbers up
to about 700-800 the bifurcation is predicted to be subcritical in nature, indeed
allowing the possibility of subcritical nonlinear instability. For higher values of
the oil Reynolds number, however, the direction of the bifurcation is supercritical
in nature, which obviously does not agree with the experimental observations. A
few possible explanations for this discrepancy can be given. From the experimental
point of view, the niteness of laboratory equipment makes it impossible to rule out
all entrance and side eects. This makes that two-dimensional plane Poiseuille ow
is not easily approximated in the laboratory, where the problems for two-phase ow
can be expected to be even greater than in single-phase ow. Moreover, we note
that even such an apparently small eect as the earth rotation can have a severe
eect on the basic-state velocity prole (see, for instance, Draad [24]).
From the theoretical point of view, a few explanations for the observed discrep-
ancy can be given as well. We give the following ones:
1. An important limitation of the Stuart-Landau theory is that it focuses on the
interaction of a discrete fundamental mode and its harmonics. In the general
case of an open ow system, however, a small but nevertheless continuous
band of wave numbers becomes unstable beyond criticality. The development
in time and space of this wavepacket is governed by the complex Ginzburg-
Landau equation [8], for which the corresponding direction of the bifurcation
is not necessarily the same as in the Stuart-Landau theory (see, for instance,
Renardy [62]).
2. The Landau constant for the shear mode is evaluated under conditions at
which the interfacial mode is linearly unstable, which may question the use
of a single master mode in the Stuart-Landau theory. Resolving this issue
would require an extension of the expansion (5.18) towards two master modes
instead of one.
3. The onset of the shear mode instability is observed at a water Reynolds num-
ber that is much lower than the critical value according to the linear theory.
Since the weakly nonlinear theory is valid around linear criticality only, the
above comparison with experiment should therefore be interpreted with reser-
vation. In fact, a more complete description of the onset of turbulence would
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require an analysis of the type of Zahn, Toomre, Spiegel & Gough [79], Her-
bert [31] and Jimenez [37], which involves not only the lower, but also the
upper branch in the bifurcation diagram for subcritical conditions [25].
5.3.3 Kao & Park
In their experiments Kao & Park [40] study the stability of horizontal oil-water
Poiseuille ow in a rectangular channel with an aspect ratio of 1 : 8 (height : width).
In the experiments the thickness of either of the uids is kept xed at 0:5 in.;
the viscosity ratio for the light mineral oil and the ordinary tap water is 20. By
varying the ow rate in the system Kao & Park nd that beyond a critical Reynolds
number of the water layer R
2;exp
= 1360 the ow becomes unstable to a shear
mode of the Tollmien-Schlichting type [25], representing the beginning stages of
transition to turbulence. Detailed measurements of the amplitude distribution of
the velocity disturbances show that the rst appearance of interfacial waves is rather
a manifestation of shear waves than of an unstable interfacial mode
19
. This means
that the viscosity-induced interfacial mode of the kind investigated by Yih [77], for
which the distribution of the amplitude of the disturbances attains its maximum at
the interface, was not excited for the parameters explored.
The experiments of Kao & Park have been analyzed from the point of view of
linear theory by Yiantsios & Higgins [75]. These authors present in their Figures
13 and 14 the neutral stability curves for the viscosity-induced interfacial mode and
the shear mode, respectively. They show that the interfacial mode becomes un-
stable at the critical water Reynolds number R
2;int
= 1760, while the shear mode
becomes unstable at R
2;shear
= 10570. Yiantsios & Higgins conclude from these
results that the observation by Kao & Park that they could not excite the interfacial
mode agrees with linear theory. This relies on the fact that the ow becomes unsta-
ble at a Reynolds number R
2;exp
that is certainly smaller than the theshold value
R
2;int
for the onset of the interfacial mode. The remaining discrepancy between
the experimental and theoretical values for the onset of the shear mode instability
(R
2;exp
 R
2;shear
) can then be ascribed to nonlinear subcritical instability.
Since nite-amplitude disturbances are likely to be present in the ow congu-
ration studied by Kao & Park, the analysis of Yiantsios & Higgins in fact suggests
that the bifurcation of the interfacial mode is supercritical in nature, while that
of the shear mode is subcritical. In Table 5.5 this hypothesis is compared with
the predictions of the Stuart-Landau theory. It appears that the bifurcation of the
interfacial mode is indeed supercritical in nature [Re() < 0], as agrees with the
fact that Kao & Park could not excite the interfacial mode at subcritical condi-
tions. On the other hand, the observation that the shear mode becomes unstable
at subcritical conditions agrees with the subcritical nature of the bifurcation of this
mode [Re() > 0].
19
In addition, it may be noted that the critical water Reynolds number, based on the hydraulic
diameter of the channel and the supercial velocity dened by the ratio of the ow rate of water
to the total cross-sectional area of the channel, was found to be about 2300. This value in fact
resembles the onset of turbulence in single-phase cylindrical Poiseuille ow [25].
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When comparing Table 5.5 with the experiments of Kao & Park, two critical
remarks can be made. First, the onset of instability is observed at a Reynolds
number R
2;exp
much lower than the theoretical value R
2;shear
at which the Lan-
dau constant  is actually evaluated. Since the weakly nonlinear theory is valid
around criticality only, the above comparison with experiment should certainly be
interpreted with reservation. Second, the Landau constant for the shear mode is
evaluated under conditions at which the interfacial mode is linearly unstable, which
may question the use of a single master mode in the Stuart-Landau theory. Since
these issues cannot be resolved in a straightforward manner, we will conclude here
that the experiments of Kao & Park are consistent with the Stuart-Landau theory
in recognition of the above two possible objections.
5.3.4 McKee
In his thesis McKee [43] presents an experimental study of interfacial waves in
cocurrent oil-water Poiseuille ow. The viscosity ratio of the oil and the water is
about 18; in contrast to the experiment of Kao & Park [40], the thickness ratio
is not xed but varied as a function of the ow rates of the uids. In this way
McKee is able to excite the viscosity-induced interfacial mode, while Kao & Park
are not (cf. Section 5.3.3). The measurements show that within the laminar regime,
an unstable interfacial mode gives rise to short waves that span the width of the
channel. Obviously, as is apparent from Figure 4.13 in Ref. [43], the conditions
under which these short-wavelength disturbances become unstable coincide almost
exactly with the predictions of the linear theory.
In terms of the framework presented in Section 5.2, this excellent agreement
between experiment and linear theory suggests that the bifurcation of the observed
interfacial mode is supercritical in nature. It can be seen from Table 5.6 that this
hypothesis is conrmed by the Stuart-Landau theory. The supercritical nature of
the bifurcation [Re() < 0] makes plausible that the linear theory provides a reliable
tool for predicting the onset of instability in the parameter regime explored. In
the experiments of McKee, saturation of linear growth is mainly caused by the
interaction of the master mode and the mean-ow distortion, as represented by the
contribution 
0
.
5.3.5 Miesen, Beijnon, Duijvestijn, Oliemans & Verheggen
As is well-known, core-annular ow can be an attractive method for transporting
very viscous crude oil through a pipeline by lubricating it with a low-viscosity liquid
such as water. Owing to the complicated hydrodynamics of core-annular ow, the
buoyancy on the lighter oil core can be counterbalanced by inertial, pressure and
viscous forces. Waves on the oil-water interface play a crucial role in this balance
(see, for instance, the recent review paper of Joseph, Bai, Chen & Renardy [39]). A
well-known paper in which the formation of these waves is studied is that of Miesen,
Beijnon, Duijvestijn, Oliemans & Verheggen [44]. They present experiments and
a linear stability analysis of interfacial waves in core-annular ow with a viscosity
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Figure 5.10: Typical shape of the streamwise mean-ow deviation velocity eld u
0
(y) in
the water annulus for the core-annular ow experiment of Miesen, Beijnon, Duijvestijn,
Oliemans & Verheggen [44]. The basic ow in this experiment can be approximated by
a two-layer plane Couette ow, provided that the thickness of the less viscous lower uid
(water) is taken much smaller than the thickness of the upper uid (oil). In our conventions,
the water is bounded by the lower wall y =  1 and the (undisturbed) interface position
y = 0. The average streamwise velocity prole in the presence of nite-amplitude waves
can be obtained by adding the velocity eld u
0
(y) to the basic-state velocity prole U
j
(y).
The fact that u
0
(y) > 0 clearly suggests that the presence of waves causes the ow rate
in the water to increase. The parameters used correspond to the fourth column in Table
2 of Ref. [44], which reads m = 17700, r = 0:97, S = 0:68, F = 0:53 10
 4
, n = 40. The
fundamental eigenfunction has been normalized such that the interface displacement in
the linear problem equals 0:01.
ratio of the order of 10
4
. The water fraction is taken 15 percent or less, which means
that the thickness of the annulus is at most 10 percent of the radius of the pipe in
which the experiments are carried out.
In their experiment Miesen et al. observe interfacial waves with wave numbers
of the order of one, scaled with the thickness of the annulus. These observations are
compared with an asymptotic linear stability analysis for two-layer plane Couette
ow, based on the assumption that the annulus is much thinner than the core, that
the oil is much more viscous than the water, and that the waves are axisymmetric
in nature. Agreement between this analysis and the experiments turns out to be
very satisfactory; the linear theory correctly predicts that waves will exist with
wavelengths typically between 1  10 times the thickness of the annulus.
An implicit but important assumption underlying the use of linear theory by
Miesen et al. is that nonlinear eects saturate linear growth once the wave am-
plitude becomes nite. In order to verify this assumption, we have computed the
values of the Landau constant  for the examples discussed by Miesen et al. in their
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Figure 5.11: Typical shape of the streamwise mean-ow deviation velocity eld u
0
(y) in
the oil core for the core-annular ow experiment of Miesen, Beijnon, Duijvestijn, Olie-
mans & Verheggen [44]. In the two-layer plane Couette geometry, the oil is bounded by
the (undisturbed) interface position y = 0 and the (virtual) upper wall y = 40. The aver-
age streamwise velocity prole in the presence of nite-amplitude waves can be obtained
by adding the velocity eld u
0
(y) to the basic-state velocity prole U
j
(y). The fact that
u
0
(y) < 0 clearly suggests that the presence of waves causes the ow rate in the oil to
decrease. The parameters used are the same as in Figure 5.10.
Figure 7 and Table 2. Before actually interpreting the values given in our Table 5.7
and 5.8, however, the following should be noted. In core-annular ow, there is the
paradox that the stability of the ow conguration depends on the instability of
the oil-water interface. This interfacial instability leads to the formation of waves,
which play an essential role in the balance of forces on the lighter oil core. As such,
Miesen et al. measure the range of wave numbers for which the linear growth rate
is positive; the conditions at which the maximum growth rate is equal to zero are
not determined. This implies that it is not possible for us to evaluate the Landau
constant under conditions that are really critical. We will deal with this problem
by evaluating the Landau constant at the wave number that corresponds to the
maximum growth rate, assuming that the deviation variables beyond criticality are
still small enough to justify the weakly nonlinear expansion (5.18). It then appears
from Table 5.7 and 5.8 that for the conditions studied by Miesen et al., the real
part of the Landau constant is always negative. This implies that the linear growth
is saturated by nonlinear eects, as is consistent with the observations of Miesen et
al.. For large water ow rates, this saturation is mainly caused by the interaction

2
of the fundamental mode with the overtone mode; for small water ow rates,
saturation occurs because of the self-interaction 
1
of the fundamental mode.
In their paper Miesen et al. remark that the average velocity of the water layer
is smaller than the velocity of the oil core, but not by the factor of 2 that would be
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found for a linear velocity prole between a at interface and the wall. This follows
from the fact that the water hold-up, that is the volume fraction present in the pipe,
was found to be greater than the input water fraction by only a factor 1:0 1:3. The
authors attribute this feature to the presence of nite-amplitude waves, disturbing
the basic ow. In an attempt to verify this conjecture, we present in the Figures
5.10 and 5.11 the typical shape of the streamwise mean-ow deviation velocity eld
u
0
(y). The average total streamwise velocity in the presence of nite-amplitude
waves can then be obtained by adding this velocity eld u
0
(y) to the basic-state
velocity prole U
j
(y) (i.e. two-layer plane Couette ow). Obviously, the sign of
the velocity eld u
0
(y) in Fig. 5.10 resp. Fig. 5.11 suggests that the presence of
waves increases the ow rate in the water layer, while that of the oil is reduced.
This holds for both the FPG and the FVF-formulation of the weakly nonlinear
stability problem, and seems, at least in the qualitative sense, consistent with the
observations of Miesen et al..
To study this point in more detail, we can determine the change in ow rate
due to the presence of waves by evaluating the excess ow rate in the water and the
oil
20
4Q
water
=
Z
0
 1
u
0
(y) dy +
 
h
11
u
11
(y " 0) + c:c:

+
1
2

h
11
h
11
dU
2
(0)
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+ c:c:

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4Q
oil
=
Z
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0
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(y) dy  
 
h
11
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11
(y # 0) + c:c:

 
1
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
h
11
h
11
dU
1
(0)
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+ c:c:

: (5.30)
We note that in the FVF-formulation, the total excess ow rate Q
water
+Q
oil
is zero
by denition. Since the establishment of nite-amplitude waves gives rise to extra
dissipation in the ow system, this identity can only be satised when additional
power is supplied. In case of plane Couette ow, two external sources of energy are
available for this (see, for instance, Sangalli [67]). The rst source of energy can
be associated with a nonzero value of the average deviation pressure gradient p

(cf. Eq. 5.22). The second source of energy derives from an increase in the shear
rate at the upper wall y = n, caused by a nonzero value of the slope of the average
deviation velocity eld u
0
(y) at y = n (see Fig. 5.11). In the FPG-formulation,
the total excess ow rate Q
water
+ Q
oil
turns out to be positive, caused by an
energy supply that exceeds the extra dissipation. The values of the excess ow
20
These expressions are based on (i) the assumption that the average thickness of the uids
is unaected by the presence of nite-amplitude disturbances (A
01
= 0, cf. Section 5.2), (ii) the
weakly nonlinear expansion (5.18) for the streamwise deviation velocity component u(x; y; t), (iii)
taking the integral of this velocity component over the thickness of either of the uids, and (iv)
averaging the resulting expressions over a length much longer than the wavelength. The equations
(5.29) and (5.30) are then correct up to the leading-order nonlinear terms.
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rates 4Q
water
and 4Q
oil
for the ow elds in the Figs. 5.10 and 5.11 are given in
Table 5.9, showing that in this typical example the water ow rate is increased by
about 40 percent
21
. This agrees with the observation that the presence of nite-
amplitude waves leads to a signicant increase in the water ow rate.
When nonlinear eects saturate the linear growth, the leading-order interface
displacement h(x) can be constructed as a nite-amplitude superposition of the
fundamental eigenfunction, the mean-ow mode and the rst harmonic. For the
experiment of Miesen et al., the typical wave shape obtained in this way is shown
in Figure 5.12. We will compare this shape with that of a perfectly sinusoidal wave
by introducing a wave asymmetry factor, dened as the ratio of the length of the
downstream facing part of the wave and the total wavelength. It is apparent from
Fig. 5.12 that the actual wave-shape factor is certainly more than the factor of 0:5
that would exist for innitesimal waves (i.e. without including the eect of higher
harmonics). Although Miesen et al. do not pay any attention to the wave shape
in their paper, we note that some measurements of the wave asymmetry factor
are presented in a research memorandum from their research group [26]. These
measurements show that the downstream facing part of the wave is always longer
than the upstream facing part, corresponding to a wave-shape factor between about
0:5 and 0:65. Comparison with Fig. 5.12 then suggests that the shape of these waves
agrees qualitatively with the Stuart-Landau theory, which predicts a typical value
of 0:55.
The wave shape shown in Fig. 5.12 can also be placed in a somewhat broader
perspective. In core-annular ow, the core is levitated o the wall due a hydrody-
namic lifting action associated with the presence of waves. When the oil viscosity
is large enough, these waves are essentially standing waves that are convected with
the core as it moves downstream. As discussed by Ooms, Segal, Van der Wees,
Meerho & Oliemans [57] and Oliemans & Ooms [56], this picture suggests a lu-
bricating mechanism for the levitation of the core. They show that when the oil
core is assumed to be covered with saw tooth waves that act like an array of slipper
bearings
22
, a lift force proportional to the velocity of the oil core is being generated.
Although at rst sight this model seems to provide a realistic picture of what is
happening in core-annular ow, it was recently shown by Joseph and co-workers
[2] [3] [39] that these saw tooth waves are unstable and therefore cannot exist in
practise. This is simply because the pressure is highest just where the thickness of
the water layer is smallest, so that a wave of the type proposed in the Refs. [57]
and [56] must steepen where it was gentle, and smooth where it was sharp. Hence,
as illustrated in the cartoon in Figure 8 of Ref. [39], the actual wave shape in core-
annular ow is quite dierent from that in the theoretical concept of \lubricated
core-ow". By considering the resulting ow patterns in the water annulus, Joseph
and co-workers conclude that in core-annular ow inertia is essential for getting a
21
Of course, one may question whether the weakly nonlinear theory is very accurate for such
large disturbances. On the other hand, it is known (see, for instance, Joseph et al. [39]) that in
the strongly nonlinear regime even the linear theory can provide meaningful results.
22
Closer observation, however, learns that this theoretical assumption is not consistent with the
experiments presented in the above-mentioned research memorandum [26]. This paradox will soon
be resolved in the regular text.
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Figure 5.12: Typical shape of the interface displacement y = h(x) for the interfacial
waves in the core-annular ow experiment of Miesen, Beijnon, Duijvestijn, Oliemans &
Verheggen [44]. The horizontal line represents the undisturbed interface y = 0; the vertical
coordinate ranges from the boundary wall y =  1 to an arbitrary chosen truncation height
y = 1:5. The parameters used are the same as in Figure 5.10; the basic ow is directed
from the left to the right. The interface displacement y = h(x) has been constructed as
a nite-amplitude superposition of the fundamental eigenfunction, the mean-ow mode
and the rst harmonic. The displacement suggests, among others, that the length of the
downstream facing part of the wave is somewhat larger than that of the upstream facing
part. This feature corresponds to a wave shape factor that is certainly greater than the
factor of 0:5 that would exist for a perfectly sinusoidal wave, as agrees qualitatively with
the observations.
lift, just as in ying, and therefore prefer to speak of \ying core ow". In view
of these recent developments, it is of course interesting to compare the calculated
wave shape in Fig. 5.12 with the cartoon in Figure 8 of Ref. [39]. When the length
of the downstream facing part of the wave is compared with that of the upstream
facing part, this shows that the calculated wave shape is indeed that of ying core
ow rather than that of lubricated core ow. In fact, Fig. 5.12 settles the argument
of Joseph and his co-workers.
At the end of this section, we note that a more quantitative comparison between
the Stuart-Landau theory and the experiments of Miesen et al. is not only prevented
by the rather large experimental errors involved (see Section 2 in Ref. [44]), but
also by two theoretical issues. First, one may question whether the observed waves
are really axisymmetric in nature, since the recent work of Boomkamp & Miesen
[9], Bai, Chen & Joseph [1] and Hu & Patankar [35] clearly shows that the growth
rates of the rst nonaxisymmetric wave modes are almost equal to that of the ax-
isymmetric mode studied above. This means that a complete nonlinear description
of interfacial waves in core-annular ow should also take these nonaxisymmetric
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modes into account (see, for instance, Renardy [64]). Second, at the conditions
under which Miesen et al. study interfacial waves, the rst harmonic with wave
number 
2
= 2
f
is usually linearly unstable as well (see, for instance, Figure 9
and 10 in Ref. [44]). In fact, more accurate predictions can be obtained by per-
forming a multimode nonlinear analysis with two master modes instead of one. We
might for instance speculate that such an extended analysis results in a wave shape
that looks even closer to the ying core given in Figure 8 of Ref. [39] than our
present Fig. 5.12.
5.3.6 Cohen & Hanratty
In contrast to the previous experiments, which all deal with oil-water ow, the
experiment of Cohen & Hanratty [22] is concerned with gas-liquid ow. In their
classic experiment Cohen & Hanratty study the conditions for the onset of wave
formation on liquid lms that are sheared by a gas, where the lms are several
millimeters thick and have a viscosity between one and ten times that of water.
The experiments are performed in a rectangular channel approximately 1 in. high.
For a xed ow rate in the liquid lm, i.e. for a constant liquid Reynolds number,
they measure the gas velocity at which the rst waves develop. These waves are
two-dimensional in nature and have a wavelength that is typically one to ten times
the thickness of the lm. Cohen & Hanratty compare
23
the measured values of the
critical gas velocity with an approximate solution of the linear stability problem,
based on decoupling the dynamics of the disturbances in the gas and liquid phase
(the so-called \divided attack" [7]). It is found that the experimental value of the
critical gas velocity and the theoretical one are in reasonable agreement, although
the theoretical value is systematically higher. In a recent paper Miesen & Boersma
[45] rene the theoretical analysis of Cohen & Hanratty by solving the linear stability
problem numerically. They nd an average error of the order of 10 percent in the
predictions of the critical gas velocity, which is within the experimental error of 10
to 20 percent.
Once again the close agreement between experiment and linear theory suggests
a supercritical bifurcation of the observed waves. This hypothesis is compared with
the predictions of the Stuart-Landau theory in Table 5.10, where the parameters
used correspond to Table 2 of the paper of Miesen & Boersma [45]. Following the
paper of Kuru, Sangalli, Uphold & McCready [41], we will assume that the time-
averaged basic-state velocity prole U
j
(y) can be approximated by the polynomial
prole of Pai [58] and Brodkey [13]. This velocity prole is given in explicit form in
23
In doing so, it is assumed that the velocity prole in the turbulent gas phase can be described
by its time-averaged value. Such a \quasi-steady" approach seems justied in view of, for instance,
the recent work of Kuru et al. [41], who present growth rate calculations for both laminar as well
as turbulent air ow over water, nding only small dierences if the friction velocity and the liquid
height are taken the same. Their conclusion that the primary eect of turbulence is through
changes in the time-averaged velocity prole is also supported by observation: liquid lms can
have a perfectly smooth surface in the presence of a turbulent gas ow if the mean air velocity is
below a certain critical value [22]. In fact, this suggests that the time scale corresponding to the
turbulent uctuations is in general much shorter than that of the growth of disturbances of the
time-averaged ow (typically 10
 6
s [69] vs. 10
 2
s [45] for wind over water).
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Eqn. (27)-(28) in Ref. [41], and has the convenient property that it applies directly to
a turbulent gas layer in a channel with nite thickness (so that U
1
(y = n) = 0). This
makes this prole easy to implement in our computer code in the sense that, unlike
for the case where the gas layer is assumed to be of innite extent (as assumed
by Cohen & Hanratty, Yih [78] and Miesen & Boersma [45], among others), no
approximate analytical solution of the weakly nonlinear equations is needed in the
gas region far from the interface. The average error in the prediction of the critical
gas Reynolds number is then about 18 percent, which is not as good as in the paper
of Miesen & Boersma, but still within experimental error.
When using the prole of Pai and Brodkey, the Stuart-Landau theory conrms
our hypothesis of a supercritical bifurcation of the observed waves. This relies on
the value of Re() in Table 5.10, which is negative for both the FPG and the FVF-
formulation. Besides the direction of the bifurcation, the computations show that
the absolute value of Re() generally increases with increasing liquid viscosity 
2
,
which in fact suggests that the waves will saturate at smaller amplitude on the more
viscous lms. This agrees with intuition, since viscous dissipation is likely to be an
important mechanism to subtract energy from the disturbed ow as the amplitude
increases. Unfortunately, however, no experimental data are available to verify
this trend. Finally, we note that in this case the saturation of the short-wavelength
disturbances is mainly caused by the cubic self-interaction of the fundamental mode,
as represented by the contribution 
1
. This dominance of cubic self-interaction was
also found by Sangalli et al. [68] for lms with a somewhat lower value of the
liquid Reynolds number (between about 10 and 50). We may therefore conclude
that the saturation of interfacial waves in gas-liquid ow nds its origin in cubic-
self interaction. In oil-water ow, however, saturation is usually caused by the
interaction of the master mode with either the overtone mode or the mean-ow
mode (cf. Section 5.3.1-5.3.5).
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(j)
(x 10
3
) n U
plate
FPG

0
0.57 0.44 -2.48 + 1.32 i

2
1.33 + 1.62 i

1
0.40 - 0.64 i
 -0.74 + 2.31 i

0
0.67 0.40 -2.52 + 1.52 i

2
0.99 + 1.45 i

1
0.44 - 0.79 i
 -1.09 + 2.18 i

0
0.82 0.41 -2.32 + 1.68 i

2
0.75 + 1.31 i

1
0.45 - 0.81 i
 -1.12 + 2.17 i

0
1.00 0.44 -2.04 + 1.63 i

2
0.55 + 1.28 i

1
0.44 - 0.72 i
 -1.06 + 2.19 i

0
3.00 1.95 -0.35 - 0.10 i

2
-0.45 + 0.29 i

1
0.17 + 0.05 i
 -0.64 + 0.24 i

0
5.67 5.58 -0.19 - 0.15 i

2
-0.43 - 0.02 i

1
0.10 + 0.08 i
 -0.52 - 0.08 i
Table 5.1: The Landau constant  for some points on the lower SW-branch in the neu-
tral stablity diagram shown in Figure 5.3, evaluated at criticality. The thickness ratio is
indicated by n, while U
plate
denotes the corresponding critical value of the upper plate ve-
locity. As argued in the regular text, it is very likely that the establishment of short waves
in the experiment of Barthelet, Charru & Fabre [19] [5] [6] can be associated with this
lower SW-branch becoming unstable. In terms of the weakly nonlinear theory, this would
correspond to a supercritical bifurcation. This hypothesis is conrmed by the computa-
tions, because it appears that the real part of the Landau constant  is always negative.
In all cases the fundamental eigenfunction has been normalized such that the interface
displacement in the linear problem equals 0:01. The properties of the oil and water are
given in Table 1 of Ref [5]; the viscosity ratio used is m = 1:55.
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(j)
(x 10
3
) n U
plate
FPG

0
0.11 0.61 0.00 - 0.01 i

2
-1.28 - 3.35 i

1
0.00 + 0.01 i
 -1.28 - 3.34 i

0
0.18 0.80 0.00 + 0.00 i

2
-1.27 - 2.78 i

1
0.00 + 0.01 i
 -1.27 - 2.77 i

0
0.25 1.00 0.00 + 0.00 i

2
-0.79 - 1.76 i

1
0.00 + 0.00 i
 -0.79 - 1.76 i

0
0.33 1.27 0.00 + 0.00 i

2
-0.45 - 1.22 i

1
0.00 + 0.00 i
 -0.45 - 1.22 i

0
0.43 1.66 0.00 - 0.00 i

2
-0.29 - 0.79 i

1
0.00 + 0.00 i
 -0.29 - 0.79 i

0
0.54 2.41 0.00 - 0.00 i

2
-0.16 - 0.53 i

1
0.00 + 0.00 i
 -0.16 - 0.53 i
Table 5.2: The Landau constant  for some points on the LW-branch in the neutral
stablity diagram shown in Figure 5.3. The thickness ratio is indicated by n, while U
plate
denotes the corresponding critical value of the upper plate velocity. It is likely that the
establishment of long waves in the experiment of Barthelet et al. [5] can be associated with
a supercritical bifurcation of this LW-branch. The predictions of the Stuart-Landau theory
support this hypothesis, because it appears that the real part of the Landau constant 
is always negative. Since the long-wavelength instability sets in at zero wave number, we
have chosen to evaluate the Stuart-Landau theory just 5 percent beyond criticality, which
corresponds to a nonzero value of the fundamental wave number. It can be shown that
similar results are obtained when the theory is evaluated 10 percent beyond criticality.
In all cases the fundamental eigenfunction has been normalized such that the interface
displacement in the linear problem equals 0:01. The properties of the oil and water are
given in Table 1 of Ref [5]; the viscosity ratio used is m = 1:55.
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(j)
(x 10
3
) R
sup;oil
R
sup;water
FPG FVF

0
100 4985 -4.14 - 1.15 i -3.16 - 2.47 i

2
0.52 + 11.55 i 0.52 + 11.55 i

1
0.58 + 1.31 i 0.58 + 1.31 i
 -3.05 + 11.71 i -2.07 + 10.39 i

0
250 5519 -0.70 - 0.35 i -0.64 - 0.55 i

2
-5.68 - 2.68 i -5.68 - 2.68 i

1
0.08 + 0.32 i 0.08 + 0.32 i
 -6.30 - 2.70 i -6.24 - 2.91 i

0
400 5882 -0.26 - 0.11 i -0.26 - 0.18 i

2
-2.61 - 2.25 i -2.61 - 2.25 i

1
0.02 + 0.13 i 0.02 + 0.13 i
 -2.85 - 2.24 i -2.85 - 2.31 i

0
550 6286 -0.17 - 0.07 i -0.16 - 0.10 i

2
-2.38 - 1.78 i -2.38 - 1.78 i

1
0.01 + 0.08 i 0.01 + 0.08 i
 -2.54 - 1.77 i -2.54 - 1.80 i
Table 5.3: The Landau constant  for the short-wavelength interfacial mode in the oil-
water experiment of Charles & Lilleleht [18], evaluated at criticality. The properties of
the oil and water are given in Table 1 of their paper. To facilitate comparison with Figure
2 in Ref. [18], the supercial Reynolds numbers of the oil and water are given in the
second and third column, respectively. In all cases the fundamental eigenfunction has
been normalized such that the interface displacement in the linear problem equals 0:01. It
is seen that in both the FPG and the FVF-formulation the bifurcation of the interfacial
mode is supercritical in nature. The observation by Charles & Lilleleht of so-called `large
two-dimensional waves' can be associated with this interfacial mode becoming unstable.
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(x 10
3
) R
sup;oil
R
sup;water
FPG FVF

0
100 18058 45.38 - 93.27 i 46.24 - 108.86 i

2
24.91 - 73.21 i 24.91 - 73.21 i

1
0.45 - 1.06 i 0.45 - 1.06 i
 70.75 - 167.54 i 71.61 - 183.13 i

0
250 25803 6.99 - 38.56 i 7.36 - 43.10 i

2
4.96 - 29.34 i 4.96 - 29.34 i

1
0.77 + 1.28 i 0.77 + 1.28 i
 12.71 - 66.62 i 13.09 - 71.16 i

0
400 24519 4.80 - 34.17 i 5.09 - 38.76 i

2
0.32 - 25.93 i 0.32 - 25.93 i

1
0.69 - 0.65 i 0.69 - 0.65 i
 5.80 - 60.75 i 6.09 - 65.33 i

0
550 24113 5.71 - 37.05 i 5.86 - 41.88 i

2
0.90 - 28.02 i 0.90 - 28.02 i

1
-0.08 - 0.21 i -0.08 - 0.21 i
 6.54 - 65.28 i 6.68 - 70.12 i

0
700 25630 3.64 - 38.40 i 3.81 - 43.34 i

2
-1.38 - 29.74 i -1.38 - 29.74 i

1
-0.04 + 0.00 i -0.04 + 0.00 i
 2.22 - 68.13 i 2.39 - 73.08 i

0
825 25947 1.86 - 35.70 i 2.17 - 40.19 i

2
-4.46 - 27.99 i -4.46 - 27.99 i

1
0.00 + 0.03 i 0.00 + 0.03 i
 -2.61 - 63.66 i -2.30 - 68.15 i

0
1000 24176 1.79 - 29.99 i 1.96 - 34.22 i

2
-6.28 - 23.39 i -6.28 - 23.39 i

1
0.00 + 0.04 i 0.00 + 0.04 i
 -4.48 - 53.35 i -4.31 - 57.57 i
Table 5.4: The Landau constant  for the shear mode in the oil-water experiment of
Charles & Lilleleht [18], evaluated at criticality. The properties of the oil and water are
given in Table 1 of their paper. In all cases the fundamental eigenfunction has been
normalized such that the interface displacement in the linear problem equals 0:01. It is
seen that for oil Reynolds numbers up to about 700-800 the bifurcation of the interfacial
mode is subcritical in nature, as seems consistent with the experimental observations.
For higher values of the oil Reynolds number, however, the bifurcation is supercritical in
nature, which does not agree with the experiment. As discussed in the main text, this
discrepancy may be caused by either experimental or theoretical problems.
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) FPG FVF FPG FVF

0
-7.47 - 3.62 i -5.73 - 5.86 i 16.25 - 46.04 i 16.48 - 51.32 i

2
3.05 - 0.70 i 3.05 - 0.70 i 5.99 - 36.12 i 5.99 - 36.12 i

1
-0.12 + 2.80 i -0.12 + 2.80 i 0.16 - 0.05 i 0.16 - 0.05 i
 -4.54 - 1.53 i -2.80 - 3.76 i 22.40 - 82.21 i 22.63 - 87.49 i
Table 5.5: The Landau constant  for the interfacial mode and the shear mode in the
oil-water experiment of Kao & Park [40], evaluated at criticality. The parameters for the
interfacial mode are 
f
= 1:23, R
2
= 1:76 10
3
, m = 20, r = 0:864, n = 1, S = 0:12, F =
0:88; the parameters for the shear mode are 
f
= 1:43, R
2
= 10:57 10
3
, m = 20, r = 0:864,
n = 1, S = 0:34 10
 2
, F = 0:24 10
 1
. In both cases the fundamental eigenfunction has
been normalized such that the interface displacement in the linear problem equals 0:01. It
is seen that in both the FPG and the FVF-formulation the bifurcation of the interfacial
mode is supercritical in nature, while the bifurcation of the shear mode is subcritical.
These results agree with the observation of Kao & Park that the shear mode becomes
unstable at subcritical conditions, while the interfacial mode could not be excited.
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(j)
(x 10
3
) R
1
R
2
FPG FVF

0
3 665 -5.83 + 2.73 i -4.27 - 0.85 i

2
0.53 - 0.47 i 0.53 - 0.47 i

1
1.15 + 0.60 i 1.15 + 0.60 i
 -4.15 + 2.86 i -2.59 - 0.72 i

0
6 634 -2.20 + 0.92 i -1.78 + 0.06 i

2
0.31 + 0.15 i 0.31 + 0.15 i

1
0.45 + 0.22 i 0.45 + 0.22 i
 -1.44 + 1.29 i -1.02 + 0.43 i

0
9 622 -0.92 + 0.43 i -0.81 + 0.13 i

2
0.12 + 0.26 i 0.12 + 0.26 i

1
0.18 + 0.08 i 0.18 + 0.08 i
 -0.62 + 0.78 i -0.51 + 0.48 i

0
12 605 -0.36 + 0.25 i -0.33 + 0.14 i

2
0.00 + 0.23 i 0.00 + 0.23 i

1
0.06 + 0.01 i 0.06 + 0.01 i
 -0.29 + 0.48 i -0.27 + 0.38 i

0
15 572 -0.17 + 0.16 i -0.11 + 0.11 i

2
-0.04 + 0.15 i -0.04 + 0.15 i

1
0.01 - 0.02 i 0.01 - 0.02 i
 -0.19 + 0.29 i -0.13 + 0.23 i
Table 5.6: The Landau constant  for the short-wavelength interfacial mode in the oil-
water experiment of McKee [43], evaluated at criticality. The physical properties of the ow
system are 
1
= 855 kg m
 3
, 
2
= 998 kg m
 3
, 
1
= 17:81 10
 3
Pa s, 
2
= 9:58 10
 4
Pa s,
 = 3:5 10
 2
N m
 1
. The Reynolds number R
1
and R
2
are proportional to the ow rate
in the oil and water layer, respectively. In all cases the fundamental eigenfunction has
been normalized such that the interface displacement in the linear problem equals 0:01. It
is seen that in both the FPG and the FVF-formulation the bifurcation of the interfacial
mode is supercritical in nature. These results agree with the observation of McKee that
the onset of instability can be predicted quite well with the linear theory.
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(j)
(x 10
3
) R
2
R
1
FPG FVF

0
7747 60.2 -0.06 - 6.09 i -0.06 - 5.99 i

2
-0.87 + 2.28 i -0.87 + 2.28 i

1
0.32 + 1.96 i 0.32 + 1.96 i
 -0.61 - 1.85 i -0.61 - 1.75 i

0
6000 46.7 -0.14 - 5.82 i -0.14 - 5.69 i

2
-0.63 + 2.36 i -0.63 + 2.36 i

1
-0.01 + 1.74 i -0.01 + 1.74 i
 -0.78 - 1.71 i -0.77 - 1.59 i

0
4000 31.1 -0.17 - 4.83 i -0.17 - 4.71 i

2
-0.33 + 2.11 i -0.33 + 2.11 i

1
-0.26 + 1.45 i -0.26 + 1.45 i
 -0.76 - 1.27 i -0.76 - 1.15 i

0
2000 15.6 -0.11 - 2.97 i -0.10 - 2.89 i

2
-0.10 + 1.38 i -0.10 + 1.38 i

1
-0.27 + 0.96 i -0.27 + 0.96 i
 -0.48 - 0.63 i -0.47 - 0.56 i
Table 5.7: The Landau constant  for the interfacial waves in the core-annular ow
experiment of Miesen, Beijnon, Duijvestijn, Oliemans & Verheggen [44], evaluated at the
wave number with the maximum growth rate. As shown by Miesen et al., the basic ow in
their experiment can be approximated by a two-layer plane Couette ow, provided that the
thickness of the less viscous lower uid (water) is taken much smaller than the thickness
of the upper uid (oil). The parameters used correspond to Figure 7 in Ref. [44], which
reads m = 10
4
, r = 0:97, S = 0:08, F = 0:53 10
 4
, n = 40. The Reynolds numbers
of the water and oil layer are represented by R
2
and R
1
, respectively. In all cases the
fundamental eigenfunction has been normalized such that the interface displacement in
the linear problem equals 0:01. The Table shows that the real part of the Landau constant
is always negative, corresponding to nonlinear saturation of the growth of the waves. These
results support the conclusion of Miesen et al. that the wavelength of interfacial waves
in core-annular ow with a large viscosity ratio can be predicted correctly with the linear
stability theory.
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(j)
(x 10
3
) m R
2
R
1
S FPG FVF

0
3600 360 7.8 0.300 -0.02 - 1.10 i -0.02 - 1.08 i

2
-0.04 + 0.53 i -0.04 + 0.53 i

1
-0.08 + 0.39 i -0.08 + 0.39 i
 -0.15 - 0.18 i -0.14 - 0.16 i

0
3600 765 16.6 0.072 -0.08 - 2.36 i -0.08 - 2.30 i

2
-0.07 + 1.12 i -0.07 + 1.12 i

1
-0.21 + 0.79 i -0.21 + 0.79 i
 -0.36 - 0.45 i -0.35 - 0.39 i

0
4000 1465 28.6 0.020 -0.18 - 4.33 i -0.18 - 4.20 i

2
-0.09 + 2.03 i -0.09 + 2.03 i

1
-0.42 + 1.40 i -0.42 + 1.40 i
 -0.69 - 0.90 i -0.69 - 0.76 i

0
17700 155 0.68 0.680 0.01 - 0.27 i 0.01 - 0.27 i

2
-0.01 + 0.14 i -0.01 + 0.14 i

1
-0.02 + 0.12 i -0.02 + 0.12 i
 -0.02 - 0.01 i -0.02 - 0.01 i

0
16200 785 3.8 0.068 -0.02 - 1.00 i -0.01 - 0.97 i

2
-0.01 + 0.49 i -0.01 + 0.49 i

1
-0.11 + 0.36 i -0.11 + 0.36 i
 -0.14 - 0.15 i -0.13 - 0.13 i

0
16200 1600 7.7 0.024 -0.06 - 1.97 i -0.05 - 1.92 i

2
-0.02 + 0.95 i -0.02 + 0.95 i

1
-0.22 + 0.67 i -0.22 + 0.67 i
 -0.30 - 0.35 i -0.29 - 0.30 i
Table 5.8: The Landau constant  for the interfacial waves in the core-annular ow
experiment of Miesen, Beijnon, Duijvestijn, Oliemans & Verheggen [44], evaluated at the
wave number with the maximum growth rate. The parameters used correspond to Table 2
in Ref. [44], and are based on two-layer plane Couette ow with r = 0:97 and n = 40 (see
also Table 5.7). In all cases the fundamental eigenfunction has been normalized such that
the interface displacement in the linear problem equals 0:01. The Table shows that the
real part of the Landau constant is always negative, corresponding to nonlinear saturation
of the growth of the waves.
FPG FVF
oil   3:23 %   44:1 %
water + 44:0 % + 44:1 %
Table 5.9: The excess ow rates 4Q
water
and 4Q
oil
for the example presented in Fig-
ure 5.10 and 5.11. The values are based on Eqs. (5.29) and (5.30); they are given as a
percentage of the ow rate in the water layer that would exist for a linear velocity prole
between a at interface and the wall.
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No. 
(j)
(x 10
3
) 
2
(mPas) R
2
R
1
FPG FVF
I 
0
0.929 88 3240 0.05 + 0.41 i 0.06 + 0.38 i

2
-0.05 + 0.75 i -0.05 + 0.75 i

1
-0.07 - 0.11 i -0.07 - 0.11 i
 -0.07 + 1.05 i -0.06 + 1.02 i
II 
0
0.933 160 2706 0.16 + 1.16 i 0.17 + 1.00 i

2
-0.09 + 1.44 i -0.09 + 1.44 i

1
-0.19 - 0.19 i -0.19 - 0.19 i
 -0.12 + 2.40 i -0.10 + 2.24 i
III 
0
0.925 247 2444 0.26 + 2.14 i 0.28 + 1.66 i

2
-0.18 + 2.83 i -0.18 + 2.83 i

1
-0.29 - 0.25 i -0.29 - 0.25 i
 -0.21 + 4.72 i -0.19 + 4.25 i
IV 
0
3.95 140 1839 0.65 + 7.48 i 1.22 - 4.42 i

2
2.83 - 12.03 i 2.83 - 12.03 i

1
-4.06 - 0.11 i -4.06 - 0.11 i
 -0.59 - 4.66 i -0.02 - 16.57 i
V 
0
3.89 61 3104 0.01 + 3.65 i 0.21 + 2.67 i

2
0.34 + 6.42 i 0.34 + 6.42 i

1
-2.55 - 0.42 i -2.55 - 0.42 i
 -2.20 + 9.65 i -2.00 + 8.67 i
VI 
0
11.2 48 2542 -4.05 + 15.05 i -2.30 + 8.64 i

2
16.29 - 27.61 i 16.29 - 27.61 i

1
-19.13 - 3.34 i -19.13 - 3.34 i
 -6.89 - 15.90 i -5.14 - 22.31 i
VII 
0
11.2 21 4190 -4.29 + 12.12 i -3.26 + 11.76 i

2
-6.42 - 1.20 i -6.42 - 1.20 i

1
-15.64 - 2.80 i -15.64 - 2.80 i
 -26.35 + 8.12 i -25.32 + 7.76 i
Table 5.10: The Landau constant  for the short-wavelength interfacial mode in the
gas-liquid experiment of Cohen & Hanratty [22], evaluated at criticality. The parameters
used correspond to the seven columns in Table 2 of the paper of Miesen & Boersma [45].
In the top three experiments the liquid is water; in the other experiments the liquid is
a water glycerine mixture. The Reynolds number R
2
is determined by the experimental
value of the ow rate in the liquid lm; R
1
denotes the calculated value of the critical
Reynolds number in the gas. In the calcalutions the basic-state velocity prole U
j
(y)
is approximated by the polynomial prole of Pai [58] and Brodkey [13]. In all cases the
fundamental eigenfunction has been normalized such that the interface displacement in the
linear problem equals 0:01. It is seen that in both the FPG and the FVF-formulation the
bifurcation of the interfacial mode is supercritical in nature, as agrees with the observation
that the onset of instability can be predicted well with the linear theory. Note that the
absolute value of Re() increases with increasing liquid viscosity 
2
, which indicates that
the wave amplitude remains relatively small on the more viscous lms.
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5.4 Closing remarks
We have studied the weakly nonlinear stability of parallel two-phase ow by com-
paring theoretical results with experimental observations. First we derived in Sec-
tion 5.2 the Stuart-Landau equation (5.24), which can be considered the simplest
paradigm of nonlinear short-wavelength instability in parallel two-phase ow. This
equation enhances the information on the ow stability gained by a linear stability
analysis in several ways, such as the direction of the bifurcation, the value of the
equilibrium amplitude, the shape of the wave, and the physical mechanism respon-
sible for the saturation of linear growth.
Building upon the results of the underlying linear stability problem, we subse-
quently compared the predictions of the Stuart-Landau theory with six experiments
from the open literature (Section 5.3). Five of these experiments apply to liquid-
liquid ow, as reported by Barthelet, Charru & Fabre [5], Charles & Lilleleht [18],
Kao & Park [40], McKee [43] and Miesen, Beijnon, Duijvestijn, Oliemans & Ver-
heggen [44], respectively. The sixth experiment applies to gas-liquid ow, and is
reported by Cohen & Hanratty [22]. The quality and extensiveness of these experi-
ments varies from case to case, and can be considered the highest for the experiment
of Barthelet et al.. In general, the predictions of the Stuart-Landau theory for the
direction of the bifurcation, the wave amplitude and the wave shape agree well with
the above experiments. This also holds for the excess ow rate due to the presence
of waves.
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Appendix chapter 5: weakly nonlinear equations
By retaining terms up to the cubic order in the deviation variables (u
j
; v
j
; p
j
; h),
the Navier-Stokes equations can be written as
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in the lower uid ( 1 < y < 0).
The boundary conditions expressing no-slip and no-penetration at the channel
walls are
u
1
= v
1
= 0; at y = n;
u
2
= v
2
= 0; at y =  1:
As usual, we require at the interface y = h(x; t) continuity of normal velocity,
tangential velocity, tangential stress and normal stress. After expanding the basic-
state velocity proleU
j
(y) and the deviation variables (u
j
; v
j
; p
j
; h) in a Taylor series
around the unperturbed position of the interface y = 0, these interface conditions
can be written as
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respectively, evaluated at y = 0. Together with the kinematic interface condition
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this provides all equations needed for a weakly nonlinear stability analysis. For
two-layer Couette or Poiseuille ow in a horizontal channel, the above equations
reduce to those presented by Blennerhassett [8].
It will be clear that the above equations can be written in the schematic form
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where 	(x; y; t) = (u
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; h). The left-hand side represents all linear terms aris-
ing in the problem, while the nonlinear vector function N contains the interaction
terms. It is convenient to put these interaction terms into forms that are symmetric
to any interchange of their argument functions [62]. For the quadratic interaction
terms this can be achieved by dening the operator
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5.5 SUMMARY
Against the technological background sketched in the General Introduction, this
thesis presents four investigations of the stability of parallel two-phase ow.
First of all, Chapter 1 presents a classication scheme for the various instabilities
arising in parallel two-phase ow, using the linear theory of hydrodynamic stability.
This classication scheme is aimed at making the extensive literature on this topic
more transparent. To achieve such a classication, the equation governing the rate
of change of the kinetic energy of the disturbances is evaluated for relevant values
of the physical parameters. This shows that the literature can be classied into ve
groups, based on the ve dierent mechanisms by which energy transfer can take
place. These mechanisms have their origins in density stratication, velocity prole
curvature and viscosity stratication or shear eects.
Although the purpose of Chapter 1 is to classify the existing literature, some
corrections to this literature are made as well. It appears for instance that the gen-
eration of capillary-gravity waves cannot be explained by the presence of a positive
Reynolds stress directly above the gas-liquid interface, as argued by Miles [6]; these
waves must be associated with the viscosity jump at the interface. Moreover, it is
found that the internal mode of instability is actually driven by two sources of en-
ergy, while this mode has traditionally been associated with shear eects only (see
Miles [5] and Smith & Davis [8]). Another interesting feature of the classication
scheme is that the classical Kelvin-Helmholtz instability is lacking. This suggests
that including viscous eects, however small, into the formulation of the stability
problem rules out this essentially inviscid type of instability.
Chapter 2 subsequently presents a linear stability analysis of core-annular ow
with a small water-to-oil viscosity ratio, based on the method of matched asymptotic
expansions. This analysis reveals that a description of interfacial waves in core-
annular ow should also take the nonaxisymmetric modes into account, because
these modes turn out to have growth rates that are approximately equal to those
of the axisymmetric modes. In this regard the analysis supplements the current
picture of the formation of interfacial waves in core-annular ow, based on the
paper of Preziosi, Chen & Joseph [7]. The experiments by Bai, Chen & Joseph [1]
support the conclusion that the rst nonaxisymmetric mode can be very important,
as does the fact that the oil core in the experiments by Miesen, Beijnon, Duijvestijn,
Oliemans & Verheggen [4] sometimes appears very nonaxisymmetric.
In the more general case of parallel two-phase ow, the linear stability problem
is too complicated to be solved analytically. In view of this complexity, Chapter 3
describes a Chebyshev collocation method for solving the eigenvalue problem that
governs the stability of parallel two-phase ow. The method is based on the ex-
pansion of the eigenfunctions in terms of Chebyshev polynomials, point collocation,
and subsequent solution of the resulting generalized eigenvalue problem with the
QZ-algorithm. Unlike alternative methods such as shooting techniques or nite-
dierence approximations, the Chebyshev collocation method provides exponential
convergence. The corresponding computer code provides the numerical basis for
the classication scheme presented in Chapter 1 and the weakly nonlinear stability
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results presented in Chapter 4.
The thesis ends with a comparison of the weakly nonlinear theory of hydrody-
namic stability with six experiments from the open literature (Chapter 4). The
short-wavelength instabilities observed in these experiments are analyzed in terms
of the so-called Stuart-Landau theory, which governs the weakly nonlinear stability
of disturbances that are periodic in space. In general, it appears that the predic-
tions of the Stuart-Landau theory for the direction of the bifurcation, the shape
of the wave and the excess ow rate due to the presence of waves agrees well with
the experiments, at least in a qualitative sense. As a more quantitative example,
we recall that the predicted value of the short-wave amplitude in the experiment of
Barthelet, Charru & Fabre [2] [3] turns out to be correct within a factor 2, which is a
satisfactory result in view of the experimental errors and theoretical approximations
involved.
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Samenvatting
Tegen de technologische achtergrond zoals geschetst in Hoofdstuk 1, presenteert
dit proefschrift vier min of meer op zichzelf staande studies naar de stabiliteit van
gestraticeerde tweefasenstroming. Hoofdstuk 2 presenteert allereerst een klassi-
catieschema voor de verschillende soorten instabiliteit die zich kunnen voordoen
in gestraticeerde tweefasenstroming, uitgaande van de lineaire stabiliteitstheorie.
Dit klassicatieschema heeft tot doel de omvangrijke literatuur op dit terrein op
heldere en eenduidige wijze in kaart te brengen. Het klassicatieschema laat zich
construeren door de vergelijking voor de kinetische energie van de verstoringen te
evalueren voor een groot aantal combinaties van fysische parameters. Dit leidt tot
een klassicatie van de bestaande literatuur in vijf groepen, gebaseerd op de vijf
mechanismen waardoor verstoringen energie kunnen onttrekken aan de grondstro-
ming. Deze mechanismen vinden hun oorsprong in een straticatie van de dichtheid,
een kromming in het snelheidsproel, een straticatie van de viscositeit, shear ef-
fecten in de bulk van een van de uda of een combinatie van beide laatstgenoemde
eecten.
Ofschoon het klassicatieschema zijn bestaansrecht vooral ontleent aan zijn
doorzichtigheid en volledigheid, leidt het construeren ervan tevens tot een aan-
tal interessante correcties op de bestaande literatuur. Zo blijkt dat het ontstaan
van zogenaamde capillaire zwaartekrachtsgolven zich niet laat verklaren door de
aanwezigheid van een positieve Reynoldsspanning vlak boven het vloeistofopper-
vlak, zoals gesuggereerd door Miles [6]. Deze capillaire zwaartekrachtsgolven zijn
namelijk direct gerelateerd aan de straticatie van de viscositeit. Bovendien blijkt
dat de zogenaamde interne instabiliteitsmode gevoed wordt door twee afzonderlijke
energiebronnen, terwijl deze mode traditioneel slechts in verband wordt gebracht
met een enkele energiebron als gevolg van shear eecten [5] [8]. Een ander inter-
essant gegeven is dat de bekende Kelvin-Helmholtz instabiliteit in het schema ont-
breekt. Dit suggereert dat het in rekening brengen van zwak viskeuze eecten reeds
voldoende is om het optreden van dit niet-viskeuze type instabiliteit te doorkruisen.
Hoofdstuk 3 presenteert vervolgens een lineaire stabiliteitsanalyse van kern-
ringstroming met een zeer kleine viscositeitsverhouding (water vs. olie), gebaseerd
op de zogenaamde methode van de `matched asymptotic expansions'. Deze anal-
yse laat zien dat voor een adequate beschrijving van golven in kernringstroming
ook niet-axisymmetrische modes in ogenschouwmoeten worden genomen, aangezien
deze modes corresponderen met groeisnelheden die vergelijkbaar zijn met die van
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de axisymmetrische modes. Als zodanig corrigeert deze analyse het oorspronkeli-
jke beeld van golfvorming in kernringstroming, zoals verwoord in het artikel van
Preziosi, Chen & Joseph [7]. De relevantie van de niet-axisymmetrische modes li-
jkt in kwalitatieve zin te worden bevestigd door de experimenten van Bai, Chen &
Joseph [1] en Miesen, Beijnon, Duijvestijn, Oliemans & Verheggen [4].
In het meer algemene geval laat het lineaire stabiliteitsprobleem voor gestrat-
iceerde tweefasenstroming zeker geen analytische oplossing toe. Uitgaande van
deze complexiteit beschrijft Hoofdstuk 4 een Chebyshev collocatiemethode voor
het oplossen van het eigenwaardeprobleem zoals dat wordt gevormd door het lin-
eaire stabiliteitsprobleem voor gestraticeerde tweefasenstroming. De methode is
gebaseerd op het expanderen van de eigenfuncties in Chebyshev polynomen, gevolgd
door puntcollocatie en het oplossen van het resulterende gegeneraliseerde eigen-
waardeprobleem met het QZ-algoritme. In tegenstelling tot alternatieve metho-
den zoals `shooting techniques' en `nite-dierence approximations' convergeert de
Chebyshev collocatiemethode exponentieel. De collocatiemethode vormt het nu-
merieke uitgangspunt voor het klassicatieschema zoals beschreven in Hoofdstuk 2
en de zwak niet-lineaire resultaten zoals gepresenteerd in Hoofdstuk 5.
Het proefschrift wordt tenslotte afgesloten met een vergelijking van de zoge-
naamde zwak niet-lineaire stabiliteitstheorie met zes experimenten uit de literatuur
(Hoofdstuk 5). De waargenomen golven in deze experimenten hebben een relatief
korte golengte en laten zich analyseren in termen van de Stuart-Landau theorie.
Deze theorie kan gezien worden als een uitwerking van de zwak niet-lineaire theorie
voor periodieke verstoringen. In kwalitatieve zin blijkt dat de voorspellingen van
de Stuart-Landau theorie voor de richting van de bifurcatie, de vorm van de gol-
ven alsmede de verandering in het stromingsdebiet tengevolge van de aanwezigheid
van golven met een eindige amplitude in het algemeen goed overeenkomen met
de experimentele waarnemingen. Bovendien blijkt dat de voorspelde waarde van de
golfamplitude binnen een factor 2 overeenkomt met de waarnemingen van Barthelet,
Charru & Fabre [2] [3]. Gezien de bijbehorende experimentele onnauwkeurigheden
alsmede de gemaakte theoretische veronderstellingen mag dit worden beschouwd als
een bevredigend kwantitatief resultaat.
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