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3Physique statistique des surfaces ale´atoires et combinatoire
bijective des cartes planaires
Re´sume´ :
Les cartes sont des objets combinatoires apparaissant en physique comme discre´tisation naturelle
des surfaces ale´atoires employe´es pour la gravite´ quantique bidimensionnelle ou la the´orie des
cordes, ainsi que dans les mode`les de matrices. Apre`s rappel de ces relations, nous e´tablissons
des correspondances entre diverses classes de cartes et d’arbres, autres objets combinatoires
de structure simple. Un premier inte´reˆt mathe´matique de ces constructions est de donner des
preuves bijectives, e´le´mentaires et rigoureuses, de plusieurs re´sultats d’e´nume´ration de cartes.
Par ailleurs, nous acce´dons ainsi a` une information fine sur la ge´ome´trie intrinse`que des cartes,
conduisant a` des re´sultats analytiques exacts graˆce a` une proprie´te´ inattendue d’inte´grabilite´.
Nous abordons enfin la question de l’existence d’une limite continue universelle.
Mots-cle´s : gravite´ quantique, mode`les de matrices, ge´ome´trie ale´atoire, syste`mes inte´grables,
combinatoire e´nume´rative, the´orie des graphes
Statistical physics of random surfaces and bijective combi-
natorics of planar maps
Abstract :
Maps are combinatorial objects arising in physics as the natural discretization of random surfaces
used in two-dimensional quantum gravity or string theory, as well as in matrix models. After
recalling these relations, we establish correspondences between various classes of maps and trees,
that are other combinatorial objects with a simple structure. A first mathematical outcome
of these constructions are bijective, elementary and rigorous proofs of several results in map
enumeration. Moreover, we access to some fine information on the intrinsic geometry of maps,
leading to analytical exact results thanks to an unexpected integrability property. Finally we
address the question of the existence of a universal continuum limit.
Keywords : quantum gravity, matrix models, random geometry, integrable systems, enumerative
combinatorics, graph theory
Service de Physique The´orique
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Introduction
Un the`me a` l’origine de cette the`se est l’e´tude de la physique et de la ge´ome´trie des sur-
faces ale´atoires. Par surface, nous entendons un objet ge´ome´trique de structure bidimensionnelle,
mode´lisant par exemple une interface entre phases fluides ou solides, ou bien une membrane bio-
logique. Cependant, dans ces situations, la surface apparaˆıt comme sous-partie d’un espace plus
grand, a` trois dimensions. Ici, nous conside´rons plutoˆt des surfaces abstraites, sans re´fe´rence a`
un espace environnant, et nous nous inte´ressons a` leurs proprie´te´s intrinse`ques (me´triques). Nos
motivations proviennent de de´veloppements relativement re´cents de la physique the´orique : la
gravite´ quantique et la the´orie des cordes. Pour la premie`re, la notion de ge´ome´trie ale´atoire
apparaˆıt au croisement des intuitions d’Einstein (la gravite´ re´sulte de la ge´ome´trie intrinse`que
de l’espace-temps) et de Feynman (l’e´volution d’un syste`me quantique correspond a` une super-
position de toutes les trajectoires possibles). Pour la seconde, bien qu’une corde soit un objet
unidimensionnel, la trajectoire qu’elle balaie au cours du temps forme une surface, qui constitue
l’espace fondamental de la the´orie.
La formalisation mathe´matique d’une surface est ge´ne´ralement, dans le continu, une varie´te´
diffe´rentielle et plus particulie`rement une varie´te´ riemannienne. Cependant, la description du
caracte`re ale´atoire d’une surface continue est encore un sujet de´licat. Une approche courante en
physique, que nous suivrons, consiste a` passer plutoˆt par une mode´lisation discre`te, pour retrou-
ver in fine des re´sultats continus, universels, en s’inte´ressant a` des proprie´te´s a` grande e´chelle
ou` les de´tails microscopiques influent peu. Les objets mathe´matiques correspondant aux surfaces
ale´atoires discre`tes sont connus en combinatoire sous le nom de cartes : de fac¸on informelle il
s’agit de graphes trace´s sans croisement d’areˆtes sur une surface de re´fe´rence fixe´e (la sphe`re ou
le plan dans le cas des cartes planaires), de´coupant celle-ci en faces. La structure de graphe est en
effet bien adapte´e pour mode´liser une ge´ome´trie discre`te, en attribuant par exemple une meˆme
longueur-unite´ a` chaque areˆte. Cependant cette notion a` elle seule ne suffit pas a` repre´senter une
surface, car un graphe peut aussi bien mode´liser une ge´ome´trie de dimension arbitraire (penser
en particulier aux re´seaux re´guliers a` d dimensions). Le plongement dans une surface de re´fe´rence
permet de pallier ce proble`me, en de´finissant de fac¸on naturelle une unite´ discre`te d’aire associe´e
aux faces.
Nous rejoignons ainsi la combinatoire, domaine a priori disjoint de la physique. Le lien entre
ces disciplines n’est toutefois pas nouveau : en effet l’e´tude des proprie´te´s statistiques d’un mode`le
discret se rame`ne typiquement a` un proble`me d’e´nume´ration. Ainsi, la notion de fonction de
partition en physique statistique est tre`s proche de celle de se´rie ge´ne´ratrice en combinatoire.
Cette analogie est l’un des fils conducteurs de cette the`se : s’il fallait donner un qualificatif au




Les cartes furent introduites dans les anne´es 1960 par le mathe´maticien W.T. Tutte dans
sa fameuse se´rie d’articles « A census of . . . » [1, 2, 3, 4], qui jettent les bases de leur the´orie
e´nume´rative. La motivation principale e´tait alors de prouver le ce´le`bre the´ore`me des quatre cou-
leurs (que l’on peut formuler ainsi : les faces de toute carte planaire peuvent eˆtre colorie´es a`
l’aide de quatre couleurs, de telle sorte que deux faces adjacentes soient toujours de couleurs
diffe´rentes). Si cet objectif n’a pas e´te´ atteint1, il n’en reste pas moins que l’approche novatrice
et intuitive de Tutte a stimule´ de nombreux de´veloppements en combinatoire : en effet la struc-
ture simple des cartes planaires se preˆte bien a` une « de´composition re´cursive », se traduisant
imme´diatement en un syste`me d’e´quations satisfaites par leurs se´ries ge´ne´ratrices. Les tentatives
de re´solution de ces e´quations, dites de Tutte, aboutirent a` de nombreux re´sultats ge´ne´raux en
the´orie des se´ries ge´ne´ratrices : me´thode quadratique, the´ore`mes d’e´limination de variables ca-
talytiques...2 Paralle`lement, l’e´tude des cartes s’enrichit d’aspects alge´briques et algorithmiques
via un codage naturel par des permutations3. Celui-ci aboutit aux premie`res preuves bijectives
d’e´nume´ration de cartes par Cori et al [5, 6].
Le lien avec la physique vient, quant a` lui, dans les anne´es 1970, et – comme nombre d’avance´es
en physique the´orique voire ge´ne´ralement en recherche – de manie`re inattendue, sans rapport
a priori avec l’e´tude des surfaces ale´atoires. C’est en effet par la the´orie quantique des champs,
domaine alors en pleine effervescence, que la connexion s’e´tablit. Plus pre´cise´ment, dans la chro-
modynamique quantique (QCD) a` N couleurs4 aussi nomme´e the´orie de jauge ou de Yang-Mills
U(N), les « diagrammes de Feynman », qui repre´sentent de manie`re graphique et compacte les
diffe´rents termes intervenant dans le calcul des grandeurs physiques, posse`dent une structure
spe´ciale, les assimilant de notre point de vue aux cartes. En particulier, ’t Hooft nota que lorsque
N devient grand, les diagrammes ayant une contribution pre´ponde´rante sont de topologie pla-
naire, les autres topologies apparaissant comme corrections successives [7]. Si cette remarque
eut un impact limite´ en QCD, l’application la plus importante de cette relation se fit dans le
sens inverse, c’est-a`-dire que les me´thodes de the´orie des champs purent alors eˆtre utilise´es pour
l’e´nume´ration de cartes : par des techniques asymptotiques exploitant l’invariance U(N), Bre´zin,
Itzykson, Parisi et Zuber parvinrent en 1978 a` retrouver certaines formules de Tutte [8]. Cette
approche suscita un ve´ritable engouement dans la communaute´ physicienne quelques anne´es plus
tard, lorsqu’il fut enfin sugge´re´ d’employer les diagrammes planaires comme mode`les discrets de
surfaces ale´atoires [9, 10, 11]. Si le cheminement paraˆıt aujourd’hui bien indirect, la me´thode dite
des mode`les de matrices, introduite par Bre´zin et al, fut cependant une e´tape essentielle, ame-
nant de multiples ge´ne´ralisations et permettant la solution exacte (i.e. le calcul de la fonction
de partition) de plusieurs mode`les dont l’emble´matique mode`le d’Ising sur surfaces ale´atoires
[12, 13].
Le travail pre´sente´ dans cette the`se s’inscrit au confluent de l’approche des combinatoristes
et des physiciens, peu explore´ jusqu’ici en raison de grandes diffe´rences de me´thode et de ter-
minologie. Une grande part des re´sultats obtenus rele`ve de la combinatoire bijective, consistant
a` rechercher des codages (si possible biunivoques) des objets e´tudie´s – ici les cartes – en termes
d’objets plus simples – notamment les arbres – dont l’e´nume´ration est facile. Comme mentionne´
plus haut, la combinatoire bijective des cartes fut initie´e par Cori et al en utilisant le codage
des cartes par des permutations. Cependant, le premier ve´ritable de´veloppement du sujet vint
durant la the`se de G. Schaeffer [14], qui parvient a` retrouver plusieurs re´sultats de Tutte par des
constructions plus ge´ome´triques. Par rapport aux pre´ce´dentes, l’approche bijective a de multiples
1Une preuve assiste´e par ordinateur fut trouve´e quelques anne´es plus tard par Appel et Haken [15, 16].
2Voir par exemple le livre de Goulden et Jackson [17], ou l’article [18] et re´fe´rences incluses.
3Cf. [19, 20] et re´fe´rences incluses.
4Qui se trouve eˆtre pour N = 3 couleurs la description correcte des interactions fortes en physique des particules.
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avantages. En premier lieu, elle conduit a` des preuves a` la fois e´le´mentaires et rigoureuses, toujours
satisfaisantes sur un plan esthe´tique. De plus, elle pre´serve une information fine sur la ge´ome´trie
des cartes, permettant d’en saisir certaines proprie´te´s statiques de manie`re analytique. Ces deux
points seront illustre´s abondamment au cours de cette the`se. Enfin, elle posse`de d’inte´ressantes
applications en informatique, en fournissant des algorithmes efficaces de ge´ne´ration ale´atoire. Ce
dernier sujet n’e´tant pas du ressort de ce me´moire, nous renvoyons le lecteur inte´resse´ a` la the`se
de G. Schaeffer, par exemple.
Organisation du me´moire
L’organisation du me´moire est la suivante. Afin d’introduire une fois pour toutes la termino-
logie ne´cessaire, nous commenc¸ons par donner ci-dessous les de´finitions de notions utilise´es tout
au long de cette the`se, en particulier la notion meˆme de carte.
Le premier chapitre est consacre´ a` la motivation de ce travail, le lien entre les cartes et la
physique the´orique. Nous de´gageons deux axes majeurs, certes intimement connecte´s : d’une
part a` la section 1.1, la the´orie des inte´grales de matrices initie´e par l’article « BIPZ » [8] ;
d’autre part a` la section 1.2, la gravite´ quantique bidimensionnelle et son pendant, la me´canique
statistique sur surfaces dynamiques. Ces deux sections ne repre´sentent pas un travail original,
mais cherchent a` donner un aperc¸u synthe´tique de the`mes de´sormais classiques. Nos premiers
re´sultats propres viennent a` la section 1.3, discutant des mode`les de particules dures sur cartes
ale´atoires introduits dans la publication I. Cette dernie`re contient une discussion e´labore´e de
la riche physique de ces mode`les, que nous ne reprendrons pas comple`tement ici, puisque notre
propos est avant tout d’illustrer par un exemple concret les ide´es des sections pre´ce´dentes.
Le second chapitre pre´sente une hie´rarchie de bijections entre familles de cartes planaires et
d’arbres, qualifiables ge´ne´ralement d’arbres bourgeonnants. Ces constructions s’apparentent a` la
me´thode de la conjugaison d’arbres de Schaeffer [14]. La construction primordiale de la section
2.1, que nous voulons la plus e´le´mentaire possible, lui est emprunte´e. Les sections suivantes,
2.2, 2.3, 2.4, vont par ordre croissant de ge´ne´ralite´. Les constructions qui y sont pre´sente´es
donnent des preuves bijectives, rigoureuses, de re´sultats e´galement de´rivables par les mode`les
de matrices (a` savoir, successivement le mode`le a` une matrice, le mode`le a` deux matrices, et le
mode`le a` trois matrices en chaˆıne). Toutes tournent autour du concept unificateur de charge,
qui refle`te combinatoirement les contraintes de degre´s apparaissant dans la me´thode de solution
des mode`les de matrices par polynoˆmes (bi-)orthogonaux. Ce chapitre constitue une synthe`se
des publications II, III, IV, de l’article proche de Bousquet-Me´lou et Schaeffer [21], ainsi que de
re´sultats non-publie´s.
Le troisie`me chapitre est de´die´ a` un autre de type de bijections ge´ome´triques entre cartes
et arbres, qualifiables a` pre´sent d’arbres e´tiquete´s. A` nouveau, le premier exemple d’une telle
construction est notamment duˆ a` Schaeffer. Nous pre´sentons a` la section 3.1 une construction
analogue, reliant les triangulations eule´riennes aux arbres tre`s bien e´tiquete´s, et reprise de la
publication VII. La section 3.2 est consacre´e a` une ge´ne´ralisation, qui apparaˆıt comme « duale »
de la section 2.3. Nous y introduisons une nouvelle famille d’arbres, baptise´s mobiles dans l’ar-
ticle VIII. De fac¸on ge´ne´rale, les arbres e´tiquete´s ont l’inte´reˆt d’avoir une structure relativement
simple, familie`re des probabilistes. Aussi ont-ils e´te´ repris dans de multiples travaux, et four-
nissent une transition naturelle vers le dernier chapitre.
Le quatrie`me et dernier chapitre emploie les re´sultats des chapitres pre´ce´dents pour l’e´tude de
proprie´te´s ge´ome´triques des cartes et surfaces ale´atoires. De fac¸on inte´ressante et inattendue, la
statistique de la distance est lie´e aux syste`mes inte´grables. La section 4.1 discute de la notion de
fonction a` deux points dans les the´ories de gravite´ quantique et reprend pour l’essentiel l’article
V. La section 4.2 donne la solution ge´ne´rale d’une e´quation discre`te inte´grable, lie´e au rayon
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des quadrangulations. Elle correspond a` la publication VI. La section 4.3 propose enfin une
dernie`re application a` l’e´tude de la statistique des quadrangulations infinies, comme discute´ dans
l’article VII. Ce chapitre est une illustration, non exhaustive, des inte´ressantes applications de
nos constructions bijectives.
De´finitions ge´ne´rales
Cette section sert a` de´finir l’essentiel des notions de the´orie des graphes et des cartes qui
seront utiles par la suite.
Graphes
Un graphe est habituellement de´fini par la donne´e d’un ensemble de sommets, d’un ensemble
d’areˆtes, et des relations d’incidence, que l’on peut voir comme une application qui a` toute areˆte
associe deux sommets, ses extre´mite´s. Nous conside´rerons ici des graphes non-oriente´s, c’est-a`-
dire qu’il n’y a pas de distinction entre les deux extre´mite´s d’une areˆte (pour une areˆte oriente´e,
nous distinguons l’origine et l’extre´mite´ de l’areˆte). Nous permettons aussi a priori l’existence
d’areˆtes multiples – plusieurs areˆtes ayant la meˆme paire d’extre´mite´s – et de boucles – une areˆte
ayant un meˆme sommet a` ses deux extre´mite´s –5.
Le degre´ (ou la valence) d’un sommet est le nombre d’areˆtes qui lui sont incidentes, avec
multiplicite´ (une boucle est compte´e deux fois). Pour tout entier k ≥ 3, un graphe est dit
k-valent (ou k-re´gulier) si chaque sommet a degre´ k. Pour k petit, nous parlons respectivement
de graphe trivalent, te´travalent, etc.
Plongements cellulaires
Un plongement d’un graphe dans une surface (suppose´e compacte, connexe, orientable et sans
bord) est une application qui envoie chaque sommet du graphe sur un point de la surface, et
chaque areˆte sur un arc simple ouvert, de telle sorte que :
– les images d’e´le´ments du graphe (sommets et areˆtes) diffe´rents sont deux a` deux disjoints,
– les relations d’incidence sont pre´serve´es, i.e. les extre´mite´s de l’arc image d’une areˆte sont
les points images des extre´mite´s de celle-ci.
Le comple´mentaire de l’image du graphe peut eˆtre de´compose´ en ses composantes connexes,
appele´es faces. La notion d’incidence se ge´ne´ralise naturellement : deux « e´le´ments » d’un graphe
plonge´ (sommet, areˆte ou face) sont dits incidents si l’un est inclus dans la frontie`re de l’autre.
Ainsi, une areˆte est incidente a` deux sommets (ses extre´mite´s au sens du graphe sans plongement)
et a` deux faces (une pour chaque « bord »). Comme les extre´mite´s, les deux faces incidentes a`
une areˆte peuvent eˆtre confondues, on parle alors d’areˆte se´parante (ou aussi isthme). La notion
de degre´ s’e´tend aux faces : le degre´ d’une face est le nombre d’areˆtes qui lui sont incidentes,
avec multiplicite´ (un isthme est compte´ deux fois).
Le plongement d’un graphe dans une surface est dit cellulaire s’il ve´rifie la proprie´te´ supple´-
mentaire suivante :
– chaque face est un domaine simplement connexe.
On parle aussi de de´composition cellulaire de la surface, car le plongement de´finit une partition
de celle-ci en 0-cellules (les sommets), 1-cellules (les areˆtes) et 2-cellules (les faces). Notons que
l’existence d’un plongement cellulaire impose que le graphe plonge´ est connexe.




(a) (b) (c) (d)
Fig. 1 – Identifications de repre´sentations de cartes planaires. (a) et (b) diffe`rent par une simple
de´formation du plan, (c) est obtenu pour un autre choix de face externe : il s’agit de trois
repre´sentations d’une meˆme carte planaire, dont les faces ont degre´s 2, 3, 5. (d) correspond a`
une carte planaire diffe´rente, de faces de degre´s 3, 3, 4, bien que le graphe planaire sous-jacent
soit identique.
Nous pouvons alors identifier les plongements cellulaires ne diffe´rant que par une transforma-
tion continue (home´omorphisme) de la surface. Ceci de´finit une relation d’e´quivalence, dont les
classes sont les cartes. Les de´formations continues pre´servent les sommets, les areˆtes, les faces,
les relations d’incidence et les degre´s : toutes ces notions restent de´finies dans les cartes.
De plus, il est bien connu que les surfaces compactes, connexes, orientables et sans bord sont
comple`tement caracte´rise´es a` de´formation continue pre`s par un entier positif g appele´ genre. Cette
notion s’e´tend imme´diatement aux cartes, puisque deux plongements cellulaires e´quivalents ont
des surfaces-cibles de meˆme genre. Le genre est lie´ a` la caracte´ristique d’Euler χ par :
χ = 2− 2g. (1)
Toute carte satisfait la relation :
χ = #{sommets} −#{areˆtes}+ #{faces}. (2)
Lorsque le genre est nul, la surface est la sphe`re, et on parle alors de carte planaire. Toute carte
planaire peut eˆtre repre´sente´e sans croisement d’areˆtes dans le plan, par exemple par projection
ste´re´ographique en choisissant un point a` l’infini dans l’une des faces, appele´e face externe. La
figure 1 illustre les identifications possibles entre repre´sentations de cartes planaires.
La notion de carte planaire diffe`re le´ge`rement de celle de graphe planaire : un graphe (con-
nexe) est dit planaire s’il posse`de un plongement dans la sphe`re ; il se peut qu’il posse`de en fait
plusieurs plongements ine´quivalents, comme dans l’exemple de la figure 1 6.
Ainsi, une carte posse`de une structure plus riche qu’un graphe. Outre la notion de face, nous
voyons que l’ordre cyclique des (demi-)areˆtes autour d’un sommet importe. Une telle remarque
permet de de´finir un codage des cartes par permutations7. Nous parlerons de graphe sous-jacent
a` une carte, pour de´signer le graphe obtenu en « oubliant » les faces.
Une carte est dite k-valente si le graphe sous-jacent est k-valent (tout sommet a degre´ k). En
particulier pour k = 3, 4 nous parlons respectivement de cartes trivalentes, te´travalentes. Si, au
6Un meˆme graphe peut e´galement avoir des plongements cellulaires dans des surfaces ine´quivalentes, comme
dans les deux derniers cas de la figure 1.3 du chapitre 1.
7On parle alors de cartes combinatoires, par opposition aux cartes topologiques introduites par notre approche.
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contraire, les contraintes de degre´ portent sur les faces, nous parlons de triangulations (toutes
les faces ont degre´ 3), quadrangulations (toutes les faces ont degre´ 4).
De´finitions lie´es aux cartes
Une carte enracine´e est une carte ou` une areˆte, la racine, est marque´e et oriente´e. Ceci revient
a` marquer un sommet (l’origine), et une areˆte qui y est incidente. Une carte ou` seul un sommet est
marque´ est dite pointe´e. La plupart des re´sultats connus en e´nume´ration des cartes portent sur les
cartes enracine´es, car le choix d’une racine le`ve l’ambigu¨ıte´ lie´e aux possibles syme´tries internes
(ou automorphismes). Nous ne discuterons pas plus ici de ce sujet, ne´cessitant d’introduire les
notions de carte e´tiquete´e et de carte non-e´tiquete´e. Par convention, une carte enracine´e sera
repre´sente´e dans le plan avec la face externe a` gauche de la racine.
Fig. 2 – Une carte planaire enracine´e et sa carte duale.
Nous pouvons ensuite remarquer que, dans une carte, les sommets et les faces jouent un
roˆle syme´trique : il existe en effet une transformation de dualite´ qui a` toute carte associe sa
carte duale. Cette transformation revient tre`s pre´cise´ment a` e´changer les notions de sommet
et de face, en pre´servant les relations d’incidence. Une illustration est donne´e a` la figure 2. La
transformation de dualite´ est involutive, a` l’orientation de la racine pre`s pour une carte enracine´e.
Les cartes trivalentes sont les duales des triangulations, les cartes te´travalentes les duales des
quadrangulations, etc.
De´finitions communes aux graphes et aux cartes
Un chemin sur un graphe ou une carte est une suite d’areˆtes oriente´es conse´cutives, c’est-
a`-dire que chaque areˆte rec¸oit une orientation telle que l’extre´mite´ d’une areˆte est l’origine de
l’areˆte suivante. La longueur d’un chemin est le nombre d’areˆtes qui le constituent, son origine
est l’origine de la premie`re areˆte, son extre´mite´ est l’extre´mite´ de la dernie`re areˆte. Un cycle est
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un chemin ferme´ (i.e. son origine et son extre´mite´ sont identiques) et simple (i.e. il ne passe pas
deux fois par le meˆme sommet).
Un graphe ou une carte est dit biparti(e) si chaque sommet peut eˆtre colorie´ en noir ou en
blanc, de telle sorte que chaque areˆte relie un sommet noir a` un sommet blanc. Remarquons
qu’il est ne´cessaire et suffisant que tout cycle soit de longueur paire. Plus ge´ne´ralement, pour
tout entier k ≥ 2, un graphe ou une carte est dit k-coloriable si chaque sommet peut eˆtre colorie´
d’une de k couleurs, de telle sorte que chaque areˆte relie deux sommets de couleurs diffe´rentes.
Un graphe ou une carte est dit eule´rien(ne) s’il existe un chemin eule´rien, c’est-a`-dire ferme´ et
empruntant chaque areˆte exactement une fois8. Il est ne´cessaire et suffisant que chaque sommet
soit de degre´ pair et, pour un graphe, que celui-ci soit connexe. Les cartes planaires biparties
sont les duales des cartes planaires eule´riennes ; cette proprie´te´ n’est toutefois vraie qu’en genre
ze´ro.
Arbres
Un arbre est un graphe ne contenant pas de cycle. Un arbre plan est une carte ne contenant
pas de cycle, qui ne compte alors qu’une face et est ne´cessairement planaire.
Nous conside´rons ici essentiellement des arbres plans, la notion d’enracinement e´tant celle
des cartes (les de´nominations sont ici tre`s ambigue¨s, car « arbre enracine´ » de´signe souvent un
arbre non plan avec un sommet marque´). Un arbre plante´ est un arbre plan avec un sommet
marque´ de degre´ un.
8Par contraste, un chemin hamiltonien est ferme´ et passe par chaque sommet exactement une fois.
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Chapitre 1
Les cartes en physique
Les cartes sont re´gulie`rement apparues en physique depuis les anne´es 70, bien qu’e´tant ra-
rement nomme´es ainsi. En premier lieu, dans l’e´tude de la chromodynamique quantique a` N
couleurs (ou the´orie de jauge U(N)), ’t Hooft [7] a remarque´ que les diagrammes de Feynman
ayant une contribution dominante dans la limite N →∞ sont les diagrammes planaires, identi-
fiables a` des cartes planaires, tandis que le terme sous-dominant correspond aux cartes de genre 1,
etc. Ce de´veloppement est appele´ de´veloppement topologique de ’t Hooft. De fac¸on surprenante,
il eut un impact marque´ dans un domaine diffe´rent de son domaine originel, par l’article [8] fonda-
teur de Bre´zin, Itzykson, Parisi, Zuber (« BIPZ »). En effet, un champ de jauge U(N) se re´duit,
lorsque la dimension d’espace est nulle, a` une matrice de taille N . Ceci e´tablit une connexion
entre les cartes et la the´orie des matrices ale´atoires, autre sujet intense´ment e´tudie´. A` l’aide
de techniques asymptotiques, Bre´zin et al. purent obtenir de fac¸on exacte plusieurs re´sultats
d’e´nume´ration de cartes, retrouvant certaines formules de Tutte par une me´thode radicalement
diffe´rente.
Paralle`lement, les triangulations ale´atoires furent conside´re´es comme possible discre´tisation
des surfaces employe´es pour la gravite´ quantique bidimensionnelle : la litte´rature a` ce sujet e´tant
abondante, nous citons ici les articles fondateurs de Kazakov [9], David [10], Ambjørn, Durhuus
et Fro¨hlich [11], la revue de Di Francesco, Ginsparg et Zinn-Justin [22] (donnant de nombreuses
autres re´fe´rences) ainsi que le livre de Ambjørn, Durhuus et Jonsson [23]. Par une analogie bien
connue en physique the´orique, cette e´tude peut eˆtre traduite dans le langage de la me´canique sta-
tistique, en termes de mode`les de´finis sur des surfaces fluctuantes. Les re´sultats exacts fournis par
les mode`les (inte´grales) de matrice furent alors largement utilise´s, et les pre´dictions ainsi obte-
nues pre´sentent un accord presque miraculeux avec l’approche continue par les the´ories conformes
couple´es au champ de Liouville [24, 25, 26]. Citons en particulier la solution du mode`le d’Ising
sur les cartes tri- et te´travalentes, obtenue par Kazakov et Boulatov [12, 13], qui met en e´vidence
l’existence d’une transition de phase et d’un point critique comme sur re´seau bidimensionnel
re´gulier. Par la suite, de nombreux autres mode`les ont pu eˆtre re´solus, et leurs comportements
critiques classifie´s, voir la revue [22]. Enfin, de surprenantes connexions furent de´couvertes avec
des sujets fondamentaux des mathe´matiques : citons les relations intimes entre mode`les de ma-
trices et syste`mes diffe´rentiels inte´grables [27, 28, 29, 30], et les applications inattendues de la
gravite´ quantique a` l’e´tude du mouvement brownien [31, 32], ou au proble`me combinatoire de
l’e´nume´ration des me´andres [33].
Ce chapitre est organise´ de la fac¸on suivante. Nous commenc¸ons par introduire les inte´grales de
matrices, en pre´sentant tout d’abord leur relation avec les cartes via la technique des diagrammes
de Feynman, puis en utilisant des arguments lie´s a` la the´orie des grandes matrices ale´atoires pour
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en de´duire la solution du mode`le a` une matrice, correspondant au proble`me de l’e´nume´ration
des cartes arbitraires pour des nombres prescrits de sommets de chaque degre´ (« selon les degre´s
des sommets »). Quelques aspects des inte´grales multimatricielles seront enfin e´voque´s. Nous
passerons ensuite a` une pre´sentation conceptuelle de la gravite´ quantique et de la physique
statistique des surfaces ale´atoires, dans le but de motiver le passage a` une the´orie discre`te ou`
la surface est mode´lise´e par une carte. Enfin, nous illustrerons ces diffe´rentes ide´es par une
application a` l’e´tude des mode`les de particules dures sur les cartes ale´atoires, introduits dans la
publication I.
1.1 Inte´grales de matrices
Dans cette section, nous pre´sentons la relation unissant les cartes a` la the´orie des matrices
ale´atoires. Plus pre´cise´ment certaines inte´grales portant sur une ou plusieurs matrices hermi-
tiennes peuvent se re´exprimer via un de´veloppement en diagrammes de Feynman – technique
courante issue de la physique des particules – en terme de se´ries ge´ne´ratrices de cartes. Une
situation particulie`rement inte´ressante, dite limite planaire, est obtenue quand la taille des ma-
trices tend vers l’infini : les diagrammes ayant une contribution dominante dans le de´veloppement
asymptotique des quantite´s e´tudie´es correspondent pre´cise´ment aux cartes planaires. Cette re-
lation se re´ve`le en outre une me´thode de calcul tre`s puissante, puisque dans de nombreux cas il
est possible d’exploiter les proprie´te´s de syme´trie des inte´grales matricielles pour en de´duire des
expressions explicites (souvent de nature alge´brique).
Un avertissement est toutefois ne´cessaire : la plupart des inte´grales, des de´veloppements
en se´rie et des passages a` la limite conside´re´s ici auront un sens analytique mal de´fini, voire
pre´sentent un caracte`re divergent. Nous n’aborderons pas ces proble`mes ici, car cette question
est relativement inde´pendante de l’application au comptage des cartes (notre approche pouvant
eˆtre traduite en termes de manipulations de se´ries formelles), et nous souhaitons conserver une
pre´sentation heuristique sachant que les pre´dictions obtenues sont prouvables par des approches
purement combinatoires, comme nous le verrons dans les chapitres 2 et 3.
La section est organise´e comme suit : nous commenc¸ons par rappeler la technique du de´velop-
pement en diagrammes de Feynman pour les inte´grales matricielles ; nous pre´sentons ensuite la
solution du proble`me dit mode`le a` une matrice, lie´ au comptage des cartes arbitraires selon
les degre´s des sommets ; enfin nous discutons brie`vement de la ge´ne´ralisation aux inte´grales
multimatricielles, dont un exemple explicite sera traite´ plus loin (objets durs sur cartes planaires).
1.1.1 Diagrammes de Feynman pour les inte´grales matricielles
Mode`le gaussien, the´ore`me de Wick
Le de´veloppement en diagrammes de Feynman est, de fac¸on ge´ne´rale, une me´thode syste´-
matique de de´veloppement d’une inte´grale a` plusieurs parame`tres autour d’un point « gaus-
sien ». Dans le cas des inte´grales matricielles, nous conside´rons donc tout d’abord une matrice
hermitienne ale´atoire M de taille N , distribue´e selon une densite´ gaussienne proportionnelle a`
e−(λ/2) Tr M
2
(mode`le gaussien). Plus pre´cise´ment, la mesure gaussienne s’e´crit :
N−1 e−(λ/2) Tr M2 DM (1.1)
ou` λ est un parame`tre arbitraire, N un facteur de normalisation ou fonction de partition, et DM
est la mesure de Lebesgue (invariante par translation) sur l’espace des matrices hermitiennes de









qui n’est autre que la mesure-produit sur les e´le´ments de matrice inde´pendants de M . Notons
que la mesure de Lebesgue, ainsi que la mesure gaussienne (1.1), sont invariantes par conjugaison
par une matrice unitaire, c’est-a`-dire par la transformation :
M 7→ ΩMΩ−1, Ω ∈ U(N). (1.3)
Cette invariance sera ve´ritablement exploite´e plus loin. En attendant, un calcul simple montre





















On peut alors exprimer les corre´lations d’un nombre pair1 arbitraire d’e´le´ments de matrice a`
l’aide du the´ore`me de Wick (s’appliquant ge´ne´ralement a` toute mesure gaussienne) :
La valeur moyenne du produit de 2n e´le´ments de matrice est e´gale a` la somme, portant sur
tous les appariements deux a` deux des e´le´ments, du produit des corre´lations des e´le´ments
apparie´es.





et pour 2n e´le´ments la somme porte sur :
(2n− 1)!! ≡ (2n− 1)(2n− 3) · · · 5 · 3 · 1 (1.7)
termes (nombre d’appariements de {1, 2, . . . , 2n}).
Notons de`s maintenant que l’ensemble de ces re´sultats peut eˆtre e´tendu sans peine a` un
mode`le gaussien a` plusieurs matrices hermitiennes M (1),M (2), . . . ,M (p) (ayant meˆme taille N).










DM (1)DM (2) · · · DM (p) (1.8)







1Par parite´ la valeur moyenne du produit d’un nombre impair d’e´le´ments de matrice est nulle.
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tandis que les corre´lations de deux e´le´ments de matrice sont :
〈M (α)ij M (β)kl 〉 = (Q−1)αβδilδjk. (1.10)
Enfin, le the´ore`me de Wick s’applique toujours en tenant compte de l’indice supple´mentaire, par









































Fig. 1.1 – E´le´ments constitutifs des diagrammes de Feynman pour le mode`le a` une matrice
hermitienne : (a) un e´le´ment de matrice, (b) deux e´le´ments apparie´s formant une areˆte, (c) un
sommet de degre´ 3 provenant de TrM 3.
Revenons a` pre´sent au mode`le a` une matrice hermitienne ale´atoire, et conside´rons l’expression
formelle suivante :
ΞN (t, V ) ≡
〈






e−N Tr M2/2tDM (1.12)







(le changement de parame`tre λ = N/t s’ave´rera commode par la suite). ΞN (t, V ) peut s’in-
terpre´ter comme fonction de partition pour un mode`le de matrice ale´atoire soumis a` une « per-
turbation » non-gaussienne. De fac¸on ge´ne´rale nous parlons de la fonction de partition du mode`le
a` une matrice, le mode`le gaussien en e´tant un cas particulier pour V = 0. Les diagrammes de
Feynman apparaissent lorsque nous conside´rons le de´veloppement formel en les vn :
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Comme indique´ plus haut, nous ne discuterons pas ici de la convergence d’un tel de´veloppement,
qui peut eˆtre conside´re´ comme une de´finition de ΞN (t, V ) en tant que se´rie formelle. Le coefficient




3 . . . (ou` seul un nombre fini d’entiers kn sont non nuls) est, a` un
facteur pre`s, la valeur moyenne dans le mode`le gaussien d’un produit arbitraire de traces de
puissances de M : 〈
(TrM)k1(TrM2)k2(TrM3)k3 · · · 〉 (1.15)






ce qui nous ame`ne a` une somme (finie) de corre´lations d’e´le´ments de M , que nous devons enfin
apparier deux a` deux de toutes les fac¸ons possibles, en vertu du the´ore`me de Wick. Par la relation
(1.5), un grand nombre de termes sont nuls, et les autres sont tous e´gaux a` :
λ−
P
n nkn/2 = (t/N)
P
n nkn/2 (1.17)
(tous les termes sont nuls si
∑
nkn est impair). Chacun de ces termes non-nuls peut eˆtre mis en
correspondance avec un diagramme constitue´ des e´le´ments illustre´s sur la figure 1.1 :
– chaque e´le´ment de matrice Mij est repre´sente´e par une double ligne issue d’un point, ou
patte, chaque ligne portant un indice et une orientation comme indique´ sur figure 1.1-a,
– un appariement de deux e´le´ments, donnant une contribution non-nulle d’apre`s (1.5), peut
eˆtre repre´sente´ en connectant ensemble deux pattes pour former une areˆte, de telle sorte
que les indices et orientations soient compatibles (figure 1.1-b)
– les diffe´rentes pattes provenant d’une meˆme trace (e´quation 1.16) forment un cycle, repre´-
sente´ en un sommet illustrant les conservations d’indices (figure 1.1-c).





nkn/2 areˆtes, et re´partis en
∑
kn sommets (avec respectivement kn som-
mets de n pattes) ; elle est donc e´gale au nombre de tels diagrammes, multiplie´ par (t/N) e´leve´
a` la puissance du nombre d’areˆtes. Notons qu’en toute rigueur, le comptage doit se faire en
conside´rant que les pattes/e´le´ments sont e´tiquete´es, par exemple par l’ordre dans lequel ils appa-
raissent dans le de´veloppement de (1.15). Cependant, on identifiera par la suite les diagrammes
e´quivalents par re´e´tiquetage, ce qui ne´cessite de compter avec un facteur de multiplicite´, que
nous ne discuterons pas en de´tail ici.
Fig. 1.2 – Les trois diagrammes de Feynman apparaissant dans 〈TrM 3 · TrM3〉.
A` titre d’exemple, conside´rons la valeur moyenne 〈TrM 3 ·TrM3〉 qui apparaˆıt comme coeffi-
cient de v23 : les diagrammes associe´s contiennent trois areˆtes et deux sommets a` trois pattes, et
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sont de l’un des trois types illustre´s sur la figure 1.2. Nous devons en principe placer les indices
matriciels sur les lignes de chaque diagramme, de toutes les fac¸ons possibles d’apre`s les re`gles
illustre´es sur la figure 1.1 : le nombre de choix possibles est de N e´leve´ a` la puissance du nombre
de « boucles » forme´es par les lignes d’indice. Sur la figure 1.2 les deux premiers diagrammes
ont trois boucles, tandis que le dernier n’en a qu’une. Cette diffe´rence est lie´e a` la planarite´ des
deux premiers diagrammes, qui peuvent eˆtre dessine´s sans croisement d’areˆtes dans le plan, a` la
diffe´rence du troisie`me. Nous verrons plus bas l’importance de cette remarque. Nous devons enfin
tenir compte de la multiplicite´ de chaque diagramme : par un calcul (pe´destre), les multiplicite´s
sont respectivement de 9, 3, 3, ce qui aboutit a` la formule :







Si nous revenons a` pre´sent au de´veloppement formel (1.14), nous voyons que celui-ci peut se
re´e´crire ge´ne´ralement comme une somme sur tous les diagrammes (non indice´s) avec :
– un poids t/N par areˆte,
– un poids Nvn par sommet de degre´ n,
– un poids N par boucle,
– un facteur de syme´trie e´gal a` 1/
∏
n(n
knkn!) fois la multiplicite´ du diagramme.
2
Par un argument combinatoire standard, l’e´nergie libre FN (t, V ) ≡ log ΞN (t, V ) posse`de
un de´veloppement formel similaire, mais ou` la somme porte uniquement sur les diagrammes
connexes (non-vides). Ce sont ces diagrammes qui correspondent pre´cise´ment aux cartes, en
identifiant les boucles d’indices comme contours des faces. Ceci est illustre´ sur la figure 1.3
repre´sentant de fac¸on plus explicite les cartes correspondant aux diagrammes de la figure 1.2 :
les deux premie`res sont des cartes planaires (de genre 0), la troisie`me est torique (de genre 1).
Fig. 1.3 – Les cartes correspondant aux diagrammes de la figure 1.2 : les deux premie`res sont
de genre 0, la dernie`re de genre 1.
Si nous conside´rons le facteur global associe´ a` une carte quelconque dans le de´veloppement
de FN (t, V ), nous voyons que sa de´pendance en N est e´gale a` N
χ avec :
χ ≡ #{sommets} −#{areˆtes}+ #{faces} (1.19)
qui n’est autre que la caracte´ristique d’Euler de la carte, lie´e au genre g par la relation χ = 2−2g.
Il reste par ailleurs un poids vk par sommet de degre´ k, un poids t par areˆte
3, et le facteur de
2On peut montrer que le facteur de syme´trie est l’inverse d’un nombre entier, correspondant au « nombre
d’automorphismes » du diagramme.
3 En toute rigueur, ce poids est redondant car il peut eˆtre absorbe´ dans une rede´finition des poids par sommet
vk → vktk/2 (ce qui correspond a` un simple changement de variable M → M
√
t dans les inte´grales matricielles).
Cependant il assure que le de´veloppement formel reste fini a` tout ordre en t, car il n’y a qu’un nombre fini de
cartes d’un nombre d’areˆtes fixe´.
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syme´trie. Ceci aboutit au re´sultat suivant :
L’e´nergie libre du mode`le a` une matrice a le de´veloppement suivant dit topologique :
FN (t, V ) =
∞∑
g=0
N2−2gF (g)(t, V ) (1.20)





n, et F (g)(t, V ) est la se´rie ge´ne´ratrice des cartes de genre g compte´es
avec un poids vn par sommet de degre´ n, un poids t par areˆte, et facteur de syme´trie.
La notion de de´veloppement topologique a e´te´ introduite par ’t Hooft dans le cadre ge´ne´ral
de l’e´tude des the´ories de jauge SU(N) [7]. Donner un sens analytique a` ce de´veloppement est
un sujet de´licat (bien qu’il soit juste comme identite´ entre se´ries ge´ne´ratrices en V ), mais si nous
ne nous encombrons pas de telles conside´rations, nous de´duisons le corollaire important :
lim
N→∞
FN (t, V )
N2
= F (0)(t, V ) (1.21)
qui est la se´rie ge´ne´ratrice des cartes planaires selon les degre´s des sommets. La limite N → ∞
est appele´e limite planaire.
Nous terminons cette section en remarquant que la de´rive´e d’e´nergie libre
EN (t, V ) ≡ 2t∂FN (t, V )
∂t
(1.22)
correspond a` une somme sur les cartes enracine´es (l’ope´rateur 2t ∂∂t s’interpre´tant comme le
marquage et l’orientation d’une areˆte), ce qui a pour effet de rendre tous les facteurs de syme´trie
e´gaux a` 1. Nous avons le de´veloppement topologique :
EN (t, V ) =
∞∑
g=0
N2−2gE(g)(t, V ), (1.23)
ou` E(g)(t, V ) est la se´ries ge´ne´ratrice des cartes enracine´es de genre g selon les degre´s des sommets.
Nous verrons plus loin comment exploiter les proprie´te´s de syme´trie du mode`le a` une matrice
pour en de´duire E(0)(t, V ).
Ge´ne´ralisation aux mode`les a` plusieurs matrices
De fac¸on ge´ne´rale, nous pouvons conside´rer une perturbation formelle du mode`le gaussien
a` plusieurs matrices, de´fini par la mesure (1.8), par un facteur U(N)-invariant de la forme
eN Tr V (M
(1),M(2),...,M(p)), ou` V (x1, x2, . . . , xp) est un polynoˆme ou une se´rie a` p variables. Par
une ge´ne´ralisation simple des arguments de la section pre´ce´dente (en utilisant le the´ore`me de
Wick pour les inte´grales multimatricielles), le de´veloppement de la fonction de partition ou de
l’e´nergie libre fait apparaˆıtre des diagrammes de Feynman analogues aux pre´ce´dents, mais dans
lesquels les pattes portent une couleur parmi p possibles, correspondant a` l’indice α = 1, . . . , p
supple´mentaire des matrices.
Dans le cas particulier ou` :
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les pattes issues d’un meˆme sommet portent toutes la meˆme couleur. L’e´nergie libre correspond
a` une somme sur toutes les cartes dont les sommets sont colorie´s en p couleurs, compte´es avec :
– un poids Nv
(α)
n par sommet de couleur α et degre´ n,
– un poids Q−1α,β par areˆte reliant un sommet de couleur α a` un sommet de couleur β,
– un poids N par face.
Apre`s le changement de parame`tre Q → N Q, l’exposant de N dans le poids global d’une carte
est e´gal a` la caracte´ristique d’Euler de celle-ci, et l’e´nergie libre posse`de un de´veloppement
topologique comme pre´ce´demment.

























a un de´veloppement topologique en N faisant intervenir les se´ries ge´ne´ratrices des cartes biparties
de genre donne´, avec un poids par sommet fonction du degre´ et de la couleur.
1.1.2 Solution planaire du mode`le a` une matrice
Dans cette section, nous montrons comment exploiter l’invariance U(N) du mode`le a` une
matrice pour en de´duire la se´rie ge´ne´ratrice E(0)(t, V ) des cartes planaires enracine´es selon les
degre´s des sommets. En un premier temps, nous passons d’une inte´grale sur les matrices hermi-
tiennes de taille N (soit un espace a` N 2 dimensions re´elles) a` une inte´grale sur les valeurs propres
dont le nombre n’est « que » de N . Nous effectuons ensuite le passage a` la limite N → ∞, par
un argument heuristique de type « me´thode du col », avant de pre´senter brie`vement l’approche
par polynoˆmes orthogonaux.
Re´duction a` une inte´grale sur les valeurs propres
Conside´rons a` nouveau l’e´nergie libre du mode`le a` une matrice :
FN (t, V ) ≡ log
〈






e−N Tr M2/2tDM (1.26)
dont le comportement dominant a` N grand correspond aux cartes planaires. Chaque inte´grale
matricielle est invariante par conjugaison par une matrice unitaire Ω, c’est-a`-dire le changement
de variable M 7→ ΩMΩ−1. En particulier l’inte´grande ne de´pend que des valeurs propres (re´elles)
m1,m2, . . . ,mN de M : nous souhaitons nous ramener a` des inte´grales sur ces quantite´s, qui ne
sont qu’en nombre N par rapport aux N 2 composantes re´elles inde´pendantes de M .
Soient m le vecteur (m1,m2, . . . ,mN ) et Diag(m) la matrice diagonale dont les e´le´ments
diagonaux sont les mi : l’application (m,Ω) 7→ M = Ω · Diag(m) · Ω−1 parcourt l’ensemble des
matrices hermitiennes lorsque les mi de´crivent R et Ω le groupe de matrices unitaires U(N). Ceci
ne fait que traduire le fait bien connu que toute matrice hermitienne peut eˆtre diagonalise´e dans





Ici DΩ de´signe la mesure de Haar sur U(N), i.e. la mesure invariante pour la structure de groupe.
J(m) est le jacobien de la transformation, qui ne de´pend que de m par invariance U(N), et est
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Cette proprie´te´ est bien connue en the´orie des matrices ale´atoires et est ge´ne´ralement attribue´e a`
Dyson. En terme d’inte´grales, si nous conside´rons ge´ne´ralement une fonction f(M) qui ne de´pend








La constante de proportionnalite´ CN , sans importance ici car nous conside´rons le rapport de
deux inte´grales, traduit l’inte´gration sur le groupe U(N). Nous obtenons ainsi :




































log |mi −mj | (1.31)
et S(0)N [m] ≡ SN [m]|V =0. Notons enfin que par syme´trie nous pouvons restreindre l’inte´gration
au domaine ou` m1 < m2 < · · · < mN .
La limite planaire : me´thode du col
Cette re´e´criture permet d’appre´hender le comportement dans la limite planaire N →∞. De
fac¸on heuristique, la quantite´ SN [m] reste d’ordre 1, et la contribution dominante a` l’e´nergie









Cette hypothe`se s’apparente a` la me´thode de Laplace et a` la me´thode du col, bien connues en
analyse ; toutefois, a` la diffe´rence de celles-ci, la dimension de l’inte´grale est ici e´galement une
grandeur tendant vers l’infini. Une explication physique peut eˆtre donne´e comme suit : l’inte´grale∫
eN
2SN [m]dNm correspond a` la fonction de partition (statique) d’un gaz unidimensionnel de N
particules classiques (les valeurs propres), de positions mi, avec :
– un potentiel a` un corps V1(mi) = m
2
i /2t− V (mi),
– un potentiel a` deux corps V2(mi,mj) = − 2N log |mi −mj |
et pris a` tempe´rature 1/N . En l’absence de V2, et dans l’e´tat fondamental a` tempe´rature nulle
(N → ∞), toutes les valeurs propres sont a` l’e´quilibre me´canique au minimum du potentiel V1
(proche de 0 si V est une perturbation suppose´e petite). Cependant, le potentiel re´pulsif V2,
bien que d’ordre 1/N , modifie l’e´quilibre me´canique de fac¸on finie, car sa contribution totale au
potentiel vu par une particule est d’ordre 1. La tempe´rature, infinite´simale e´galement, n’induit
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par contre pas de perturbation a` l’ordre dominant. L’e´tat fondamental, pour N fini, est donne´
par les conditions d’e´quilibre me´canique : ∂SN [m]/∂mi = 0 (pour tout i), soit :
mi
t






ou` m1 < m2 < . . . < mn. Dans la limite N →∞, les particules se re´partissent selon une distribu-
tion continue4 : le nombre de particules dans un intervalle infinite´simal [x, x+ dx] est e´quivalent
a` Nρ(x)dx, ou` ρ(x) est la densite´ au point x (nous avons donc ρ(x) ≥ 0 et ∫∞
−∞
ρ(x)dx = 1).
L’e´quation (1.33) a alors la limite continue :
x
t




x− y , (1.34)
ou` −∫ de´signe la valeur principale de l’inte´grale. Cette e´quation n’est valable que pour x dans le










log |x− y|ρ(x)ρ(y)dxdy (1.35)
et cette quantite´ est maximale lorsque ρ ve´rifie (1.34)5, ce qui donne l’e´nergie libre planaire.
La suite de cette partie est consacre´e a` une « re´solution » de l’e´quation (1.34) afin d’en
de´duire la se´rie ge´ne´ratrice des cartes planaires enracine´es E(0)(t, V ). Ceci est explique´ en plus
grand de´tail dans l’appendice A de l’article III.




z − x (1.36)
qui est une fonction analytique posse´dant une coupure le long du support de ρ, et que l’on peut









∂F (0)(t, V )
∂vn
(1.37)











ω(z) + P (z) = 0 (1.38)
avec P (z) = 1t −
∫ V ′(z)−V ′(x)
z−x ρ(x)dx, qui est un polynoˆme lorsque V en est un : cette remarque
nous permet de de´terminer comple`tement ω(z) si nous supposons que le support de ρ est constitue´
d’un unique intervalle [a, b] (« one-cut hypothesis »). Cette hypothe`se est physiquement motive´e
par le fait que le potentiel a` un corps V1 mentionne´ plus haut ne posse`de qu’un seul minimum
(pour V traite´ comme une petite perturbation), autour duquel s’accumulent les valeurs propres.
Dans ce cas, ω posse`de exactement deux points de branchement d’ordre 2 en a et en b, et la






− V ′(z) +G(z)
√
(z − a)(z − b)
)
(1.39)
4Cette distribution s’interpre`te le spectre continu d’une grande matrice ale´atoire.
5Cette assertion peut eˆtre ve´rifie´e en calculant la de´rive´e fonctionnelle de S(ρ), mais nous devons tenir compte
des multiplicateurs correspondant aux contraintes
R
ρ = 1 et ρ ≥ 0.
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ou` G(z) est un polynoˆme. a, b et G(z) sont entie`rement de´termine´s par la condition ω(z) ∼ 1z
lorsque z →∞. Comme explique´ en de´tail dans l’appendice de l’article III, la solution peut eˆtre
simplifie´e en introduisant les quantite´s auxiliaires :







, Q(σ) ≡ σ + S + R
σ
(1.40)
ou` σ est une variable formelle. En effet, en posant z = Q(σ), l’expression sous la racine dans
l’e´quation (1.39) devient un carre´ parfait. En e´crivant alors la condition ω(z) ∼ 1z quand z →∞
(e´quivalant a` une condition sur le de´veloppement en σ = 0 pouvant s’exprimer via des inte´grales
de contour), nous obtenons des relations de´terminant R et S, et nous pouvons poursuivre ordre
par ordre le de´veloppement asymptotique de la relation (1.37) afin d’exprimer les de´rive´es de




, nous aboutissons au re´sultat final suivant :
La se´rie ge´ne´ratrice des cartes planaires enracine´es selon les degre´s des sommets ve´rifie :
E(0)(t, V ) =
R+ S2 − 12ipi
∮
C0
V ′(Q(σ))(σ2 + 2Sσ)dσ − t
t
(1.41)
















et les conditions R,S → 0 quand t→ 0. C0 de´signe un contour positif autour de 0 arbitraire.
Il convient de mieux expliquer pourquoi ces identite´s constituent bien une « solution » du
mode`le a` une matrice. Les inte´grales de contour reviennent a` extraire certains coefficients dans
V ′(Q(σ)), vu comme une se´rie de Laurent. Lorsque V est polynoˆmial, ces coefficients sont des
polynoˆmes en R et S, et les e´quations (1.42) constituent un syste`me de deux e´quations alge´briques
en R,S de´pendant des parame`tres t et V . Les conditions R,S → 0 permettent de se´lectionner la
bonne de´termination de la solution dans un voisinage de t = 0. E(0) est a` son tour un polynoˆme
en R et S.
Plus ge´ne´ralement, V (x) peut eˆtre une se´rie formelle en x. Dans ce cas, les e´quations (1.42)
de´terminent le de´veloppement de R,S ordre par ordre en t et les coefficients de V . Nous pouvons
ainsi calculer le nombre de cartes pour des nombres arbitraires de sommets de chaque degre´.
Pre´sentons enfin une application simple ce re´sultat au cas des cartes trivalentes, c’est-a`-dire
dont tous les sommets ont degre´ 3. Ceci revient a` prendre V (x) = x3/3, dans ce cas les e´quations
(1.41) et (1.42) se simplifient en :
E(0) =
R+ S2 − 2R2S − t
t
S = t(S2 + 2R) R = t+ 2tRS (1.43)
E(0) peut eˆtre exprime´ en fonction de S seul, qui est solution d’une e´quation cubique de´pendant
de t. Par la formule d’inversion de Lagrange6, nous pouvons de´duire le nombre de cartes planaires
6Une application plus explicite de cette formule importante est donne´e au chapitre 3 (cf. e´quations (3.38) et
suivantes).
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Une autre me´thode courante dans l’e´tude des matrices ale´atoires est celle dite des polynoˆmes
orthogonaux, que mentionnons brie`vement ici car elle sera ge´ne´ralise´e a` certaines inte´grales multi-
matricielles dans la section suivante. Rappelons qu’apre`s re´duction a` une inte´grale sur les valeurs
propres, la fonction de partition du mode`le a` une matrice s’e´crit :











La me´thode consiste a` remarquer que le de´terminant de Vandermonde de taille N peut se re´e´crire,




pour toute famille de polynoˆmes a` une variable (pn)n≥0 telle que pn est unitaire de degre´ n. Il
s’ensuit, par un calcul simple, que la fonction de partition peut se re´e´crire comme :








ou` C est tel que ΞN (t, V = 0) = 1 (pour alle´ger les notations, nous omettrons les de´pendances






et choisissons les pn e´gaux aux polynoˆmes orthogonaux par rapport a` ce produit : (pi, pj) = hiδij ,
hi e´tant le carre´ de la norme de pi. L’e´quation (1.47) devient alors :




Les polynoˆmes orthogonaux peuvent eˆtre construits explicitement par la proce´dure d’orthogo-
nalisation de Gram-Schmidt. En utilisant les contraintes d’orthogonalite´ des pn, nous pouvons
obtenir des relations de re´currence les reliant, et par la` meˆme des relations de re´currence entre
les hn. Il est alors possible de retrouver la limite planaire en e´tudiant la forme asymptotique de
ces e´quations : nous nous contenterons de mentionner ici que la quantite´ Q(σ) = σ + S +Rσ−1,
introduite a` la section pre´ce´dente (e´quation (1.40)), trouve une nouvelle interpre´tation comme
limite de l’ope´rateur de multiplication par une valeur propre [28] :
(Q.pn)(x) ≡ xpn(x) = pn+1 + Snpn +Rnpn−1 (1.50)
avec Sn → S, Rn → R lorsque n,N tendent vers l’infini avec n/N → 1.
Nous concluons par quelques remarques cette section consacre´e a` la solution du mode`le a` une
matrice dans la limite planaire. Notons tout d’abord que l’e´quation (1.49) est valable pour tout
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N : ceci permet de calculer le de´veloppement de l’e´nergie libre au-dela` de la contribution planaire
(en pratique les calculs deviennent rapidement inextricables au-dela` du genre 1), et d’extraire
certaines informations « non-perturbatives » dans la dite double limite d’e´chelle [35, 36, 37]. Nous
ne pre´senterons pas ici une troisie`me approche dite des e´quations de boucles7, qui s’apparente
dans le langage des cartes a` la de´composition re´cursive de Tutte. Cette approche permet de
justifier rigoureusement notre solution du mode`le a` une matrice : conside´rant ω(z) comme une
se´rie formelle multivarie´e en z, t, V (z est une variable « catalytique »), l’e´quation (1.38) peut
eˆtre obtenue, la suite du calcul s’apparentant a` des manipulations de se´ries formelles.
1.1.3 Inte´grales multimatricielles




(1),...,M(p))+V (M(1),...,M(p)))DM (1) · · · DM (p) (1.51)
ou` q(x(1), . . . , x(p)) ≡ ∑α,β Qαβx(α)x(β) est la forme quadratique associe´e a` la matrice re´elle
syme´trique de´finie positive Q, et V un polynoˆme de la forme (1.24). Nous avons vu que cette
inte´grale est lie´e, par de´veloppement en diagrammes de Feynman, aux se´ries ge´ne´ratrices de
cartes dont les sommets sont colorie´s en p couleurs. Nous souhaitons, comme pour le mode`le a`
une matrice, nous ramener a` une inte´grale sur les valeurs propres m
(α)
i graˆce a` la formule de
Dyson :
DM (α) ∝ ∆2(m(α))DΩ(α)dNm(α). (1.52)
Nous sommes confronte´s a` la difficulte´ suivante : si, d’apre`s (1.24), nous avons bien :
V (M (1), . . . ,M (p)) = V (m(1), . . . ,m(p)), (1.53)
la partie quadratique de´pend des variables unitaires Ω(α), sauf dans le cas trivial ou` Q est
diagonale (ce qui nous rame`nerait a` p mode`les a` une matrice de´couple´s, c’est-a`-dire un produit
de se´rie ge´ne´ratrices de cartes sans couleurs). Il est donc impossible de factoriser les inte´grations
sur U(N) comme nous avons pu le faire pour le mode`le a` une matrice. Cependant, dans un
certain nombre de cas, il est possible de surmonter cette difficulte´ a` l’aide de la formule dite
de Harish-Chandra–Itzykson–Zuber (HCIZ) [40, 41]8 : pour Ω ∈ U(N), et A,B des matrices
diagonales d’e´le´ments diagonaux respectifs ai, bi (i = 1, . . . , N) :∫
eTr AΩBΩ




Cette formule peut eˆtre exploite´e comme suit. Nous de´finissons le graphe des interactions G du
mode`le de matrice comme le graphe simple dont les sommets sont 1, . . . , p, et ou` les sommets
α et β (distincts) sont relie´s par une areˆte si et seulement si Qα,β 6= 0. Chaque areˆte (α, β)
de G correspond dans l’inte´grale a` un facteur eN Tr(Qα,βM(α)M(β)/2) qui ne de´pend des variables
unitaires que via la variable d’areˆte Ω(α)(Ω(β))−1. Nous voyons que, lorsque G ne contient pas
de boucle, les variables d’areˆte peuvent eˆtre inte´gre´es sur U(N) inde´pendamment9 a` l’aide de
la formule HCIZ, et nous pouvons re´e´crire l’inte´grale (1.51) comme portant sur les m(α) seuls
[45, 46].
7Voir par exemple les notes de cours de B. Eynard [38] ou la the`se de G. Bonnet [39].
8Nous n’e´voquons pas ici les autres me´thodes utilisant une de´composition sur les caracte`res du groupe
syme´trique [42, 43, 44].
9En pre´sence de boucles dans le graphe des interactions, les variables d’areˆte Ω(α)(Ω(β))−1 doivent avoir pour
produit 1 le long de chaque boucle.
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Apre`s cette re´duction a` une inte´grale sur les valeurs propres, nous devons en e´tudier le
de´veloppement a` N →∞. E´tudier ce proble`me dans toute sa ge´ne´ralite´ est trop difficile (malgre´
quelques succe`s notables [47, 48, 49]), nous nous restreindrons ici au cas ou` le graphe des in-
teractions est une chaˆıne, ce qui revient a` la condition Qα,β = 0 si |α − β| > 1. Le mode`le a`















Nous pouvons alors ge´ne´raliser la me´thode des polynoˆmes orthogonaux a` ce cas : introduisons la
famille des polynoˆmes bi-orthogonaux (pn, qn)n≥0 de´finis par les contraintes que, pour tout n, pn
et qn sont des polynoˆmes unitaires a` une variable de degre´ n, et ve´rifiant la relation de dualite´




N(− 12 Q(x1,x2,...,xp)+V (x1,x2,...,xp))dx1dx2 . . . dxp. (1.56)
Les polynoˆmes bi-orthogonaux peuvent eˆtre construits par une ge´ne´ralisation de la proce´dure de
Gram-Schmidt. En e´crivant les de´terminants de Vandermonde en termes de ces polynoˆmes, nous
voyons que l’inte´grale (1.55) est proportionnelle a`
∏N−1
n=0 hn. Comme dans le cas du mode`le a`
une matrice, la limite N → ∞ s’e´tudie via les relations de re´currence sur les hn induites par la
contrainte de biorthogonalite´. Nous verrons un exemple d’une telle e´tude dans la dernie`re section
de ce chapitre.
1.2 Gravite´ quantique bidimensionnelle et me´canique sta-
tistique sur surfaces dynamiques
Dans cette section, nous introduisons la gravite´ quantique bidimensionnelle, et la me´canique
statistique sur surfaces dynamiques, de manie`re essentiellement conceptuelle et heuristique, dans
le but d’en pre´senter le lien avec les proble`mes d’e´nume´ration de cartes.
1.2.1 Concepts
Relativite´ ge´ne´rale et me´canique quantique
Nous savons, depuis la the´orie de la relativite´ ge´ne´rale d’Einstein, que la gravite´ correspond
a` une de´formation de l’espace-temps. Mathe´matiquement, celui-ci est de´crit comme une varie´te´
(pseudo-)Riemannienne, c’est-a`-dire une varie´te´ diffe´rentielle munie d’une me´trique. Classique-
ment, la me´trique obe´it a` un principe de moindre action, ou` l’action comprend un terme de






ou` κ,Λ sont des constantes10, x est une parame´trisation de la varie´te´ de dimension n, G(x)
est le tenseur me´trique en x, R(x) la courbure scalaire associe´e et
√|detG(x)|dnx la forme
10Dans la relativite´ ge´ne´rale a` quatre dimensions, κ s’exprime en fonction des constantes usuelles c (vitesse de
la lumie`re) et GN (constante de Newton) par κ = c
4/16piGN , tandis que Λ est la constante cosmologique, dont
l’existence est permise par les syme´tries.
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de volume invariante, de telle sorte que SEH est invariant par reparame´trisation. Un e´ventuel
couplage a` la matie`re est de´crit ge´ne´ralement par une action invariante Smat de´pendant a` la
fois du champ-me´trique G, et d’autres champs externes que nous noterons globalement Φ. Le
principe de moindre action s’e´crit en annulant la de´rive´e fonctionnelle de l’action respectivement
par rapport au champ local Φ(x), ce qui donne les e´quations du mouvement de la matie`re, et
par rapport a` G(x), ce qui donne les e´quations dites d’Einstein. Si nous conside´rons a` pre´sent
la quantification de la the´orie, dans un cadre s’inspirant du formalisme de l’inte´grale de chemin
de Feynman, nous devons conside´rer une « moyenne » sur toutes les trajectoires possibles : en
particulier, la fonction de partition (appele´e aussi « amplitude du vide connexe ») de la gravite´









Cette expression comprend une « inte´gration fonctionnelle » sur les champs G et Φ a` topologie11
fixe´e, mais celle-ci peut e´galement fluctuer, et pour le calcul de Z nous sommons sur les diffe´rentes
topologies de varie´te´s compactes orientables sans bord.
Conside´rons a` pre´sent le cas de la dimension n = 2, et d’une me´trique Euclidienne (de´finie
positive). Il est bien connu que la topologie des surfaces compactes orientables sans bord est
caracte´rise´e par un invariant entier positif g : le genre. L’inte´grale est la courbure scalaire y est




detG = 4piχ = 4pi(2 − 2g) (χ est la caracte´ristique
d’Euler de la surface). L’action de Einstein-Hilbert s’e´crit ainsi :
SEH = 4piκχ+ ΛA[G] (1.59)
ou` A ≡ ∫ √detG est l’aire de la surface. Les e´quations d’Einstein ne comprennent pas de de´rive´es
du tenseur me´trique G, qui n’est donc pas un degre´ de liberte´ dynamique ; pour cette raison la
gravite´ bidimensionnelle classique est dite triviale. La the´orie quantifie´e, en revanche, est non
triviale en raison des fluctuations de topologie12. En l’absence de matie`re, la the´orie est dite de







N,λ sont des constantes, et Vg(A) est le « volume » de l’ensemble des me´triques d’aire A sur
une surface de genre g. Ce facteur est a priori infini, et comme pour toute the´orie de champs,
une re´gularisation doit eˆtre introduite pour donner un sens a` l’expression (1.60). Notons de`s
maintenant l’analogie qualitative entre cette expression et le de´veloppement de l’e´nergie libre du
mode`le a` une matrice (1.20) : nous avons une meˆme somme sur les topologies, ou` le genre est
couple´ a` une constante N (introduite toutefois par des raisonnements diffe´rents) ; l’inte´gration
sur l’aire A est un analogue continu a` la notion de se´rie ge´ne´ratrice. Nous verrons plus loin comme
pousser cette analogie au-dela` du qualitatif.
Me´canique statistique
Il est bien connu qu’il existe une e´quivalence entre la me´canique quantique et la me´canique
statistique, via l’identification formelle :
~
i
⇐⇒ β−1 ≡ kBT (1.61)
11On entend par topologie la classe de la varie´te´ conside´re´e a` de´formation pre`s.
12On notera que ce cadre est e´galement celui de la the´orie des cordes, ou` la surface bidimensionnelle correspond
a` la feuille d’univers de la corde, tandis que des champs externes Φ de´crivent le plongement dans l’espace-temps.
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ou` ~ est la constante de Planck, β la tempe´rature inverse, kB la constante de Boltzmann per-
mettant de donner une unite´ usuelle a` la tempe´rature T . Cette identification s’assimile ainsi a`
une continuation analytique. Ici, l’inte´gration sur la me´trique bidimensionnelle s’apparente a` une
moyenne sur l’ensemble des surfaces de genre fixe´, et la fonction de partition en pre´sence de







H[Φ, G] de´signe le hamiltonien (e´nergie) d’une configuration donne´e du champ Φ dans la me´trique
G, cette notion e´tant l’e´quivalent de l’action Smat dans le langage de la me´canique statistique.
Pour une me´trique G fixe´e, les configurations sont distribue´es selon une loi de Boltzmann, avec
une probabilite´ proportionnelle a` e−βH.
La fonction de partition (1.62) correspond donc a` un mode`le de me´canique statistique sur
une surface ale´atoire. Notons les remarques importantes suivantes :
– la moyenne sur la surface e´tant effectue´e dans la fonction de partition, la ge´ome´trie est
une variable dynamique (« annealed »), par opposition a` une variable gele´e (« quenched »)
pour laquelle la moyenne serait effectue´e sur l’e´nergie libre. La situation est donc diffe´rente
de celle e´tudie´e en physique des syste`mes de´sordonne´s, bien qu’il soit possible en principe
de s’y ramener par la me´thode des re´pliques.
– Le genre et l’aire de la surface peuvent fluctuer, mais sont couple´s aux variables N et λ :
ceci est semblable au formalisme grand canonique, et il est possible de se ramener a` une
fonction de partition a` genre et/ou aire fixe´s par une transformation de Laplace inverse.
– La surface est un espace abstrait. Si nous souhaitons e´tudier une surface plonge´e dans
l’espace, avec e´ventuellement des auto-interactions, nous devons le faire par l’introduction
de champs externes et de leur hamiltonien idoine.
Les re´sultats a` venir pourront aussi bien s’exprimer dans le langage de la gravite´ quantique que
celui de la me´canique statistique. Nous choisirons celui qui nous semble le plus approprie´.
1.2.2 Approche par discre´tisation
Comme inte´gration fonctionnelle, l’inte´gration sur toutes les me´triques, meˆme a` topologie
fixe´e, est une ope´ration mathe´matiquement mal de´finie. Il est plus commode de travailler avec
une somme discre`te : le but de cette section est de montrer qu’il est naturel de conside´rer une
somme portant sur une famille de cartes.
Nous nous inte´ressons tout d’abord a` des mode`les discrets de gravite´ pure, avant de discuter
de l’extension aux mode`les couple´s a` la matie`re.
Mode`les discrets de gravite´ pure
Soit une carte arbitraire dessine´e sur une surface de genre g : nous pouvons de´finir une
me´trique sur la surface, en identifiant par exemple chaque face de la carte avec un polygone
plat re´gulier de coˆte´ unite´. L’aire s’exprime imme´diatement en fonction des nombres de faces
de chaque degre´. De plus, par recollement, la me´trique est plate partout sauf aux sommets
de la carte, ou` une courbure singulie`re est localise´e : ce fait peut eˆtre ve´rifie´ par exemple en
conside´rant le transport paralle`le d’un vecteur, comme illustre´ sur la figure 1.4. Plus pre´cise´ment,
dans le cas d’une triangulation, a` chaque sommet s de degre´ ks est associe´e une courbure discre`te






ki = 2#{areˆtes} = 3#{triangles} (1.63)
1.2. GRAVITE´ QUANTIQUE 2D ET ME´CANIQUE STATISTIQUE 35
Fig. 1.4 – Transport paralle`le autour d’un sommet de degre´ 5 d’une triangulation (les triangles
sont e´quilate´raux et les e´le´ments en pointille´s doivent eˆtre identifie´es). Le vecteur revient au
point de de´part tourne´ de 60◦, ce qui est la manifestation d’une courbure (singulie`re) localise´e
au sommet.
nous identifions la caracte´ristique d’Euler de la triangulation :
χ = #{sommets} −#{areˆtes}+ #{triangles}. (1.64)







Cette identite´ reste valable pour une carte arbitraire, la courbure discre`te e´tant alors e´gale a`
deux fois le de´ficit d’angle autour du sommet. Au final, l’action de Einstein-Hilbert s’exprime
naturellement dans le langage des cartes, comme combinaison line´aire de χ et des nombres de
faces de chaque degre´.
Nous voyons donc que la donne´e d’une carte de´finit une surface ayant des proprie´te´s me´triques
simples. Il reste a` se convaincre que la sommation sur une classe de cartes de genre fixe´ peut
remplacer une inte´gration fonctionnelle sur la me´trique a` topologie fixe´e, ce qui ne´cessite quelque
discussion a` de´faut d’une preuve formelle. De fac¸on heuristique, toute me´trique continue sur
une surface peut eˆtre discre´tise´e sous forme d’une carte (triangulation ou autre) dont toutes les
areˆtes auraient une longueur de l’ordre d’un pas de discre´tisation a : lorsque ce pas a tend vers
0, on s’attend a` ce que la me´trique discre`te induite par la carte converge (en un sens a` de´finir)
vers la me´trique continue. Plus pre´cise´ment, nous voyons que le passage a` une telle « ge´ome´trie
discre`te » revient a` discre´tiser deux grandeurs physiques :
– la longueur, dont le pas correspond a` une areˆte de la carte,
– l’aire, dont le pas correspond a` une face de la carte.
La limite continue est obtenue lorsque ces deux pas tendent conjointement vers ze´ro, tandis que
les e´chelles « macroscopiques » d’observation restent fixe´es. Ceci revient a` conside´rer des cartes
de grande taille (nombres de faces, d’areˆtes et de sommets tendant vers l’infini).
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Illustrons ceci par un exemple : le nombre de triangulations planaires enracine´es de 3n areˆtes,







En terme de la se´rie ge´ne´ratrice T ≡ ∑ tnxn (x correspond a` un poids par paire de triangles),
cette information se traduit, au voisinage du rayon de convergence xc ≡ (12
√
3)−1 (point cri-





nn−5/2 ∝ (xc − x)3/2. (1.67)
Nous pouvons donner un sens plus physique a` cette e´quation en introduisant une unite´ d’aire
² pour chaque triangle, de sorte que l’aire totale est A ≡ n². La limite continue est obtenue en
approchant le point critique comme x = xce
−λ², puis en faisant tendre ² vers 0 a` A, λ fixe´s : nous
voyons que la somme sur n dans (1.67) peut eˆtre remplace´e par une inte´grale sur A :
T |sing ∝ ²3/2
∫ ∞
²
dAe−λAA−5/2 ∝ (λ²)3/2. (1.68)
Cette expression est a` comparer avec la forme (1.60) pour la fonction de partition de la gravite´
pure : nous avons ici le terme dominant de genre 0 correspondant a` une somme sur toutes les
surfaces planaires. Comme nous conside´rons ici des cartes enracine´es, le marquage d’une areˆte





dAe−λAA−7/2 ∝ λ2−γ . (1.69)
λ joue le roˆle d’une constante cosmologique renormalise´e, et ² apparaˆıt comme e´chelle de coupure
(cut-off ) a` petite aire. Le point critique λ = 0 est invariant d’e´chelle, et est caracte´rise´ par
l’exposant critique dit de susceptibilite´ de corde14 γ = −1/2.
Nous voyons donc que l’e´nume´ration des triangulations planaires de grande taille pre´sente les
aspects de la gravite´ quantique bidimensionnelle pure pour la topologie sphe´rique. La contrainte
de triangularite´ des faces n’est pas cruciale, et nous obtenons la meˆme limite continue pour
d’autres familles de cartes (quadrangulations, cartes biparties, etc). Ceci est un exemple manifeste
du principe d’universalite´ des phe´nome`nes critiques. Conside´rons par exemple un mode`le de
cartes planaires quelconques, dans lequel nous associons a` chaque face une aire positive arbitraire
fonction de son degre´ : le comptage des cartes d’aire donne´e est, par dualite´, une spe´cialisation
de la solution planaire du mode`le a` une matrice donne´e a` la section 1.1.2. La se´rie ge´ne´ratrice
E(0) correspond a` une somme sur toutes les cartes, avec un parame`tre x conjugue´ a` l’aire. Il
re´sulte de la solution planaire du mode`le a` une matrice que, pour tout choix15 des aires des
faces, E(0) posse`de un rayon de convergence fini xc, et au voisinage du point critique, nous avons




∝ (xc − x)3/2. (1.70)
13Le comportement singulier dominant correspond au premier terme singulier dans un de´veloppement limite´
au voisinage de xc. Ici deux termes re´guliers, l’un constant, l’autre proportionnel a` xc − x, apparaissent aupa-
ravant dans le de´veloppement ; en prenant deux de´rive´es par rapport a` x nous obtenons un ve´ritable e´quivalent
asymptotique divergent.
14Un exposant critique est souvent de´fini comme celui donnant la singularite´ d’une susceptibilite´, c’est-a`-dire
une de´rive´e seconde d’e´nergie libre. Il s’agit ici de la de´rive´e seconde par rapport a` λ.
15On imposera toutefois que le nombre de cartes d’aire infe´rieure a` une valeur fixe´e est fini, par exemple en
imposant que les degre´s des faces sont borne´s.
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Nous pouvons alors suivre le meˆme raisonnement que pour les triangulations, en renormalisant
l’unite´ d’aire par un facteur ² : la limite continue est identique et gouverne´e par le meˆme exposant
critique γ = −1/2 universel pour la gravite´ pure, alors que les mode`les discrets diffe`rent.
Le de´veloppement topologique des mode`les de matrices permet en principe de pousser le rai-
sonnement au-dela` du genre 0. Ainsi, si nous parvenons a` calculer l’e´nergie libre du mode`le a`
une matrice au-dela` de la limite planaire, ou ne serait-ce que de´terminer son comportement sin-
gulier au voisinage d’un point critique ge´ne´rique, nous pouvons en de´duire des informations sur
la fonction de partition de la gravite´ quantique bidimensionnelle pure pour des topologies non-
sphe´riques. L’exercice peut eˆtre mene´ pour les « petits » genres g = 1, 2, . . ., au prix de complica-
tions supple´mentaires par rapport a` la solution planaire. Citons e´galement l’astucieuse me´thode
de la double limite d’e´chelle, permettant d’envisager une formulation « non-perturbative » de la
gravite´ quantique, via une relation avec la the´orie des e´quations diffe´rentielles inte´grables ; ce
programme semble malheureusement se heurter a` des obstacles techniques fondamentaux (se´ries
non-sommables au sens de Borel, voir la revue [22]). Cependant, nous ne serons pas confronte´s
ici a` ces difficulte´s, car nous nous inte´resserons par la suite presque exclusivement aux cartes et
surfaces planaires. En the´orie des cordes, ceci correspond a` une « limite semi-classique » ; la chose
est plus naturelle dans le langage de la me´canique statistique, que nous pre´fe´rerons dore´navant.
Mode`les couple´s a` la matie`re
Nous avons jusque ici montre´ comment la structure de carte permet de donner un sens a`
l’inte´gration fonctionnelle sur la me´trique, et son application pour une the´orie de gravite´ pure.
Un e´ventuel couplage a` la matie`re n’a e´te´ introduit que de manie`re abstraite sous forme de
champs externes gouverne´s par une action ou un hamiltonien. Il est tre`s naturel d’e´tendre notre
discre´tisation pour la description de la matie`re : de la meˆme manie`re que les mode`les discrets
sur re´seau re´gulier sont fre´quemment introduits pour re´gulariser les the´ories de champs dans un
espace plat, nous pouvons conside´rer des mode`les discrets de matie`re de´finis sur une carte, vue
comme re´seau bidimensionnel irre´gulier.
De fac¸on ge´ne´rale, e´tant donne´ un re´seau bidimensionnel quelconque (re´gulier ou irre´gulier),
un mode`le discret est de´fini en associant des variables (« degre´s de liberte´s ») prenant des valeurs
dans un ensemble donne´, souvent fini, a` des e´le´ments du re´seau : sites, liens ou plaquettes
– correspondant dans le langage des cartes respectivement aux sommets, areˆtes et faces. Une





H(C) est l’e´nergie de la configuration, analogue discret du hamiltonien ; prendre H(C) = +∞
revient a` interdire la configuration C. La fonction de partition Zreseau permet de normaliser la
somme (discre`te) des probabilite´s a` 1.
Illustrons imme´diatement ceci par un exemple : conside´rons des particules classiques « vi-
vant » sur les sites d’un re´seau fini. Si les particules sont indiscernables, une configuration du
mode`le est entie`rement spe´cifie´e par la donne´e du nombre d’occupation ns pour chaque site s,
c’est-a`-dire le nombre de particules pre´sentes en s. ns est un entier naturel, arbitraire pour des
« bosons », e´gal a` 0 ou 1 pour des « fermions ». En l’absence de contraintes supple´mentaires,
nous avons un gaz parfait dont la statistique est triviale. Une contrainte tre`s simple aboutissant
a` une physique non-triviale est la re`gle d’exclusion suivante : sur les deux sites aux extre´mite´s
d’un lien se trouve un total d’au plus une particule. Ainsi, pour chaque site s, ns = 0 ou 1, et
si ns = 1 alors, pour tous les sites s
′ voisins de s, n′s = 0. L’e´nergie d’une configuration peut
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Fig. 1.5 – Exemples de configurations d’un gaz de particules dures sur un re´seau re´gulier (re´seau
hexagonal) et un re´seau irre´gulier (trivalent). La re`gle d’exclusion stipule que deux particules
(points noirs) ne peuvent pas occuper des sites adjacents ou, ce qui est e´quivalent, que les zones









ou` la premie`re somme, portant sur tous les liens du re´seau, assure la re`gle d’exclusion (δ(x)
vaut +∞ si x = 0, 0 sinon), tandis que la seconde couple le nombre total de particules a` un
« potentiel chimique » µ. La re`gle d’exclusion correspond a` une interaction a` deux corps de type
« coeur dur », et nous appelons le mode`le sur re´seau ainsi de´fini un mode`le de particules dures.





ou` la somme porte sur l’ensemble (fini) des configurations satisfaisant la re`gle d’exclusion, n(C) ≡∑
s ns est le nombre total de particules dans la configuration C, et z ≡ e−βµ, appele´ activite´ d’une
particule, est l’unique parame`tre du mode`le. Deux configurations de particules dures, l’une sur
re´seau re´gulier, l’autre sur re´seau irre´gulier, sont repre´sente´es sur la figure 1.5. La prochaine
section sera consacre´e a` l’e´tude de mode`les de particules dures sur les cartes planaires. Nous
concluons cet exemple en mentionnant une variante du mode`le, ou` les particules occupent non
plus les sites mais les liens du re´seau : la re`gle d’exclusion stipule alors que deux liens partant
d’un meˆme site ne peuvent eˆtre simultane´ment occupe´s. On parle alors de dime`res durs.
Revenons a` pre´sent sur la relation entre mode`les discrets sur re´seaux, et les mode`les continus.
Pour le calcul de la fonction de partition, nous effectuons dans le premier cas une somme discre`te∑
C sur l’ensemble des configurations, ce qui correspond a` l’inte´gration fonctionnelle sur les
champs externes
∫
[DΦ] pre´sente dans l’e´quation (1.62). Cependant, la somme a` re´seau fixe´
e´quivaut dans le continu a` conside´rer une me´trique donne´e. L’analogue discret de la fonction de
partition (1.62) est obtenu en effectuant une sommation supple´mentaire sur le re´seau, pris dans
une famille de cartes comme vu pre´ce´demment pour la gravite´ pure.
A` nouveau, nous expliciterons cette proce´dure sur un exemple particulier : conside´rons le
mode`le des dime`res durs sur une carte planaire te´travalente ale´atoire (i.e. dont tous les sommets













Fig. 1.6 – Le mode`le des dime`res durs sur les cartes te´travalentes : un exemple de carte munie de
dime`res durs, et la carte obtenue apre`s contraction des dime`res. Pour l’ope´ration inverse, chaque
sommet hexavalent peut eˆtre e´clate´ de 3 fac¸ons.




ou` la somme porte sur l’ensemble des cartes planaires te´travalentes munies de dime`res durs
(cf figure 1.6). Une activite´ y et z est attache´e respectivement a` chaque sommet et chaque
dime`re. Il s’ave`re que cette fonction de partition peut eˆtre e´value´e a` l’aide du mode`le a` une
matrice : chaque areˆte occupe´e par un dime`re peut en effet eˆtre contracte´e, en fusionnant les
deux sommets incidents de degre´ 4 en un sommet de degre´ 6. La re`gle d’exclusion assure que
cette construction est non-ambigue¨, et les sommets non environne´s de dime`res sont inchange´s.
Nous obtenons ainsi une carte constitue´e de sommets de degre´s 4 et 6. Re´ciproquement, nous
pouvons e´clater chaque sommet de degre´ 6 de 3 fac¸ons. La fonction de partition se re´exprime
comme la se´rie ge´ne´ratrice des cartes « te´trahexavalentes » compte´es avec des poids y et 3zy2
par sommet de degre´ respectivement 4 et 6 (ceux-ci comptant pour deux sommets de degre´ 4 et
un dime`re). Il s’agit bien d’un cas particulier du mode`le a` une matrice (1.12), avec un polynoˆme
V (x) = yx4/4 + 3zy2x6/6 [50].
Nous avons jusque ici pre´sente´ des arguments qualitatifs montrant comment les mode`les dis-
crets sur cartes ale´atoires permettent de donner un sens concret aux inte´grations fonctionnelles
conside´re´es pour la me´canique quantique ou statistique des surfaces. D’autres approches sont pos-
sibles : citons en particulier l’approche continue fructueuse par les the´ories conformes couple´es au
champ de Liouville [24, 25, 26]. Un accord quantitatif spectaculaire existe entre the´ories discre`tes
et continues, au voisinage des points critiques, ce qui peut eˆtre vu comme une manifestation du
principe d’universalite´. Il est en effet bien connu que le comportement critique des mode`les sur
re´seaux bidimensionnels re´guliers peut eˆtre de´crit par un petit nombre de parame`tres, dont l’un
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des plus importants est la charge centrale, note´e c. La the´orie de Liouville pre´dit, notamment,
que le mode`le correspondant sur re´seau ale´atoire posse`de un exposant de susceptibilite´ de corde
γ de´pendant de c via :
γ(c) =
c− 1−√(1− c)(25− c)
12
. (1.75)
Le cas de la gravite´ pure correspond a` la the´orie conforme triviale c = 0 et on retrouve ainsi
γ(0) = −1/2. Le point critique du mode`le d’Ising correspond a` c = 1/2, d’ou` γ(1/2) = −1/3,
en accord avec la solution exacte sur re´seaux dynamiques [12, 13]. Mentionnons que d’autres
exposants critiques peuvent eˆtre e´galement pre´dits, et que l’identification avec les mode`les discrets
est plus de´licate dans le cas des the´ories conformes non-unitaires (comme pour la singularite´ de
Yang-Lee [50], rencontre´e dans la section suivante). Une discussion plus pousse´e de ce sujet est
donne´e par exemple dans l’appendice A dans la publication I.
1.3 Particules dures sur cartes ale´atoires
Cette section est consacre´e a` la pre´sentation de re´sultats sur les mode`les de particules dures sur
les cartes ale´atoires planaires dynamiques, introduits dans la publication I. Il s’agit d’une illustra-
tion des ide´es pre´sente´es dans les sections pre´ce´dentes : nous verrons comment les inte´grales ma-
tricielles permettent de trouver des solutions explicites pour ces mode`les inspire´s de la me´canique
statistique.
Les mode`les de particules dures sur un re´seau ont e´te´ introduits plus haut. Rappelons que
les configurations sont de´finies par la donne´e de l’e´tat (vide ou occupe´) de chaque site, la re`gle
d’exclusion stipulant que deux sites adjacents ne peuvent eˆtre occupe´s simultane´ment. Un poids
z est attache´ a` chaque site occupe´.
Ces mode`les ont e´te´ tre`s e´tudie´s sur les re´seaux bidimensionnels re´guliers [51, 52, 53]. En
particulier, dans le cas du re´seau triangulaire, le mode`le posse`de une solution exacte, de´couverte
par Baxter, a` l’aide de techniques de type « matrice de transfert » [54, 55, 56]. D’un point de
vue physique, ces mode`les pre´sentent des proprie´te´s critiques remarquables, avec une transition
de phase vers un e´tat cristallin lorsque l’activite´ z par particule de´passe un seuil critique.
Nous conside´rons ici l’extension aux cartes planaires vues comme re´seaux irre´guliers. Il
convient de pre´ciser la famille de cartes planaires choisies : nous e´tudierons successivement le
cas des cartes te´travalentes, puis des cartes biparties trivalentes. Ce choix est guide´ a` la fois par
des questions de simplicite´ technique, et d’inte´reˆt physique : en effet le caracte`re biparti joue un
roˆle crucial dans le comportement critique du mode`le sur carte ale´atoire. A` l’oppose´, bien qu’il
soit techniquement possible de conside´rer des cartes avec des sommets de degre´s arbitraires, il
n’en re´sulterait pas de physique nouvelle. Ceci est discute´ de fac¸on de´taille´e dans la publication I.
Nous nous contenterons de pre´senter ici l’esprit de la solution exacte par inte´grales de matrices.
1.3.1 Particules dures sur cartes te´travalentes
Au vu de la section 1.1.1, il est facile de construire une inte´grale matricielle exprimant la
fonction de partition des particules dures sur les cartes te´travalentes. Les sommets de la carte
e´tant te´travalents et dans deux e´tats (occupe´ ou vide), nous devons conside´rer un mode`le a` deux















Le de´veloppement en diagrammes de Feynman de IN fait apparaˆıtre des cartes dont les sommets
sont e´tiquete´s A ou B. La partie quadratique q(A,B) ≡ QAAA2 +2QABAB+QBBB2 de´termine
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les poids par areˆtes du mode`le par le biais des e´le´ments de la matrice inverse Q−1, tandis que
les termes quartiques engendrent des sommets de degre´ 4. La re`gle d’exclusion peut eˆtre re´alise´e
en prenant :




BA = 1 Q
−1
BB = 1. (1.77)
Le poids nul attache´s aux areˆtes de type A−A revient de fait a` les interdire, nous voyons donc
que les sommets A correspondent aux sites occupe´s. Pour les autres areˆtes, la re`gle d’exclusion
est satisfaite, et nous les comptons avec un poids 1. Par inversion, nous avons ainsi :
q(A,B) = −A2 + 2AB (1.78)
Pour les poids par sommets, nous prenons vA = yz, vB = y : y est une activite´ par sommet,
controˆlant la taille des cartes, tandis que z est l’activite´ par particule. La fonction de partition des
particules dures sur cartes planaires te´travalentes est e´gale a` la limite de IN/N
2 pour N →∞.
Cette fonction de partition peut s’exprimer en termes de polynoˆmes bi-orthogonaux, comme
explique´ a` la section 1.1.3. Conside´rons l’espace des polynoˆmes a` une variable x, que nous mu-














de´terminant une famille unique de polynoˆmes bi-orthogonaux par les contraintes suivantes :
– (pi, qj) = hiδij
– pn et qn sont des polynoˆmes unitaires de degre´ n.
Cette dernie`re proprie´te´ implique que les familles (pn)n≥0 et (qn)n≥0 constituent chacune une
base gradue´e de l’espace des polynoˆmes. Le de´veloppement d’un polynoˆme arbitraire r dans ces












ou` les coefficients s’annulent de`s que n de´passe le degre´ de r. Notons enfin qu’en raison de la
parite´ de la mesure, pn et qn ne contiennent que des monoˆmes dont le degre´ a meˆme parite´ que
n.
La contrainte de bi-orthogonalite´ permet d’e´crire de nombreuses identite´s satisfaites par les
polynoˆmes, pour in fine de´terminer la fonction de partition. Conside´rons par exemple les de´rive´es
des polynoˆmes : par la de´finition du produit biline´aire (1.79) et une inte´gration par parties, nous
avons les identite´s :
1
N





j) = (xpi, qj)− y(pi, x3qj).
(1.81)
Conside´rons la quantite´ (xpi, qj) : xpi e´tant de degre´ i + 1, elle est nulle pour tout j > i + 1.
De plus, en vertu de la seconde identite´ ci-dessus, nous avons e´galement une annulation pour
i > j+3 en raison des degre´s ; enfin, par parite´, la quantite´ est nulle pour i et j de parite´ oppose´e.
Il en re´sulte que xpi a une de´composition dans la base p de la forme :
xpi = pi+1 + ri−1pi−1 + si−3pi−3, (1.82)
le premier coefficient e´tant fixe´ par unitarite´. De meˆme, xqj se de´veloppe comme :
xqj = qj+1 + r˜j−1qj−1 + s˜j−3qj−3. (1.83)
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Par convention, les coefficients ri, si, r˜i, s˜i sont nuls pour i < 0. Les polynoˆmes de´rive´s posse`dent
une de´composition finie similaire, de terme de plus haut degre´ fixe´ : p′i = ipi−1 + O(x
i−2),
q′i = iqi−1 + O(x
i−2). Nous pouvons alors e´crire des relations de re´currence satisfaites par les
suites h, r, s, r˜, s˜, en e´crivant les identite´s (1.81) pour divers choix de i et j. Par exemple, pour
j = i+ 3, la premie`re identite´ donne :
s˜ihi = zyhi+3. (1.84)
Les autres relations16 sont plus lourdes, mais aise´ment calculables et simplifiables par un logiciel
de calcul formel ; nous nous contenterons de mentionner qu’elles fixent de fac¸on unique les suites
h, r, s, r˜, s˜ a` partir des conditions initiales. La fonction de partition est alors de´termine´e par la












n ≡ hn|y=0, ce qui assure l’annulation de la se´rie lorsque le poids par sommet est nul. Il
est a` noter que les hn posse`dent e´galement une de´pendance en N en raison de la de´finition du
produit biline´aire (1.79).
Conside´rons a` pre´sent la limite planaire N →∞. Nous faisons l’hypothe`se que le comporte-
ment dominant de la somme (1.85) correspond aux valeurs de n du meˆme ordre de grandeur que
N , et que hn posse`de une limite d’e´chelle de la forme :





ou` α(ν) est une fonction continue de ν ≡ n/N avec α(0) = 0. Cette hypothe`se peut eˆtre motive´e
par des arguments de type me´thode du col, mais suppose en particulier log hn ne pre´sente pas
de comportement oscillant pe´riodiquement en n. Nous voyons en particulier que vn ≡ hn+1/hn
posse`de une limite finie v(ν) ≡ eα′(ν). De manie`re similaire, les coefficients rn, sn, r˜n, s˜n dans
les e´quations (1.82) et (1.83) posse`dent des limites continues r(ν), s(ν), r˜(ν), s˜(ν). Les relations
de re´currence sur ces quantite´s, portant sur un intervalle fini d’indices, se re´duisent dans cette
limite a` des e´quations alge´briques :
ν = v − r − 3zy(r2 + s)





Ce syste`me de 5 e´quations fixe les quantite´s v, r, s, r˜, s˜ en fonction de ν et des poids y et z
du mode`le. Par e´limination, le syste`me se re´duit a` une e´quation yν = ϕz(V ), ou` V ≡ yv, et
ϕz(V ) est une fraction rationnelle, de forme donne´e plus bas, avec ϕz(0) = 0 et ϕ
′
z(0) = 1. Ceci
de´termine implicitement V (yν) = yeα
′(ν) dans un voisinage de 0. Par notre hypothe`se d’e´chelle,




















16Un syste`me complet d’e´quations est obtenu en e´crivant la premie`re identite´ (1.81) pour j = i + 3, i + 1, i− 1,
et la seconde pour j = i + 1, i− 1, i− 3.
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(avec α(0)(ν) ≡ α(ν)|y=0). La dernie`re re´e´criture est obtenue par inte´gration par partie, et
s’annule bien lorsque y → 0. Nous identifions en cette limite une se´rie ge´ne´ratrice de cartes
planaires de´core´es, qui est la fonction de partition de notre mode`le. Par un changement de
variable ν → V , nous aboutissons au re´sultat suivant :
La fonction de partition du mode`le des particules dures sur les cartes planaires te´travalentes

















ϕz(V ) ≡ V (1− 3zV 2)− 3V
2
(1− 9zV 2)2 (1.90)
et en choisissant la de´termination de ϕ−1z s’annulant en 0.
Comme pour le mode`le a` une matrice, il n’est pas force´ment clair que ces e´quations sont
plus explicites que le mode`le de matrice initial. Un logiciel de calcul formel permet de calculer
l’inte´grale pour obtenir une expression fonction de V , qui est de´termine´ implicitement par une
e´quation alge´brique. Nous pouvons e´galement conside´rer un de´veloppement ordre par ordre en y
et/ou z : les petits ordres peuvent eˆtre compare´s avec un comptage « manuel », et une expression
pour le terme ge´ne´ral de la se´rie peut eˆtre obtenu par inversion de Lagrange (e´quation (3.25) de
[57]).
Notons de plus que, pour une valeur de z fixe´e, la fonction de partition ZHP4 posse`de un
de´veloppement analytique autour de y = 0 avec un rayon de convergence yc(z) fini. La quantite´
log yc(z) peut eˆtre interpre´te´e comme l’e´nergie libre thermodynamique par site, pour des cartes
de grande taille fixe´e. Le rayon de convergence est de´termine´ par la premie`re singularite´ de ϕ−1z ,
caracte´rise´es par les e´quations alge´briques :
yc = ϕz(Vc), ϕ
′
z(Vc) = 0. (1.91)
Nous renvoyons a` l’article I pour une discussion de´taille´e des solutions de ces e´quations. Men-
tionnons que pour une valeur de z ge´ne´rique (telle que ϕ′′z (Vc) 6= 0), le comportement singulier
au voisinage du point critique est Vc − V ∝ (yc − y)1/2, qui se traduit par un exposant critique
γ = −1/2 pour la singularite´ de la fonction de partition : ZHP4|sing ∝ (yc − y)2−γ . Ceci cor-
respond au comportement critique de la gravite´ pure, discute´ a` la section pre´ce´dente. Pour une
valeur particulie`re de z :




5 + 25) = −0, 151 . . . (1.92)
nous obtenons cependant un comportement non-ge´ne´rique, multicritique, lie´ a` l’annulation de
ϕ′′z (Vc). Nous avons Vc−V ∝ (yc−y)1/3, d’ou` un exposant critique γ = −1/3. Un autre exposant
critique de´crit l’approche du point multicritique en fixant y = yc(z) et en faisant tendre z vers z− :
le comportement singulier de l’e´nergie libre thermodynamique est : log gc(z)|sing ∝ (z − z−)2−α,
ou` α = 1/2 est appele´ exposant thermique. Ce point multicritique est non-physique, car l’activite´
par particule est ne´gative. Il correspond cependant a` une classe d’universalite´ bien connue sous
le nom de singularite´ de Yang-Lee, ici dans une me´trique fluctuante [50]. Nous noterons enfin
que, contrairement aux mode`les de particules dures sur re´seau bidimensionnel re´gulier, il n’existe
pas de point critique de cristallisation.
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1.3.2 Particules dures sur cartes biparties trivalentes
Conside´rons a` pre´sent le mode`le des particules dures sur une carte bipartie : les sommets sont
colorie´s de deux couleurs, par exemple noir et blanc, de telle sorte que chaque areˆte est incidente
a` un sommet de chaque couleur. Ceci vient en plus de l’e´tat vide ou occupe´ par une particule :




















En effet, la partie quadratique dans l’exponentielle a pour respectivement matrice et matrice
inverse : 

0 1 0 0
1 0 −1 0
0 −1 0 1





0 1 0 1
1 0 0 0
0 0 0 1
1 0 1 0

 . (1.94)
La matrice inverse donne les poids pour chaque type d’areˆte : une areˆte de poids 0 est interdite,
une areˆte de poids 1 est autorise´e. Les re`gles d’exclusion et de bicoloriabilite´ sont simultane´ment
re´alise´es, avec les identifications :
– A1 ↔ noir vide
– A2 ↔ blanc occupe´
– A3 ↔ noir occupe´
– A4 ↔ blanc vide.
Les termes cubiques engendrent les sommets trivalents, avec un poids y par sommet et z par
particule.
De fac¸on remarquable, ce mode`le appartient a` la classe des mode`les de matrice en chaˆıne,
introduite a` la section (1.1.3). JN peut ainsi eˆtre exprime´ en terme de polynoˆmes bi-orthogonaux,














3 . Ce produit est syme´trique,
et nous avons affaire a` des polynoˆmes orthogonaux : (pi, pj) = hiδij . Comme pre´ce´demment,
nous cherchons a` e´crire des identite´s satisfaites par les de´rive´es des polynoˆmes, cependant la
pre´sence de 2 inte´grations supple´mentaires empeˆche de « fermer » le syste`me. Suivant l’approche
de Douglas [28], nous introduisons les ope´rateurs Qi, i = 1, 2, 3, 4, dont l’action sur un polynoˆme
p est de´finie par :




Q1 est l’ope´rateur de multiplication par la variable, mais l’action des trois autres ope´rateurs
de´pend intrinse`quement de la de´finition du produit scalaire. Par syme´trie, (Qip, q) = (p,Q5−iq),
d’ou` la dualite´ Qi = Q
†
5−i. Ajoutons l’ope´rateur P de de´rivation par rapport a` la variable, nous







da1da2da3da4 = 0. (1.97)
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Par dualite´, celles-ci se re´duisent aux e´quations pour i = 1, 2 :
P
N







Ces e´quations sont pre´cise´ment les analogues des relations (1.81) du mode`le pre´ce´dent, mais sont
exprime´es ici inde´pendamment du choix d’une base. Par un raisonnement similaire au pre´ce´dent,
nous pouvons e´tudier la de´composition deQ1pi etQ2pi dans la base des pj . Par des conside´rations
de degre´ et de syme´trie17, nous obtenons le de´veloppement suivant :













A` nouveau, nous prenons la convention que les diffe´rents coefficients sont nuls de`s que leur indice
est ne´gatif. Ces de´compositions donnent les e´le´ments de la matrice semi-infinie de Q1 et Q2
dans la base des polynoˆmes orthogonaux : nous voyons que les seuls e´le´ments non-nuls sont a`
une distance borne´e de la diagonale, ce qui est une proprie´te´ ge´ne´rale des mode`les de matrice
en chaˆıne dont les degre´s des sommets sont borne´s. Dans un langage ope´ratoriel, introduisons
l’ope´rateur de de´calage σ de´fini par son action sur la base : σpi = pi+1, et son pseudo-inverse a`
gauche σ−1pi = pi−1 (avec σ
−1p0 = 0). Les e´quations (1.99) se re´e´crivent alors :
Q1 = σ + r
(1)σ−2 + r(2)σ−5 + r(3)σ−8
Q2 = yσ
2 + s(1)σ−1 + s(2)σ−4.
(1.100)
r(1), r(2), r(3), s(1), s(2) sont les ope´rateurs diagonaux dont l’action sur pi est, naturellement, la










i . L’ope´rateur de de´rivation P posse`de
un de´veloppement analogue « triangulaire infe´rieur » : P/N = νσ−1 + . . ., avec νpi ≡ i+1N pi.
Nous avons la relation de dualite´ σ† = vσ−1, ou` v est un ope´rateur diagonal lie´ aux normes h des
polynoˆmes : vpi ≡ (hi+1/hi)pi. Les ope´rateurs diagonaux sont auto-duaux. Nous pouvons alors
substituer dans les e´quations (1.98) et de´velopper « ordre par ordre18 » en σ. Nous aboutissons
en particulier au syste`me suivant de 4 e´quations pour les 4 ope´rateurs inconnus v, r(1), s(1), s(2) :
s(2) = −y3zσ4 (vσ−1)4













On peut se ramener a` de plus traditionnelles relations de re´currence en projetant ces relations
sur la base pi. Cependant cette forme permet de lire imme´diatement la limite planaire N →∞ :
dans celle-ci, les ope´rateurs diagonaux deviennent des fonctions continues de ν, et σ devient
un ope´rateur commutant, s’e´liminant des e´quations (1.101). Par e´limination, nous obtenons une
e´quation y2zν = ϕz(V ), analogue au cas pre´ce´dent avec ici V ≡ y2zv. Par application au calcul
de la fonction de partition, nous aboutissons au re´sultat suivant :
17On notera en particulier que H(ωa1, ω2a2, ω2a3, ωa4) = H(a1, a2, a3, a4) pour ω racine troisie`me de l’unite´,
ce qui implique que pn ne contient que des monoˆmes dont le degre´ a meˆme re´sidu que n modulo 3.
18Quelque attention doit eˆtre prise a` la non-commutativite´ de σ avec les ope´rateurs diagonaux, et au fait que
σ−1σ = 1 mais σσ−1 6= 1. Une me´thode suˆre est de multiplier les e´quations (1.98) a` droite par σk (avec k ≥ 0),
ou bien a` gauche par (σ−1)k, et d’extraire la partie diagonale.
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La fonction de partition du mode`le des particules dures sur les cartes planaires biparties

















ϕz(V ) ≡ V
(1 + 2V )2
− 2
z
V 2(1− 2V )2 (1.103)
et en choisissant la de´termination de ϕ−1z s’annulant en 0.
Comme pour le mode`le pre´ce´dent, l’inte´grale peut eˆtre explicite´e comme fonction de V qui
est de´termine´ implicite. Le terme ge´ne´ral du de´veloppement en se´rie en y peut eˆtre calcule´ par
inversion de Lagrange (e´quation (3.38) de [57]).
Nous pouvons aussi conside´rer le de´veloppement analytique de ZHP3B autour de y = 0, pour z
fixe´. A` nouveau, le rayon de convergence, donnant l’e´nergie libre thermodynamique, est de´termine´
par les singularite´s de ϕ−1z , et les e´quations yc = ϕz(Vc), ϕ
′
z(Vc) = 0. Le comportement critique
ge´ne´rique est celui de la gravite´ pure, avec un exposant critique γ = −1/2. Cependant, nous
observons un phe´nome`ne nouveau : le mode`le sur carte bipartie posse`de non pas un, mais deux
points multicritiques, ou` ϕ′′z (Vc) s’annule. Ces points sont obtenus en :
z− ≡ − 512
3125
= −0.16384 z+ ≡ 32 (1.104)
et donnent un meˆme exposant critique γ = −1/3. Le premier, pour z− < 0, est comme pour le
mode`le pre´ce´dent dans la classe d’universalite´ de la singularite´ de Yang-Lee avec un exposant
thermique α = 1/2. D’un point de vue analytique, yc(z) devient complexe pour z < z−, z−
apparaissant comme un « cusp » dans le graphe de yc(z) (rebroussement sur une branche non-
physique).
Le second est de nature diffe´rente, et posse`de l’inte´reˆt d’eˆtre dans une re´gion physique de
l’espace des parame`tres, puisque z+ > 0. Analytiquement, il apparaˆıt comme un changement de
de´termination de yc(z), au croisement de deux branches de solutions re´elles de ϕ
′
z(Vc) = 0. Ceci
ne fait apparaˆıtre de discontinuite´ de yc(z) qu’a` la de´rive´e troisie`me, qui s’interpre`te comme un
exposant thermique α = −1. La classe d’universalite´ est celle du mode`le d’Ising sur me´trique
fluctuante [12, 13], et correspond a` une transition de cristallisation, que nous pouvons expliquer
physiquement comme suit. Pour une activite´ par particule e´leve´e, les configurations a` nombre
e´leve´ de particules sont favorise´es, mais ceci entre en compe´tition avec la re`gle d’exclusion. Sur
un re´seau biparti, il existe deux e´tats « fondamentaux » maximisant naturellement le nombre
de particules : ceux-ci sont obtenus lorsque tous les sites d’une couleur donne´e sont occupe´s (les
autres devant eˆtre vides par exclusion). Pour z → ∞, le syste`me devra choisir entre ces deux
e´tats fondamentaux. Il s’agit d’un phe´nome`ne de brisure spontane´e de syme´trie, et nous pouvons
de´finir un parame`tre d’ordre comme la diffe´rence entre le nombre d’occupation moyen sur un
site noir et celui sur un site blanc. Le point critique z+ correspond au seuil en-dessous duquel
le parame`tre d’ordre est nul, et au-dessus duquel il posse`de une valeur non-nulle19, le syste`me
19Ce fait n’est pas rigoureusement exact, car le parame`tre d’ordre doit eˆtre nul en raison de la syme´trie noir-
blanc. Il conviendrait d’introduire une perturbation favorisant l’un des e´tats fondamentaux par rapport a` l’autre.
Ceci peut eˆtre fait par exemple par une le´ge`re extension de notre mode`le, en mettant un poids diffe´rent aux
sites occupe´s selon qu’ils sont noirs ou blancs. Dans ce cas nous verrions que le parame`tre d’ordre posse`de une
valeur finie meˆme pour une perturbation infinite´simale, le signe du parame`tre d’ordre de´pendant du sens de la
perturbation.
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e´tant alors a` une transition de phase du premier ordre. L’absence de transition de cristallisation
dans le mode`le pre´ce´dent peut se justifier par le fait que sur une carte ge´ne´rique non-bipartie, il
n’existe pas d’e´tat fondamental naturel pour z grand.
1.3.3 Ge´ne´ralisations du mode`le
Les deux mode`les pre´ce´dents ont pu eˆtre re´solus a` l’aide d’un mode`le de matrices en chaˆıne,
a` deux et quatre matrices respectivement. Une question naturelle est alors de de´terminer si
d’autres mode`les de matrices en chaˆıne, comportant un nombre arbitraire de matrices, posse`dent
une interpre´tation en tant que mode`les de particules dures.











Le choix particulier de la forme quadratique
A21
2 − A1A2 + A2A3 est destine´ a` assurer que la
matrice de celle-ci est inversible, et que son inverse n’a que des e´le´ments de matrice positifs, pour
une interpre´tation comme poids par areˆte dans le de´veloppement en cartes. Pre´cise´ment, nous
obtenons la matrice inverse : 




Les poids par areˆte sont 1, sauf pour les areˆtes de type A1–A2 et A2–A2 qui sont interdites. Nous
pouvons interpre´ter ces contraintes en terme de particules vivant sur les sommets de la carte,
en introduisant la re`gle d’exclusion e´tendue suivante : sur deux sommets adjacents se trouve un
total d’au plus deux particules. Deux particules peuvent se trouver sur un meˆme sommet, mais
ceci impose que les sommets adjacents sont vides. A2 correspond ainsi aux sommets double-
ment occupe´s, A1 aux sommets simplement occupe´s, et A3 aux sommets vides. Les polynoˆmes
V1(A1), V2(A2), V3(A3) donnent les poids par sommets de chaque type et degre´, et nous pouvons
re´soudre le mode`le pour de tels poids arbitraires a` l’aide de polygones bi-orthogonaux.
Cette re`gle d’exclusion e´tendue peut eˆtre e´galement conside´re´e sur une carte bipartie, et
il apparaˆıt que le mode`le peut eˆtre relie´ a` un mode`le a` six matrices en chaˆınes, ou` la forme
quadratique est A1A2 −A2A3 +A3A4 −A4A5 +A5A6, et posse`de la matrice inverse :

0 1 0 1 0 1
1 0 0 0 0 0
0 0 0 1 0 1
1 0 1 0 0 0
0 0 0 0 0 1




L’identification des types de sites se fait avec la correspondance :
– A1 ↔ site noir vide,
– A2 ↔ site blanc doublement occupe´,
– A3 ↔ site noir simplement occupe´,
– A4 ↔ site blanc simplement occupe´,
– A5 ↔ site noir doublement occupe´,
– A6 ↔ site blanc vide.
Les poids par areˆte re´alisent alors simultane´ment la re`gle d’exclusion e´tendue et la bicoloriabilite´.
Nous pouvons a` nouveau conside´rer des poids arbitraires par sommet de chaque type et degre´. Ce
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mode`le a e´te´ e´tudie´ dans I dans le cas des cartes biparties trivalentes. La solution par polynoˆmes
orthogonaux a e´te´ obtenue, et nous pouvons en de´duire de fac¸on exacte le comportement critique
tre`s riche du mode`le. En particulier, nous mettons en e´vidence l’existence d’un point dans la
classe d’universalite´ dite du mode`le d’Ising tricritique, a` la rencontre d’une ligne de transition
du premier ordre et d’une ligne critique du second ordre (dont chaque point est de type Ising).
Au-dela` de cette re`gle d’exclusion e´tendue a` deux particules, nous pouvons conside´rer une
version ge´ne´ralise´e, de´finie pour tout entier k positif : la re`gle d’exclusion e´tendue d’ordre k
stipule que le nombre total de particules sur deux sites adjacents est au plus k. Dans ce cas, le
nombre d’occupation sur un site est un entier compris entre 0 et k. Le mode`le peut eˆtre conside´re´
sur les cartes ale´atoires, arbitraires ou biparties, et il est facile d’e´crire un mode`le de matrice
exprimant sa fonction de partition. Pour le cas des cartes arbitraires, il convient d’introduire k+1
matrices A0, A1, . . . , Ak, Ai est la matrice associe´e aux sommets ayant un nombre d’occupation i.
La re`gle d’exclusion e´tendue se traduit, dans le langage des matrices, par une forme quadratique,
dont la matrice inverse a pour e´le´ments :
Q−1ij = θ(k − i− j), i, j = 0, . . . , k (1.108)
ou` θ(n) = 1 si n ≥ 0, 0 sinon. L’inverse de la matrice est alors donne´e par :
Qij = δi+j,k − δi+j,k+1 (1.109)
d’ou` la forme quadratique :







Cette forme peut eˆtre re´e´crite pour mettre en e´vidence une structure de graphe d’interactions
en chaˆıne :
q(A0, A1, . . . , Ak) = 2
k∑
i=0
(−1)iAσ(i)Aσ(i+1) + (−1)kA2σ(k) (1.111)
ou` σ est la permutation de {0, 1, . . . , k} de´finie par :{
σ(2i) = i




Le mode`le est donc soluble par polynoˆmes bi-orthogonaux, pour des poids arbitraires par sommet
de chaque type et degre´, exprimant la fonction de partition en termes de fonctions de´termine´e
par un syste`me d’e´quations alge´briques.
De fac¸on inte´ressante, le mode`le sur cartes biparties posse`de une forme tre`s similaire. Les som-
mets peuvent eˆtre de 2k+ 2 types, selon le nombre d’occupation et la couleur : nous conside´rons
donc un mode`le a` 2k + 2 matrices B1, B2, . . . , B2k+2, dans lequel la forme quadratique est :




La matrice de cette forme est inversible, et les e´le´ments de la matrice inverse Q−1 valent toutes
0 ou 1 selon l’e´quivalence :
Q−1ij = 1⇔ (i pair et j impair et i > j) ou (j pair et i impair et j > i) (1.114)
pour i, j = 1, 2, . . . 2k + 2. Ceci de´finit les types d’areˆtes autorise´es. L’interpre´tation en terme
de re`gle d’exclusion sur re´seau bicoloriable se fait en identifiant chaque matrice a` un type de
sommet, selon :
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– B2i+1 ↔ site noir a` i particules
– B2i+2 ↔ site blanc a` k − i particules
ou` i prend les valeurs 0, 1, . . . , k. Nous pouvons, a` nouveau, attacher un poids arbitraire a` chaque
sommet de´pendant de son type et son degre´, et de´terminer la fonction de partition du mode`le a`
l’aide de polynoˆmes bi-orthogonaux.
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Chapitre 2
Cartes planaires et arbres
bourgeonnants
La plupart des familles de cartes e´nume´rables, tant par l’approche originale de Tutte que par
les mode`les de matrices vus au chapitre 1, posse`dent des se´ries ge´ne´ratrices de nature alge´brique.
Dans un certain nombre de cas, il est possible d’obtenir une formule explicite pour le terme ge´ne´ral
de la se´rie, correspondant au nombre de cartes ayant des nombres prescrits d’areˆtes, de sommets
ou de faces de chaque type. Dans d’autres cas, nous pouvons exprimer la se´rie ge´ne´ratrice a` partir
de fonctions de´termine´es implicitement par un syste`me fini d’e´quations alge´briques (comme pour
les cartes e´nume´re´es selon les degre´s des sommets, en imposant une borne sur ceux-ci). Enfin, les
cas les plus ge´ne´raux (pour des degre´s arbitraires) apparaissent comme limites des pre´ce´dents,
et la se´rie ge´ne´ratrice en tant que se´rie formelle peut eˆtre vue comme le point fixe unique d’une
certaine application contractante. Ces diffe´rents aspects e´voquent l’e´nume´ration d’autres objets
combinatoires : les arbres. En effet, un arbre (enracine´) peut eˆtre de´compose´ re´cursivement en
d’autres arbres : dans le langage des se´ries ge´ne´ratrices, ceci se traduit imme´diatement par une
e´quation de point fixe. Dans de nombreux cas, les e´quations obtenues sont alge´briques. Enfin,
certaines familles d’arbres sont e´nume´rables par des formules explicites, pouvant souvent eˆtre
obtenues par des arguments de combinatoire bijective.
Au-dela` de ces similarite´s qualitatives, certaines familles de cartes posse`dent exactement la
meˆme e´nume´ration que des familles d’arbres (e´ventuellement de´finies de manie`re ad hoc). Il existe
donc en principe une bijection entre elles, et il est naturel de se demander si une telle bijection
peut eˆtre construite explicitement. Une approche syste´matique de ce sujet a e´te´ amorce´e par
Schaeffer [14, 58, 59, 60, 61], qui parvint a` rede´montrer de nombreux re´sultats d’e´nume´ration de
cartes de manie`re purement bijective, via des correspondances entre cartes et arbres. De fac¸on
ge´ne´rale, les arbres conside´re´s peuvent eˆtre qualifie´s d’arbres bourgeonnants (en anglais : blossom
trees) : il s’agit d’arbres plans, dont les sommets externes (de degre´ un) peuvent eˆtre de deux
types particuliers : les feuilles et les bourgeons.
Dans ce chapitre, nous commenc¸ons par introduire les arbres bourgeonnants selon un raison-
nement duˆ a` Schaeffer [14], afin de retrouver de manie`re bijective le nombre de cartes planaires
a` n areˆtes. Nous montrerons ensuite comment e´tendre la construction pour retrouver la se´rie
ge´ne´ratrice des cartes enracine´es en fonction des degre´s des sommets, calcule´e au chapitre 1 par
le mode`le a` une matrice, et obtenue par Bender et Canfield [62] via une de´composition re´cursive
a` la Tutte. Ceci reprend les re´sultats de la publication III. Nous passerons ensuite au cas des
cartes biparties, correspondant au mode`le a` deux matrices : nous commencerons par pre´senter
la construction ge´ne´rale donne´e par Bousquet-Me´lou et Schaeffer [21] avant de nous concentrer
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sur deux cas particuliers inte´ressants, discute´s dans les publications II et IV. Dans une dernie`re
section, nous proposerons une extension a` un mode`le de cartes a` trois couleurs, correspondant
au mode`le a` trois matrices en chaˆıne [63].
La me´thode des arbres bourgeonnants s’ave`re donc un outil puissant pour retrouver de
manie`re combinatoire et bijective les re´sultats des mode`les de matrices solubles par polynoˆmes
(bi-)orthogonaux. Nous effectuons ici le programme pour les mode`les a` une, deux et trois matrices.
Les re´sultats re´cents [64] sur le mode`le des particules dures sur cartes bicubiques, correspondant
a` un mode`le a` quatre matrices, sont au-dela` de la perspective de ce texte. Nous n’e´voquons pas
non plus les variantes pour l’e´nume´ration de cartes ayant des proprie´te´s de non-se´parabilite´ ou
de connexite´ forte [59, 61].
2.1 Pre´misses : le comptage bijectif des cartes planaires a`
n areˆtes
2.1.1 Arbres bourgeonnants quartiques
Afin de motiver l’introduction des arbres bourgeonnants, suivons le raisonnement original de
Schaeffer. Depuis Tutte [4], il est connu que le nombre de cartes planaires enracine´es a` n areˆtes
est :








Peut-on retrouver ce re´sultat de manie`re bijective ? L’approche de Schaeffer consiste a` d’abord
« deviner » des objets combinatoires simples compte´s par une formule analogue, puis de chercher




· 3n · cn (2.2)





est le nombre de Catalan d’ordre n.
(b)(a)
Fig. 2.1 – Un arbre binaire complet plante´ (a), et un arbre bourgeonnant quartique associe´ (b).
Les sommets internes (ou noeuds) sont repre´sente´s par des ronds, les feuilles (distinctes de la
racine) par des fle`ches blanches, les bourgeons par des fle`ches noires, la racine par une « masse ».
Ces conventions seront garde´es pour toutes les figures de cette section.
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Parmi les nombreuses interpre´tations combinatoires classiques des nombres de Catalan [65,
66], on retiendra celle-ci : cn est le nombre d’arbres binaires complets plante´s a` n noeuds
1, la
figure 2.1-a montrant un tel arbre ayant n = 8 noeuds, ayant tous degre´ 32, ainsi que n+ 1 = 9
feuilles, de degre´ 1. La racine, de degre´ 1, est conside´re´e comme une feuille supple´mentaire.
A` partir d’un arbre binaire complet plante´ a` n noeuds, construisons a` pre´sent un arbre
bourgeonnant en connectant un bourgeon a` chaque noeud. Plus pre´cise´ment, pour chaque noeud
de l’arbre, se´lectionnons l’un des trois secteurs de´limite´s par les areˆtes incidentes, et plac¸ons-y
une areˆte menant a` un sommet de degre´ un d’un type nouveau, appele´ bourgeon, comme illustre´
sur la figure 2.1-b. Chaque noeud a de´sormais degre´ 4 et est adjacent a` exactement un bourgeon :
un arbre bourgeonnant ayant ces proprie´te´s est dit quartique. Comme il y a 3n fac¸ons de placer
les bourgeons, le nombre d’arbres bourgeonnants quartiques a` n noeuds est 3n · cn.
Nous voyons que le nombre d’arbres bourgeonnants quartiques diffe`re seulement d’un facteur
(n + 2)/2 de en. L’ide´e de Schaeffer est alors d’associer une carte planaire a` tout arbre bour-
geonnant, en reliant les bourgeons aux feuilles. Cette construction, appele´e cloˆture, est pre´sente´e
dans la section suivante. Ensuite, nous verrons comment en de´duire une e´nume´ration bijective
des cartes planaires, et comprendre le facteur manquant.
2.1.2 Des arbres aux cartes : la cloˆture
L’ope´ration de cloˆture d’un arbre bourgeonnant consiste a` conside´rer celui-ci comme le « sque-
lette » d’une carte planaire, les positions des feuilles et bourgeons e´tant l’information ne´cessaire
pour construire les areˆtes et faces manquantes de la carte. Plus pre´cise´ment nous relions chaque
bourgeon a` une feuille par une nouvelle areˆte, suivant la proce´dure d’appariement de´finie comme
suit.
E´tant donne´ un arbre bourgeonnant quartique a` n noeuds, on parcourt le contour externe
(bord de la face) de l’arbre dans le sens direct : on rencontre successivement les 2n+ 2 sommets
externes de l’arbre (i.e. n + 2 feuilles dont la racine, et n bourgeons). On commence par relier
chaque bourgeon suivi imme´diatement d’une feuille a` celle-ci. Comme illustre´ sur la figure 2.2-a,
on peut placer les nouvelles areˆtes de telle fac¸on qu’il n’y ait pas de croisement d’areˆtes, et que
tous les bourgeons et feuilles non apparie´s soient adjacents a` la face externe. La proce´dure est
ite´re´e sur les sommets externes restants : a` chaque e´tape, on conside`re les sommets externes
non encore apparie´s, dans leur succession sur le contour de l’arbre, et on relie parmi eux chaque
bourgeon pre´ce´dant imme´diatement une feuille a` celle-ci. Ce choix permet d’assurer qu’a` chaque
e´tape, il n’y ait pas de croisement d’areˆtes, et que les sommets non apparie´s soient adjacents a`
la face externe. De plus, comme il reste a` chaque e´tape exactement deux feuilles de plus que de
bourgeons parmi les sommets externes non encore apparie´s, la proce´dure s’arreˆte lorsque tous
les bourgeons ont e´te´ apparie´s, laissant deux feuilles libres (figure 2.2-b).
On obtient la cloˆture partielle de l’arbre bourgeonnant initial en effac¸ant a` pre´sent les bour-
geons et les feuilles apparie´es, et en fusionnant les areˆtes qui leur sont adjacentes (figure 2.2-c) :
il s’agit d’une carte planaire dont tous les sommets ont degre´ 4 hormis les deux feuilles non
apparie´es qui ont degre´ un.
Cependant cette construction n’est pas bijective : e´tant donne´ un arbre bourgeonnant quar-
tique, ses conjugue´s, obtenus par re´enracinement, c’est-a`-dire en marquant une feuille quelconque
et en conside´rant celle-ci comme nouvelle racine (figure 2.3-a), ont meˆme cloˆture partielle. En
effet l’appariement des feuilles et bourgeons est inde´pendant du choix de la racine parmi les
feuilles (figure 2.3-b).
1Ce fait peut eˆtre prouve´ bijectivement via le codage des arbres binaires par les chemins de Dyck.
2On parle d’arbre binaire car, en remontant l’arbre depuis la racine, chaque noeud a exactement deux « fils »
(noeud ou feuille).
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(c)
(b)(a)
Fig. 2.2 – La cloˆture partielle de l’arbre bourgeonnant de la figure 2.1-b. (a) Premie`re e´tape de
la proce´dure d’appariement. (b) Seconde et dernie`re e´tape de la proce´dure d’appariement. (c)
La cloˆture partielle obtenue par effacement des bourgeons et feuilles apparie´s.
Il se peut toutefois que la racine soit l’une des deux feuilles non apparie´es, auquel cas l’arbre
est dit e´quilibre´. Dans ce cas on ache`ve l’appariement en reliant ensemble les deux feuilles libres,
via une areˆte oriente´e en direction de la racine. Ceci de´finit la cloˆture comple`te de l’arbre e´quilibre´
(figure 2.3-c), qui est une carte planaire enracine´e te´travalente (c’est-a`-dire une carte planaire
avec une areˆte marque´e et oriente´e, et dont tous les sommets ont degre´/valence 4). Pour la
repre´sentation dans le plan, nous mettons par convention le point a` l’infini dans la face a` gauche
de la racine. Ce raffinement conduit au re´sultat suivant :
L’ope´ration de cloˆture comple`te de´finit une bijection entre l’ensemble des arbres bourgeon-
nants quartiques e´quilibre´s a` n noeuds, et l’ensemble des cartes planaires te´travalentes en-
racine´es a` n sommets.
Nous prouverons plus loin un re´sultat plus ge´ne´ral, mais de´crivons de`s maintenant la construc-
tion inverse associant un arbre bourgeonnant quartique e´quilibre´ a` toute carte planaire te´trava-




Fig. 2.3 – (a) Un conjugue´ e´quilibre´ de l’arbre de la figure 2.1-b. (b) Appariement des feuilles
et bourgeons. (c) La cloˆture comple`te correspondante.
2.1.3 Des cartes aux arbres : le de´coupage
Partant d’une carte planaire te´travalente enracine´e a` n sommets, on obtient un arbre en
en coupant certaines areˆtes, de fac¸on a` supprimer tout cycle (ce qui revient a` re´unir toutes les
faces). On commence par couper l’areˆte-racine en deux, en plac¸ant une feuille au bout de chaque
demi-areˆte. La feuille place´e a` l’origine de l’areˆte-racine est marque´e, et sera la racine de l’arbre
final.
Dans la carte re´sultante, les deux feuilles sont adjacentes a` la meˆme face externe. On parcourt
alors successivement les areˆtes adjacentes a` cette face externe, dans le sens direct en partant de
la racine : a` chaque e´tape, on coupe l’areˆte courante en deux si et seulement si elle est non-
se´parante, c’est-a`-dire si sa coupure laisse connexe le graphe sous-jacent courant. On place alors
respectivement un bourgeon au bout de la premie`re demi-areˆte et une feuille au bout de la
seconde, dans le sens de parcours. Lorsqu’on revient au point de de´part, la face externe a e´te´
re´unie avec toutes les faces qui lui e´taient pre´ce´demment adjacentes. On re´pe`te alors la proce´dure
en coupant les areˆtes non-se´parantes le long du contour de la nouvelle face externe, toujours en
pre´servant la connexite´, et ainsi de suite, jusqu’a` ce que toutes les faces aient e´te´ re´unies, c’est-
a`-dire qu’il ne reste plus d’areˆte non-se´parante susceptible d’eˆtre coupe´e.
La construction est illustre´e sur la figure 2.4 : sur l’exemple pre´sente´, deux tours de la face
externe sont ne´cessaires pour supprimer tous les cycles. En admettant pour l’instant que le
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(b)(a)
(c)
Fig. 2.4 – De´coupage en arbre de la carte planaire te´travalente de la figure 2.3-c.
re´sultat du de´coupage est bien un arbre bourgeonnant e´quilibre´ (il n’est notamment pas e´vident
a priori que chaque noeud est connecte´ a` exactement un bourgeon) et que ces deux constructions
constituent bien des bijections inverses l’un de l’autre, montrons a` pre´sent comment retrouver la
formule (2.1) de Tutte.
2.1.4 Application au comptage des cartes
Cloˆture et de´coupage relient bijectivement les arbres bourgeonnants quartiques e´quilibre´s a`
n noeuds aux cartes planaires te´travalentes enracine´es a` n sommets. A` leur tour celles-ci sont en
bijection avec les cartes planaires arbitraires enracine´es a` n areˆtes, via une construction classique
toujours due a` Tutte, illustre´e sur la figure 2.5 :
– toute carte planaire te´travalente enracine´e est bicoloriable des faces, mettons en noir et
blanc : en supposant que la face situe´e a` droite de l’areˆte-racine est blanche, on place
un nouveau sommet dans chaque face blanche ; les nouvelles areˆtes sont de´finies par les
contacts entre faces blanches au niveau des coins (figure 2.5-a). Ces nouveaux sommets
et areˆtes de´finissent une carte arbitraire dont les faces contiennent chacune exactement
une face noire de la carte te´travalente. Enfin on transfe`re naturellement le marquage de
l’areˆte-racine.
– re´ciproquement a` toute carte planaire enracine´e on associe sa carte radiale : lorsque deux
areˆtes se succe`dent autour d’une face, on relie ensemble leurs milieux (figure 2.5-b).
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Fig. 2.5 – E´quivalence de Tutte entre cartes te´travalentes enracine´es a` n sommets et cartes
arbitraires enracine´es a` n areˆtes.
Il reste a` montrer que les arbres bourgeonnants quartiques e´quilibre´s a` n noeuds est bien en
comme de´fini par la formule (2.1). Pour ce faire, on remarque que, par re´enracinement, on a une
bijection entre :
– l’ensemble des arbres bourgeonnants quartiques e´quilibre´s a` n noeuds avec marquage
d’une feuille quelconque (pouvant co¨ıncider avec la racine),
– l’ensemble des arbres bourgeonnants quartiques quelconques a` n noeuds avec marquage
d’une feuille libre.
Un arbre bourgeonnant quartique a` n noeuds ayant n+ 2 feuilles dont deux libres, on en de´duit
la relation :
(n+ 2) · en = 2 · 3n · cn (2.3)
qui donne l’identite´ voulue.
2.2 Cartes arbitraires et arbres bien charge´s
Nous souhaitons a` pre´sent e´tendre ce type de preuve bijective a` des re´sultats plus fins de la
combinatoire e´nume´rative des cartes planaires. Ici, nous cherchons a` retrouver bijectivement la
se´rie ge´ne´ratrice des cartes planaires enracine´es selon les degre´s des sommets, calcule´e au chapitre
1 via le mode`le a` une matrice, et qui a e´te´ e´galement obtenue via une me´thode de de´composition
re´cursive par Bender et Canfield [62]. Il semble assez clair que la bijection de la section pre´ce´dente
entre cartes planaires arbitraires et arbres bourgeonnants quartiques ne suffit pas : en effet le
degre´ d’un sommet dans une carte arbitraire devient le degre´ d’une face dans la carte te´travalente
radiale associe´e, qui n’est pas lisible de fac¸on simple dans l’arbre bourgeonnant apre`s de´coupage.
Par contre, appliquer la proce´dure de cloˆture-de´coupage directement a` une carte arbitraire
semble une voie plus prometteuse : en effet, la construction pre´ce´dente consiste a` remplacer des
paires bourgeon-feuille d’un arbre bourgeonnant par des areˆtes, les noeuds de l’arbre devenant des
sommets de la carte et leur degre´ e´tant bien e´videmment inchange´. Nous proce´derons en plusieurs
e´tapes : tout d’abord nous e´tendrons de fac¸on assez naturelle l’algorithme de de´coupage pre´sente´
a` la section 2.1.3 a` des cartes non te´travalentes. Une description plus pre´cise du proce´de´ sera
donne´e. La difficulte´ est de caracte´riser ensuite les objets obtenus : nous introduirons la notion
58 CHAPITRE 2. CARTES PLANAIRES ET ARBRES BOURGEONNANTS
importante de charge, permettant de de´finir les arbres bourgeonnants bien charge´s. Nous explo-
rerons les proprie´te´s des arbres bourgeonnants bien charge´s et de leurs se´ries ge´ne´ratrices, avant
de revenir a` l’e´tude des conditions de bijectivite´ de l’ope´ration de de´coupage, pour l’application
au comptage des cartes.
2.2.1 Ge´ne´ralisation du de´coupage et de la cloˆture
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Fig. 2.6 – Sche´ma de la de´composition d’une carte enracine´e en un couple de cartes a` une patte
ou en une carte a` deux pattes.
Nous souhaitons ge´ne´raliser l’algorithme de de´coupage de la section 2.1.3 aux cartes enracine´es
arbitraires, non ne´cessairement te´travalentes. La premie`re e´tape du de´coupage consiste a` couper
l’areˆte-racine, mais dans une carte non te´travalente cela peut rendre le graphe sous-jacent non-
connexe, ce qui distingue deux cas, sche´matise´s sur la figure 2.6 :
– si l’areˆte-racine est se´parante, chacune des deux composantes connexes obtenues est une
carte a` une patte (figure 2.7-a), i.e. une carte planaire avec marquage d’un sommet de degre´
un,
– si l’areˆte-racine est non-se´parante, on obtient une carte a` deux pattes (figure 2.7-b), i.e.
une carte planaire avec marquage de deux sommets discernables (appele´s respectivement
entrant et sortant) ayant chacun degre´ un et adjacents a` une meˆme face.
Re´ciproquement, e´tant donne´ un couple de cartes a` une patte, ou une carte a` deux pattes (non
re´duite a` une areˆte), on retrouve une carte planaire enracine´e en reliant les pattes. Ceci e´tablit
une bijection, et nous noterons que le nombre total de sommets d’un degre´ donne´ est conserve´,
sauf pour le degre´ un en raison de l’ajout des deux pattes. Notre convention sera toutefois de ne
pas comptabiliser les pattes dans le comptage des sommets. L’inte´reˆt de cette de´composition est
que le de´coupage ite´ratif en arbre bourgeonnant de la section 2.1.3 s’adapte aise´ment aux cartes
a` une patte ou a` deux pattes.
Cas des cartes a` une patte
Dans une carte a` une patte, la face externe est de´finie comme celle adjacente au sommet
marque´, qui est remplace´ par une feuille-racine. On coupe alors, en suivant meˆme la proce´dure
qu’a` la section 2.1.3, les areˆtes non-se´parantes le long de la face externe, a` partir de la racine, en
plac¸ant une paire bourgeon-feuille a` chaque coupure. La figure 2.8 illustre ceci sur un exemple.
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(a) (b)
Fig. 2.7 – Exemples de carte a` une patte (a) et de carte a` deux pattes (b).
Apre`s un certain nombre de tours, on obtient ainsi un arbre bourgeonnant, comportant une
feuille de plus que de bourgeon. A` la diffe´rence du cas te´travalent, la carte peut comporter des
sommets de degre´ un (autres que la patte), qui subsistent dans l’arbre bourgeonnant. Distincts
des bourgeons et des feuilles, ceux-ci sont conside´re´s comme des sommets au meˆme titre que
les noeuds internes de l’arbre. Ainsi, le nombre de sommets de chaque degre´ est conserve´ (on
rappelle que le sommet marque´ n’est pas comptabilise´ par convention).
Il est instructif de conside´rer l’effet de la proce´dure de de´coupage sur la carte duale, comme
illustre´ sur la figure 2.9. Les areˆtes duales aux areˆtes coupe´es constituent un sous-graphe de la
carte duale, qui est un arbre couvrant. En effet, celui-ci est connexe et visite tous les sommets
(puisque le de´coupage fusionne toutes les faces avec la face externe) et ne comporte pas de boucle
(car le de´coupage pre´serve la connexite´). Cet arbre couvrant n’est pas choisi arbitrairement, et
peut eˆtre caracte´rise´ comme la re´union des chemins minimaux a` gauche, de´finis comme suit.
Nous rappelons qu’un chemin sur un graphe ou une carte est usuellement de´fini comme une suite
finie d’areˆtes oriente´es conse´cutives, i.e. l’extre´mite´ d’une areˆte est l’origine de l’areˆte suivante.
La longueur d’un chemin est le nombre d’areˆtes qui le constituent, son origine est l’origine de
la premie`re areˆte, son extre´mite´ l’extre´mite´ de la dernie`re areˆte. Un chemin est dit minimal s’il
n’existe pas de chemin de longueur infe´rieure ayant meˆmes origine et extre´mite´. Nous conside´rons
ici des chemins sur la carte duale, ayant pour origine le dual de la face externe : les chemins
minimaux menant au dual d’une face donne´e sont e´videmment tous de meˆme longueur (appele´e
distance de la face a` la face externe). Ils sont de plus en nombre fini, et nous pouvons les
ordonner « de gauche a` droite » en fonction de leur position par rapport a` la patte externe3. Nous
appelons finalement chemin minimal a` gauche l’e´le´ment le plus a` gauche de l’ensemble des chemins
minimaux menant au dual d’une face donne´e. La proce´dure de de´coupage se caracte´rise alors en
notant qu’un areˆte est de´coupe´e si et seulement si sa duale appartient a` un chemin minimal a`
gauche. Ce fait peut eˆtre ve´rifie´ sur la figure 2.9, et nous notons de plus que les bourgeons et
feuilles sont place´s respectivement a` gauche et a` droite des chemins minimaux a` gauche (selon
leur orientation depuis la face externe). Nous utiliserons abondamment ces caracte´risations, et
nous mentionnons que l’arbre couvrant des chemins minimaux a` gauche eˆtre e´galement construit
3Plus pre´cise´ment, pour deux tels chemins, nous de´finissons la notion de gauche et droite en examinant les
positions relatives de la premie`re areˆte non-commune aux deux chemins, par rapport a` l’areˆte pre´ce´dente. Lorsque
les deux chemins diffe`rent de`s la premie`re areˆte, c’est la patte externe qui permet de trancher.
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Fig. 2.8 – De´coupage d’une carte a` une patte en arbre bourgeonnant. Ici, deux tours de la face
externe sont ne´cessaires.
par un algorithme appele´ « parcours en largeur » (cf lemme 2.10 de [14]).
Conside´rons a` pre´sent l’arbre bourgeonnant obtenu apre`s de´coupage : la carte a` une patte
initiale peut eˆtre reconstruite par une simple application du proce´de´ de cloˆture partielle introduit
a` la section 2.1.2 : nous apparions re´cursivement chaque bourgeon a` la premie`re feuille disponible
dans le sens direct autour de l’arbre, de telle sorte que nous pouvons tracer sans croisement
les areˆtes reliant les paires ainsi forme´es. On constate imme´diatement sur la figure 2.9 que
les appariements reconstituent pre´cise´ment les areˆtes coupe´es, duales aux areˆtes des chemins
minimaux a` gauche. Ce fait peut eˆtre justifie´ plus pre´cise´ment a` l’aide de l’arbre couvrant : les
bourgeons imme´diatement suivis de feuilles correspondent aux areˆtes « terminales » de l’arbre
couvrant, la premie`re e´tape de l’appariement revient alors a` effacer ces areˆtes, et nous ite´rons sur
les areˆtes terminales de l’arbre couvrant ainsi re´duit. Nous reconstituons alors les areˆtes coupe´es
par fusion des paires bourgeon–feuille. Ici, il reste a` la fin de la proce´dure une unique feuille non
apparie´e, qui redonne la patte externe de la carte, et correspond a` la racine de l’arbre. Nous
voyons donc que l’arbre est e´quilibre´, au meˆme sens qu’a` la section 2.1.2.
Ainsi, le de´coupage et la cloˆture constituent des bijections mutuellement inverses entre l’en-
semble des cartes a` une patte, et une famille d’arbres bourgeonnants e´quilibre´s. Cependant,
cette bijection est encore peu exploitable, car nous n’avons pas caracte´rise´ cette famille autre-
ment qu’en tant qu’ensemble image par le de´coupage. Nous verrons plus loin les contraintes tre`s
particulie`res sur ces arbres bourgeonnants, mais voyons a` pre´sent l’extension imme´diate au cas
des cartes a` deux pattes.
Cas des cartes a` deux pattes
Le traitement des cartes a` deux pattes est presque en tout point analogue a` celui des cartes
a` une patte. Les deux sommets marque´s, tous deux adjacents a` la face externe, sont e´galement
remplace´s par des feuilles. La proce´dure de de´coupage ne´cessite cependant de partir de l’une des
pattes, et nous choisissons de partir de la patte entrante. Nous obtenons apre`s de´coupage un arbre
bourgeonnant comportant deux feuilles de plus que de bourgeons. De meˆme que pre´ce´demment,
le nombre de sommets de chaque degre´ est conserve´. Nous de´cidons par convention de placer
la racine de l’arbre sur la feuille a` la patte sortante, ce qui simplifiera la caracte´risation de la
section suivante. A` nouveau, la proce´dure de de´coupage revient sur la carte duale a` construire un





Fig. 2.9 – La proce´dure de de´coupage vue sur la carte duale. Cette proce´dure revient a`
se´lectionner un arbre couvrant, qui est la re´union des chemins minimaux a` gauche. Les en-
tiers sur la figure en haut a` droite de´signent les distances a` la face externe. On notera qu’il existe
plusieurs chemins minimaux menant a` la face a` distance 2, et que nous se´lectionnons le plus a`
gauche par rapport a` la patte externe (fle`che).






Fig. 2.10 – Le de´coupage d’une carte a` deux pattes, a` partir de l’arbre couvrant des chemins
minimaux a` gauche.
arbre couvrant par re´union des chemins minimaux a` gauche (minimaux depuis la face externe, a`
gauche par rapport a` la patte entrante). Ceci est illustre´ sur la figure 2.10.
Re´ciproquement, partant de l’arbre bourgeonnant obtenu par de´coupage, nous reconstruisons
la carte initiale par appariement des feuilles et bourgeons, puis fusion des paires ainsi forme´es
en areˆtes, ce qui reconstitue pre´cise´ment les areˆtes coupe´es. Il reste a` pre´sent deux feuilles non
apparie´es, dont la racine de l’arbre ; l’arbre est donc e´quilibre´. Ces feuilles non apparie´es de-
viennent les pattes de la carte a` deux pattes, et par la convention ci-dessus la racine indique la
patte sortante.
Comme pre´ce´demment, de´coupage et cloˆture constituent une bijection entre l’ensemble des
cartes a` deux pattes et une famille d’arbres bourgeonnants e´quilibre´s, qu’il convient de ca-
racte´riser.
2.2.2 Arbres bien charge´s : de´finition
Dans cette section, nous cherchons a` caracte´riser les arbres bourgeonnants obtenus par le
de´coupage des cartes a` une patte et a` deux pattes. Nous verrons que ces arbres satisfont des
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contraintes tre`s fortes, dites contraintes de charge. De fac¸on ge´ne´rale, la charge est de´finie comme
la diffe´rence alge´brique entre le nombre de feuilles et le nombre de bourgeons. Ainsi les feuilles et
les bourgeons sont des charges e´le´mentaires de +1 et -1 respectivement. La notion de charge joue
un roˆle crucial dans l’e´tude des arbres bourgeonnants, nous verrons plus loin qu’elle apparaˆıt tout
au long des ge´ne´ralisations de la construction a` des familles plus ge´ne´rales. Dans cette section,
nous e´tudierons successivement les arbres associe´s aux cartes a` une patte, puis ceux associe´s aux
cartes a` deux pattes.







Fig. 2.11 – Les deux configurations possibles d’une areˆte non-coupe´e (en gras), se´parant deux
sous-arbres T1 et T2. Les chemins minimaux a` gauche menant aux deux faces incidentes sont
repre´sente´s, ainsi que les paires bourgeon-feuille correspondant aux deux chemins prive´s de leur
partie commune. Seules ces paires et la racine contribuent a` la charge de T1 et T2, les proprie´te´s
des chemins minimaux a` gauche impliquant que les charges valent 0 ou 1.
Conside´rons une areˆte non-coupe´e dans le de´coupage d’une carte a` une patte. Cette areˆte
est incidente a` deux faces : la caracte´risation du de´coupage par les chemins minimaux a` gauche
impose des contraintes sur les distances de ces faces a` la face externe, comme illustre´ sur la figure
2.11. En effet, la diffe´rence entre ces deux distances est au plus de un, puisque les faces sont
adjacentes, et, lorsque la diffe´rence est de un, le chemin plus long doit eˆtre a` gauche par rapport
a` la patte externe/racine (car ajouter la duale de l’areˆte conside´re´e au chemin plus court de´finit
un chemin minimal).
L’areˆte conside´re´e se´pare deux parties de l’arbre bourgeonnant, qui sont deux sous-arbres
T1 et T2 (T1 contenant la racine de l’arbre). La charge de T1 et T2 est entie`rement fixe´e par
la diffe´rence des distances : en effet les seuls appariements de bourgeons de T1 aux feuilles de
T2 (ou vice-versa) correspondent aux areˆtes des deux chemins minimaux au-dela` de leur pre´fixe
commun, tandis que les appariements internes a` T1 ou T2 ont une contribution globalement
nulle. En tenant compte des orientations des chemins minimaux, la charge de T2 correspond a` la
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diffe´rence (positive) des distances, celle de T1 a` son oppose´ auquel nous devons ajouter la charge
1 de la racine. Nous obtenons finalement que la charge de T1 peut prendre les valeurs 0 ou 1,
celle de T2 e´tant alors respectivement de 1 ou 0.
Les areˆtes non-coupe´es correspondent aux areˆtes internes de l’arbre, c’est-a`-dire plus pre´cise´-
ment une areˆte reliant deux sommets « ordinaires » (pouvant eˆtre un sommet de degre´ un, distinct
d’une feuille ou d’un bourgeon). Nous voyons qu’un arbre bourgeonnant obtenu par de´coupage
d’une carte a` une patte a la proprie´te´ suivante : chaque areˆte interne se´pare deux parties ayant
l’une charge 0, l’autre charge 1. Soit S l’ensemble des arbres bourgeonnants enracine´s sur une
feuille ayant cette proprie´te´ (nous parlerons couramment « d’arbres de type S »). Soit de plus S0
l’ensemble des arbres de type S e´tant par ailleurs e´quilibre´s au sens de la cloˆture (l’appariement
des feuilles et bourgeons laisse la racine libre). Alors l’arbre obtenu par de´coupage d’une carte a`
une patte appartient a` S0, et nous verrons plus loin que ceci e´tablit une bijection entre les deux
ensembles. Cependant, e´tudions a` pre´sent le cas des cartes a` deux pattes pour aboutir a` une
forme commune.
Cartes a` deux pattes et arbres de type R
Le cas des cartes a` deux pattes peut-eˆtre e´tudie´ tre`s simplement a` partir des cartes a` une
patte. Nous pouvons en effet conside´rer la patte sortante d’une carte a` deux pattes comme un
simple sommet de degre´ un. Dans ce cas, nous appliquons la proce´dure de de´coupage des cartes
a` une patte pour obtenir un arbre de type S, ou` la feuille-racine correspond a` la patte entrante.
Ensuite, suivant la convention pour le de´coupage des cartes a` deux pattes, nous re´enracinons
l’arbre sur le sommet de degre´ un correspondant a` la patte sortante (qui est alors transforme´
en une feuille). Cette construction est comple`tement e´quivalente a` celle vue a` la section 2.2.1,
puisque les pattes externes influent uniquement sur le choix des areˆtes coupe´es via le point de
de´part de la proce´dure ite´rative, qui est dans les deux cas la patte entrante.
Du point de vue des charges, une diffe´rence est toutefois pre´sente, selon que la patte externe
sortante est conside´re´e comme un sommet de degre´ un (de charge 0) ou une feuille (de charge 1).
Conside´rons une areˆte interne de l’arbre, donc une areˆte non-coupe´e pendant le de´coupage. Celle-
ci se´pare l’arbre en deux sous-arbres T1 et T2, T1 contenant la patte externe sortante. Alors, en
utilisant la caracte´risation des arbres associe´s aux cartes a` une patte, nous voyons que T2 a charge
0 ou 1 quelle que soit la charge de la patte externe. Par comple´mentarite´, T1 a respectivement
pour charge 2 ou 1, lorsque nous respectons la convention de prendre la patte externe comme une
feuille-racine de l’arbre. T2, ne contenant pas la racine, est le sous-arbre descendant de l’areˆte
interne conside´re´e. Ainsi un arbre associe´ a` une carte a` deux pattes posse`de la proprie´te´ que tout
sous-arbre descendant d’une areˆte interne a charge 0 ou 1. De plus, la charge totale est de 2,
en comptant la charge de la feuille-racine. Soit R l’ensemble des arbres bourgeonnants enracine´s
sur une feuille ayant ces deux proprie´te´s (« arbres de type R »), R0 le sous-ensemble des arbres
e´tant de plus e´quilibre´s. Alors l’ensemble des cartes a` deux pattes est envoye´ par le de´coupage
dans R0, et nous verrons plus loin qu’il s’agit d’une bijection. La caracte´risation des arbres de
type R semble a priori plus faible que celle des arbres de type S, nous montrons a` pre´sent qu’il
est possible de les reformuler sous une forme unifie´e, correspondant a` une de´finition re´cursive
facilitant l’e´nume´ration.
2.2.3 Arbres bien charge´s : e´nume´ration
Caracte´risation re´cursive des arbres de types S et R
Les arbres de types S et R posse`dent la proprie´te´ suivante : tout sous-arbre descendant
d’une areˆte interne a charge 0 ou 1 (rappelons qu’une areˆte interne relie par de´finition deux
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Fig. 2.12 – Exemples d’arbres bien charge´s de type S (charge 0) et de type R (charge 1). Les
charges sont porte´es par les feuilles (B→ +1) et les bourgeons (I→ −1). En coupant n’importe
quelle areˆte, on obtient un sous-arbre descendant ayant charge 0 ou 1, ou re´duit a` un bourgeon.
sommets n’e´tant ni des feuilles ni des bourgeons, mais pouvant eˆtre e´gaux a` des sommets de
degre´ un ordinaires). Un arbre bourgeonnant enracine´ ayant cette proprie´te´ est dit bien charge´.
Les arbres de types S et R sont des arbres bien charge´s, enracine´s sur une feuille, et posse´dant
respectivement une charge de 0 ou 1, ou` par convention la charge d’un arbre enracine´ est compte´e
en excluant la racine (lorsqu’on souhaitera inclure explicitement la charge de la racine, on parlera
de charge totale). On ve´rifie aise´ment qu’il s’agit de de´finitions e´quivalentes des arbres de types
S et R.
En conside´rant alors les sous-arbres descendants d’un arbre bien charge´ comme des arbres
enracine´s a` part entie`re, nous constatons que ceux-ci sont eux-meˆmes bien charge´s et de charge
0 ou 1, et sont ainsi identifiables a` des arbres de types S ou R. Plus pre´cise´ment, ceci n’est le
cas que pour les sous-arbres descendant d’une areˆte interne, et nous devons aussi conside´rer les
cas « triviaux » :
– f l’arbre re´duit a` une feuille relie´e a` la racine (qui est dans R0, correspondant a` la carte a`
deux pattes re´duite a` une areˆte)
– b l’arbre re´duit a` un bourgeon relie´ a` la racine (qui est le seul sous-arbre descendant possible
de charge ne´gative, et peut eˆtre conside´re´ comme bien charge´)
– l’arbre entier, mais nous exclurons ce cas en conside´rant des sous-arbres descendants
propres.
Nous pouvons alors e´crire la caracte´risation « re´cursive » suivante :
Un arbre bourgeonnant enracine´ est bien charge´ si et seulement si tous ses sous-arbres
descendants propres sont soit e´gaux a` b (i.e. re´duits a` un bourgeon), soit de type S, soit de
type R.
Un arbre bourgeonnant enracine´ est de type S (resp. R) si et seulement si il est bien charge´
et de charge 0 (resp. 1).
Notons qu’il s’agit d’une de´finition possible des arbres bien charge´s, car l’ensemble des arbres
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bien charge´s ayant un nombre d’areˆtes donne´ peut eˆtre construit re´cursivement a` partir des ceux
correspondant a` des nombres d’areˆtes strictement infe´rieur. Introduisons la notation B pour
l’ensemble des arbres bien charge´s, et B(k) pour l’ensemble des arbres bien charge´s de charge k
(S = B(0), R = B(1)). Conside´rons alors un arbre bien charge´, distinct de f ou b. La racine est
alors connecte´e a` un sommet, soit n son degre´. L’arbre posse`de alors n−1 sous-arbres descendants
issus de ce sommet, pouvant eˆtre ordonne´s par exemple de gauche a` droite par rapport a` la racine.
Ces sous-arbres sont soit e´gaux a` b, soit de type S, soit de type R. Re´ciproquement e´tant donne´
un (n−1)-uplet d’arbres de {b}∪S ∪R, nous pouvons reconstruire par « recollement » un arbre
bien charge´ dont la racine est connecte´ a` un sommet de degre´ n. Cette de´composition e´tablit une
bijection, que nous pouvons e´crire formellement comme :
B ∼= {f} ∪ {b} ∪
∞⋃
n=1
{Vn} × ({b} ∪ S ∪ R)n−1 . (2.4)
Vn de´signe un sommet de degre´ n isole´, de telle sorte que la bijection pre´serve le nombre total de




{Vn} × ({b} ∪ S ∪ R)n−1c=0
R ∼= {f} ∪
∞⋃
n=1
{Vn} × ({b} ∪ S ∪ R)n−1c=1
(2.5)
ou` la notation ({b} ∪ S ∪ R)n−1c=k de´signe les (n − 1)-uplets d’e´le´ments de {b} ∪ S ∪ R dont la
somme des charges vaut k.
Application au calcul de se´ries ge´ne´ratrices
Un inte´reˆt des identite´s ensemblistes (2.4) et (2.5) est de pouvoir imme´diatement se traduire
dans le langage des se´ries ge´ne´ratrices. Attachons en effet un poids vn a` chaque sommet de degre´
n. Nous souhaitons de plus attacher un poids t a` chaque areˆte dans le langage des cartes, ce qui,
apre`s de´coupage, peut s’exprimer dans le langage des arbres par un poids t par areˆte ne menant
pas a` un bourgeon. Soient B,S,R les se´ries ge´ne´ratrices respectivement de B,S,R avec de tels
poids. L’identite´ (2.4) se re´e´crit alors :
B = t+ 1 +
∞∑
n=1
tvn(1 + S +R)
n−1. (2.6)
Les identite´s (2.5) ne´cessitent quand a` elle de tenir compte de la charge. Ceci peut se faire en
constatant que la se´rie ge´ne´ratrice des (n− 1)-uplets d’e´le´ments de {b} ∪ S ∪ R dont la somme
des charges vaut k peut est [σ−k]Q(σ)n−1, ou` Q(σ) ≡ σ + S + Rσ , et [σi] de´signe l’ope´rateur












Ces e´quations sont identiques aux e´quations (1.42) du chapitre 1, avec V (x) ≡ ∑∞n=1 vnn xn, et
en notant que [σi] e´quivaut formellement a` une inte´grale de contour. Elles de´terminent de fac¸on
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unique une se´rie formelle en t et les vn, et trouvent ici une interpre´tation combinatoire. De fac¸on
ge´ne´rale, pour la se´rie ge´ne´ratrice B(k) de B(k), nous avons l’identite´ :






Ces e´quations seules ne permettent pas de calculer les se´ries ge´ne´ratrices des cartes a` une patte
ou a` deux pattes, car elles comptent des arbres non ne´cessairement e´quilibre´s. Nous pallierons
ce proble`me dans la section suivante.
2.2.4 Arbres e´quilibre´s, application au comptage
Nous avons jusqu’ici explore´ les conse´quences des contraintes de charges, et leurs conse´quen-
ces pour l’e´nume´ration des arbres bien charge´s. Nous revenons a` pre´sent sur leur relation avec
les cartes, afin d’en de´duire des expressions pour les se´ries ge´ne´ratrices de celles-ci. Ceci ne´cessite
une e´tude de la notion d’arbre e´quilibre´.
Cartes a` une patte et arbres de type S e´quilibre´s
(b)(a)
Fig. 2.13 – Deux arbres de type S : (a) le premier est e´quilibre´ et en correspondance biunivoque
avec une carte a` une patte par cloˆture ; (b) le second est non-e´quilibre´ et en correspondance
biunivoque avec un arbre bien charge´ de charge 2 par re´enracinement sur le bourgeon apparie´ a`
la racine.
Nous avons vu plus haut que le de´coupage d’une carte a` une patte lui associe un arbre de
type S, e´tant de plus e´quilibre´, c’est-a`-dire que l’appariement des bourgeons et des feuilles laisse
la feuille-racine non apparie´e (cf figure 2.13-a). S0 est l’ensemble des arbres de type S e´quilibre´s.
Conside´rons un arbre de type S non e´quilibre´ (cf figure 2.13-b) : sa racine est alors apparie´e a`
un bourgeon. Si nous re´enracinons l’arbre sur ce bourgeon, nous obtenons un arbre bourgeonnant
de charge 2 (la charge totale reste de 1), et nous observons que celui-ci est bien charge´, car tout
sous-arbre descendant est un sous-arbre (non ne´cessairement descendant) de l’arbre de type S
initial, donc soit re´duit a` un bourgeon, soit e´gal a` un arbre de charge 0, soit enfin e´gal a` un
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arbre de charge 1, en vertu de la premie`re de´finition des arbres de type S. Re´ciproquement e´tant
donne´ un arbre bien charge´, enracine´ sur un bourgeon, et de charge 2, nous obtenons un arbre
de type S par re´enracinement sur la feuille apparie´e a` la racine. Ceci e´tablit donc une bijection
entre S \ S0 et B(2), pre´servant les degre´s des sommets. Ceci aboutit a` l’expression de la se´rie
ge´ne´ratrice de S0, employant les conventions et notations de la section pre´ce´dente :





(un facteur t diffe`re par rapport a` l’expression de B(2), car ici la racine est un bourgeon).
Il s’ave`re que S0 correspond a` la se´rie ge´ne´ratrice des cartes a` une patte, compte´es avec poids
vn par sommet de degre´ n et poids t par areˆte. Ce fait peut eˆtre ve´rifie´ a` l’aide du mode`le a` une
matrice, par une simple extension du calcul du chapitre 14. Ici, il s’agit d’une manifestation d’une
bijection entre l’ensemble des cartes a` une patte et S0, que nous avions e´voque´e pre´ce´demment.
Voyons comment achever de prouver l’existence de cette bijection : nous avons montre´ que par
le de´coupage associe a` toute carte a` une patte un arbre de type S e´quilibre´, et que la cloˆture de
celui-ci redonne la carte initiale. Il reste a` ve´rifier qu’e´tant donne´ un arbre de type S e´quilibre´,
sa cloˆture donne une carte a` une patte – ce qui est e´vident – dont le de´coupage redonne l’arbre
initial, ce qui ne´cessite quelque justification.
Conside´rons donc un arbre de type S e´quilibre´, auquel nous associons une carte a` une patte
par cloˆture. Le de´coupage de cette carte redonne bien l’arbre initial si la proprie´te´ suivante est
ve´rifie´e : les appariements de bourgeons et feuilles constituent les areˆtes duales des
chemins minimaux a` gauche dans la carte a` une patte (les bourgeons e´tant a` gauche par
rapport a` l’orientation des chemins minimaux). Conside´rons une face f de la carte a` une patte,
nous pouvons alors de´finir deux chemins sur la carte duale menant au sommet dual a` f :
– le chemin minimal a` gauche M(f), dont la longueur est la distance d(f) depuis (le dual
de) la face externe,
– le chemin P (f) constitue´ des areˆtes duales aux paires bourgeons-feuilles emboˆıte´s se´parant f
de la face externe. P (f) est oriente´ avec les bourgeons a` sa gauche, et la longueur p(f) de ce
chemin est appele´e profondeur (cette notion de´pendant explicitement de l’arbre conside´re´).
Il convient de montrer que, pour toute face f , les deux chemins M(f) et P (f) sont identiques,
et en particulier que d(f) = p(f) (de fac¸on imme´diate, d(f) ≤ p(f)).
Supposons, pour une preuve par l’absurde que non. Soit X l’ensemble des faces f telles que
M(f) 6= P (f), par hypothe`se X 6= ∅. Conside´rons alors une face f dans X telle que d ≡ d(f) soit
minimal (i.e, pour tout f ′ dans X, d(f ′) ≥ d). Le chemin minimal a` gauche M ≡ M(f) ve´rifie
les proprie´te´s suivantes :
– d est strictement positif car la face externe n’est pas dans X
– les d− 1 premie`res areˆtes de M sont chacune duale a` une paire bourgeon-feuille, car elles
forment un chemin minimal a` gauche menant a` une face f ′ a` distance d − 1 de la face
externe, n’appartenant donc pas a` X,
– la d-ie`me areˆte n’est donc pas duale a` une paire bourgeon-feuille, et est ainsi duale a` une
areˆte interne de l’arbre.
Cette areˆte se´pare deux sous-arbres T1 et T2, ou` nous supposons T1 a` gauche par rapport a`
l’orientation f ′ → f . Nous devons distinguer plusieurs cas, illustre´s sur la figure 2.14 :
1. T1 a charge 0 et contient la feuille-racine,
2. T1 a charge 0 et ne contient pas la feuille-racine,
3. T1 a charge 1 et contient la feuille-racine,
4La se´rie ge´ne´ratrice des cartes a` une patte n’est autre que ∂F
(0)
∂v1
exprimable selon l’e´quation (1.37).











Fig. 2.14 – Sche´ma de la preuve par l’absurde que les paires bourgeon-feuille constituent sont
duales aux areˆtes des chemins minimaux a` gauche (voir texte). Nous conside´rons une face telle
que le chemin minimal a` gauche M menant a` son dual coupe une areˆte interne de l’arbre, et
nous supposons la longueur d de ce chemin minimale : ne´cessairement, la d-ie`me areˆte du chemin
est duale a` une areˆte interne (en gras) , tandis que les pre´ce´dentes sont duales a` des paires
bourgeon-feuille (en pointille´s). L’areˆte interne se´pare deux sous-arbres : selon leur charge (0 ou
1) et la position de la racine, nous distinguons les cas 1,2,3,4. Dans tous les cas, nous en de´duisons
une contradiction par l’existence d’un chemin menant a` la face e´tiquete´e d, plus court ou plus a`
gauche que M .
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4. T1 a charge 1 et ne contient pas la feuille-racine.
Ces proprie´te´s de charge se traduisent par des relations sur les profondeurs p(f) et p(f ′), et les
positions relatives des chemins P (f) et P (f ′). Dans tous les cas ci-dessus, nous obtenons une
contradiction :
1. p(f) = p(f ′)− 1, donc d(f) ≤ p(f) = p(f ′)− 1 = d(f ′)− 1 = d(f)− 2,
2. p(f) = p(f ′), donc d(f) ≤ p(f) = p(f ′) = d(f ′) = d(f)− 1,
3. p(f) = p(f ′), donc d(f) ≤ p(f) = p(f ′) = d(f ′) = d(f)− 1,
4. p(f) = p(f ′) + 1, donc d(f) ≤ p(f) = p(f ′) + 1 = d(f ′) + 1 = d(f), et P (f) est de meˆme
longueur et a` gauche de M .
Ceci impose X = ∅, et ache`ve de prouver que les ope´rations de de´coupage et de cloˆture sont des
bijections mutuellement inverses entre l’ensemble des cartes a` une patte, et S0.
Cartes a` deux pattes et arbres de type R e´quilibre´s
La discussion pour les cartes a` deux pattes est tre`s similaire a` la pre´ce´dente. Nous avons vu
en effet que, par de´coupage, une carte a` deux pattes donne un arbre de type R e´quilibre´. Par
une simple extension de la preuve ci-dessus, nous pouvons montrer qu’il s’agit d’une bijection.
Cependant, une difficulte´ nouvelle se pose pour exprimer la se´rie ge´ne´ratrice des arbres de type
R e´quilibre´s en terme de celles d’arbres bien charge´s sans contrainte d’e´quilibrage : en effet, pour
un arbre de type R non-e´quilibre´, le re´enracinement sur le bourgeon apparie´ a` la racine ne donne
pas ne´cessairement un arbre bien charge´. Il est possible de pallier cette difficulte´ par une e´tude
plus pre´cise de la structure d’un arbre de type R, et l’introduction de la notion de coeur. Nous
ne pre´senterons pas ici de le de´tail de cette discussion technique, qui peut eˆtre trouve´e dans la
publication III. Le re´sultat est l’existence d’une bijection entre R \ R0 et B(3) ∪ (B(2))2, qui se
traduit dans le langage des se´ries ge´ne´ratrices par :













La se´rie ge´ne´ratrice des cartes enracine´es
Nous pouvons enfin re´unir les re´sultats pre´ce´dents, afin d’obtenir de fac¸on bijective la se´rie
ge´ne´ratrice des cartes enracine´es en fonction des degre´s des sommets. L’ensemble est re´capitule´
dans le re´sultat suivant, dont on notera l’accord avec la solution du mode`le a` une matrice :
Soient respectivement E ,Γ1,Γ2 l’ensemble des cartes planaires enracine´es, l’ensemble des
cartes a` une patte, l’ensemble des cartes a` deux pattes. Soit m la carte a` deux pattes re´duite
a` une areˆte.
S (resp. R) est l’ensemble des arbres bourgeonnants bien charge´s de charge 0 (resp. 1),
et S0 (resp. R0) le sous-ensemble de S (resp. R) constitue´ des arbres e´quilibre´s. B(k) est
ge´ne´ralement l’ensemble des arbres bourgeonnants bien charge´s de charge k.
Nous avons les bijections suivantes, pre´servant le nombre de sommets de chaque degre´ (en
excluant pattes, feuilles, bourgeons) :
E ∼= Γ 21 ∪ Γ2 \ {m} Γ1 ∼= S0 Γ2 ∼= R0
S \ S0 ∼= B(2) R \R0 ∼= B(3) ∪ (B(2))2
(2.11)
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Pour les se´ries ge´ne´ratrices associe´es, avec un poids vn par sommet de degre´ n et un poids t
par areˆte (ne menant pas a` un bourgeon), nous avons les identite´s :
E =
Γ21 + Γ2 − t
t
Γ1 = S0 = S − [σ−2]v(Q)





ou` S,R sont de´termine´s re´cursivement par :
S = t[σ0]v(Q)
R = t+ t[σ−1]v(Q)
(2.13)
avec les notations Q ≡ σ + S + Rσ , v(x) ≡
∑∞
n=1 vnx
n−1, [σi]σj ≡ δij .
Nous retrouvons les meˆmes re´sultats qu’a` la section 1.1.2, et en particulier les e´quations
(1.41) et (1.42). Nous avons ici une interpre´tation combinatoire claire des e´quations alge´briques
intervenant dans la solution.
2.2.5 Le cas particulier des degre´s pairs
Nous concluons cette section consacre´e a` l’e´tude des arbres bourgeonnants associe´s aux cartes
planaires arbitraires par une discussion du cas particulier des cartes eule´riennes, c’est-a`-dire dont
les sommets ont tous un degre´ pair. La bijection entre cartes te´travalentes et arbres bourgeonnants
quartiques en est une spe´cialisation supple´mentaire.
Du point de vue des cartes, la contrainte de parite´ des degre´s apporte la simplification
supple´mentaire : il n’existe pas de carte a` une patte dont tous les degre´s des sommets internes
sont pairs, comme vu par un simple argument de comptage. Les cartes enracine´es sont donc en
bijection avec les cartes a` deux pattes, en excluant la carte a` deux pattes triviale a` une areˆte.
Du point de vue des arbres, nous notons l’absence d’arbres de type S : en effet pour un arbre
bourgeonnant dont tous les sommets ont un degre´ pair, la somme des nombres de feuilles et
de bourgeons, racine exclue, est impaire, ce qui implique que leur diffe´rence, e´gale a` la charge,
est e´galement impaire. Plus ge´ne´ralement, il n’existe pas d’arbre bien charge´ dont la charge est
impaire. Les arbres de type R, quant a` eux, peuvent eˆtre caracte´rise´s plus simplement : de chaque
sommet de degre´ 2n partent 2n− 1 sous-arbres descendants, soit re´duits a` un bourgeon (charge
-1), soit de type R (charge +1), et la somme des charges doit eˆtre 1. Il y a donc exactement n−1
bourgeons et n sous-arbres de typeR. Ceci est une condition suffisante, et un arbre bourgeonnant
dont tous les sommets ont degre´ pair est de type R si et seulement si :
– il n’est pas re´duit a` un bourgeon,
– chaque sommet de degre´ 2n est attache´ a` exactement n− 1 bourgeons.
Ceci correspond a` la de´finition des arbres eule´riens donne´e par Schaeffer [58].
Du point de vue des se´ries ge´ne´ratrices, il suffit d’imposer v2n+1 = 0 pour tout n, et R est
de´termine´ re´cursivement par l’e´quation :















s’interpre´tant comme le nombre de positionnements possibles des n − 1 bour-
geons autour du sommet de degre´ 2n relie´ a` la racine. Par la formule d’inversion de Lagrange5,
ou un raisonnement combinatoire, il est possible de calculer explicitement le terme ge´ne´ral du
de´veloppement en se´rie. Celui-ci correspond au nombre d’arbres de type R ayant, pour tout




`− 1 + k1 + k2 + . . .+ kn + . . .








ou` ` ≡∑∞n=1(n− 1)kn est le nombre de feuilles, le coefficient multinomial pouvant eˆtre tronque´
au degre´ maximal. De meˆme, pour de meˆmes nombres de sommets de chaque degre´, nous pouvons




`− 1 + k1 + k2 + . . .+ kn + . . .








Ces expressions diffe`rent uniquement d’un facteur 2/(` + 1), ce fait remarquable pouvant eˆtre
justifie´ par un argument de conjugaison e´tendant celui pre´sente´ a` la section 2.1 pour le comptage
des arbres bourgeonnants quartiques.
Nous concluons en indiquant qu’il n’existe pas, a` notre connaissance, de formule ferme´e
analogue e´tendant la formule (2.16) pour le nombre de cartes planaires enracine´es ayant un
nombre fixe´ de sommets de chaque degre´ (non ne´cessairement pair).
2.3 Cartes biparties, arbres bicolores et applications
Dans cette section, nous mentionnons comment la correspondance entre cartes planaires et
arbres bourgeonnants peut eˆtre adapte´e aux cartes biparties, c’est-a`-dire dont les sommets sont
colorie´s en noir ou blanc, de telle sorte que chaque areˆte est incidente a` un sommet de chaque
couleur. L’objectif est d’e´nume´rer bijectivement les cartes biparties en fonction des nombres
de sommet de chaque degre´ et couleur (« selon les degre´s et couleurs des sommets »). Ceci
est e´quivalent au calcul de la se´rie ge´ne´ratrice des cartes biparties avec un poids par sommet
fonction du degre´ et de la couleur, qui peut eˆtre obtenue par ailleurs via un mode`le a` deux matrices
soluble par polynoˆmes bi-orthogonaux. Bien que le caracte`re biparti semble induire une contrainte
supple´mentaire sur les cartes, il s’agit d’une ge´ne´ralisation du proble`me de l’e´nume´ration des
cartes planaires arbitraires selon les degre´s des sommets, car il existe une bijection e´vidente entre
celles-ci et les cartes biparties dont tous les sommets d’une couleur, par exemple noire, sont de
degre´ 2.
Bien que la proce´dure de de´coupage vue a` la section pre´ce´dente puisse s’appliquer inde´pen-
damment des couleurs des sommets, cette construction est peu exploitable : en effet une areˆte
peut eˆtre coupe´e en une paire bourgeon-feuille a` des positions quasi-arbitraires dans l’arbre,
induisant des contraintes de nature non-locale. Nous verrons que la proce´dure de de´coupage doit
eˆtre modifie´e, pour introduire une de´pendance en la couleur qui assurera la « localite´ » des re`gles
dans l’arbre bourgeonnant.
Nous commenc¸ons par pre´senter quelques aspects de la construction la plus ge´ne´rale, propose´e
par Bousquet-Me´lou et Schaeffer [21] qui e´tendent la notion d’arbre bourgeonnant bien charge´
vue a` la section pre´ce´dente, et introduite dans la publication III. Nous conside´rerons ensuite
5Nous verrons une application explicite de cette formule au cas plus ge´ne´ral des constellations dans le chapitre
3.
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deux cas particuliers, qui correspondent a` des publications propres inde´pendantes : les cartes
bicubiques duales aux triangulations tricoloriables, pour l’article II, et les particules dures sur
cartes te´travalentes, pour l’article IV. Notre but est ici de pre´senter ces re´sultats dans un cadre
relativement unifie´.
2.3.1 Des cartes biparties aux arbres bicolores bien charge´s
Fig. 2.15 – Une carte bipartie a` une patte. Le sommet externe (entoure´) est suppose´ noir.
Dans cette section, nous montrons comment associer a` toute carte bipartie un arbre bour-
geonnant. Comme mentionne´ plus haut, la proce´dure de de´coupage de la section 2.2 doit eˆtre
modifie´e puisque la contrainte de coloriage deviendrait alors non-locale sur l’arbre. La solution a`
ce proble`me paraˆıt simple : il suffit d’adapter le de´coupage pour aboutir a` des arbres bourgeon-
nants dont les sommets sont colorie´s en noir et blanc en alternant le long des areˆtes internes,
et tels qu’un bourgeon est toujours relie´ a` un sommet noir, et une feuille toujours relie´e a` un
sommet blanc. Un arbre bourgeonnant ayant ces proprie´te´s est dit arbre bicolore6. Ainsi, par la
proce´dure inverse de cloˆture, un sommet noir est toujours relie´ a` un sommet blanc, et la carte
re´sultante est bien bipartie.
Nous traiterons ici principalement du cas des cartes a` une patte, c’est-a`-dire avec un sommet
de degre´ un marque´. Nous pouvons, sans perte de ge´ne´ralite´, supposer que ce sommet est noir
(figure 2.15).
De´coupage des cartes biparties a` une patte
Le de´coupage ite´ratif introduit a` la section 2.1.3 peut eˆtre adapte´ de la fac¸on suivante. Partant
d’une carte bipartie a` une patte, on commence par remplacer le sommet noir de degre´ un marque´
par une feuille-racine. Nous effectuons alors un ou plusieurs tours successifs de la face externe
6Dans nos conventions graphiques repre´sentant les feuilles comme des fle`ches blanches, et les bourgeons comme
des fle`ches noires, il convient de conside´rer les fle`ches comme des « excroissances » des noeuds adjacents pour
appre´cier pleinement la de´nomination d’arbre bicolore.
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Fig. 2.16 – Le de´coupage ite´ratif d’une carte bipartie a` une patte. En tournant autour de la face
externe, nous ne coupons une areˆte non-se´parante que si elle est oriente´e dans le sens noir →
blanc. Ici, deux tours sont ne´cessaires pour re´unir toutes les faces.
dans le sens direct, en partant de la racine : nous coupons alors certaines areˆtes rencontre´es en
une paire bourgeon-feuille, avec les re`gles suivantes : une areˆte est coupe´e si et seulement si elle
posse`de simultane´ment les proprie´te´s suivants :
– elle est non-se´parante,
– dans le sens de parcours, son origine est noire et son extre´mite´ blanche.
Cette dernie`re contrainte est la seule diffe´rence par rapport au cas des cartes arbitraires, et
assure qu’un bourgeon sera toujours relie´ a` un sommet noir, et une feuille a` un sommet blanc.
On voit facilement que la proce´dure s’arreˆte lorsque toutes les faces sont re´unies, puisque par la
contrainte de bicoloriabilite´, il existe toujours une areˆte susceptible d’eˆtre coupe´e tant qu’il reste
au moins une face interne. L’objet final est un arbre bicolore, et la proce´dure est illustre´e sur la
figure 2.16. Les degre´s et couleurs de chaque sommet sont pre´serve´s, et la carte a` une patte peut
eˆtre reconstruite par cloˆture de l’arbre bourgeonnant, les appariements de feuilles et bourgeons
reconstituant les areˆtes coupe´es en laissant la racine libre.
A` nouveau, il est utile de conside´rer l’effet du de´coupage sur la carte duale (cf figure 2.17). Les
areˆtes de la carte duale d’une carte bipartie peuvent eˆtre canoniquement oriente´es en imposant
que leur face a` gauche est duale a` un sommet noir. Nous aboutissons a` la caracte´risation suivante
du de´coupage : les duales des areˆtes coupe´es forment un arbre couvrant, constitue´ par les chemins
oriente´s minimaux a` gauche. Un chemin oriente´ est un chemin sur la carte duale respectant
l’orientation des areˆtes. Nous conside´rons toujours des chemins partant du dual de la face externe,
et pour une face donne´e, nous se´lectionnons le chemin oriente´ de longueur minimale, le plus a`
gauche par rapport a` la patte externe.
Cette caracte´risation nous permet alors d’e´tudier les proprie´te´s de charge des arbres obtenus.
Proprie´te´s des arbres re´sultants
La caracte´risation du de´coupage par les chemins oriente´s minimaux a` gauche peut se traduire
aise´ment en terme de contraintes de charges dans l’arbre bourgeonnant obtenu. E´tant donne´s une
carte bipartie a` une patte, et l’arbre bicolore associe´ par de´coupage, conside´rons une areˆte interne
de l’arbre se´parant deux sous-arbres T1 et T2, T1 contenant la feuille-racine, comme illustre´ sur
la figure 2.18. Nous distinguons deux cas selon les configurations des couleurs autour de l’areˆte
choisie : dans le premier cas illustre´, T1 est appele´ le sous-arbre noir et T2 le sous-arbre blanc,






Fig. 2.17 – La proce´dure de de´coupage vue sur la carte duale. Nous se´lectionnons un arbre
couvrant, comme la re´union des chemins oriente´s minimaux a` gauche. Sur la figure du milieu,
nous indiquons les orientations canoniques des areˆtes duales, obtenues en imposant que la face
a` gauche est duale a` un sommet noir. Les entiers de´signent les distances oriente´es depuis la face
externe.







Fig. 2.18 – Les contraintes de charge autour d’une areˆte interne de l’arbre obtenu par de´coupage
d’une carte bipartie a` une patte. Les sous-arbres T1 et T2 sont dits noir ou blanc selon la couleur
de leur sommet incident a` l’areˆte. Les chemins oriente´s minimaux a` gauche menant aux faces
incidentes sont repre´sente´s, avec leurs longueurs respectives k et l. Les paires bourgeons-feuilles
repre´sente´es correspondent aux parties non-communes aux deux chemins, et sont les seules a`
contribuer aux charges de T1 (de charge 1 + l − k) et T2 (de charge k − l). L’areˆte conside´re´e
n’appartenant pas a` un chemin oriente´ minimal a` gauche, nous avons respectivement k ≥ l sur
la premie`re figure, et k ≤ l + 1 sur la seconde figure. Nous constatons que dans les deux cas, la
charge du sous-arbre noir est ≤ 1 tandis que la charge du sous-arbre blanc est ≥ 0.
et inversement dans le second cas. Par ailleurs, l’areˆte conside´re´e est incidente a` deux faces de
la carte, et nous introduisons les longueurs respectives k et l des chemins oriente´s minimaux
a` gauche y menant, selon la convention de la figure 2.18. Ces longueurs sont lie´es aux charges
des sous-arbres (la charge e´tant toujours de´finie comme diffe´rence des nombres de feuilles et de
bourgeons) : T1 a pour charge 1 + l − k en comptant la racine, et T2 a pour charge k − l, la
charge totale valant bien 1. Nous exploitons alors le fait que l’areˆte conside´re´e, interne a` l’arbre,
n’appartient pas a` un chemin oriente´ minimal a` gauche : nous obtenons selon le cas illustre´ la
contrainte respective k ≥ l, ou k ≤ l + 1 7. Un arbre bourgeonnant obtenu par de´coupage d’une
carte bipartie posse`de ainsi les proprie´te´s de charge suivantes :
– tout sous-arbre blanc a une charge positive ou nulle,
– tout sous-arbre noir a une charge infe´rieure ou e´gale a` 1.
Il est de plus e´quilibre´ au sens de la cloˆture. On peut montrer que l’ensemble des arbres bourgeon-
nants bicolores ve´rifiant ces proprie´te´s est pre´cise´ment l’image de l’ensemble des cartes biparties a`
une patte par l’application injective de de´coupage, et que la cloˆture constitue la bijection inverse.
7Dans le cas contraire, nous obtiendrions sur la premie`re figure un chemin oriente´ strictement plus court, ou
de meˆme longueur et plus a` gauche, menant a` la face « l » en traversant l’areˆte interne, et sur la seconde figure
un chemin oriente´ strictement plus court menant a` la face « k ».
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Arbres bicolores bien charge´s
Comme pour le cas des cartes arbitraires, il est utile de mettre un temps la contrainte
d’e´quilibre de coˆte´, et conside´rer la famille des arbres de´finis uniquement par les contraintes
de charges. Nous conside´rons ici des arbres bicolores enracine´s, un tel arbre e´tant dit blanc ou
noir selon la couleur du sommet relie´ a` la racine (mais les autres sommets sont bien bicolorie´s !).
A` nouveau, la charge de l’arbre est par convention compte´e en excluant la racine, la charge totale
en l’incluant. Nous introduisons alors la de´finition suivante :
Un arbre bicolore enracine´ est dit bien charge´ si et seulement si tous ses sous-arbres descen-
dants propres sont de l’un des types suivants :
– f l’arbre re´duit a` une feuille relie´e a` la racine,
– b l’arbre re´duit a` un bourgeon relie´ a` la racine,
– un sous-arbre blanc et de charge positive ou nulle,
– un sous-arbre noir et de charge infe´rieure ou e´gale a` 1.
b et f sont conside´re´s comme des arbres bien charge´s, de telle sorte que tout sous-arbre d’un
arbre bien charge´ est lui-meˆme bien charge´. Nous introduisons les notations suivantes :
– B(k)◦ est l’ensemble des arbres blancs bien charge´s de charge k,
– B(k)• est l’ensemble des arbres noirs bien charge´s de charge k.
Par de´composition d’un arbre noir ou blanc bien charge´ autour du sommet lie´ a` la racine, nous


























La notation Xn−1c=k de´signe l’ensemble des (n− 1)-uplets d’e´le´ments de l’ensemble d’arbres bour-
geonnants X, dont la somme des charges vaut k. {V ◦n } et {V •n } de´signent respectivement un
sommet noir ou blanc de degre´ n isole´, de telle fac¸on que le nombre total de sommets de degre´
et couleur donne´s est conserve´. En introduisant un poids v◦n (resp. v
•
n) par sommet blanc (resp.
noir) de degre´ n, et un poids supple´mentaire t par areˆte ne menant pas a` un bourgeon (ce qui
correspond a` un poids par areˆte dans le langage des cartes), nous en de´duisons les identite´s pour








































• en tant que se´ries formelles en t
et les v◦n et v
•
n. Nous noterons que comme les sommes sur la charge k
′ sont tronque´es d’un coˆte´,
si nous prenons les v◦n et v
•
n nuls a` partir d’un certain rang nmax (degre´s borne´s), les membres
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• et nous pouvons extraire un
sous-ensemble fini et ferme´ d’e´quations.
A` titre d’exemple, nous retrouvons les arbres bourgeonnants bien charge´s de la section
pre´ce´dente en prenant un poids par sommet noir v•n = t
−1δn,2, et nous pouvons identifier les





◦ R− t = B(1)• = B(1)◦ vn = v◦n (2.19)
(le parame`tre formel σ e´tant change´ en σ−1).
Arbres e´quilibre´s, application au comptage
Revenons a` pre´sent a` la contrainte d’e´quilibre. Nous avons vu que les cartes biparties a` une
patte sont en correspondance biunivoque avec les arbres bicolores, blancs (la racine est une
feuille), bien charge´s, de charge nulle (racine exclue), et e´quilibre´s (la racine est non-apparie´e).
Conside´rons un arbre blanc bien charge´, de charge nulle, mais non-e´quilibre´, c’est-a`-dire que la
feuille-racine est apparie´e a` un bourgeon. Par re´enracinement sur celui-ci, nous obtenons un arbre
noir bien charge´ de charge 2, et cette correspondance est bijective. Nous aboutissons au re´sultat
suivant, e´nonce´ dans [21] :
Soit Γ• l’ensemble des cartes biparties a` une patte noire. B(k)◦ (resp. B(k)• ) est l’ensemble
des arbres bicolores, blancs (resp. noirs), bien charge´s, de charge k. Nous avons alors une
bijection :
B(0)◦ ∼= Γ• ∪ B(2)• (2.20)
qui pre´serve les nombres de sommets de chaque degre´ et couleur.
Pour les se´ries ge´ne´ratrices associe´es selon les degre´s et couleurs des sommets, nous avons :
Γ• = B
(0)





• sont de´termine´s via les e´quations (2.18).
Au prix d’une certaine complication technique, il est e´galement possible d’e´tendre la construc-
tion a` des cartes a` deux pattes [21] :
Soit Γ•• l’ensemble des cartes biparties a` deux pattes noires (dans une meˆme face). Nous
avons une bijection :





qui pre´serve les nombres de sommets de chaque degre´ et couleur.
Cette identite´ peut eˆtre vue comme une extension de la dernie`re bijection (2.11). D’autres
identite´s bijectives peuvent eˆtre obtenues dans le cas particulier ou` tous les sommets ont des
degre´s multiples d’un meˆme entier k ≥ 1 [21]. Cependant, pour les cartes planaires biparties,
ces relations ne suffisent pas a` exprimer en tout ge´ne´ralite´, par un raisonnement bijectif, la se´rie
ge´ne´ratrice des cartes enracine´es selon les degre´s et couleurs des sommets. Il n’est notamment
pas clair que celle-ci puisse s’e´crire sous une forme qui serait manifestement alge´brique lorsque
les degre´s sont borne´s.
Nous refermons a` pre´sent cette discussion tre`s ge´ne´rale pour nous consacrer a` quelques cas
particuliers inte´ressants.
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2.3.2 Cartes bicubiques et triangulations tricoloriables
Fig. 2.19 – Un arbre bourgeonnant bicubique.
Conside´rons a` pre´sent les cartes bicubiques, c’est-a`-dire les cartes biparties dont tous les
sommets ont degre´ 3. Du point de vue des arbres bicolores bien charge´s, cette contrainte de degre´
impose une structure tre`s particulie`re : en effet a` chaque sommet noir est attache´ exactement
un bourgeon (en excluant le cas de l’arbre re´duit a` un sommet noir et trois bourgeon). Un
arbre bicolore, enracine´ sur une feuille, dont tous les sommets ont degre´ trois, et ve´rifiant cette
proprie´te´, est appele´ arbre bourgeonnant bicubique. La figure 2.19 en propose un exemple.
Les arbres bourgeonnants bicubiques sont tre`s similaires aux arbres bourgeonnants quartiques
conside´re´s a` la section 2.1. Ils peuvent eˆtre vus comme des arbres binaires complets plante´s, sur
lesquels nous ajoutons des bourgeons, non pas sur les noeuds, mais au milieu des areˆtes internes
(donc avec deux positions possibles). Par conse´quent, pour un nombre fixe´ n de sommets blancs,
le nombre d’arbres bicubiques est 2n−1 · cn ou` cn est le nombre de Catalan d’ordre n. La charge
totale d’un arbre bourgeonnant bicubique est de 3, et par appariement des bourgeons aux feuilles
et cloˆture partielle nous obtenons une carte a` 3 pattes (cf figure 2.20). En raison des contraintes
de degre´, il ne peut y avoir de cartes a` une patte comme dans le cas ge´ne´ral pre´ce´dent.
Lorsque l’arbre est e´quilibre´, nous de´finissons sa cloˆture comple`te en ajoutant un sommet
noir externe que nous relions aux trois pattes. Ceci donne une carte bicubique enracine´e, comme
illustre´ sur la figure 2.21. Re´ciproquement, e´tant donne´ une carte bicubique, en effac¸ant le sommet
a` l’origine de la racine, puis en appliquant le de´coupage ite´ratif des cartes biparties vu plus haut
(caracte´risable en terme des chemins minimaux oriente´s a` gauche), nous obtenons un arbre
bourgeonnant bicubique e´quilibre´. Ceci e´tablit une bijection. Le comptage des arbres e´quilibre´s
peut se faire a` l’aide d’un argument de conjugaison similaire a` celui de la section 2.1 : un arbre
bourgeonnant bicubique a` n sommets blancs ayant n+2 feuilles dont 3 non apparie´es, le nombre
80 CHAPITRE 2. CARTES PLANAIRES ET ARBRES BOURGEONNANTS
Fig. 2.20 – Appariement des bourgeons aux feuilles. Trois feuilles restent libres (dont ici la










Fig. 2.21 – La cloˆture comple`te d’un arbre bourgeonnant bicubique e´quilibre´, qui e´tablit une
bijection avec l’ensemble des cartes bicubiques enracine´es. Les cartes bicubiques enracine´es
posse`dent un tricoloriage canonique des faces (ici repre´sente´ avec des entiers 1,2,3).
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d’arbres e´quilibre´s parmi eux est :
3
n+ 2








ce qui correspond au nombre de cartes bicubiques enracine´es a` 3n areˆtes.
Par dualite´, les cartes bicubiques correspondent aux triangulations tricoloriables, c’est-a`-dire
les triangulations dont les sommets peuvent eˆtre colorie´s de trois couleurs de telle sorte que deux
sommets adjacents sont de couleurs diffe´rentes. Sur la carte bicubique, il s’agit d’un tricoloriage
des faces, repre´sente´ sur la figure 2.21. Celui-ci est canonique a` une permutation des couleurs
pre`s, en effet si nous fixons les couleurs autour de la racine (ici, « 1 » a` gauche et « 2 » a`
droite), toutes les couleurs sont de´termine´es de proche en proche autour de chaque sommet.
Avec nos conventions, les couleurs 1, 2, 3 apparaissent successivement dans le sens direct autour




























Fig. 2.22 – E´tiquetage des areˆtes internes et des feuilles de l’arbre bourgeonnant bicubique par
les couleurs des faces de la carte : nous associons la couleur de la face a` droite en tournant
autour des sommets blancs. Les e´tiquettes sont entie`rement de´termine´es par la structure de
l’arbre bourgeonnant, selon des re`gles simples.
Nous souhaitons alors e´nume´rer plus finement les cartes bicubiques, en fixant le nombre de
faces de chaque couleur, ou de fac¸on e´quivalente calculer la se´rie ge´ne´ratrice des cartes bicubiques
enracine´es avec un poids xi par face de couleur i = 1, 2, 3. Pour ce faire, observons comment
l’information de couleur peut eˆtre lue sur les arbres bourgeonnants bicubiques. Comme illustre´
sur la figure 2.22, nous pouvons associer a` chaque areˆte interne ou feuille d’un arbre bourgeonnant
e´quilibre´ une e´tiquette portant la couleur de la face a` droite en tournant autour des sommets
blancs. De meˆme, un bourgeon peut eˆtre e´tiquete´ par la couleur de sa face a` gauche, cette
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e´tiquette e´tant identique celle de la feuille apparie´e. Les e´tiquettes obe´issent aux re`gles locales
suivantes :
– les e´tiquettes 1, 2, 3 apparaissent successivement dans le sens direct autour des sommets
blancs,
– elles apparaissent successivement dans le sens indirect autour des sommets noirs.
Ceci permet de fixer de proche en proche toutes les e´tiquettes a` partir de celle de la racine, qui






     
     
     
     






     
     
     
     








    
    
    
    






    
    
    
    









































    
    
    
    






    
    
    
    






     
     
     
     






    
    
    
    






    
    
    
    






    
    
    
    

















Fig. 2.23 – De´composition d’un arbre bourgeonnant bicubique autour de la racine, et au voisinage
d’un bourgeon. Les e´tiquettes sont fixe´es par les re`gles locales. Les sous-arbres partant d’un
sommet blanc (en hachure´) peuvent alors eˆtre de´compose´s re´cursivement, nous illustrons ici le
cas des sous-arbres avec une e´tiquette 1, les autres cas e´tant obtenus par permutation circulaire
des indices.
Conside´rons a` pre´sent un arbre bourgeonnant bicubique, non ne´cessairement e´quilibre´. Nous
pouvons alors e´tiqueter les areˆtes, feuilles et bourgeons selon les re`gles ci-dessus. La racine est
relie´e a` un sommet blanc, d’ou` partent deux sous-arbres descendants. Ceux-ci sont soit re´duits
a` une feuille, soit sont constitue´s d’un sommet noir, relie´ d’une part a` un bourgeon, d’autre part
a` un autre sommet blanc. Ceci constitue une de´composition re´cursive illustre´e sur la figure 2.23.
Notons que les configurations des e´tiquettes sont entie`rement fixe´es par les re`gles locales autour
des sommets. La de´composition re´cursive se traduit imme´diatement dans le langage des se´ries
ge´ne´ratrices par les e´quations :
U1 = x1 + U1U3 + U2U1
U2 = x2 + U2U1 + U3U2
U3 = x3 + U3U2 + U1U3
(2.24)
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ou` Ui est la se´rie ge´ne´ratrice des sous-arbres descendants d’un sommet blanc, avec une e´tiquette i
sur la racine (cf figure 2.23), compte´s avec un poids xi par feuille e´tiquete´e i. La se´rie ge´ne´ratrice
des arbres bourgeonnants bicubiques, enracine´s sur une feuille e´tiquete´e 2 selon nos conventions,
est alors :
x2U1U3 = U1U2U3(1− U1 − U3). (2.25)
Nous comptons ainsi tous les arbres bicubiques, non ne´cessairement e´quilibre´s. Les arbres non-
e´quilibre´s peuvent eˆtre re´enracine´s sur le bourgeon apparie´ a` la racine, ce qui donne une bijection.
D’apre`s la figure 2.23 donnant la de´composition au voisinage d’un bourgeon, la se´rie ge´ne´ratrice
des arbres non-e´quilibre´s est ainsi U1U
2
2U3. Par soustraction, nous obtenons la se´rie ge´ne´ratrice
des arbres e´quilibre´s avec un poids xi par feuille e´tiquete´e i, qui correspond en termes de cartes
bicubiques par un poids xi par face de couleur i. Nous aboutissons au re´sultat suivant :
La se´rie ge´ne´ratrice des cartes bicubiques enracine´es (duales aux triangulations tricolorie´es),
tricolorie´es canoniquement avec un poids xi par face de couleur i, vaut :
U1U2U3(1− U1 − U2 − U3) (2.26)
ou` U1, U2, U3 sont de´termine´s en tant que se´ries formelles par :
U1 = x1 + U1U3 + U2U1
U2 = x2 + U2U1 + U3U2
U3 = x3 + U3U2 + U1U3.
(2.27)
Ce re´sultat est propose´ dans la publication II, et avait e´te´ obtenu auparavant via une solution
technique d’un mode`le de matrice [67]. A` notre connaissance, il n’existe pas de formule explicite
pour le terme ge´ne´ral de la se´rie, correspondant au nombre de cartes bicubiques ayant des nombres
fixe´s de faces de chaque couleur.
Une extension aux cartes biparties k-valentes colorie´es cycliquement est e´galement propose´e
dans la publication II, et se ge´ne´ralise pour a` des familles de cartes appele´es constellations [60].
2.3.3 Particules dures sur cartes te´travalentes
Le mode`le des particules dures sur les cartes planaires te´travalentes, introduit a` la section
1.3.1, apparaˆıt comme cas particulier de cartes biparties. Conside´rons en effet une configuration
de particules dures sur une carte te´travalente : comme illustre´ sur la figure 2.24, nous pouvons
lui associer une carte bipartie en ajoutant un sommet occupe´ (noir) bivalent au milieu de chaque
areˆte reliant deux sites vides (blancs). Nous obtenons ainsi une carte bipartie dont les sommets
blancs ont degre´ 4, et les sommets noirs degre´ 2 ou 4. Re´ciproquement, e´tant donne´ une telle
carte, il suffit d’effacer les sommets noirs bivalents pour retrouver une configuration de particules
dures sur carte te´travalente. Notons que cette e´quivalence se manifeste e´galement dans le mode`le
de matrice introduit a` la section 1.3.1, puisque le terme −A2 de la partie quadratique (1.78) peut
eˆtre e´galement traite´ comme « perturbation », engendrant les sommets de degre´ 2.
D’un point de vue combinatoire, la fonction de partition calcule´e a` la section 1.3.1 posse`de
l’inconve´nient de compter les configurations avec un facteur de syme´trie. Nous pre´fe´rons prendre
une de´rive´e par rapport au nombre d’areˆtes, ce qui correspond a` conside´rer des cartes enracine´es
ou, par de´coupage de l’areˆte racine, des cartes a` deux pattes. Plus pre´cise´ment, nous introduisons









Fig. 2.24 – Une configuration de particules dures sur cartes te´travalentes. Par ajout d’un sommet
occupe´ bivalent (en hachure´) au milieu de chaque areˆte de type vide-vide, nous obtenons une
carte bipartie dont les sommets blancs (vides) ont degre´ 4, et les sommets noirs (occupe´s) ont
degre´ 2 et 4.
la se´rie ge´ne´ratrice Γ•• (resp. Γ••••) des cartes planaires biparties a` deux pattes externes
8 noires
(resp. a` quatre pattes externes noires) dont les sommets (internes) sont de l’un des types suivants :
– sommets blancs de degre´ 4, de poids y,
– sommets noirs de degre´ 4, de poids yz,
– sommets noirs de degre´ 2, de poids 1.
Dans le langage des particules dures, nous parlerons de « fonction de corre´lation a` deux par-
ticules » (resp. « quatre particules »). Ceci permet d’obtenir la se´rie ge´ne´ratrice E des cartes
planaires te´travalentes enracine´es, munies d’une configuration de particules dures, avec un poids
y par sommet et z par particule, selon la relation :
E = Γ•• + 2yzΓ••••. (2.28)
Cette relation re´sulte d’une de´composition de la racine : pour une carte enracine´e sur une areˆte
vide-vide, la de´composition se fait au niveau du sommet noir bivalent ajoute´ au milieu, d’ou` le
terme Γ••, tandis que pour une carte enracine´e sur une areˆte vide-occupe´ ou occupe´-vide, nous
de´composons au niveau du sommet noir (occupe´) te´travalent, d’ou` le terme Γ••
••
.
La proce´dure de de´coupage des cartes biparties indique´e a` la section 2.3.1 s’applique aux
cartes a` deux pattes, en remplac¸ant les sommets noirs marque´s par des feuilles. L’arbre re´sultant
est un arbre bicolore bien charge´ de charge totale 2, dont les sommets internes sont de l’un
des types indique´s. Il est de plus e´quilibre´ au sens de la cloˆture. Nous pouvons alors utiliser les
re´sultats de la section 2.3.1 : par nos contraintes de degre´s, les e´quations (2.18) se re´duisent au
8On rappelle que les pattes sont suppose´es adjacentes a` une meˆme face, dite externe.
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On ve´rifie facilement que ce syste`me est e´quivalent aux e´quations (1.87) obtenues par le mode`le






, θ ≡ y, nous obtenons les notations de
l’article IV.
Nous pouvons alors utiliser la bijection (2.22) pour obtenir une expression de Γ••. La publi-
cation IV propose de plus une discussion – technique – des cartes a` quatre pattes. Nous re´sumons
les re´sultats sous la forme suivante :
Les fonctions de corre´lation a` deux et quatre particules du mode`le des particules dures sur
les cartes te´travalentes sont donne´es par :
Γ•• = R− V




= V 3 + 2R2 − 3zV
6 +RV 3 + zR4 + 7R2V 3
y
(2.30)
ou` y est l’activite´ par site, z l’activite´ par somment, et R, V de´termine´s par :
R = 3V 2 + 9zRV 3
V = y +R+ 3zR2 + 3zV 3.
(2.31)
Nous avons pu a` nouveau donner une interpre´tation combinatoire aux e´quations alge´briques
apparaissant dans la solution par inte´grales matricielles, ici un mode`le a` deux matrices.
Le mode`le des particules dures sur re´seau biparti, plus inte´ressant sur le plan de la physique,
ne peut eˆtre pas eˆtre ramene´ a` un proble`me d’e´nume´ration de cartes biparties. En effet, il existe
quatre types de sommets, correspondant a` un mode`le a` 4 matrices. Une solution combinatoire de
ce mode`le ne´cessite d’introduire des arbres bourgeonnants compte´s avec des signes, se simplifiant
in fine en vertu d’un principe d’« inclusion-exclusion » [64]. Ce principe semble pouvoir s’e´tendre
a` un mode`le ge´ne´ral de matrices en chaˆıne.
2.4 Un mode`le a` trois couleurs
Conside´rons a` pre´sent un mode`le de carte a` 3 couleurs, dont les sommets sont colorie´s par
exemple en noir, blanc et gris (que nous symboliserons dans le texte par •, ◦, ∗). Nous ne
conside´rerons pas ici une contrainte de tricoloriabilite´, mais seulement une re`gle plus faible :
il n’existe pas d’areˆte reliant deux sommets noirs, ni d’areˆte reliant deux sommets
blancs. Il manque ainsi une contrainte analogue pour les sommets gris pour de´finir un trico-
loriage des sommets. Cependant, ceci nous permettra d’obtenir une correspondance avec des
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Fig. 2.25 – Exemple de carte a` trois couleurs. Un sommet noir de degre´ un (patte) est distingue´.
Les areˆtes a` deux extre´mite´s noires, et celles a` deux extre´mite´s blanches, sont interdites.
arbres bourgeonnants. Notons e´galement que les cartes arbitraires (resp. biparties) apparaissent
naturellement comme des cas particuliers de ces cartes, en imposant que tous les sommets sont
gris (resp. noirs ou blancs). Nous traitons ici du cas des cartes a` une patte noire (cf figure 2.25),
qui forment un ensemble Γ•.
2.4.1 Des cartes aux arbres tricolores bien charge´s
Le de´coupage est une adaptation supple´mentaire du proce´de´ ite´ratif introduit a` la section
2.1.3 et e´tendu aux cartes biparties a` la section 2.3.1. Le sommet externe est remplace´ par une
feuille-racine, et nous effectuons ensuite un ou plusieurs tours de la face externe a` partir de cette
racine, en coupant lors du parcours une areˆte en une paire bourgeon-feuille si et seulement si elle
posse`de simultane´ment les proprie´te´s suivantes :
– elle est non-se´parante,
– dans le sens de parcours, son origine n’est pas blanche,
– dans le sens de parcours, son extre´mite´ n’est pas noire.
La proce´dure est illustre´e sur la figure 2.26, et s’arreˆte lorsque toutes les faces sont re´unies : on se
convainc en effet aise´ment que, en raison des contraintes de coloriage, il existe toujours une areˆte
susceptible d’eˆtre coupe´e tant qu’il reste au moins une face interne. On notera que lorsque tous
les sommets distincts de la patte sont gris, on retrouve la proce´dure pour les cartes arbitraires, et
lorsque tous les sommets sont noirs ou blancs, il s’agit de la proce´dure pour les cartes arbitraires.
Le de´coupage peut toujours eˆtre caracte´rise´ en terme de chemins minimaux a` gauche sur la carte
duale, sous des contraintes d’orientation particulie`res :
– les areˆtes sont oriente´es dans le sens direct autour des faces duales aux sommets noirs,
– les areˆtes sont oriente´es dans le sens indirect autour des faces duales au sommets blancs,
– les areˆtes duales aux areˆtes entre sommets gris sont non-oriente´es (ou de fac¸on e´quivalente,
posse`dent une orientation dans chaque sens).
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Fig. 2.26 – Le de´coupage ite´ratif d’une carte tricolore a` une patte noire. En tournant autour de
la face externe, nous coupons une areˆte si et seulement si elle est non-se´parante, son origine n’est
pas blanche, et son extre´mite´ n’est pas noire.
Par construction, les bourgeons sont attache´s aux sommets noirs ou gris, et les feuilles (y compris
la racine) aux sommets gris ou blancs. Comme pour la carte, il n’existe pas d’areˆte de l’arbre
reliant deux sommets noirs, ou deux sommets blancs. Un arbre ayant ces proprie´te´s est dit
tricolore.
Comme pour les cas pre´ce´dents, nos re`gles de de´coupage induisent des contraintes supple´-
mentaires, sur les charges des sous-arbres se´pare´s par toute areˆte interne. Un sous-arbre sera dit
noir, gris, ou blanc selon la couleur de son sommet incident a` l’areˆte conside´re´e. Par examen des
diffe´rents cas, nous aboutissons aux re`gles suivantes :
– la charge de tout sous-arbre noir est infe´rieure ou e´gale a` 1,
– la charge de tout sous-arbre blanc est positive ou nulle,
– une areˆte reliant deux sommets gris se´pare deux sous-arbres gris ayant charge 0 ou 1 (ce
qui n’est autre que l’intersection des deux contraintes ci-dessus).
Remarquons a` nouveau que la restriction aux cartes arbitraires (gris) ou biparties (noir et blanc)
apparaˆıt clairement. Enfin, l’arbre obtenu par de´coupage d’une carte est e´quilibre´ au sens de la
cloˆture, qui redonne la carte initiale.
Conside´rons a` pre´sent la famille plus ge´ne´rale des arbres de´finis uniquement par les contraintes
de charge :
Un arbre tricolore enracine´ est dit bien charge´ si et seulement si tous ses sous-arbres descen-
dants d’une areˆte interne sont de l’un des types suivants :
– un sous-arbre blanc de charge positive ou nulle,
– un sous-arbre noir de charge infe´rieure ou e´gale a` 1,
– un sous-arbre gris, qui a une charge de 0 ou 1 si l’areˆte dont il est issu est relie´e a` un autre
sommet gris.
Introduisons les notations suivantes, de´sormais usuelles :
– f l’arbre re´duit a` une feuille relie´ a` la racine,
– b l’arbre re´duit a` un bourgeon relie´ a` la racine,
88 CHAPITRE 2. CARTES PLANAIRES ET ARBRES BOURGEONNANTS
– B(k)◦ , B(k)• , B(k)∗ les ensembles des arbres respectivement blancs, noirs et gris, bien charge´s
de charge k.
Par de´composition d’un arbre non re´duit a` une feuille ou un bourgeon autour du sommet relie´ a`
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Ces identite´s peuvent imme´diatement se traduire en termes d’e´quations re´cursives pour les se´ries




n par sommet de degre´ n respectivement
blanc (V ◦n ), noir (V
•
n ), gris (V
∗
n ).
Par un raisonnement standard, nous pouvons montrer que les arbres tricolores bien charge´s,
enracine´s sur une feuille, e´quilibre´s, de charge nulle, sont en bijection avec les cartes a` une patte9.
De plus, les arbres non-e´quilibre´s jouissant des meˆmes autres proprie´te´s sont en bijection avec
les arbres tricolores bien charge´s, enracine´s sur un bourgeon, de charge 2. On obtient ainsi la
relation :
B(0)◦ ∪ B(0)∗ ∼= Γ• ∪ B(2)• ∪ B(2)∗ (2.33)
qui permet d’exprimer la se´rie ge´ne´ratrice Γ•.
2.4.2 Comparaison avec le mode`le a` trois matrices en chaˆıne
L’e´nume´ration de notre mode`le de carte a` trois couleurs peut se faire par une inte´grale a`
trois matrices avec interaction en chaˆıne. En ordonnant les couleurs dans l’ordre noir, gris, blanc,
nous voyons en effet que la matrice des poids par areˆtes, et son inverse la matrice de la forme
quadratique du mode`le, sont donne´es respectivement par :













avec q(x•, x∗, x◦) = 2x•x∗ + 2x∗x◦ − x2• − x2∗ − x2◦, tandis que V•, V∗, V◦ engendrent les poids
des sommets de chaque couleur et de chaque degre´10. La forme de l’interaction en chaˆıne est
9Il est e´vident qu’un arbre tricolore e´quilibre´ donne par cloˆture une carte a` trois couleurs respectant les
contraintes. Montrer que de´coupage et cloˆture sont des bijections mutuellement inverses se fait par une extension
des arguments propose´s pour les cartes arbitraires.
10On constatera que lorsque V• = V◦ = 0 (resp. V∗ = 0), les inte´grales sur les matrices M• et M◦ (resp. M∗)
sont gaussiennes et peuvent eˆtre calcule´es explicitement, ce qui rame`ne au mode`le a` une (resp. deux) matrices.
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manifeste, et permet d’exprimer la fonction de partition a` l’aide de polynoˆmes bi-orthogonaux.




N(− 12 q(x•,x∗,x◦)+V•(x•)+V∗(x∗)+V◦(x◦))dx•dx∗dx◦ (2.36)
ainsi que les ope´rateurs de de´rivation P•, P◦, et de multiplication par une variable Q•, Q∗, Q◦,
agissant par convention a` gauche sur le polynoˆme p•. Par inte´gration par parties, nous aboutissons
aux identite´s ope´ratorielles suivantes :
P•
N
= Q∗ −Q• − V ′•(Q•)
0 = Q• +Q◦ −Q∗ − V ′∗(Q∗)
P◦
N
= Q∗ −Q◦ − V ′◦(Q◦)
(2.37)
Les identite´s peuvent alors eˆtre exprime´es dans la base des polynoˆmes bi-orthogonaux unitaires
p•n , p◦n , ou plus pre´cise´ment via un de´veloppement en puissance de l’ope´rateur de de´calage σ agis-








et de manie`re analogue Ω|≥k et Ω|=k11. Nous savons par exemple que :
Q•|≤−1 = σ−1 (2.38)
(car Q•p•n = p•n+1 +O(x
n
• )), tandis que :
P◦|≥0 = 0 (2.39)




◦ )). Ainsi en combinant ces deux identite´s, et les deuxie`me
et troisie`me lignes du syste`me (2.37), nous trouvons :
Q• = σ
−1 + V ′∗(Q∗)|≥0 + V ′◦(Q◦)|≥0 (2.40)
De fac¸on similaire, nous pouvons obtenir :
Q◦ = σν + V
′
•(Q•)|≤1 + V ′∗(Q∗)|≤1
Q∗ = σν + σ




∗(Q∗)|=0 + V ′∗(Q∗)|=1
(2.41)
ou` ν est l’ope´rateur diagonal νp•n ≡ (n/N)p•n . Dans la limite planaire, σ devient un ope´rateur
commutant aux ope´rateurs diagonaux. Les identite´s ci-dessus correspondent pre´cise´ment aux




k = V ′•(Q•)|=k B(k)∗ σk = V ′∗(Q∗)|=k B(k)◦ σk = V ′◦(Q◦)|=k . (2.42)
ν apparaˆıt comme un poids par feuille distincte de la racine.
Nous pouvons enfin exprimer la se´rie ge´ne´ratrice Γ•. Par un raisonnement standard, Γ• est










11Cette notation Ω|=k diffe`re de la notation pre´ce´dente, plus usuelle, [σk]Ω, d’une part car σ n’est pas ici
ne´cessairement une variable commutante, d’autre part car, meˆme pour σ commutant, un facteur σk est ajoute´.
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◦ est la se´rie ge´ne´ratrice des arbres tricolores bien charge´, enracine´s sur une feuille, de
charge 0. Par un argument combinatoire simple, l’inte´grale sur ν donne la se´rie ge´ne´ratrice des
arbres e´tant de plus e´quilibre´s : les arbres non-ne´cessairement e´quilibre´s sont en effet en bijection
avec les arbres e´quilibre´s avec une feuille quelconque marque´e (ce qui s’assimile a` l’action de





◦ −B(2)• +B(2)∗ (2.45)
avec un poids par feuille ν = 1.
Nous concluons en indiquant que le mode`le a` trois matrices en chaˆıne le plus ge´ne´ral peut
eˆtre ramene´ a` celui-ci : le mode`le le plus ge´ne´ral a, a` permutation des matrices pre`s, une fonction
de partition de la forme (2.35) ou` la forme quadratique q a pour matrice :




Par un changement de variable Mi → λiMi pour i = •, ∗, ◦, nous pouvons ramener les termes
non-diagonaux a` 1, puis fixer les termes diagonaux a` -1 au prix d’une rede´finition de V•, V∗, V◦.
Du point de vue des cartes, ceci revient a` absorber les poids par areˆtes par une rede´finition des
poids par sommets, en introduisant e´ventuellement des sommets bivalents supple´mentaires. Le
mode`le de particules sur cartes arbitraires, avec la re`gle d’exclusion a` deux particules indique´e a`
la section 1.3.3, peut eˆtre re´solu ainsi.
Chapitre 3
Cartes planaires et arbres
e´tiquete´s
L’un des premiers re´sultats en combinatoire bijective des cartes est la bijection de Cori et
Vauquelin entre les cartes planaires enracine´es et les arbres bien e´tiquete´s [5], suivie par la
bijection d’Arque`s entre hypercartes (cartes eule´riennes) planaires enracine´es et arbres tre`s bien
e´tiquete´s [6]. Ces bijections sont obtenues par une de´composition des permutations associe´es aux
cartes, et sont peu lisibles en termes des cartes topologiques.
Une autre bijection plus e´le´mentaire entre cartes planaires enracine´es et arbres bien e´tiquete´s
a e´te´ trouve´e plus re´cemment par Schaeffer et al. [68, 69]. Plus pre´cise´ment, la construction
est effectue´e sur les quadrangulations planaires enracine´es ayant un nombre fixe´ k de faces,
duales aux cartes planaires te´travalentes enracine´es de k sommets, elles-meˆmes en bijection avec
les cartes planaires enracine´es de k areˆtes via la correspondance de Tutte. Les sommets de la
quadrangulation sont alors e´tiquete´s par leur distance a` l’origine de la racine et, par l’application
de re`gles locales tre`s simples sur les faces de la quadrangulation, nous construisons un arbre
de k areˆtes. Outre ses conse´quences pour l’e´nume´ration de cartes, cette construction posse`de
un inte´reˆt imme´diat puisque les e´tiquettes s’interpre`tent comme les distances a` l’origine de la
carte : une information fine sur la ge´ome´trie des cartes est ainsi directement lisible sur les arbres
associe´s. De multiples applications ont e´te´ propose´es [69, 70, 71], et certaines seront pre´sente´es
dans le chapitre 4.
Cette bijection pre´sente certaines analogies avec la bijection entre cartes te´travalentes et
arbres bourgeonnants quartiques vue au chapitre 2. Nous notons tout d’abord que ces bijections
s’appliquent sur des ensembles de cartes lie´s par dualite´. L’e´tiquetage des sommets de la qua-
drangulation par la distance a` l’origine rappelle la caracte´risation du de´coupage par les chemins
minimaux a` gauche. Cependant, les algorithmes diffe`rent : l’arbre bien e´tiquete´ est construit
par l’application d’une construction inde´pendante dans chaque face, tandis que les chemins mi-
nimaux a` gauche de´pendent non seulement du choix de l’origine, mais e´galement du choix de
l’areˆte-racine incidente.
Dans ce chapitre, nous proposons une ge´ne´ralisation de cette bijection a` d’autres classes de
cartes, introduite dans la publication VIII. Le cas le plus ge´ne´ral est celui des cartes eule´riennes,
e´nume´re´es selon les degre´s et couleurs des faces ; ce proble`me correspond par dualite´ a` l’e´nume´-
ration des cartes biparties selon les degre´s et couleurs des sommets, aborde´e au chapitre 2.
Dans un souci de simplicite´, nous commenc¸ons par pre´senter une premie`re construction simple,
tre`s analogue a` celle de Schaeffer, reliant les triangulations eule´riennes et les arbres tre`s bien
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e´tiquete´s1, introduite notamment dans la publication VII (d’autres re´sultats de cette publication
seront discute´s dans le chapitre 4). Nous donnons au passage un rappel de la bijection de Schaeffer.
Nous passons ensuite au cas le plus ge´ne´ral de cartes eule´riennes, en correspondance avec des
arbres e´tiquete´s appele´s mobiles, avant de pre´senter les simplifications de la construction dans
quelques cas particuliers remarquables. Mentionnons que cette construction a e´te´ reprise par
Marckert et Miermont [72].
3.1 Triangulations eule´riennes et arbres tre`s bien e´tiquete´s
Dans cette section, nous montrerons essentiellement l’existence d’une correspondance entre
triangulations eule´riennes planaires enracine´es, et les arbres dits tre`s bien e´tiquete´s, qui peut se
re´sumer par le re´sultat suivant :
Un arbre tre`s bien e´tiquete´ est un arbre plan enracine´ sur une areˆte, dont les sommets portent
des e´tiquettes ve´rifiant les proprie´te´s suivantes :
– les e´tiquettes sont des entiers strictement positifs,
– les e´tiquettes sur deux sommets relie´s par une areˆte diffe`rent de 1 en valeur absolue,
– l’e´tiquette a` l’origine de la racine est 1.
Il existe une bijection entre l’ensemble des triangulations eule´riennes planaires enracine´es a`
3k areˆtes, et les arbres tre`s bien e´tiquete´s a` k areˆtes.
Nous verrons que la bijection peut eˆtre construite de fac¸on purement ge´ome´trique, ce qui
ame`nera un certain nombre de re´sultats auxiliaires, qui trouveront application dans le chapitre
4.
3.1.1 Des cartes aux arbres
Conside´rons une triangulation eule´rienne planaire enracine´e, c’est-a`-dire une carte planaire
enracine´e dont toutes les faces ont degre´ trois (triangulation) et tous les sommets un degre´
pair (existence d’un cycle « eule´rien »). Ces contraintes permettent de de´finir un e´tiquetage des
sommets, qui a` son tour peut eˆtre employe´ pour introduire des re`gles e´le´mentaires de construction,
aboutissant a` un arbre. Nous pre´sentons tour a` tour ces diffe´rentes e´tapes.
Nous notons 3k le nombre d’areˆtes de la triangulation, 2k correspondant au nombre de faces
par un simple argument de comptage, et k + 2 correspondant au nombre de sommets par la
relation d’Euler.
Couleurs, orientations et e´tiquettes
Pour une carte planaire, la contrainte de parite´ des degre´s des sommets est e´quivalente a`
la bicoloriabilite´ des faces. Pour une triangulation planaire, ceci e´quivaut e´galement a` l’exis-
tence d’un tricoloriage des sommets, unique a` permutation des couleurs pre`s. On notera que les
triangulations eule´riennes sont duales aux cartes bicubiques conside´re´es au chapitre 2, mais la
construction pre´sente´e ici est a priori diffe´rente.
Par convention, nous supposons que la face a` gauche de l’areˆte-racine est blanche, et nous la
prenons comme face externe pour la repre´sentation dans le plan. Les autres faces sont colorie´es
1Cette bijection est donc a` la bijection d’Arque`s ce que la bijection de Schaeffer est a` la bijection de Cori et
Vauquelin.













Fig. 3.1 – Exemple de triangulation eule´rienne planaire enracine´e. Les faces peuvent eˆtre bico-
lorie´es en noir et blanc, avec la convention que la face a` gauche de la racine est blanche et prise
comme face externe. Les autres areˆtes peuvent alors eˆtre oriente´es en demandant que leur face a`
gauche soit blanche, et chaque sommet peut eˆtre e´tiquete´ par la longueur du plus court chemin
oriente´ depuis l’origine. Le re´sidu de l’e´tiquette modulo 3 constitue un tricoloriage des sommets.
alternativement en noir et blanc, comme illustre´ sur la figure 3.1. Le nombre de faces blanches
est e´gal au nombre de faces noires, donc a` k. Les areˆtes peuvent eˆtre oriente´es canoniquement en
imposant que, comme pour la racine, la face a` gauche de chaque areˆte soit blanche. Nous pouvons
alors e´tiqueter chaque sommet de la triangulation par la longueur minimale d’un chemin oriente´
(i.e. une suite d’areˆtes oriente´es conse´cutives) y menant depuis l’origine de la racine. Cette
dernie`re est appele´e tout simplement origine de la carte, et est le seul sommet d’e´tiquette 0, les
autres ayant des e´tiquettes strictement positives.
Re`gles de transformation locale
Conside´rons alors une face blanche de la triangulation eule´rienne. Par de´finition des e´tiquettes
comme longueur des chemins oriente´s minimaux depuis l’origine, celles-ci augmentent d’au plus
de un dans le sens d’une areˆte oriente´e. Par ailleurs, la tricoloriabilite´ des sommets implique que
l’e´tiquette augmente toujours de 1 modulo 3 2. Il s’ensuit que les e´tiquettes autour de la face sont
ne´cessairement de la forme n→ n+ 1→ n+ 2 dans le sens direct. Dans une telle configuration,
illustre´e sur la figure 3.2, nous de´finissons la transformation locale par les ope´rations suivantes :
– conserver l’areˆte n+ 1→ n+ 2,
– effacer les areˆtes n→ n+ 1 et n+ 2→ n.
Cette proce´dure est effectue´e inde´pendamment dans les k faces blanches (n’ayant pas d’areˆtes
incidentes communes), ce qui de´finit ainsi un sous-ensemble de k areˆtes, de la carte constituant
un graphe. La figure 3.3 illustre cette proce´dure, applique´e a` la triangulation eule´rienne de la
figure 3.1. Il apparaˆıt que dans le graphe obtenu, l’origine est un sommet isole´, que nous excluons,
et les autres sommets sont dans une meˆme composante connexe, qui est un arbre plan (repris
2C’est d’ailleurs ainsi que l’on construit explicitement un tricoloriage, en notant que tous les chemins oriente´s
allant de l’origine a` un sommet fixe´ posse`dent une meˆme longueur modulo 3.
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n+2 n+2
n+1n+1n n
Fig. 3.2 – Transformation locale d’une face blanche d’une triangulation eule´rienne. Les e´tiquettes
des sommets incidents sont ne´cessairement de la forme n → n + 1 → n + 2, dans le sens de
l’orientation (pour la face externe, le sens apparaˆıt inverse´). On conserve alors l’areˆte n+1→ n+2













Fig. 3.3 – Application de la transformation locale a` chaque face blanche d’une triangulation
eule´rienne. Il apparaˆıt que le graphe obtenu (forme´ par les areˆtes en gras) est un arbre, qui peut
eˆtre naturellement enracine´ sur l’unique areˆte adjacente a` la face externe. Les e´tiquettes aux
extre´mite´s de chaque areˆte diffe`rent de un : l’arbre est tre`s bien e´tiquete´.
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sur la figure 3.5). Ce fait sera justifie´ par la suite. La face externe e´tant blanche, une unique
areˆte de l’arbre y est incidente et peut eˆtre prise comme racine en conservant son orientation.
Par construction, les sommets de l’arbre portent des e´tiquettes, ayant les proprie´te´s suivantes :
– la diffe´rence des e´tiquettes le long de chaque areˆte de l’arbre est de ±1,
– toutes les e´tiquettes sont strictement positives,
– la racine part d’un sommet d’e´tiquette 1.
Nous obtenons donc un arbre tre`s bien e´tiquete´ a` k areˆtes.






Fig. 3.4 – Sche´ma de la preuve de l’absence de boucle dans le graphe obtenu par les re`gles de la
figure 3.2 (voir texte).
Une fois la transformation locale e´crite, il est facile de voir pourquoi la proce´dure construit
bien un arbre. Supposons, en raisonnant par l’absurde, que le graphe contient un cycle. Ce
cycle passe par un certain nombre de sommets e´tiquete´s : notons n le minimum des e´tiquettes
rencontre´es, et conside´rons un sommet sur le cycle ayant e´tiquette n. Comme illustre´ sur la figure
3.4, la minimalite´ de n implique que les sommets adjacents sur le cycle ont une e´tiquette n+1 et,
par la de´finition de la transformation locale, nous concluons a` l’existence d’un sommet e´tiquete´
n−1 dans l’inte´rieur du cycle (c’est-a`-dire dans la re´gion de´limite´e par le cycle ne contenant pas
l’origine), ou e´ventuellement sur le cycle lui-meˆme. Ceci est absurde, car il existe alors un chemin
oriente´ de longueur n− 1 menant a` ce sommet, qui rencontre le cycle en un sommet d’e´tiquette
m ≤ n− 1, en contradiction avec l’hypothe`se de minimalite´ de n.
Nous avons ainsi montre´ que le graphe ne peut contenir de cycle, ce qui implique qu’il s’agit
d’une foreˆt (re´union d’arbres disjoints). Un simple argument de comptage permet de conclure :
rappelons tout d’abord que, par construction, aucune areˆte du graphe n’est adjacente a` l’origine,
et celle-ci est alors enleve´e. La triangulation comptant k + 2 sommets (dont l’origine), la foreˆt
compte k + 1 sommets pour k areˆtes : il s’ensuit que celle-ci est constitue´e d’un arbre unique,
la diffe´rence des nombres de sommets et d’areˆtes comptant le nombre d’arbres (composantes
connexes).
Ceci ache`ve de prouver que l’application de la transformation locale sur chaque face blanche
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d’une triangulation eule´rienne de 3k areˆtes de´finit un arbre tre`s bien e´tiquete´ de k areˆtes. Cette
construction e´tablit une bijection, ce que nous prouvons en exhibant l’application inverse.








Fig. 3.5 – Un arbre tre`s bien e´tiquete´. Il s’agit d’un arbre enracine´ (la racine e´tant indique´e
par une fle`che) dont les sommets peuvent avoir des degre´s arbitraires. Les sommets portent des
e´tiquettes qui sont des entiers strictement positifs, variant de ±1 le long de chaque areˆte, et le
sommet a` l’origine de la racine a pour e´tiquette 1.
Conside´rons a` pre´sent un arbre tre`s bien e´tiquete´, comme illustre´ sur la figure 3.5. Rappelons
que dans un arbre tre`s bien e´tiquete´, les sommets portent des e´tiquettes strictement positives,
diffe´rant de ±1 le long de chaque areˆte, et l’areˆte-racine part d’un sommet d’e´tiquette 1. Notons
qu’il n’existe aucune contrainte sur les degre´s des sommets. Nous commenc¸ons par pre´senter la
construction avant de justifier qu’elle aboutit bien a` une triangulation eule´rienne.
Cordes, coins et triangles
Les areˆtes d’un arbre tre`s bien e´tiquete´ peuvent eˆtre naturellement oriente´es dans le sens des
e´tiquettes croissantes. Pour chaque areˆte de l’arbre, mettons de type n → n + 1 (n ≥ 1), nous
trac¸ons une corde partant du milieu de l’areˆte, par la gauche de celle-ci, et menant a` un sommet
d’e´tiquette n − 1. Le cas n = 1 est traite´ e´galement, en ajoutant un nouveau sommet isole´,
d’e´tiquette 0, dans la face externe. Il s’ave`re que, a` de´formation (de la sphe`re) pre`s, il existe une
manie`re unique de tracer les cordes sans croisement : en parcourant le contour de l’arbre dans
le sens indirect, chaque areˆte de l’arbre de type n→ n+ 1 avec n ≥ 2 doit eˆtre connecte´e a` son
coin successeur, c’est-a`-dire le premier secteur incident a` un sommet n− 1 rencontre´ sur la suite
du parcours. La validite´ de cette construction repose sur les proprie´te´s des e´tiquettes de l’arbre,
et la figure 3.6 en pre´sente une illustration.










Fig. 3.6 – Positionnement des cordes sur un arbre tre`s bien e´tiquete´ : chaque areˆte de l’arbre est
naturellement oriente´e dans le sens n→ n+1, et de son milieu part a` gauche une corde menant au
premier coin n− 1 rencontre´ en parcourant le contour de l’arbre dans le sens indirect. Les areˆtes
1→ 2 sont relie´es a` un nouveau sommet isole´ d’e´tiquette 0. Les contraintes sur les e´tiquettes de
l’arbre assurent que les cordes peuvent eˆtre trace´es sans croisement par emboˆıtement.







Fig. 3.7 – Les cordes trace´es autour de l’arbre permettent de de´finir de nouvelles areˆtes, formant
un triangle oriente´ dans le sens direct.
A` partir des cordes, nous pouvons de´finir de nouvelles areˆtes selon la construction illustre´e
sur la figure 3.7 : pour chaque areˆte n→ n+ 1, d’ou` part une corde menant a` un sommet n− 1,
nous ajoutons deux areˆtes afin d’obtenir un triangle n − 1 → n → n + 1 (en effac¸ant la corde),
oriente´ dans le sens direct. Les cordes ne se croisant pas, nous obtenons une carte planaire. Dans
le cas de la racine de l’arbre, nous plac¸ons les deux nouvelles areˆtes de telle fac¸on que le triangle





















Fig. 3.8 – Construction de la triangulation eule´rienne associe´e a` un arbre tre`s bien e´tiquete´.
Nous trac¸ons les cordes sur l’arbre, correspondant a` celui de la figure 3.5 apre`s de´formation. Par
la re`gle de la figure 3.7, chaque corde donne une face (blanche) triangulaire, autour de laquelle
les orientations des areˆtes (non repre´sente´es ici) tournent dans le sens direct. Le comple´mentaire
est constitue´ de faces (noires) ayant une orientation oppose´e, qui sont e´galement triangulaires.
Cette proce´dure est illustre´e sur la figure 3.8. Nous obtenons une carte planaire, ayant par
construction un certain nombre de proprie´te´s :
– Toutes les areˆtes sont oriente´es, et leur face a` gauche est triangulaire, oriente´e uniforme´ment
dans le sens direct.
– Par comple´mentarite´, les faces a` droite des areˆtes sont oriente´es uniforme´ment dans le sens
indirect. Ceci de´finit une bicoloration des faces en blanc (sens direct) ou noir (sens indirect).
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– L’e´tiquette des sommets, positive, augmente de 1 ou diminue de 2 le long d’une areˆte
oriente´e. Tout sommet e´tiquete´ n ≥ 1 est adjacent a` au moins un sommet e´tiquete´ n − 1,
et il existe un unique sommet e´tiquete´ 0, l’origine. Ceci assure que l’e´tiquette correspond
a` la longueur minimale des chemins oriente´s depuis l’origine.
– La carte peut eˆtre re´enracine´e sur l’unique areˆte 0→ 1 incidente a` la face externe.
– Si k est le nombre d’areˆtes de l’arbre, la carte en compte 3k.
Il apparaˆıt de plus sur la figure 3.8 que les faces noires sont e´galement triangulaires. De plus,
nous notons imme´diatement que, en appliquant la construction de la section pre´ce´dente a` la
triangulation eule´rienne ainsi obtenue, nous retrouvons l’arbre initial de de´part. Pour achever
d’e´tablir la bijection entre cartes eule´riennes enracine´es a` 3k areˆtes et arbres tre`s bien e´tiquete´s
a` k areˆtes, il reste donc a` justifier les points suivants :
– les faces noires obtenues par la pre´sente construction sont triangulaires,
– partant d’une triangulation eule´rienne planaire enracine´e, l’application de la construction
de la section pre´ce´dente, suivie de celle-ci, restaure la carte initiale.
Justification de la construction inverse
Conside´rons une face noire de la carte eule´rienne associe´e a` un arbre tre`s bien e´tiquete´. Par
construction, les areˆtes sont oriente´es dans le sens indirect autour de la face, et les e´tiquettes des
sommets augmentent de 1 ou diminuent de 2 dans ce sens. Par cyclicite´, il existe ne´cessairement
une areˆte incidente de type n+1→ n− 1, pour n ≥ 1. D’apre`s la re`gle illustre´e sur la figure 3.7,
une telle areˆte est incidente a` gauche a` un triangle blanc n − 1 → n → n + 1, provenant d’une
corde issue de l’areˆte n → n + 1 appartenant a` l’arbre original. Nous pouvons alors distinguer
plusieurs cas, discute´s sur la figure 3.9 : suivons le contour de l’arbre dans le sens direct, a` partir
de l’areˆte n→ n+ 1 :
– si l’areˆte suivante est de type n+1→ n+2 (cas a et b sur la figure 3.9), une corde en part
a` gauche, et me`ne a` un sommet n. Suivons alors le contour a` partir de ce sommet :
– si l’areˆte suivante est de type n→ n+ 1 (cas a), une nouvelle corde part a` gauche, vers
un sommet n − 1 qui est ne´cessairement le meˆme que celui initialement conside´re´. Ceci
re´sulte de la caracte´risation des cordes par les coins successeurs.
– si l’areˆte suivante est de type n← n−1 (cas b), ce dernier sommet n−1 est ne´cessairement
celui initialement conside´re´.
– si l’areˆte suivante est de type n+1← n (cas c et d), nous poursuivons le long du contour :
– si l’areˆte suivante est de type n→ n+1 (cas c), une corde part a` gauche, ne´cessairement
vers le sommet n− 1 initial.
– si l’areˆte suivante est de type n ← n − 1 (cas d), ce dernier est ne´cessairement sommet
n− 1 initial.
Dans tous les cas, les areˆtes de l’arbre, ou celles construites a` partir des cordes, de´limitent une
face triangulaire noire. Ceci ache`ve de justifier que la carte associe´e a` un arbre tre`s bien e´tiquete´
est une triangulation eule´rienne.
Montrons enfin que, partant d’une triangulation eule´rienne planaire enracine´e, a` laquelle nous
associons un arbre tre`s bien e´tiquete´ par transformation locale des faces blanches, nous retrouvons
la triangulation initiale par construction des cordes et faces blanches. En fait, il suffit de montrer
que, pour toute face blanche n−1→ n→ n+1 de la carte (n ≥ 1), donnant une areˆte n→ n+1
dans l’arbre, la corde issue de cette areˆte est ne´cessairement connecte´e au sommet n−1 conside´re´.
Lorsque n− 1 = 0, ceci est automatiquement le cas. Lorsque n ≥ 2, tous les sommets conside´re´s
sont sur l’arbre, et nous sommes dans l’une des situations illustre´es sur la figure 3.10 :
– En ajoutant a` l’arbre les areˆtes n − 1 → n, n + 1 → n − 1, nous obtenons une carte
comprenant trois faces : la face blanche conside´re´e, et deux re´gions qui sont re´union de























Fig. 3.9 – Configurations possibles d’une face noire de la carte eule´rienne associe´e a` un arbre
tre`s bien e´tiquete´. Cette face est ne´cessairement incidente a` une areˆte n+1→ n− 1 pour n ≥ 1,
provenant d’une corde issue d’une areˆte n→ n+1 de l’arbre (en bas). Plusieurs cas peuvent eˆtre
distingue´s selon les e´tiquettes environnantes dans l’arbre, mais, comme explique´ dans le texte,
la caracte´risation des cordes assure que, dans tous les cas, la face noire est triangulaire.










Fig. 3.10 – Configurations possibles a priori d’une face blanche n − 1 → n → n + 1 (n ≥ 2)
d’une triangulation eule´rienne, par rapport a` l’arbre tre`s bien e´tiquete´ associe´. Comme explique´
dans le texte, la seconde situation est impossible, et dans la premie`re nous avons ne´cessairement
m ≥ n. Ainsi, la corde issue de l’areˆte n→ n+ 1 me`ne au sommet n− 1, et la face est restaure´e
par la construction de la figure 3.7.
faces de la triangulation eule´rienne originale.
– L’une de ces deux re´gions, dite inte´rieure, ne contient pas l’origine : les deux situations
illustre´es sont possibles a priori.
– Sur le contour de l’arbre inclus dans la re´gion inte´rieure, oriente´ dans le sens direct,
conside´rons une areˆte arbitraire de type m → m + 1 : selon les re`gles de transforma-
tion locale de´finissant l’arbre (cf figure 3.2), nous en de´duisons l’existence d’un triangle
blanc m− 1→ m→ m+ 1 inclus dans la re´gion inte´rieure, celle-ci e´tant re´union de faces
de la triangulation originale). Le sommet m−1 est ne´cessairement sur le contour car l’arbre
visite tous les sommets distincts de l’origine.
Nous voyons alors que ne´cessairement m ≥ n, et que la seconde situation illustre´e est impossible.
Supposons en effet, pour un raisonnement par l’absurde, que m < n : en suivant le contour a`
partir du sommet m−1 (distinct du dernier sommet n−1), nous rencontrons ne´cessairement une
areˆte m′ → m′+1 avec 0 < m′ < m, car les e´tiquettes varient de ±1. En ite´rant le raisonnement
pour cette areˆte, nous pouvons alors construire une suite infinie strictement de´croissante d’entiers
positifs, ce qui est absurde. La seconde situation est impossible, car il y existe ne´cessairement
une areˆte m → m + 1 sur le contour avec m ≤ n − 1. Ainsi, la premie`re situation est la seule
possible, et toutes les e´tiquettes sur le contour sont supe´rieures a` n, hormis la dernie`re : le coin
successeur de l’areˆte n→ n+ 1 est incident au sommet n− 1 et, par la construction de la figure
3.7, la face blanche est restaure´e. Par bicoloriabilite´, l’ensemble des areˆtes de la triangulation
sont restaure´es, ce qui ache`ve de prouver la bijection.
3.1.3 Application a` l’e´nume´ration
Voyons maintenant les conse´quences de cette correspondance pour l’e´nume´ration des trian-
gulations eule´riennes et des arbres tre`s bien e´tiquete´s. Nous savons de´ja`, depuis le chapitre 2, que
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les triangulations eule´riennes planaires enracine´es de 3k areˆtes sont duales aux cartes bicubiques
planaires enracine´es de 3k areˆtes, en nombre :
3 · 2k−1






Il s’ave`re cependant instructif de chercher a` retrouver cette formule via la bijection avec les arbres
tre`s bien e´tiquete´s.














Fig. 3.11 – De´composition d’un arbre tre`s bien e´tiquete´ par effacement de la racine. Lorsque les
composantes se´pare´es ne sont pas re´duites a` un sommet isole´, elles peuvent eˆtre identifie´es a` des
arbres enracine´s.
Conside´rons un arbre tre`s bien e´tiquete´ : l’areˆte-racine relie deux sommets e´tiquete´s respecti-
vement 1 et 2. En effac¸ant l’areˆte-racine, nous obtenons deux composantes connexes, contenant
chacune l’un de ces sommets. Ces composantes peuvent eˆtre re´duites aux sommets isole´s, ou
bien peuvent eˆtre elles-meˆmes vues comme des arbres enracine´s, comme illustre´ sur la figure
3.11. Cependant, l’un d’entre eux n’est pas un arbre enracine´, puisque l’areˆte-racine part d’un
sommet 2.
Nous pouvons « fermer » cette de´composition re´cursive en introduisant, pour tout n entier,
l’ensemble Ln des arbres plans enracine´s dont les sommets portent des e´tiquettes ve´rifiant les
proprie´te´s suivantes :
– les e´tiquettes sont des entiers strictement positifs,
– les e´tiquettes sur deux sommets relie´s par une areˆte diffe`rent de 1 en valeur absolue,
– l’e´tiquette a` l’origine de la racine est n.
Il s’ave`re commode d’inclure de plus l’arbre re´duit a` un sommet isole´ d’e´tiquette n, formant un
singleton note´ 〈n〉. Ainsi L1 \ 〈1〉 n’est autre que l’ensemble des arbres tre`s bien e´tiquete´s, et par
convention nous posons Ln = 〈n〉 = ∅ pour n ≤ 0.
Nous pouvons alors imme´diatement e´tendre la de´composition de l’areˆte-racine vue plus haut :
e´tant donne´ un arbre de Ln \ 〈n〉 (n ≥ 1), par effacement de la racine, nous obtenons d’une part
un e´le´ment de Ln, d’autre part un e´le´ment de Ln+1 ∪ Ln−1. Cette de´composition re´cursive est
une bijection, valable pour tout n ≥ 1 :
Ln ∼= 〈n〉 ∪ Ln × (Ln+1 ∪ Ln−1) . (3.2)
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Notons que le nombre de sommets ayant un e´tiquette donne´e est conserve´.
Le comptage des arbres tre`s bien e´tiquete´s
La bijection (3.2) se traduit imme´diatement par une e´quation pour les se´ries ge´ne´ratrices Ln
associe´es, avec un poids t par areˆte :
Ln =
{
1 + tLn(Ln+1 + Ln−1) si n ≥ 1
0 si n ≤ 0 (3.3)
Le facteur t correspond a` l’areˆte-racine, et assure que cette e´quation de´termine les Ln en tant
que se´ries formelles en t. Notons que l’e´quation pour n ≥ 1 peut s’e´crire aussi :
Ln =
1
1− t(Ln+1 + Ln−1) (3.4)
et s’interpre`te alors comme une de´composition par effacement de l’origine de la racine, et de
toutes ses areˆtes incidentes.
L’e´quation (3.3) peut eˆtre interpre´te´e comme une e´quation de re´currence non-line´aire en n, a`
deux termes, valable pour tout n ≥ 1. Cependant, nous n’avons a priori qu’une condition initiale
L0 = 0, ce qui ne suffit pas a` de´terminer la solution. Il convient en fait d’ajouter la condition
Ln → L pour n→∞, ou` L est solution de :
L = 1 + 2tL2 (3.5)














La convergence Ln → L peut eˆtre justifie´e, au sens des se´ries formelles, en notant que par
ite´rations de l’e´quation (3.3), nous obtenons L = Ln + O(t
n). D’un point de vue combinatoire,
cette limite peut se comprendre en notant que, par une translation globale des e´tiquettes, Ln est
en bijection avec l’ensemble des arbres plans enracine´s, a` sommets e´tiquete´s, tels que :
– les e´tiquettes sont des entiers, augmentant de ±1 le long de chaque areˆte,
– l’origine de la racine a pour e´tiquette 0,
– toutes les e´tiquettes sont strictement supe´rieures a` −n.
Ainsi, lorsque n → ∞, Ln a pour « limite » l’ensemble L des arbres de´finis comme ci-dessus,
sans la dernie`re contrainte. Le de´veloppement de l’e´quation (3.6) s’interpre`te imme´diatement en





est le nombre d’arbres plans enracine´s a` k areˆtes
(sans e´tiquettes) : un e´le´ment de L est alors obtenu en choisissant la diffe´rence ±1 des e´tiquettes
pour chaque areˆte de l’arbre (par exemple dans le sens montant depuis la racine), soit un total
de 2k choix.
Revenons a` pre´sent a` l’e´quation (3.3) : nous verrons dans le chapitre 4 que, de fac¸on re-
marquable, une expression exacte de Ln peut eˆtre obtenue, ce qui est une manifestation d’une
profonde proprie´te´ d’inte´grabilite´. Nous nous contentons de mentionner ici que l’e´quation posse`de
une inte´grale premie`re discre`te :
Φ(Ln, Ln+1) ≡ (1− tLn)(1− tLn+1)(1 + tLnLn+1). (3.7)
On ve´rifie aise´ment que l’e´quation (3.3) implique que pour n 6= 0 :
Φ(Ln−1, Ln) = Φ(Ln, Ln+1). (3.8)
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Ainsi la quantite´ Φ(Ln, Ln+1) est conserve´e (constante) sur n = 0, 1, 2, . . .. En particulier, si
nous prenons n = 0 puis n→∞, nous obtenons l’e´quation Φ(0, L1) = Φ(L,L), qui se re´duit via
l’e´quation (3.6) a` :
L1 − 1 = (1− 8t)













L1−1 n’est autre que la se´rie ge´ne´ratrice des arbres tre`s bien e´tiquete´s avec un poids t par areˆte,
et e´galement la se´rie ge´ne´ratrice des triangulations eule´riennes planaires enracine´es avec un poids
t par face blanche. On notera enfin que tant L que L1 ont un rayon de convergence en t de 1/8.
Autres re´sultats d’e´nume´ration
Dans la construction associant a` toute triangulation eule´rienne planaire enracine´e un arbre
tre`s bien e´tiquete´, le choix de la racine influe des fac¸ons suivantes :
– l’origine de la racine sert de point de re´fe´rence pour l’e´tiquetage des sommets (il est le seul
sommet d’e´tiquette 0),
– la face a` gauche de la racine est suppose´e blanche, prise comme face externe pour la
repre´sentation planaire, et permet d’enraciner naturellement l’arbre sur son areˆte incidente
de type 1→ 2.
Il s’ave`re que, si le premier point est crucial, le second ne joue qu’un roˆle marginal : nous pouvons,
au prix d’une le´ge`re modification de la bijection, adapter la bijection au cas des triangulations
eule´riennes planaires pointe´es, c’est-a`-dire avec un simple sommet marque´ qu’on appellera origine
(l’enracinement revenant a` choisir, de plus, une areˆte lui e´tant incidente). On suppose de plus
qu’un bicoloriage des faces en blanc et noir est fixe´. Ainsi, les areˆtes peuvent eˆtre oriente´es
canoniquement, en imposant qu’elles tournent dans le sens direct autour des faces blanches ;
l’e´tiquetage des sommets, par la longueur minimale des chemins oriente´s depuis l’origine, est
bien de´fini. Nous pouvons alors effectuer la transformation locale de la figure 3.2 dans chaque
face triangulaire blanche : le graphe obtenu est constitue´ de l’origine 0 isole´ (que l’on efface),
et d’un arbre. Cet arbre est non-enracine´, tous ses sommets sont e´tiquete´s par des entiers,
variant de ±1 le long d’une areˆte, et il existe ne´cessairement un sommet d’e´tiquette 1
(car il existe au moins un triangle blanc 0→ 1→ 2). Cette construction est une bijection, et la
construction inverse est obtenue a` nouveau en trac¸ant les cordes, la contrainte d’existence d’un
sommet d’e´tiquette 1 assure qu’une corde au moins lui est relie´e a` l’origine.
Cette bijection s’ave`re peu exploitable telle quelle pour l’e´nume´ration, car tant les cartes
pointe´es que les arbres non-enracine´s peuvent posse´der des syme´tries internes rendant leur
e´nume´ration difficile, en plus de l’absence de de´composition re´cursive e´vidente. Nous pouvons
toutefois conside´rer une triangulation eule´rienne planaire pointe´e et enracine´e, ou` l’areˆte-racine
ne part pas ne´cessairement de l’origine (mais est suppose´e oriente´e de manie`re cohe´rente avec
une face blanche a` gauche). Dans ce cas, la racine fournit une manie`re naturelle d’enraciner
l’arbre associe´ a` la carte (construit en fonction de l’origine seule), mais quelque attention doit
eˆtre porte´e au fait que cette areˆte-racine peut, selon le cas, eˆtre ou ne pas eˆtre dans l’arbre :
1. si la racine est de type n→ n+ 1 et incidente a` une face blanche n− 1→ n→ n+ 1, elle
est dans l’arbre et l’enracine naturellement,
2. si la racine est de type n→ n+ 1 et incidente a` une face blanche n→ n+ 1→ n+ 2, elle
n’est pas dans l’arbre mais celui-ci peut eˆtre enracine´ sur l’areˆte n+ 1→ n+ 2,
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3. si la racine est de type n→ n− 2, ne´cessairement incidente a` une face n− 2→ n− 1→ n,
elle n’est pas dans l’arbre mais celui-ci peut eˆtre enracine´ sur l’areˆte n− 1→ n.
Nous pouvons alors de´composer re´cursivement les arbres enracine´s pour en de´duire l’expression
des se´ries ge´ne´ratrices en fonction des Ln, mais il faut de plus tenir compte de la contrainte
d’existence d’un sommet e´tiquete´ 1. Cette dernie`re contrainte est facilement traite´e en notant,
par exemple, que le sous-ensemble de Ln correspondant aux arbres n’ayant pas de sommet
e´tiquete´ 1 est en bijection e´vidente avec Ln−1. Nous aboutissons in fine a` l’expression suivante
pour les se´ries ge´ne´ratrices des triangulations eule´riennes pointe´es et enracine´es avec un poids t
par areˆte, selon les cas discute´s ci-dessus :
1. t(LnLn+1 − Ln−1Ln),
2. t(Ln+1Ln+2 − LnLn+1),
3. t(Ln−1Ln − Ln−2Ln−1).
En sommant sur ces diffe´rents cas disjoints, pour n = 0, 1, 2, . . ., nous obtenons une se´rie
te´lescopique de somme 3tL2 = 3(L−1)2 , qui n’est autre que la se´rie ge´ne´ratrice des triangula-
tions eule´riennes planaires pointe´es et enracine´es. De fac¸on similaire, Ln − 1 peut s’interpre´ter
comme la se´rie ge´ne´ratrice des triangulations eule´riennes planaires pointe´es et enracine´es sur une
areˆte de type m→ m+ 1 avec m < n.
Au-dela` de ces re´sultats, qui trouveront plus ample application dans le chapitre 4, il serait
inte´ressant de parvenir a` une interpre´tation combinatoire simple de la proprie´te´ d’inte´grabilite´,
c’est-a`-dire de la relation Φ(Ln−1, Ln) = Φ(Ln, Ln+1), ou` Φ est donne´ par l’e´quation (3.7).
3.1.4 Analogie : quadrangulations et arbres bien e´tiquete´s
Nous terminons cette section par une pre´sentation tre`s analogue de la bijection originale de
Schaeffer et al. [68, 69] entre les quadrangulations planaires enracine´es et les arbres dits bien
e´tiquete´s. Rappelons qu’une quadrangulation est une carte dont toutes les faces ont degre´ 4. La
bijection est re´sume´e dans le re´sultat suivant :
Un arbre bien e´tiquete´ est un arbre plan enracine´ sur une areˆte, dont les sommets portent
des e´tiquettes ve´rifiant les proprie´te´s suivantes :
– les e´tiquettes sont des entiers strictement positifs,
– les e´tiquettes sur deux sommets relie´s par une areˆte diffe`rent de 1, 0 ou -1,
– l’e´tiquette a` l’origine de la racine est 1.
Il existe une bijection entre l’ensemble des quadrangulations planaires enracine´es a` 2k areˆtes,
et les arbres bien e´tiquete´s a` k areˆtes.
On notera qu’un arbre tre`s bien e´tiquete´ est un arbre bien e´tiquete´ dans lequel aucune areˆte
ne relie deux sommets de meˆme e´tiquette. Comme pre´ce´demment, la bijection peut eˆtre obtenue
par une construction ge´ome´trique, que nous re´sumons comme suit.
Bijection
Partant d’une quadrangulation planaire enracine´e a` k faces, nous pouvons e´tiqueter chaque
sommet par sa distance a` l’origine (de la racine), qui est la longueur minimale d’un chemin depuis
l’origine. Par rapport au cas des triangulations eule´riennes, il n’y a plus d’orientation des areˆtes,
ce qui est lie´ a` l’absence ge´ne´rique de bicoloriage des faces. Par leur de´finition comme distance,












Fig. 3.12 – Exemple de quadrangulation eule´rienne enracine´e. Les faces sont e´tiquete´es par la
longueur du plus court chemin depuis l’origine. Le re´sidu de l’e´tiquette modulo 2 constitue un
bicoloriage des sommets.
les e´tiquettes sur deux sommets adjacents diffe`rent au plus de un. De plus, par parite´ des degre´s
des faces, la quadrangulation est bipartie (bicoloriable des sommets), et les e´tiquettes sur deux
sommets adjacents diffe`rent donc exactement de un en valeur absolue.
Ceci permet de classifier les faces de la quadrangulation selon les e´tiquettes des sommets
incidents, comme illustre´ sur la figure 3.13 :
1. les faces simples, de la forme n — n+ 1 — n+ 2 — n+ 1,
2. les faces confluentes, de la forme n — n+ 1 — n — n+ 1.
Nous introduisons alors les re`gles de transformation locale des faces, analogues a` celle pour les
triangulations eule´riennes, selon le type de face :
1. pour une face simple, se´lectionnons l’areˆte n+1 — n+2 ayant la face conside´re´e a` gauche,
2. pour une face confluente, se´lectionnons une nouvelle areˆte diagonale n+ 1 — n+ 1.
Les areˆtes se´lectionne´es forment un graphe, plonge´ dans le plan sans croisement d’areˆtes.
Notons qu’il y a autant d’areˆtes se´lectionne´es que de faces dans la quadrangulation, soit k, car
une areˆte ne peut eˆtre se´lectionne´e que dans l’une au plus de ses faces incidentes. Par construction,
l’origine 0 est un sommet isole´, que nous enlevons, et il apparaˆıt que le reste du graphe est un
arbre couvrant tous les autres sommets, comme illustre´ sur la figure 3.14. Ce fait peut eˆtre justifie´
par une preuve analogue a` celle de la section pre´ce´dente : le graphe ne contient pas de boucle
(ce qui re´sulte des re`gles de transformation locale, car pour toute areˆte de l’arbre incidente a`
deux sommets, il existe un sommet imme´diatement a` gauche ayant une e´tiquette strictement
infe´rieure) ; il s’agit donc d’une foreˆt comptant k + 1 sommets (la quadrangulation en comptant
k + 2 dont l’origine par la relation d’Euler) pour k areˆtes, donc ne compte qu’une composante
connexe. L’arbre est enracine´ sur l’areˆte se´lectionne´e dans la face externe, et est bien e´tiquete´
par construction.
Re´ciproquement, partant d’un arbre bien e´tiquete´, nous construisons une quadrangulation
enracine´e par une construction similaire a` la pre´ce´dente. Ici, nous trac¸ons des cordes non pas













Fig. 3.13 – Transformations locales d’une face d’une quadrangulation. Les e´tiquettes des sommets
incidents sont ne´cessairement de la forme n — n + 1 — n + 2 — n + 1 (face simple) ou n —
n+ 1 — n — n+ 1 (face confluente). Pour une face simple, nous se´lectionnons l’areˆte n+ 1 —
n+ 2 ayant la face a` sa gauche (marque´e en gras) ; pour une face confluente, nous se´lectionnons






















Fig. 3.14 – Application des transformations locales a` chaque face d’une quadrangulation (les
faces confluentes sont repre´sente´es grise´es). Les areˆtes se´lectionne´es (en gras) forment un arbre
bien e´tiquete´, enracine´ sur l’areˆte se´lectionne´e dans la face externe.












Fig. 3.15 – Construction des cordes sur un arbre bien e´tiquete´ : chaque coin n de l’arbre est
relie´ a` son successeur, le premier coin n − 1 rencontre´ apre`s lui sur le contour de l’arbre dans
le sens direct (ou un sommet externe 0 pour n = 1). Les fle`ches blanches sont dirige´es vers le
successeur. D’un sommet part un nombre de cordes e´gal a` son degre´ dans l’arbre. Lorsqu’un
coin n est imme´diatement suivi d’un coin n − 1, la corde est assimile´e a` l’areˆte de l’arbre les
reliant. On obtient une quadrangulation en transformant chaque corde en une nouvelle areˆte, et
en effac¸ant les areˆtes reliant deux sommets de meˆme e´tiquette.
entre les milieux des areˆtes et coins mais, comme illustre´ sur la figure 3.15 entre chaque coin
et son coin successeur (de´fini comme le premier coin rencontre´ sur le contour de l’arbre, dans
le sens direct, ayant une e´tiquette imme´diatement infe´rieure). Les cordes triviales reliant deux
coins conse´cutifs sont assimile´es aux areˆtes de l’arbre. Les proprie´te´s des arbres bien e´tiquete´s
assurent que :
– le successeur est bien de´fini pour tout coin, les coins e´tiquete´s 1 e´tant relie´s a` un sommet
externe 0,
– les cordes peuvent eˆtre trace´es sans croisement.
Chaque corde est alors transforme´e en une nouvelle areˆte, et les areˆtes de l’arbre reliant deux
sommets de meˆme e´tiquette sont efface´es, ce qui aboutit a` une quadrangulation enracine´e sur
l’areˆte menant a` la racine de l’arbre. La ve´rification de cette construction, inverse de la pre´ce´dente,
se fait selon des arguments similaires au cas des triangulations eule´riennes.
E´nume´ration
Comme pre´ce´demment, nous cherchons a` e´nume´rer les arbres bien e´tiquete´s par de´composition
re´cursive de la racine. Nous introduisons plus ge´ne´ralement, pour entier n, l’ensemble Mn des
arbres plans enracine´s dont les sommets portent des e´tiquettes ve´rifiant les proprie´te´s suivantes :
– les e´tiquettes sont des entiers strictement positifs,
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– les e´tiquettes sur deux sommets relie´s par une areˆte diffe`rent de 1, 0 ou -1.
– l’e´tiquette a` l’origine de la racine est n.
Nous incluons de plus l’arbre re´duit a` un sommet isole´ d’e´tiquette 〈n〉, de telle sorte queM1\〈1〉1
est l’ensemble des arbres bien e´tiquete´s, et par convention Mn = 〈n〉 = ∅ pour n ≤ 0. Par
de´composition de la racine, nous aboutissons a` la bijection suivante pour n ≥ 1 :
Mn ∼= 〈n〉 ∪Mn × (Mn+1 ∪Mn ∪Mn−1) (3.10)
car en effet la racine relie un sommet n a` un sommet n+1, n ou n−1. Pour les se´ries ge´ne´ratrices
associe´es avec un poids t par areˆte, nous obtenons :
Mn =
{
1 + tMn(Mn+1 +Mn +Mn−1) si n ≥ 1
0 si n ≤ 0 (3.11)
Cette e´quation de´termine les Mn comme se´ries formelles en t, et peut eˆtre vue comme une
e´quation de re´currence non-line´aire a` deux termes. Les conditions aux limites sont M0 = 0 et
limn→∞Mn = M , avec M solution de :















s’interpre´tant comme se´rie ge´ne´ratrices d’arbres sans contrainte de positivite´ des e´tiquettes (le
facteur 3 correspondant alors aux 3 diffe´rences possibles des e´tiquettes sur chaque areˆte, en
comparaison du 2 pre´ce´dent). La re´currence discre`te (3.11) posse`de une inte´grale premie`re :
ψ(Mn,Mn+1) ≡ (1− tMn − tMn+1)(1 + tMnMn+1). (3.14)
En e´crivant l’e´quation ψ(0,M1) = ψ(M,M) nous obtenons :
M1 − 1 = (1− 12t)













qui n’est autre que la se´rie ge´ne´ratrice des arbres tre`s bien e´tiquete´s, donc des quadrangulations
avec un poids t par face. Le rayon de convergence est 1/12.
Comme pre´ce´demment, nous pouvons conside´rer plus ge´ne´ralement des cartes pointe´es (en
correspondance avec des arbres non-enracine´s), dans lesquelles nous marquons une areˆte non-
ne´cessairement incidente a` l’origine. Par une discussion similaire au cas des triangulations eule´-
riennes, nous pouvons montrer que M − 1 est la se´rie ge´ne´ratrice des quadrangulations pointe´es
avec marquage d’une areˆte quelconque, tandis que Mn − 1 correspond au marquage d’une areˆte
de type m — m+ 1 avec m < n.
En conclusion, les correspondances entre triangulations eule´riennes et arbres tre`s bien e´tique-
te´s d’une part, et quadrangulations eule´riennes et arbres bien e´tiquete´s d’autre part, pre´sentent
une analogie profonde. Nous verrons dans la section suivante qu’elles apparaissent comme deux
cas particuliers d’une construction ge´ne´rale plus complexe. Ces deux cas particuliers simples
sont a` rapprocher des correspondances « duales » du chapitre 2 entre cartes planaires et arbres
bourgeonnants : les arbres bourgeonnants quartiques ou bicubiques en sont assure´ment les deux
cas les plus simples.
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3.2 Cartes eule´riennes et mobiles
Dans cette section, nous pre´sentons une construction ge´ne´rale reliant les cartes eule´riennes
enracine´es ou pointe´es a` des arbres ayant une structure particulie`re, appele´s mobiles. Cette
construction a e´te´ introduite dans l’article VIII. Nous verrons que cette construction pre´serve
l’information sur les degre´s des faces, ce qui permet une application a` l’e´nume´ration.
3.2.1 Des cartes eule´riennes pointe´es aux mobiles
Conside´rons donc une carte planaire eule´rienne pointe´e, et voyons comment lui associer un
arbre. Les degre´s des sommets sont pairs, ce qui e´quivaut a` la bicoloriabilite´ des faces. En l’absence
d’areˆte-racine, nous supposons qu’une bicoloration des faces en noir et blanc (parmi deux) est
donne´e.







Fig. 3.16 – Exemple de carte eule´rienne pointe´e. Les areˆtes sont oriente´es canoniquement en
imposant que la face a` gauche de chaque areˆte est blanche. Chaque sommet peut eˆtre e´tiquete´
par la longueur minimale d’un chemin oriente´ y menant depuis l’origine (qui est l’unique sommet
d’e´tiquette 0). Chaque areˆte oriente´e relie un sommet d’e´tiquette m a` un sommet d’e´tiquette
n ≤ m+ 1.
Comme pour les triangulations eule´riennes, les couleurs des faces de´terminent une orientation
pour chaque areˆte, en imposant que la face a` gauche de chaque areˆte est blanche. La donne´e
d’une origine (le sommet marque´) permet d’e´tiqueter chaque sommet de la carte par la longueur
minimale d’un chemin oriente´ de l’origine au sommet conside´re´, comme illustre´ sur la figure 3.16.
Cette de´finition implique que :
– tous les sommets ont une e´tiquette strictement positive, sauf l’origine qui a e´tiquette 0,











Fig. 3.17 – Re`gles de transformation locale pour une carte eule´rienne pointe´e. Dans chaque face
noire ou blanche, nous ajoutons un nouveau sommet respectivement noir ou blanc. Pour une
areˆte de la carte (marque´e en gras), reliant un sommet d’e´tiquette m a` un sommet d’e´tiquette
n ≤ m + 1, nous effectuons la construction suivante : si n = m + 1 nous trac¸ons une nouvelle
areˆte reliant le sommet n au sommet dans la face blanche, sinon nous avons n ≤ m et nous
trac¸ons une areˆte reliant les sommets dans les deux faces incidentes, portant de part et d’autre
des drapeaux m et n.
– pour toute areˆte oriente´e allant d’un sommet d’e´tiquette m a` un sommet d’e´tiquette n,
nous avons n ≤ m+ 1.
Nous introduisons a` pre´sent des re`gles de transformation locale, ge´ne´ralisant celles pour les
triangulations eule´riennes, de la fac¸on suivante. A` l’inte´rieur de chaque face de la carte, nous
ajoutons un nouveau sommet, ne portant pas d’e´tiquette, mais colorie´ en noir ou blanc selon la
couleur de la face. Conside´rons alors une areˆte de la carte : notons m l’e´tiquette de son origine,
n l’e´tiquette de son extre´mite´. Nous distinguons alors les deux cas suivants, illustre´s sur la figure
3.17 :
– si n = m + 1, nous trac¸ons une nouvelle areˆte reliant le sommet n au sommet blanc dans
la face blanche a` gauche de l’areˆte,
– sinon, nous avons ne´cessairement n ≤ m, et nous trac¸ons une nouvelle areˆte e´tiquete´e
reliant les sommets noir et blanc dans les deux faces incidentes, portant des drapeaux m et
n respectivement a` gauche et a` droite dans le sens noir → blanc.
Une telle construction s’assimile a` la se´lection de certaines areˆtes dans la carte de´rive´e au sens
de Tutte [4], qui est la carte dont les sommets sont donne´s par les sommets, areˆtes et faces de la
carte originale, et les areˆtes de´finies par les relations d’incidence. Cette transformation locale est
effectue´e se´pare´ment pour chaque areˆte de la carte eule´rienne originale, et les nouvelles areˆtes
trace´es constituent un graphe plonge´ dont les areˆtes sont en correspondance biunivoque avec les












Fig. 3.18 – Comparaison avec la construction pour les triangulations eule´riennes : par les re`gles
de la figure 3.17, chaque face noire donne un sommet noir de degre´ un, tandis que chaque
face blanche donne un sommet blanc de degre´ 3. Nous pouvons simplifier le graphe obtenu en
supprimant les sommets noirs et blancs, et les areˆtes e´tiquete´es, tout en pre´servant la connectivite´
entre sommets e´tiquete´s. Nous retrouvons alors la re`gle de transformation locale pour les faces
blanches d’une triangulation eule´rienne.
areˆtes de la carte.
Il apparaˆıt une diffe´rence par rapport au cas des triangulations eule´riennes : ici, les transfor-
mations locales sont effectue´es de fac¸on inde´pendante pour chaque areˆte, et de nouveaux sommets
et areˆtes sont ajoute´s par rapport a` la carte originale (pour les quadrangulations, nous avons de´ja`
vu la ne´cessite´ d’ajouter de nouvelles areˆtes). Les triangulations eule´riennes e´tant un cas particu-
lier de cartes eule´riennes, comparons les re`gles ci-dessus a` celles de la section pre´ce´dente. Comme
illustre´ sur la figure 3.18, les e´tiquettes autour de chaque face d’une triangulation eule´rienne
pointe´e sont de type n→ n+ 1→ n+ 2, tournant dans le sens direct autour des faces blanches
et indirect autour des faces noires. Par application des re`gles ci-dessus :
– chaque sommet dans une face noire n → n + 1 → n + 2 est de degre´ un et relie´ par une
areˆte e´tiquete´e n+ 2|n a` un sommet blanc,
– chaque sommet dans une face blanche n → n + 1 → n + 2 est relie´ aux sommets n + 1,
n+ 2 et au sommet dans la face noire incidente a` l’areˆte n+ 2→ n.
Nous pouvons alors supprimer les sommets noirs et blancs, et areˆtes e´tiquete´es, tout en pre´servant
la connectivite´ entre sommets e´tiquete´s : il apparaˆıt que cette simplification correspond aux re`gles
de la section pre´ce´dente.
Si nous appliquons les re`gles de transformations locales a` une carte eule´rienne ge´ne´rale (cf
figure 3.19), il apparaˆıt que par construction, l’origine devient un sommet isole´ dans le graphe
re´sultant, tandis que les autres sommets appartiennent tous a` une meˆme composante connexe
qui est un arbre.
Ce fait peut encore eˆtre justifie´ par une ge´ne´ralisation des arguments de la section pre´ce´dente.
Supposons, en raisonnant par l’absurde, que le graphe contient un cycle : nous sommes alors dans
l’un des cas suivants, sche´matise´s sur la figure 3.20 :
1. Si le cycle passe par au moins un sommet e´tiquete´, conside´rons un tel sommet ayant
























Fig. 3.19 – Application des transformations locales a` chaque areˆte de la carte eule´rienne pointe´e
de la figure 3.16. Il apparaˆıt que, en excluant l’origine qui est un sommet isole´ par construction,








Fig. 3.20 – Sche´ma de la preuve de l’absence de boucle dans le graphe obtenu par les re`gles de
la figure 3.17 (voir texte).
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une e´tiquette n minimale sur le cycle. Par les re`gles de la figure 3.17, nous en de´duisons
l’existence d’un sommet d’e´tiquette n − 1 dans l’inte´rieur du cycle3 ou sur le cycle lui-
meˆme. Ceci est une contradiction : en effet un chemin minimal oriente´ depuis l’origine vers
ce sommet n− 1 rencontre le cycle en un sommet e´tiquete´ m ≤ n− 1.
2. Si le cycle ne contient pas de sommet e´tiquete´, celui-ci est constitue´ d’areˆtes e´tiquete´es, et
il existe au moins un drapeau n dans l’inte´rieur du cycle. Par les re`gles de la figure 3.17, il
existe un sommet d’e´tiquette n dans l’inte´rieur du cycle, donc distinct de l’origine, et un
chemin oriente´ depuis l’origine y menant rencontre le cycle en un sommet e´tiquete´, ce qui
est aussi une contradiction.
Ainsi, le graphe est une foreˆt. On montre qu’il ne contient qu’une composante connexe, en
plus de l’origine isole´e, par un argument de comptage :
– il y a autant d’areˆtes que dans la carte eule´rienne originale,
– les sommets correspondent a` l’un des trois types suivants :
– les sommets e´tiquete´s (dont l’origine) en correspondance avec les sommets de la carte
originale,
– les sommets blancs en correspondance avec les faces blanches,
– les sommets noirs en correspondance avec les faces noires.
Par la relation d’Euler applique´e a` la carte originale, la foreˆt compte deux areˆtes de moins que
de sommets, et est donc constitue´ d’un seul arbre en plus de l’origine.
Caracte´risation des arbres obtenus : les mobiles
Les re`gles de transformation locale ci-dessus permettent d’associer a` toute carte eule´rienne
un arbre de structure particulie`re :
– ses sommets sont de trois types : noirs, blancs ou e´tiquete´s (par un entier),
– ses areˆtes sont de deux types : non e´tiquete´es ou e´tiquete´es (par une paire d’entiers). Les
areˆtes non-e´tiquete´es relient un sommet blanc a` un sommet e´tiquete´, et les areˆtes e´tiquete´es
un sommet blanc a` un sommet noir.
Les e´tiquettes des sommets sont des entiers strictement positifs, tandis que les e´tiquettes des
areˆtes sont des entiers positifs. Il existe ne´cessairement une e´tiquette 0 sur une areˆte, car dans
la carte originale il existe au moins une areˆte de type n → 0. D’autres contraintes sont he´rite´es














Fig. 3.21 – Contraintes sur les e´tiquettes autour d’un sommet noir.
3L’inte´rieur est la re´gion de´limite´e par le cycle ne contenant pas l’origine.
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Conside´rons un sommet noir de l’arbre, provenant d’une face noire de la carte. Les areˆtes
incidentes a` ce sommet sont toutes e´tiquete´es, et par les re`gles de la figure 3.17, les drapeaux m et
n de part et d’autre d’une areˆte (lus dans le sens indirect autour du sommet noir) ve´rifient m ≥ n.
Conside´rons a` pre´sent deux areˆtes incidentes successives, de´limitant un coin noir contenant
deux drapeaux m et n (toujours dans le sens indirect) : ce coin recouvre un certain nombre
p ≥ 1 de sommets de la carte originale, dont les e´tiquettes sont ne´cessairement de la forme
m → m + 1 → · · · → m + p − 1. Nous en de´duisons que n ≥ m. Ceci ache`ve de caracte´riser les














Fig. 3.22 – Contraintes sur les e´tiquettes autour d’un sommet blanc.
Conside´rons maintenant un sommet blanc de l’arbre, provenant d’une face blanche de la
carte. Les areˆtes incidentes a` ce sommet peuvent eˆtre soit non e´tiquete´es et mener a` un sommet
e´tiquete´, soit e´tiquete´es et mener a` un sommet noir. Par les re`gles de la figure 3.17, les deux
drapeaux m et n sur une areˆte e´tiquete´e (dans le sens indirect) ve´rifient m ≤ n. Conside´rons a`
pre´sent deux areˆtes incidentes successives, de´limitant un coin blanc : comme illustre´ sur la figure
3.22, diffe´rents cas peuvent eˆtre distingue´es selon les types des areˆtes incidentes. Nous pouvons
re´capituler ces diffe´rents cas en conside´rant le contour de l’arbre, suivi dans le sens indirect, sur
lequel nous rencontrons des coins (noirs, blancs ou e´tiquete´s) ainsi que des drapeaux. Nous avons
alors les contraintes suivantes :
– un coin blanc, pre´ce´de´ d’un coin e´tiquete´ m, est suivi d’un coin e´tiquete´ m − 1 ou d’un
drapeau m− 1,
– un coin blanc, pre´ce´de´ d’un drapeau m, est suivi d’un coin e´tiquete´ m ou d’un drapeau m.
La contrainte sur les coins noirs se re´e´crit sous une forme similaire :
– un coin noir, pre´ce´de´ d’un drapeau m, est suivi d’un drapeau n ≥ m.
Nous de´finissons les mobiles bien e´tiquete´s comme l’ensemble des arbres obe´issant aux contraintes
ci-dessus, que nous re´capitulons comme suit :
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Un mobile (eule´rien) est un arbre plan dont les sommets peuvent eˆtre blancs, noirs ou
e´tiquete´s par un entier, et dont les areˆtes peuvent porter deux drapeaux contenant des
entiers, ve´rifiant les contraintes suivantes :


















Un mobile eule´rien est dit bien e´tiquete´ si les e´tiquettes des sommets sont strictement posi-
tives, les e´tiquettes des drapeaux sont positives ou nulles, et il existe un drapeau d’e´tiquette
0.
Il existe une bijection entre cartes eule´riennes pointe´es et mobiles bien e´tiquete´s.
L’un des sens de la bijection a e´te´ vu : par application des re`gles de transformation locale de
la figure 3.17, nous associons un mobile bien e´tiquete´ a` toute carte eule´rienne pointe´e. Exhibons
a` pre´sent l’application inverse.
3.2.2 Construction inverse : des mobiles aux cartes
Conside´rons un mobile bien e´tiquete´, comme illustre´ sur la figure 3.23. Nous voyons ici com-
ment lui associer une carte eule´rienne pointe´e, par une construction ge´ne´ralisant celles de la
section pre´ce´dente.













Fig. 3.23 – Exemple de mobile bien e´tiquete´.
Coins, drapeaux et cordes
Par rapport aux cas pre´ce´dent, un mobile comporte des e´tiquettes sur certains sommets, mais
e´galement sur les drapeaux. Nous ge´ne´ralisons alors la notion de corde de la fac¸on suivante :
– chaque coin e´tiquete´ n est relie´ par une corde a` son coin successeur, c’est-a`-dire le premier
coin n− 1 rencontre´ sur le contour de l’arbre dans le sens indirect,
– chaque drapeau n est relie´ par une corde a` son coin successeur, c’est-a`-dire le premier coin
n rencontre´ sur le contour de l’arbre dans le sens indirect.
Les coins e´tiquete´s 1, et les drapeaux 0, sont relie´s a` un sommet externe isole´ 0.
Cette construction est illustre´e sur la figure 3.24, et peut eˆtre justifie´e comme suit. Il re´sulte de
la de´finition des mobiles bien e´tiquete´s que le successeur est bien de´fini, et que, a` de´formation de
la sphe`re pre`s, les cordes peuvent eˆtre trace´es sans croisement. En effet, par les contraintes (3.17)
et (3.18), la suite des e´tiquettes des coins ou drapeaux rencontre´s sur le contour de l’arbre posse`de
la proprie´te´ suivante : un coin e´tiquete´ m est suivi d’un coin ou drapeau d’e´tiquette
m − 1, et un drapeau e´tiquete´ m est suivi d’un coin ou drapeau d’e´tiquette ≥ m.
Conside´rons d’abord un sommet d’e´tiquette n :
– si n = 1, son successeur est le sommet externe,
– si n ≥ 2, suivons le contour de l’arbre dans le sens direct, et conside´rons la premie`re
e´tiquette ≤ n− 2 rencontre´e (porte´e par un coin ou un drapeau) : celle-ci existe, puisqu’il
y a au moins un drapeau 0, et par la proprie´te´ ci-dessus, elle est imme´diatement pre´ce´de´e
d’un coin n− 1 qui est le successeur du sommet n.
Pour un drapeau n, l’argument est similaire :
– si n = 0, son successeur est le sommet externe,
– si n ≥ 1, la premie`re e´tiquette ≤ n− 1 rencontre´e sur le contour de l’arbre est imme´diate-
ment pre´ce´de´e d’un coin n qui est le successeur du drapeau n.
On peut ve´rifier alors que les cordes peuvent eˆtre trace´es sans croisement : e´tant donne´ deux
coins ou drapeaux a et b, de successeurs respectifs a′ et b′, il re´sulte de la caracte´risation ci-dessus
que leurs positions correspondent a` l’un des cas suivants :














Fig. 3.24 – Les cordes dessine´es sur le mobile bien e´tiquete´ de la figure 3.23. Chaque coin (resp.
drapeau) e´tiquete´ n est relie´ a` son successeur, qui est le premier coin rencontre´ sur le contour de
l’arbre dans le sens indirect portant une e´tiquette n − 1 (resp. n) ; pour n = 1 (resp. n = 0) le
successeur est un sommet externe isole´ 0.
– a, b, a′, b′ sont tous sur le contour de l’arbre et apparaissent dans l’un des ordres cycliques
suivants :
– a→ a′ → b→ b′
– a→ b→ b′ → a′ (les cordes a− a′ et b− b′ sont dites emboˆıte´es)
– b′ est le sommet 0, a, a′, b sont sur le contour de l’arbre et apparaissent dans l’ordre cyclique
a→ a′ → b (ou vice-versa en e´changeant a et b)
– a′ et b′ sont tous deux le sommet 0.
Dans tous les cas, il est possible de tracer les cordes a− a′ et b− b′ sans croisement. Ceci reste
vrai globalement pour toutes les cordes, par exemple en construisant celles-ci ite´rativement le
long du contour. Le graphe constitue´ par le mobile et ses cordes constitue une carte planaire.
Des cordes aux areˆtes
Nous obtenons alors une carte en effac¸ant toutes les areˆtes du mobile, et en ne gardant que
les cordes.4 Plus pre´cise´ment, les deux cordes issues d’une meˆme areˆte e´tiquete´e sont fusionne´es
en une seule areˆte de la nouvelle carte. Les sommets noirs et blancs deviennent isole´s, et sont
supprime´s. Il s’ave`re que ces sommets sont en correspondance biunivoque avec les faces de la
nouvelle carte, qui est eule´rienne. Nous pouvons en effet facilement voir que chaque face de la
carte contient au plus un sommet noir ou blanc.
Conside´rons tout d’abord un sommet noir du mobile. La configuration des cordes environ-
nantes est illustre´e sur la figure 3.25 : pour un coin incident au sommet noir, contenant deux
4Il est clair que la connexite´ est pre´serve´e, car les successions de cordes issues des coins e´tiquete´s ame`nent au
sommet 0.





Fig. 3.25 – Configuration des cordes au voisinage d’un coin noir.
drapeaux m et n (n ≥ m), le successeur du drapeau m est ne´cessairement le (n−m)-ie`me suc-
cesseur du drapeau n. L’ensemble des cordes ainsi constitue´es, avec le coin, de´limite une re´gion
ne contenant aucun autre sommet noir ou blanc. En re´unissant ces re´gions pour les diffe´rents
coins incidents au sommet noir, puis en effac¸ant les areˆtes du mobile, nous obtenons une face ne
contenant que le sommet noir.
La situation est analogue pour les sommets blancs. Pour un coin incident a` un sommet blanc,
divers cas sont a` distinguer, comme illustre´ sur la figure 3.26. Par re´union, nous voyons que le
sommet blanc est contenu dans une face ne contenant pas d’autre sommet noir ou blanc.
Nous avons ainsi montre´ que chaque face de la carte contient au plus un sommet noir ou blanc.
En fait, chaque face en contient exactement un, comme vu par un argument de comptage :
– les sommets de la nouvelle carte sont les sommets e´tiquete´s du mobile, et l’origine 0,
– les areˆtes de la nouvelle carte sont en correspondance biunivoque avec les areˆtes du mobile
(les areˆtes non e´tiquete´es e´tant en correspondance avec les coins e´tiquete´s, et les areˆtes
e´tiquete´es donnant chacune deux cordes re´unies en une nouvelle areˆte).
Par la relation d’Euler exprime´e dans le mobile et la nouvelle carte, nous voyons que le nombre
de faces de la carte est ne´cessairement e´gal a` la somme des nombres de sommets noirs et blancs.
Nous ve´rifions enfin aise´ment, en examinant les diffe´rents types de cordes, que :
– la carte est bicoloriable des faces, donc eule´rienne,
– en orientant chaque areˆte de la carte avec la face blanche a` gauche5, les e´tiquettes a` l’origine
m et a` l’extre´mite´ n ve´rifient n ≤ m+ 1.
La carte eule´rienne est pointe´e au sommet 0, et nous voyons que les e´tiquettes des sommets
co¨ıncident avec la longueur minimale des chemins oriente´s depuis l’origine. Par application des
re`gles de transformations locales, nous retrouvons le mobile original. Pour achever d’e´tablir la
bijection, il reste a` montrer qu’e´tant donne´ une carte eule´rienne pointe´e, et son mobile associe´
par les transformations locales, par construction des cordes nous retrouvons la carte originale.
Ceci peut eˆtre fait par une extension naturelle de l’argument pour les triangulations eule´riennes,
5On notera que cette orientation ne co¨ıncide pas ne´cessairement avec le sens naturel des cordes.









Fig. 3.26 – Configuration des cordes au voisinage d’un coin blanc.
que nous pre´sentons comme suit.
Justification finale de la bijection
Conside´rons une carte eule´rienne pointe´e, et son mobile associe´ par les transformations locales
de la figure 3.17. Nous souhaitons montrer que la construction des cordes reconstruit la carte
initiale. Il suffit en fait de montrer que les cordes redonnent pre´cise´ment les areˆtes de la carte
initiale. Dans l’orientation canonique, une areˆte de la carte eule´rienne est de l’un des types
suivants :
1. une areˆte n→ n+1, reliant deux coins e´tiquete´s n et n+1 (en conside´rant l’origine comme
coin e´tiquete´ pour n = 0),
2. une areˆte n→ n′, n′ ≤ n, coupe´e en deux par une areˆte e´tiquete´e n|n′ du mobile, et reliant
ainsi un coin e´tiquete´ n au drapeau n, et un coin e´tiquete´ n′ au drapeau n′.
Dans le premier cas, il s’agit de montrer que le successeur du coin n + 1 est le coin n ; dans le
second cas, il s’agit de montrer que le successeur du drapeau n est le coin n (la preuve e´tant
identique pour n′). Ceci est automatique pour les coins 1 et les drapeaux 0. Sinon, nous sommes
a priori dans l’un des cas illustre´s sur la figure 3.27 :
– En ajoutant au mobile l’areˆte n→ n+1 (cas 1) ou la demi-areˆte n→ n′ menant au drapeau
n (cas 2), nous obtenons une carte comprenant deux faces.
– Nous conside´rons la re´gion inte´rieure, ne contenant pas l’origine, ce qui distingue les cas
1-a, 1-b, 2-a, 2-b.
– Sur le contour de l’arbre inclus dans la re´gion inte´rieure, oriente´ dans le sens direct,
conside´rons un sommet e´tiquete´ m (suppose´ distinct du dernier sommet dans les cas 1-
a, 1-b, 2-b), ne´cessairement suivi d’un sommet blanc : selon les re`gles de transformation
























Fig. 3.27 – Sche´ma de la preuve du fait que, pour une carte eule´rienne pointe´e, les cordes dans
le mobile associe´ reconstituent les areˆtes originales de la carte (voir texte).
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locale de´finissant le mobile (cf figure 3.17), nous en de´duisons l’existence d’un sommet m−1
dans la re´gion inte´rieure, donc ne´cessairement sur le contour car le mobile visite tous les
sommets distincts de l’origine.
Nous voyons alors que ne´cessairement m > n, et les cas 1-b et 2-b sont impossibles. Supposons
en effet, pour un raisonnement par l’absurde, que m ≤ n : le sommet m−1 est distinct du dernier
sommet sur le contour, et est donc suivi d’un sommet blanc. En ite´rant le raisonnement pour ce
sommet m′ = m− 1, nous pouvons construire une suite infinie strictement de´croissante d’entiers
positifs, ce qui est absurde. Les cas 1-b et 2-b sont impossibles, car le raisonnement s’applique
au premier sommet m ≡ n. Dans le cas 1-a (resp. 2-a), le successeur du coin n + 1 (resp. du
drapeau n) est bien le coin n et la corde ainsi cre´e´e reconstitue bien l’areˆte (resp. la demi-areˆte)
de la carte initiale.
3.2.3 De´composition et e´nume´ration des mobiles
Nous souhaitons e´tudier les proprie´te´s de de´composition re´cursive des mobiles pour une ap-
plication a` l’e´nume´ration des mobiles et cartes eule´riennes. Il est utile de commencer par discuter
plus pre´cise´ment de la correspondance entre les faces d’une carte eule´rienne pointe´e et les som-
mets (blancs ou noirs) du mobile associe´.































Fig. 3.28 – Relation entre les e´tiquettes autour des faces d’une carte eule´rienne pointe´e, et les
areˆtes incidentes aux sommets non-e´tiquete´s du mobile associe´.
Conside´rons tout d’abord une face blanche de degre´ k d’une carte eule´rienne pointe´e (cf figure
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3.28), et les e´tiquettes des sommets incidents lues dans le sens indirect : il s’agit d’un mot cyclique
[n1n2 . . . nk] constitue´ d’entiers strictement positifs tels que, pour tout i = 1, 2, . . . , k, nous avons
ni+1 ≥ ni − 1 (en identifiant nk+1 ≡ n1). Chaque areˆte incidente donne une areˆte incidente au
sommet blanc dans le mobile associe´ :
– si ni+1 = ni − 1, il s’agit d’une areˆte non e´tiquete´e menant au sommet e´tiquete´ ni,
– sinon ni+1 ≥ ni, il s’agit d’une areˆte e´tiquete´e de type ni|ni+1 menant au sommet noir
associe´ a` la face noire adjacente.
Le sommet blanc est donc de degre´ k.
Pour une face noire de degre´ k, les e´tiquettes des sommets incidents lues dans le sens indirect
forment un mot cyclique [n1n2 . . . nk] tels que, pour tout i, ni+1 ≤ ni + 1 (en bijection naturelle
avec les mots cycliques pre´ce´dents par re´flexion). Les areˆtes incidentes reliant deux sommets ni
et ni+1, avec ni+1 ≤ ni, correspondent, dans le mobile, a` une areˆte e´tiquete´e ni|ni+1 incidente
au sommet noir associe´. Ce sommet a donc sur le mobile un degre´ ` infe´rieur a` k. Cependant,
e´tant donne´ un sommet noir d’un mobile bien e´tiquete´, le degre´ de la face noire associe´e peut eˆtre
facilement retrouve´ a` partir des e´tiquettes sur les areˆtes incidentes : dans un ordre cyclique, celles-
ci sont de la forme n1|n′1, n2|n′2, . . . , n`|n′` avec pour tout j = 1, 2, . . . , `, nj ≥ n′j et n′j ≤ nj+1,




(nj − n′j + 1). (3.19)
Nous voyons donc que les configurations des e´tiquettes autour des faces d’une carte eule´rienne,
ou bien des areˆtes incidentes aux sommets noirs ou blancs d’un mobile bien e´tiquete´, sont code´es
par des mots cycliques (le codage e´tant le´ge`rement diffe´rent entre les cas noir et blanc). La
longueur du mot cyclique correspond au degre´ de la face, et les contraintes sur deux e´le´ments
successifs du mot traduisent exactement les contraintes (3.16), (3.17) et (3.18). Pour les mo-
biles non ne´cessairement bien e´tiquete´s, les configurations des areˆtes incidentes sont code´es par
des mots cycliques constitue´s d’entiers non ne´cessairement positifs, mais ve´rifiant les meˆmes
contraintes sur deux e´le´ments successifs.
Notons qu’il n’existe pas de caracte´risation similaire au niveau des sommets e´tiquete´s : il ne
semble pas y avoir de relation simple entre les degre´s (arbitraires) de ces sommets dans la carte
et dans le mobile.
Les demi-mobiles
Conside´rons une areˆte d’un mobile : celle-ci se´pare deux sous-arbres. Comme illustre´ sur la
figure 3.29, ces sous-arbres peuvent eˆtre de types diffe´rents en fonction de l’areˆte conside´re´e. Il
est commode de conserver l’areˆte et ses deux sommets incidents, en marquant celui de degre´ un :
les sous-arbres s’assimilent a` des arbres plante´s. Notons que les contraintes de´finissant les mobiles
restent valables dans les sous-arbres, sauf e´ventuellement au niveau du sommet distingue´. Ceci
ame`ne la de´finition suivante :
Un demi-mobile est un arbre plante´ dont les sommets peuvent eˆtre blancs, noirs, ou e´tiquete´s
par un entier, et dont les areˆtes peuvent porter deux drapeaux contenant des entiers, ve´rifiant
les contraintes (3.16), (3.17) et (3.18) au niveau de chaque areˆte et chaque sommet noir ou
blanc distinct du sommet-racine.
Un demi-mobile est dit bien e´tiquete´ si les e´tiquettes des sommets sont strictement positives,
les e´tiquettes des drapeaux sont positives ou nulles.
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Fig. 3.29 – De´composition d’un mobile autour d’une areˆte en demi-mobiles.
D’apre`s la figure 3.29, les demi-mobiles bien e´tiquete´s peuvent eˆtre classifie´s selon les en-
sembles suivants :
– Vn l’ensemble des demi-mobiles bien e´tiquete´s plante´s sur un sommet blanc relie´ a` un
sommet e´tiquete´ n,
– V˜n l’ensemble des demi-mobiles bien e´tiquete´s plante´s sur un sommet e´tiquete´ n,
– Wn|m l’ensemble des demi-mobiles bien e´tiquete´s plante´s sur un sommet blanc incident a`
une areˆte n|m (n ≤ m),
– W˜m|n l’ensemble des demi-mobiles bien e´tiquete´s plante´s sur un sommet noir incident a`
une areˆte m|n (m ≥ n).
Nous prenons les conventions Vn = V˜n = ∅ pour n ≤ 0, et Wn|m = W˜m|n = ∅ pour m < 0, n < 0
ou m < n.
Les demi-mobiles peuvent eˆtre de´compose´s re´cursivement autour du sommet relie´ a` la racine.
Conside´rons tout d’abord un e´le´ment de Vn : le sommet e´tiquete´ n est incident a` un nombre








Le cas des autres demi-mobiles est plus de´licat, en raison des contraintes sur les areˆtes incidentes
aux sommets noirs ou blancs. Nous pouvons cependant utiliser le codage par les mots cycliques
vu ci-dessus. Conside´rons par exemple un e´le´ment de V˜n : le mot codant le sommet blanc relie´ a`
la racine est de la forme [n1n2 · · ·nk] avec n1 = n−1, n2 = n. Chaque i = 1, . . . , k−1 correspond
a` une areˆte descendante, de´limitant un demi-mobile appartenant a` Vni si ni+1 = ni−1,Wni|ni+1
si ni+1 ≥ ni. Cette de´composition e´tablit une bijection, que nous exprimons dans le langage des
se´ries ge´ne´ratrices.
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Se´ries ge´ne´ratrices des demi-mobiles
Attachons un poids v◦k a` chaque sommet blanc de mot de code de longueur k, et un poids
v•k a` chaque sommet noir de mot de code de longueur k (qui se traduisent naturellement dans
le langage des cartes par des poids par face fonction de la couleur et du degre´), et introduisons
les se´ries ge´ne´ratrices Vn, V˜n,Wn|m, W˜m|n associe´es respectivement a` Vn, V˜n,Wn|m, W˜m|n (avec
Vn = V˜n = 0 pour n ≤ 0, Wn|m = W˜m|n pour m < 0, n < 0 ou m < n). La de´composition















ou` la seconde somme porte sur tous les mots [n1n2 · · ·nk] dont les e´le´ments sont des entiers
naturels, de premier e´le´ment n1 = n− 1 et de dernier e´le´ment nk = n (ce qui brise la cyclicite´).
Les mots ayant une contribution non nulle sont ceux codant un sommet blanc d’un mobile.















Un e´le´ment de Wn|m peut, quant a` lui, eˆtre de´compose´ autour du sommet noir relie´ a` la racine.
Dans le mot codant [n1n2 · · ·nk] (avec n1 = n, nk = m), les successions ni → ni+1 = ni + 1 ne
correspondent pas a` des areˆtes incidentes, et doivent eˆtre compte´es avec un poids 1 (car il n’y a


























Ces relations de´terminent de manie`re unique les se´ries ge´ne´ratrices en tant que se´ries for-
melles en les v◦k, v
•
k, et peuvent eˆtre re´exprime´es de manie`re plus compacte de la fac¸on suivante.
Introduisons les matrices de transfert T ◦, T •, semi-infinies dont les e´le´ments sont donne´s pour
tous n, n′ ≥ 0 par :
T ◦n,n′ ≡ Vn′+1δn,n′+1 +Wn|n′ T •n,n′ ≡ δn,n′−1 + W˜n|n′ (3.25)
(on notera que T ◦n,n′ = 0 pour n > n
′ + 1, T •n,n′ = 0 pour n < n
′ − 1). Nous avons alors les






























A` titre d’exemple, montrons comment ces identite´s se re´duisent dans le cas des triangulations
eule´riennes, c’est-a`-dire en prenant v◦k = t δk,3, v
•
k = δk,3. Nous voyons tout d’abord aise´ment
que, par les contraintes Wn|m = W˜m|n = 0 pour m < n et les identite´s ci-dessus, que :
Wn|m = W˜m|n = 0 si m > n+ 2. (3.27)
Nous pouvons ensuite montrer par re´currence que Wn|n,Wn|n+1, W˜n|n, W˜n+1|n sont nuls : d’apre`s
les identite´s re´cursives ve´rifie´es par ces quantite´s, ce sont des O(t), et par ite´ration, des O(tk)
pour tout k, donc e´gales a` la se´rie nulle. Nous voyons par contre que Wn|n+2 = 1 et W˜n+2|n =
tVn+2Vn+1, et nous de´duisons enfin pour tout n > 0 :
V˜n = Vn+1 + Vn−1 (3.28)
Nous retrouvons l’e´quation (3.3) avec l’identification Ln ≡ Vn, et les simplifications vues ci-dessus
traduisent dans le langage des se´ries ge´ne´ratrices la discussion illustre´e a` la figure 3.18.
Revenons au cas ge´ne´ral : dans la limite m,n → ∞ avec la diffe´rence p ≡ m − n fixe´e, les
se´ries ge´ne´ratrices Vn, V˜n,Wn|m, W˜m|n tendent vers des limites respectives V, V˜ ,W−p, W˜p, qui
constituent la solution invariante par translation des e´quations (3.26), et s’interpre`tent comme
se´ries ge´ne´ratrices de demi-mobiles ge´ne´raux (sans contrainte de positivite´ des e´tiquettes). Pour
des poids v◦k, v
•
k nuls a` partir d’un certain rang, les e´quations se re´duisent a` un syste`me fini
d’e´quations alge´briques, dont on peut montrer l’e´quivalence avec celui de´rivant des e´quations
(2.18) pour les se´ries ge´ne´ratrices d’arbres bicolores bien charge´s.
Enfin, notons que les e´quations (3.26) pre´sentent une forme tre`s proche de la solution par
polynoˆmes bi-orthogonaux du mode`le a` deux matrices [28], de´fini par l’e´nergie libre (1.25). Plus
pre´cise´ment, les ope´rateurs « Q » agissant sur les polynoˆmes par la multiplication par une va-
riable, rencontre´s a` de multiples occasions dans le chapitre 1, posse`dent une de´composition dont
les coefficients obe´issent des relations e´quivalentes aux e´quations (3.26), sauf la premie`re qui se







Ceci revient a` compter les mobiles avec un poids supple´mentaire n/N par sommet e´tiquete´ n.
Il serait inte´ressant de savoir si cette analogie est la manifestation d’une relation plus profonde,
intrigante car N apparaˆıt comme parame`tre permettant d’e´nume´rer les cartes par leur genre.
Se´ries ge´ne´ratrices de cartes eule´riennes
Montrons maintenant comment appliquer les re´sultats ci-dessus a` la de´termination de se´ries
ge´ne´ratrices de cartes : nous avons vu que les cartes eule´riennes pointe´es sont en bijection avec
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les mobiles bien e´tiquete´s (qui sont des arbres non-enracine´s). Chaque face de degre´ k, donnant
un sommet blanc ou noir dans le mobile, est code´e par un mot de longueur k, et compte´e avec un
poids v◦n, v
•
n selon la couleur. Pour se ramener au cas des demi-mobiles, il est ne´cessaire d’intro-
duire un marquage d’areˆte (transfe´rable de la carte au mobile) pour « amorcer » la de´composition
re´cursive.
Conside´rons par exemple une areˆte de la carte de type n − 1 → n : celle-ci correspond
dans le mobile a` une areˆte reliant un sommet e´tiquete´ n a` un sommet blanc, se´parant deux demi-
mobiles appartenant respectivement a` Vn et V˜n. Cependant, un mobile bien e´tiquete´ contient par
de´finition au moins un drapeau 0 (nous n’avons pas inclus cette contrainte dans la de´finition des
demi-mobiles bien e´tiquete´s, pour simplifier leur de´composition re´cursive). Cette subtilite´ peut
eˆtre contourne´e par un simple argument de translation, et nous obtenons la se´rie ge´ne´ratrice des
cartes eule´riennes pointe´es avec marquage d’une areˆte n− 1→ n sous la forme :
VnV˜n − Vn−1V˜n−1 = Vn − Vn−1 − δn,0. (3.30)
De meˆme, la se´rie ge´ne´ratrice des cartes eule´riennes pointe´es avec marquage d’une areˆte m→ n,
avec m ≥ n, est :
Wn|mW˜m|n −Wn−1|m−1W˜m−1|n−1. (3.31)
Par sommation, nous obtenons la se´rie ge´ne´ratrices des cartes pointe´es enracine´es :




tandis que celles des cartes enracine´es est :




3.2.4 Quelques cas particuliers d’inte´reˆt
Dans cette section, nous montrons comment la construction ge´ne´rale pour les cartes eule´rien-


















Fig. 3.30 – Une carte arbitraire pointe´e et sa carte eule´rienne associe´e, en transformant chaque
areˆte en une face noire de degre´ 2. Les sommets sont e´tiquete´s par la distance depuis l’origine,
correspondant a` la longueur minimale d’un chemin non-oriente´.
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Les cartes arbitraires sont en bijection avec les cartes eule´riennes dont toutes les faces noires
ont degre´ 2, obtenues en « e´paississant » les areˆtes, comme illustre´ sur la figure 3.30. Ceci in-
duit une simplification importante des e´tiquettes des sommets : celles-ci correspondent, pour les
sommets de la carte arbitraire, a` la longueur minimale des chemins non-oriente´s, ou distance,
depuis l’origine. En effet, les chemins non-oriente´s sur une carte arbitraire sont en bijection avec








Fig. 3.31 – Simplification des mobiles associe´s aux cartes arbitraires.
Il s’ensuit que les e´tiquettes sur deux sommets adjacents diffe`rent au plus de un. Les faces
noires, ayant degre´ deux, donnent dans le mobile eule´rien associe´ des sommets de degre´ au plus
2 : les deux situations possibles sont illustre´es sur la figure 3.31 :
1. un sommet noir de degre´ un, incident a` une areˆte e´tiquete´e n+ 1|n,
2. un sommet noir de degre´ deux, incident a` deux areˆtes e´tiquete´es n|n.
Nous effectuons alors les simplifications suivantes, selon le cas :
1. chaque sommet noir de degre´ un est supprime´, ainsi que son areˆte incidente,
2. chaque sommet noir de degre´ deux est supprime´, en fusionnant les deux areˆtes incidentes










Fig. 3.32 – Le mobile simplifie´ associe´ a` la carte de la figure 3.30.














Fig. 3.33 – Contraintes sur les coins non-e´tiquete´s des mobiles simplifie´s.
Comme illustre´ sur la figure 3.32, nous obtenons ainsi un mobile simplifie´, qui est un arbre
constitue´ de sommets e´tiquete´s, et de sommets non-e´tiquete´s, correspondant aux sommets blancs
du mobile eule´rien. Les contraintes (3.17) se traduisent dans les mobiles simplifie´s par celles
illustre´es sur la figure 3.33. Re´ciproquement, e´tant donne´ un mobile ve´rifiant ces contraintes,
nous pouvons reconstruire de manie`re unique un mobile eule´rien dont les sommets noirs ont
un mot de code de longueur 2, associe´ ainsi a` une carte eule´rienne dont toutes les faces noires
ont degre´ 2. On peut aise´ment caracte´riser la correspondance entre cartes arbitraires et mobiles
simplifie´s de manie`re directe, a` l’aide de re`gles de transformation locale :
– chaque areˆte de type n→ n+ 1 d’une carte arbitraire est transforme´e en une areˆte reliant
le sommet n+ 1 au sommet non-e´tiquete´ dans la face a` gauche,
– chaque areˆte de type n→ n d’une carte arbitraire est transforme´e en une areˆte portant un
drapeau n, reliant les sommets non-e´tiquete´s dans les deux faces incidentes.
Du point de vue des se´ries ge´ne´ratrices, il suffit de prendre v•k = δk,2, et vk ≡ v◦k est un
poids par face de degre´ k dans la carte arbitraire. En posant, pour tout n ≥ 0, Rn ≡ Vn+1 et
Sn ≡Wn|n, et en introduisant la matrice de transfert semi-infinie :
Tn,n′ ≡ δn+1,n′ + Sn′δn,n′ +Rn′δn−1,n′ (3.34)
130 CHAPITRE 3. CARTES PLANAIRES ET ARBRES E´TIQUETE´S


























. Dans la limite n→∞, Rn et
Sn ont respectivement pour limite R et S, quantite´s ve´rifiant les e´quations (1.42) et (2.7) des
chapitres 1 et 2, avec t = 1.
Toutes ces quantite´s s’interpre`tent en tant que se´ries ge´ne´ratrices des cartes planaires arbi-
traires avec un poids vk par face de degre´ k, de la manie`re suivante :
– Rn−1 est la se´rie ge´ne´ratrice des cartes planaires pointe´es, enracine´es sur une areˆte marque´e
de type m→ m+ 1 avec m ≤ n,
– Sn est la se´rie ge´ne´ratrice des cartes planaires pointe´es, enracine´es sur une areˆte marque´e
de type m→ m avec m ≤ n,
– 2(R− 1) + S2 est la se´rie ge´ne´ratrice des cartes planaires pointe´es et enracine´es,
– R0 − 1 + S20 est la se´rie ge´ne´ratrice des cartes planaires enracine´es.
Par ailleurs, R0 et S0 co¨ıncident avec les se´ries ge´ne´ratrices des arbres bourgeonnants bien charge´s
e´quilibre´s respectivement de charge 1 et 0, comme vu au chapitre 2.
Les constellations
Pour un entier p ≥ 2, une (p-)constellation [60] est une carte eule´rienne ve´rifiant les proprie´te´s
suivantes :
– chaque face noire a degre´ p,
– chaque face blanche a un degre´ multiple de p.
Pour une constellation pointe´e, dont les sommets sont e´tiquete´s, les contraintes ci-dessus
induisent la proprie´te´ suivante : la diffe´rence des e´tiquettes le long de chaque areˆte
oriente´e est congrue a` 1 modulo p. Ceci est une conse´quence facile du fait que tout chemin
oriente´ ferme´ sur une constellation a une longueur multiple de p, comme vu par un argument
de comptage. En particulier, les e´tiquettes lues dans le sens indirect autour des faces noires sont
ne´cessairement de la forme n→ n+1→ n+2→ · · · → n+p−1. Par les re`gles de transformation
locale, le mobile eule´rien associe´ ne compte que des sommets noirs de degre´ 1, avec une areˆte
incidente de type n + p − 1|n. Nous pouvons alors simplifier le mobile en supprimant tous les
sommets noirs et leurs areˆtes incidentes : nous obtenons un p-mobile, qui est un arbre constitue´
de sommets e´tiquete´s, et de sommets non-e´tiquete´s issus des sommets blancs du mobile eule´rien.
Les areˆtes sont non-e´tiquete´es, et nous voyons aise´ment que les coins non-e´tiquete´s sont de la
forme de la figure 3.34, ou` l’entier q correspond au nombre d’areˆtes n+ p− 1|n supprime´es.
Du point de vue des se´ries ge´ne´ratrices, nous attachons, pour tout k ≥ 1, un poids wk a`












ou` Tp est la matrice de transfert ayant, pour tous n, n
′ ≥ 0, les e´le´ments :
(Tp)n,n′ = Vnδn−1,n′ + δn+p−1,n′ . (3.37)





Fig. 3.34 – Contrainte sur les coins non-e´tiquete´s d’un p-mobile.
Vn− 1 correspond a` la se´rie ge´ne´ratrice des p-constellations pointe´es enracine´es sur une areˆte
de type m→ m+ 1, avec m < n. Dans la limite n→∞, Vn a une limite V ve´rifiant :





















et son inverse implicite ϕ−1(t) fixe´ par la condition ϕ−1(0) = 0 (qui assure l’existence d’un
de´veloppement en se´rie formelle en 0). Alors V = ϕ−1(1) peut eˆtre exprime´ par la formule de











ou` C0 est un contour positif autour de 0. Par un changement de variable t = ϕ(v) suivi d’une
inte´gration par partie, nous aboutissons a` :































Nous pouvons de´velopper l’inte´grande a` l’aide de la formule du multinoˆme : l’inte´grale de contour
impose que seuls les termes de degre´ total −1 en v contribuent. Nous obtenons ainsi :






















ou` la somme porte sur toutes les suites {nk}k≥1 d’entiers positifs non tous nuls. V −1 correspond
a` la se´rie ge´ne´ratrice des constellations pointe´es enracine´es sur une areˆte de type m→ m+1. Le
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terme ge´ne´ral correspond au nombre de telles constellations ayant, pour tout k ≥ 2, un nombre
nk de faces blanches de degre´ pk. Nous pouvons en de´duire une formule ferme´e pour le nombre
de constellations enracine´es, graˆce aux remarques suivantes :
– le nombre total d’areˆtes est
∑
k pknk, et le nombre d’areˆtes de type m → m + 1 est
(p− 1)∑k knk,
– le nombre de sommets est 2 +
∑
(pk − k − 1)nk,
– les constellations pointe´es enracine´es sur une areˆte quelconque sont en bijection avec les
constellations enracine´es avec un sommet marque´.



















Cette forme co¨ıncide avec celle obtenue via les arbres bourgeonnants [60], et est l’une des formules
ferme´es connues les plus ge´ne´rales en e´nume´ration de cartes.
Cartes biparties
Les cartes biparties forment « l’intersection » de la classe des cartes arbitraires et des constel-
lations : ce sont des cartes arbitraires n’ayant que des faces de degre´ pair, et sont en bijection
avec les 2-constellations. Les mobiles associe´s sont ainsi constitue´s de sommets e´tiquete´s et non-
e´tiquete´s, chaque areˆte reliant un sommet de chaque type. Les coins non-e´tiquete´s ve´rifient la
contrainte de la figure 3.34 avec p = 2 (revenant a` celles de la figure 3.33 en l’absence d’areˆtes
e´tiquete´es).
Il s’ensuit que leur e´nume´ration est simplifie´e, par rapport au cas des cartes arbitraires de
l’e´quation (3.35), par la relation Sn = 0. Rn − 1 est la se´rie ge´ne´ratrice des cartes planaires
biparties pointe´es enracine´es sur une areˆte m→ m+1, avec m ≤ n, et ve´rifie l’identite´ re´cursive :
Rn =
1
1− (∑∞k=0 v2kT 2k−1)n,n+1 (3.44)
avec la matrice de transfert Tn,n′ ≡ δn+1,n′ +Rn′δn−1,n′ .
Pour vk = tδk,2, nous retrouvons le cas des quadrangulations, c’est-a`-dire l’e´quation (3.11)
avec Mn ≡ Rn+1. Au niveau des mobiles, tous les sommets non-e´tiquete´s ont degre´ 2, et peuvent
eˆtre supprime´s pour retrouver les arbres bien e´tiquete´s.
Chapitre 4
Distance et inte´grabilite´
Ce chapitre est consacre´ a` l’application des bijections pre´sente´es dans les chapitres 2 et 3
pour l’e´tude de proprie´te´s statistiques des cartes planaires. Les re´sultats obtenus sont exacts, de
nature analytique, et refle`tent l’existence d’une surprenante relation avec la the´orie des syste`mes
inte´grables. Une telle connexion avait e´te´ observe´e dans les mode`les de matrices (voir la revue
[22]), mais est sans rapport connu avec ce qui est pre´sente´ ici.
Nous commenc¸ons par e´tudier la fonction a` deux points dans le contexte des cartes ale´atoires :
comme propose´ par Ambjørn et Watabiki [73], cette quantite´ est un indicateur physique pertinent
de la structure des the´ories de gravite´ quantique, et en particulier des proprie´te´s d’invariance
d’e´chelle. Ici, nous partons d’une formulation naturelle du proble`me dans le cadre discret des
cartes ale´atoires : nous montrons que la fonction a` deux points peut eˆtre calcule´e de manie`re
exacte. Nous conside´rons ensuite la limite continue, obtenue selon un proce´de´ analogue a` celui
e´voque´ au chapitre 1. Le cas des quadrangulations, plus simple techniquement, est traite´ en
premier lieu, avant une extension au cas des cartes biparties. Les re´sultats pre´sente´s sont en
majeure partie ceux de la publication V.
Notre approche technique peut ensuite eˆtre adapte´e pour le calcul d’autres proprie´te´s sta-
tistiques des cartes ale´atoires. Ces proprie´te´s sont ge´ne´ralement lie´es au « profil » des cartes
pointe´es, selon la terminologie de Chassaing et Schaeffer [69]. Nous e´tudions le rayon, qui est
la distance maximale d’un sommet a` l’origine : nous obtenons une parame´trisation des se´ries
ge´ne´ratrices des quadrangulations de rayon prescrit en terme de fonctions elliptiques, subsistant
dans la limite continue. Ces re´sultats sont repris de la publication VI. Enfin, suivant la publi-
cation VII, nous e´tudions la distribution du profil d’une quadrangulation ale´atoire, notamment
dans la limite des cartes de taille infinie, ou` nous observons le profil « local », c’est-a`-dire a` une
e´chelle finie.
4.1 La fonction a` deux points
4.1.1 Motivations physiques
Informellement, la fonction a` deux points de´signe en physique la valeur moyenne du pro-
duit de deux « observables » (variables ale´atoires) locales, c’est-a`-dire mesurant une proprie´te´
en deux points donne´s de l’espace-temps. Dans le langage de la the´orie des champs, on parle
aussi de propagateur (les observables sont alors des ope´rateurs). Pour une the´orie invariante par
translation et rotation, la fonction a` deux points ne de´pend que de la distance entre ceux-ci.
L’e´tude de cette de´pendance fournit une information non-triviale sur la physique du syste`me : a`
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grande distance, la fonction a` deux points de´croˆıt normalement de manie`re exponentielle, avec
une e´chelle caracte´ristique appele´e longueur de corre´lation (ou masse inverse). Cependant, a`
un point critique, la fonction a` deux points de´croˆıt plus lentement, comme une puissance de la
longueur ; la divergence de la longueur de corre´lation est interpre´te´e comme manifestation d’un
comportement invariant d’e´chelle.
Dans le contexte de la gravite´ quantique et des surfaces ale´atoires, une subtilite´ provient
du fait que la distance est e´galement une grandeur fluctuante. Une fac¸on naturelle de proce´der
consiste a` fixer la distance ge´ode´sique entre les deux points, c’est-a`-dire la longueur du plus court
chemin entre eux par rapport a` la me´trique ale´atoire. Selon les meˆmes notations informelles qu’au















|detG(x2)|dnx2 Φ1(x1)Φ2(x2) δ (rG(x1, x2)− r) (4.1)
ou` ZQG est la fonction de partition (1.58) et rG(x1, x2) est la distance ge´ode´sique entre x1 et
x2 :






la borne infe´rieure portant sur tous les arcs (diffe´rentiables) γ(t), t ∈ [0, 1] tels que γ(0) =
x1, γ(1) = x2. Il s’agit bien d’une quantite´ invariante par reparame´trisation de la varie´te´. En
particulier, contrairement au cas d’une me´trique fixe, une fonction a` deux points non-triviale est
obtenue lorsque Φ1 et Φ2 sont pris e´gaux a` l’ope´rateur identite´ I (c’est-a`-dire Φ1(x) = Φ2(x) = 1
quel que soit x), et nous de´finissons la fonction a` deux points G(r) de la gravite´ quantique comme :
G(r) ≡ GII(r). (4.3)
Cette quantite´ posse`de un sens meˆme pour une the´orie de gravite´ pure, et contient une informa-
tion ge´ome´trique non-triviale, comme discute´ par Ambjørn et Watabiki [73]. Nous en pre´sentons
ici les principales proprie´te´s, dans le cas de la dimension n = 2, pour des surfaces a` topologie
sphe´rique, avec une constante cosmologique λ (c’est-a`-dire que l’inte´gration sur les me´triques
comporte un poids de Boltzmann e−λA ou` A est l’aire) gouvernant l’approche au point critique
λ = 0.
– Par inte´gration sur r nous obtenons le second moment de l’aire :∫ ∞
0
G(r)dr = 〈A2〉 ∝ λ−γ (4.4)
ou` l’exposant critique γ (« de susceptibilite´ de corde ») vaut −1/2 dans le cas de la gravite´
pure, comme vu au chapitre 1.
– A` grande distance (r →∞) hors du point critique (λ > 0) la fonction a` deux points de´croˆıt
exponentiellement comme :
G(r) ∝ e−r/ξ(λ) (4.5)
ou` ξ(λ) est la longueur de corre´lation, divergeant au voisinage du point critique comme :
ξ(λ) ∝ λ−ν . (4.6)
Nous verrons plus loin que ν = 1/4 pour la gravite´ pure.
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– A` petite distance (r ¿ ξ(λ)), la fonction a` deux points se comporte comme :
G(r) ∝ r1−η (4.7)
η est appele´e dimension anormale de la fonction a` deux points car η vaudrait 0 en l’absence
d’inte´gration sur la me´trique a` l’e´quation (4.1). Cet exposant est relie´ aux pre´ce´dents par
la loi de Fisher :
γ = ν(2− η) (4.8)
Nous pourrons ainsi ve´rifier η = 4 pour la gravite´ pure.
Apre`s ces de´finitions, usuelles en the´orie des champs, voyons comment de´finir une notion de
fonction a` deux points dans la discre´tisation des mode`les de surfaces sphe´riques ale´atoires a`
l’aide des cartes planaires.
4.1.2 De´finition discre`te
Comme discute´ au chapitre 1, nous conside´rons un mode`le discret ou` la surface est une carte
planaire, la mesure sur les cartes e´tant de´finie en attachant un poids a` chaque face, de´pendant
e´ventuellement de caracte´ristiques de cette face comme son degre´ ou sa couleur (pour une carte
colorie´e). Un analogue discret de la fonction a` deux points (4.1) consiste en une somme sur toutes
les cartes avec deux « points » marque´s soumis une contrainte de distance.
Nous conside´rons ici le cas des cartes biparties avec un poids v2n par face de degre´ 2n : par
les re´sultats du chapitre 3, la se´rie ge´ne´ratrice des cartes planaires biparties pointe´es (i.e. avec
un sommet distingue´ appele´ origine) avec marquage d’une areˆte de type n—n + 1 (n et n + 1
de´signent les distances a` l’origine des sommets incidents) est :
Gn ≡ Rn −Rn−1 − δn,0 (4.9)
ou` Rn est de´termine´ par l’e´quation (3.44) qui se re´e´crit :









T est la matrice de transfert semi-infinie ayant pour coefficients :
Tn,n′ = δn+1,n′ +Rn′δn−1,n′ (4.11)
(pour n, n′ ≥ 0), et les premiers termes apparaissant dans le membre de droite de l’e´quation
(4.10) sont :



























L’e´quation (4.10) re´sulte de la bijection du chapitre 3 entre cartes planaires et mobiles (dans le
cadre simplifie´ des cartes biparties) ; Gn s’interpre`te alors comme une se´rie ge´ne´ratrice de mobiles
bien e´tiquete´s, enracine´s sur un sommet n+ 1. Notons qu’il est e´galement possible d’interpre´ter
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Gn dans le langage des arbres bourgeonnants, vus au chapitre 2 : il s’agit de la se´rie ge´ne´ratrice
des arbres bourgeonnants eule´riens bien charge´s, enracine´s sur une feuille a` profondeur n. Nous
ne discuterons pas ici de cette interpre´tation, qui est pre´sente´e en de´tail dans la publication V.
Gn constitue un candidat a` la de´finition d’une fonction a` deux points discre`te, ou` n est la
distance entre les points. Pour eˆtre pre´cis, les deux points ne jouent pas un roˆle syme´trique,
puisque nous avons d’une part marquage d’un point, d’autre part d’une areˆte (ce qui assure
l’absence de facteurs de syme´trie). Nous nous attendons cependant a` ce que cette distinction ne
joue aucun roˆle dans la limite continue, que nous discuterons plus loin. Remarquons les deux
faits suivants :
– pour n = 0, les points sont confondus, et G0 = R0 − 1 est la se´rie ge´ne´ratrice des cartes
enracine´es (i.e. avec un seul « point » marque´)
– par somme sur tous les n ≥ 0, R− 1 = ∑∞n=0Gn est la se´rie ge´ne´ratrice des cartes avec un
sommet et une areˆte marque´s (i.e. avec deux « points » marque´s sans contrainte).
Nous avons vu que R ve´rifie l’e´quation :









permettant d’obtenir une formule ferme´e pour le terme ge´ne´ral de R vu comme se´rie formelle.










Nous nous inte´ressons ici a` la de´termination d’une expression ge´ne´rale pourRn, que nous appelons
fonction a` deux points inte´gre´e (car elle correspond au marquage de deux points a` une distance
infe´rieure ou e´gale a` n). La fonction a` deux points Gn en re´sulte par l’e´quation (4.9). Nous
commenc¸ons par le cas plus simple des quadrangulations, correspondant a` v2k ≡ tδk,2 (t est un
poids par carre´, ou paire d’areˆtes).
4.1.3 Le cas des quadrangulations
La fonction a` deux points inte´gre´e pour les quadrangulations ve´rifie l’e´quation :
Rn = 1 + tRn(Rn+1 +Rn +Rn−1) (4.15)
(pour n ≥ 0 et R−1 = 0), que nous pouvons identifier a` l’e´quation (3.11), avec Mn ≡ Rn+1 (nous
conservons cette dernie`re notation pour cette section). Cette e´quation de´termine Rn comme se´rie
formelle en t, tendant vers une limite R quand n→∞.
Il s’ave`re que Rn peut eˆtre exprime´ par une formule ferme´e, que nous donnons imme´diatement
sous la forme suivante :
La fonction a` deux points inte´gre´e pour les quadrangulations est :
Rn = R
(1− xn+1)(1− xn+4)
(1− xn+2)(1− xn+3) (4.16)
















On ve´rifie aise´ment que l’e´quation (4.17) de´termine une unique solution x = t + O(t2) et,
par substitution, que Rn ve´rifie l’e´quation (4.15). De fac¸on plus constructive, nous expliquons ci-
dessous comment une telle formule peut eˆtre « devine´e ». Nous explorerons ensuite les proprie´te´s
analytiques et asymptotiques de cette fonction a` deux points.
Construction de la solution exacte
L’origine de cette formule peut eˆtre vue de la fac¸on suivante : nous cherchons a` de´terminer la
solution de la re´currence non-line´aire (4.15) ve´rifiant Rn → R, ou` R est la solution invariante par
translation de l’e´quation (donc n’a pas le bon comportement en n = −1). Une me´thode courante
en physique est de rechercher d’autres solutions par un « de´veloppement perturbatif ». Ici, nous
e´crivons :
Rn = R(1− ρn) (4.19)





α est le parame`tre du de´veloppement perturbatif, et nous de´terminons les ρ
(i)
n par re´currence en
imposant que l’e´quation (4.15) est satisfaite a` tout ordre du de´veloppement en α.
Au premier ordre, ρ
(1)








La solution ge´ne´rale de cette e´quation est a priori combinaison line´aire de xn et x−n, ou` x ve´rifie
l’e´quation (4.17), qui n’est autre que l’e´quation caracte´ristique de la re´currence ci-dessus. En
fait, nous devons prendre ρ
(1)
n ∝ xn pour avoir une se´rie formelle (i.e. ne comportant que des
































Cette e´quation est satisfaite lorsque la de´pendance en n est de la forme :
ρ(i)n = βix
ni (4.23)
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(avec β1 = 1). A priori, la forme (4.23) ne constitue qu’une solution particulie`re de l’e´quation
(4.22), cependant la solution ge´ne´rale est obtenue en ajoutant une solution de l’e´quation ho-
moge`ne ∝ ρ(1), qui peut eˆtre absorbe´e ordre par ordre par une rede´finition α → α + Cαi. En








qui peut eˆtre justifie´e par re´currence. Par sommation nous obtenons la solution ge´ne´rale de
l’e´quation (4.15) tendant vers R pour n→∞ :
Rn = R
(1− λxn+1)(1− λxn+4)
(1− λxn+2)(1− λxn+3) (4.26)
avec λ = α/(x(1−x)(1−x2)). La condition R−1 = 0 fixe λ = 1, d’ou` nous tirons enfin l’expression
(4.16).
A` titre d’illustration, nous pouvons retrouver pour n = 0 la se´rie ge´ne´ratrice des cartes
enracine´es G0 = R0 − 1 = R− tR3 − 1 (apre`s e´limination de x), et pour les petites valeurs de n,
nous pouvons calculer explicitement les premiers termes du de´veloppement en t :
G0 = 2t+ 9t
2 + 54t3 + 378t4 + 2916t5 + · · ·
G1 = t+ 8t
2 + 65t3 + 554t4 + 4922t5 + · · ·
G2 = t
2 + 15t3 + 179t4 + 1995t5 + · · ·
(4.27)
Les premiers nombres peuvent eˆtre ve´rifie´s par comptage « manuel ».
Notons enfin que nous pouvons retrouver l’inte´grale premie`re (3.14) a` partir de la forme
ge´ne´rale (4.26) : posant en effet λn ≡ λxn, nous pouvons en effet effectuer une e´limination
alge´brique de x et λn entre les expressions de Rn, Rn+1 et l’e´quation (4.17). En utilisant l’identite´
R = 1 + 3tR2, nous aboutissons a` l’e´quation :
ψ(Rn, Rn+1) = ψ(R,R) (4.28)
avec ψ(Rn, Rn+1) ≡ (1− tRn − tRn+1)(1 + tRnRn+1).
Proprie´te´s asymptotiques a` distance finie
Explorons a` pre´sent les proprie´te´s asymptotiques de la fonction a` deux points. Notons d’abord
que toutes les se´ries formelles conside´re´es (R, x, et par conse´quent Rn pour tout n) posse`dent un
rayon de convergence analytique t(c) ≡ 1/12. Ceci est relie´ au fait que le nombre de quadrangu-
lations a` k faces a une croissance exponentielle dominante en 12k, quels que soient les marquages
(qui induisent des facteurs en puissance de n, sous-dominants).
Nous pouvons donc conside´rer R, x et les Rn comme des fonctions analytiques sur le domaine
|t| < t(c). Ces fonctions posse`dent une valeur finie en t = t(c) :




Cependant, une singularite´ sous-dominante est pre´sente : en parame´trisant l’approche au point
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Nous retrouvons l’exposant critique γ = − 12 de la gravite´ pure, vu au chapitre 1 : la singularite´
principale est en ²−γ , comme il se doit pour une susceptibilite´ (le marquage de deux points
s’apparentant a` une de´rive´e seconde par rapport au parame`tre couple´ a` l’aire).
Il est bien connu en analyse que le de´veloppement d’une se´rie au voisinage du rayon de
convergence est lie´ au comportement asymptotique de son terme ge´ne´ral, en l’occurrence ceci
correspond a` l’e´nume´ration asymptotique des quadrangulations pour un nombre k de faces grand
mais fixe´. Conside´rons d’abord le cas de R, donnant le nombre [tk]R de quadrangulations a` k









C0 e´tant un contour positif autour de 0, inclus dans le domaine |t| < t(c). Nous effectuons le











Ce dernier e´quivalent est obtenu par la classique me´thode du col [74], applique´e au voisinage








Le cas de R0, donnant le nombre de quadrangulations enracine´es a` k areˆtes, est traite´ de
manie`re analogue :
[tk]R0 ∼ 12kk−5/22pi−1/2. (4.33)
Pour cet e´quivalent, nous pouvons proce´der de manie`re pe´destre par la me´thode du col (en
utilisant la relation R0 = R− tR3), ou bien nous rappeler la relation [tk]R0 = 2k+2 [tk]R.
Conside´rons a` pre´sent Rn, pour une valeur de n fixe´e (mais finie) : nous exprimons [t
k]Rn
comme une inte´grale de contour, en utilisant l’expression (4.16) et en effectuant le changement
de variable t→ v. Nous pouvons alors appliquer a` nouveau la me´thode du col2, ce qui donne le









(5n4 + 50n3 + 179n2 + 270n+ 140) (4.34)
Bn est proportionnel au nombre moyen d’areˆtes de type m—m + 1, avec m ≤ n, dans une
quadrangulation pointe´e de taille « infinie » (i.e. avec un nombre total k de faces grand) tire´e au
hasard de manie`re « uniforme ». Nous aboutissons au re´sultat suivant :
La valeur moyenne du nombre sn d’areˆtes de type (n − 1)—n dans une quadrangulation
pointe´e de k faces tend quand k →∞ vers :
〈sn〉 = 6
35
(n2 + 2n− 1)(5n4 + 20n3 + 27n2 + 14n+ 4)
n(n+ 1)(n+ 2)
. (4.35)
1On notera que le facteur (1− 6v) du nume´rateur s’annule au col, et est responsable du comportement sous-
dominant k−3/2 remplac¸ant le comportement « ge´ne´rique » k−1/2.
2Notons que x vu comme fonction de v n’est pas analytique au col v(c) = 1/6, mais la combinaison de l’e´quation
(4.16) l’est par la syme´trie x↔ 1/x.
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Cette quantite´ n’est autre que 4(Bn−1 −Bn−2), ou` le facteur 4 peut eˆtre obtenu simplement
par comparaison avec la valeur connue 〈s1〉 = 4. De manie`re similaire, le coefficient [tk] logRn
est proportionnel au nombre moyen de sommets a` distance ≤ n+ 1 de l’origine :
La valeur moyenne du nombre rn d’areˆtes de sommets a` distance n de l’origine dans une




(n+ 1)(5n2 + 10n+ 2) + δn,1
)
(4.36)
D’autres proprie´te´s statistiques des quadrangulations infinies seront discute´es a` la section 4.3.
Observons que tant 〈sn〉 que 〈rn〉 croissent asymptotiquement comme n3 : ces quantite´s me-
surent en un sens le volume moyen de la « coquille sphe´rique » centre´e en l’origine, de rayon
n et d’e´paisseur unite´. Par sommation sur n, nous obtenons le volume de la sphe`re de rayon n
centre´e en l’origine, qui croˆıt asymptotiquement comme n4 : a` grande e´chelle, une quadrangula-
tion « ressemble » a` un espace (me´trique) de dimension 4. Bien e´videmment, les limites n→∞
et k →∞ ne commutent pas, un comportement non-trivial e´tant obtenu dans le re´gime k ∝ n4,
que nous pre´sentons maintenant.
Proprie´te´s asymptotiques a` grande distance : limite continue
La discussion ci-dessus sugge`re qu’une limite continue non-triviale est obtenue lorsque nous
renormalisons l’unite´ d’e´chelle de distance par un facteur α, tout en renormalisant l’e´chelle de
taille par un facteur α4. Cet exposant 4 est la dimension fractale : celle-ci caracte´rise la relation
anormale entre les unite´s de longueur et d’aire dans une the´orie de gravite´ pure 3.
De manie`re plus pre´cise, nous voyons que [tk]Rn est a priori du meˆme ordre de grandeur
que [tk]R lorsque k → ∞ avec le rapport n/k1/4 fixe´ (en effet [tk]R ∝ k[tk]R0 tandis que









Φ est une fonction d’e´chelle, que nous pouvons interpre´ter comme la fonction de distribution de
la distance entre deux points dans une surface ale´atoire continue d’aire fixe´e. En effet, le rapport
[tk]Rn
[tk]R
correspond a` la probabilite´ qu’un sommet tire´ ale´atoirement dans une quadrangulation
enracine´e ale´atoire (tire´e uniforme´ment) soit a` une distance infe´rieure a` n de la racine. Nous
prenons la limite continue de cette quantite´ en introduisant la distance renormalise´e r et l’aire
renormalise´e A par :
r = n²1/4 A = k² (4.38)
puis en prenant la limite ² → 0 a` r et A finis. Nous avons ainsi [tk]Rn
[tk]R
→ Φ(r/A1/4). L’inva-
riance d’e´chelle est manifeste. Φ doit eˆtre une fonction croissante sur l’intervalle [0,+∞[, avec
les proprie´te´s suivantes :
Φ(u) ∼ 3
28
u4 pour u→ 0 Φ(u)→ 1 pour u→ +∞. (4.39)
3Un tel exposant peut eˆtre e´galement caracte´rise´ par les « corre´lateurs de boucles » calculables par mode`les
de matrice.
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Le premier e´quivalent provient de l’identification avec l’e´quivalent asymptotique de Bn dans
l’e´quation (4.34), correspondant au re´gime 1¿ n¿ k1/4.
Nous cherchons maintenant a` traduire l’hypothe`se d’e´chelle dans le langage des se´ries ge´ne´ra-
trices. Le comportement asymptotique de [tk]Rn traduit le comportement singulier de la fonction










(pour 1 ¿ n ∝ k1/4). Ceci se traduit par le comportement singulier principal pour t → t(c) et













Comme pour l’e´quation (1.67) du chapitre 1, nous pouvons remplacer la somme sur k par une











Une telle expression peut eˆtre compare´e a` celle obtenue a` l’aide de la forme exacte (4.16) : notant



































Cette dernie`re inte´grale est convergente a` condition que 1− Φ(u) tende assez vite vers 0 quand
u→∞.
L’e´quation (4.44) permet en principe d’exprimer Φ. Une telle relation suppose la validite´ de
l’hypothe`se d’e´chelle (4.37), voyons maintenant comment justifier celle-ci par un calcul direct.









Nous effectuons alors le changement de variable t → v = tR : le comportement asymptotique
de [tk]Rn est donne´ par le de´veloppement autour du col v
(c) = 1/6, dans lequel nous pouvons
substituer le de´veloppement (4.43) 4, pour retrouver la forme (4.40) (e´quivalant a` l’hypothe`se
4Celui-ci correspond au de´veloppement autour du col v/v(c) = 1 − ²1/2 + O(²), avec λ = 1, d = n²1/4. En
posant ²1/2 = −ik1/2α, l’inte´grale de contour sur v se comporte a` l’ordre dominant comme une inte´grale sur α
de −∞ a` +∞. On peut ve´rifier que le terme d’ordre 1 dans le de´veloppement (4.43) donne une contribution nulle
pour des raisons de parite´.


















Cette expression peut eˆtre vue comme inverse de la transforme´e de Laplace pre´sente dans
l’e´quation (4.44), dont nous pouvons justifier la convergence en ve´rifiant que pour u → ∞,
1− Φ(u) a une de´croissance exponentielle en e−Cu4/3 .
L’e´tude ci-dessus concerne la fonction a` deux points inte´gre´e Rn, mais le cas de la fonction a`
deux points Gn s’en de´duit aise´ment :
Dans la limite continue, de´finie par t = (1/12)e−λ², n = r²−1/4, ² → 0, la fonction a` deux












La forme (4.48) a e´te´ e´galement obtenue par Ambjørn et Watabiki [73] dans un mode`le de
triangulations, via une approche diffe´rente reposant sur un formalisme de matrice de transfert
[75]. λ est la constante cosmologique renormalise´e gouvernant l’approche au point critique λ = 0,
et nous voyons que la longueur de corre´lation de´finie par l’e´quation (4.5) est ξ(λ) ≡ 6−1/2λ−1/4.
Nous identifions l’exposant critique ν ≡ 1/4, inverse de la dimension fractale, ainsi que l’exposant
η = 4 en accord avec la loi de Fisher.
Pour une aire renormalise´e A = k² fixe´e, les re´sultats sont alors :









ou` ρ s’interpre`te comme densite´ de la loi de la distance entre deux points ale´atoires d’une
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L’e´quation (4.50) et les moments (4.51) co¨ıncident avec les expressions obtenues pour la loi du
minimum du support de l’excursion superbrownienne inte´gre´e unidimensionnelle (ISE), calcule´e
par Delmas [76]. Cette relation n’est pas surprenante, e´tant donne´ que Gn/R s’interpre`te comme
la loi du minimum pour un mode`le discret d’arbre plonge´, dont la limite continue est de´crite
par l’ISE (via le « serpent brownien » [69]). Mentionnons e´galement les re´sultats re´cents lie´s de
Bousquet-Me´lou [77].













Φ(  )u ρ(  )u
u u
Fig. 4.1 – La fonction de distribution cumule´e Φ et la densite´ ρ pour la distance entre deux
points ale´atoires d’une surface continue d’aire fixe´e, dans une the´orie de gravite´ pure.


















3t)− cos(u√3t))2 dt. (4.52)
Cette inte´grale peut eˆtre e´value´e nume´riquement pour une valeur donne´e de u. La figure 4.1
donne une repre´sentation graphique de Φ et ρ.
Nous terminons cette section en remarquant que le de´veloppement (4.43) peut eˆtre obtenu
directement en prenant la limite continue de l’e´quation (4.15), sans connaissance de la solution
exacte discre`te. Plus pre´cise´ment, un comportement non-trivial est obtenu avec l’ansatz :
Rn = 2
(
1− F (n²1/4)²1/2 +O(²)
)
(4.53)
ou` F (u) est une fonction d’e´chelle. L’e´quation (4.15) est satisfaite a` l’ordre ²1/2 si :
F ′′(u)
3
− F (u)2 = λ. (4.54)
Nous ve´rifions que la fonction d’e´chelle du de´veloppement (4.43) satisfait cette relation, avec les
conditions aux limites F (u) → 1 pour u → ∞ (afin de retrouver le de´veloppement de R) et
F (u) ∝ u−2 pour u→ 0 (pour obtenir le bon comportement dans le re´gime n¿ ²1/4).
4.1.4 Ge´ne´ralisation au cas des degre´s borne´s
Revenons a` l’e´quation ge´ne´rale (4.10) pour les cartes planaires biparties. Lorsque les degre´s
sont borne´s, c’est-a`-dire qu’il existe m ≥ 1 tel que v2k est nul pour k > m (et v2m 6= 0), cette
e´quation ne fait intervenir que les Ri tels que |i− n| < m.
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Le cas m = 1 est trivial (Rn =
1
1−v2
, ce qui correspond aux cartes duales aux cycles). Le cas
m = 2 est celui des quadrangulations, quitte a` rede´finir les poids pour e´liminer v2 (ce qui revient
a` « absorber » les faces de degre´ 2). Nous nous inte´ressons donc surtout au cas m ≥ 3, et nous
discuterons plus particulie`rement le cas m = 3 e´quivalant au mode`le des dime`res durs sur cartes
te´travalentes.
Solution exacte ge´ne´rale
L’e´quation (4.10) est valable pour n ≥ 0, avec la convention Rn = 0 pour n < 0. Elle
de´termine les Rn comme se´ries formelles en les v2k, et pour n → ∞ Rn tend vers R qui est
solution de l’e´quation (4.13), a` pre´sent alge´brique de degre´ m. La convergence peut eˆtre justifie´e
en notant par exemple que, dans R − Rn, le coefficient de tout monoˆme v` ≡ v`12 v`24 · · · v`m2m est
nul de`s que n >
∑m
k=1(k − 1)`k.
Il est naturel de chercher a` ge´ne´raliser l’approche pre´ce´dente par de´veloppement perturbatif.
Nous e´crivons a` nouveau :
Rn = R(1− ρn) (4.55)





en imposant que l’e´quation (4.10) est satisfaite a` tout ordre en α.
Le premier ordre ρ
(1)















La solution ge´ne´rale de cette re´currence line´aire est combinaison line´aire des solutions exponen-















qui se re´e´crit :


















ou` Ui est le polynoˆme de Chebychev de seconde espe`ce d’ordre i (ve´rifiant Ui(2 cosh θ) = sinh(i+
1)θ/ sinh θ). χm(x) est un polynoˆme de degre´ m − 1 en x + x−1, et l’e´quation (4.59) de´termine
m − 1 solutions x(m)1 , . . . , x(m)m−1 qui sont des se´ries formelles en les v2k (pour 1 ≤ k ≤ m). Ce
fait peut eˆtre justifie´ par une re´currence sur m : le cas m = 2 correspond aux quadrangulations
discute´es pre´ce´demment, et nous ve´rifions l’hypothe`se d’induction en e´tudiant la de´pendance
en v2m : l’e´quation (4.59) de´finit de manie`re unique m − 1 se´ries formelles en v2m a` partir des
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ou` les αp sont des constantes inde´termine´es a priori, redondantes avec le parame`tre de de´velop-
pement α. La suite du de´veloppement peut eˆtre calcule´e ordre par ordre. Nous observons que les
































Cette formule, conjecturale, peut eˆtre ve´rifie´e pour les petites valeurs de m et les premiers ordres
du de´veloppement. Les constantes λp sont relie´es aux coefficients αp de l’ordre line´aire (4.61) par
αp = xp(1 − xp)(1 − x2p)λp. Lorsque tous les λp sont nuls sauf un, nous retrouvons l’expression
(4.26) pour Rn.
L’expression (4.63) est inspire´e de la the´orie des syste`mes inte´grables : elle apparaˆıt comme cas
particulier de la « fonction tau a` N solitons de la hie´rarchie KP » [78]. Plus pre´cise´ment, la forme
(4.26) correspond a` un « soliton » : pour x solution de l’e´quation χm(x) = 0, il s’agit d’une
solution particulie`re de l’e´quation non-line´aire (4.10), ou` la de´pendance en n est entie`rement
contenue dans le parame`tre xn (x joue le roˆle d’une « rapidite´ »). Pour m ≥ 2, ceci conduit a`
m−1 solutions distinctes, et la solution ge´ne´rale est combinaison de celles-ci. Par non-line´arite´, il
ne peut s’agir d’une combinaison line´aire, mais l’expression (4.63) montre que l’interaction entre
solitons s’exprime comme combinaison des interactions a` deux solitons. Cette proprie´te´ est une
caracte´ristique des syste`mes inte´grables. Cette relation reste ne´anmoins myste´rieuse, et il serait
inte´ressant d’en obtenir une meilleure compre´hension. En particulier, le passage d’un nombre
infini de « temps » continus dans la hie´rarchie KP a` une simple variable discre`te n n’est pas
e´lucide´.















xp − xp′ (4.66)
pour p = 1, ...,m− 1. Par une dernie`re re´e´criture, nous aboutissons au re´sultat suivant.
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La fonction a` deux points inte´gre´e pour les cartes biparties dont les faces ont degre´ maximal

















ou` Ui est le polynoˆme de Chebychev de seconde espe`ce d’ordre i, et les wp sont les m − 1













et R est la se´rie formelle solution de :











n diffe`re de u
(m)





Inte´ressons nous enfin a` l’existence d’inte´grales premie`res ge´ne´ralisant l’expression (4.28) pour
les quadrangulations. Re´e´crivons l’e´quation (4.10) sous la forme :













est un polynoˆme homoge`ne de degre´ k en les Rp tels que |p − k| < n.
Nous avons φ
(1)
n = Rn et nous posons par convention φ
(0)
n = 1. Alors nous conjecturons que pour
tous i, j ≥ 0, la quantite´ (φ(i)n+1 − φ(i)n−1)φ(j)n est une de´rive´e discre`te, c’est-a`-dire qu’il existe une
fonction ψ
(i,j)
n des Rp telle que :
(φ
(i)
n+1 − φ(i)n−1)φ(j)n = ψ(i,j)n − ψ(i,j)n−1 . (4.72)
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tandis que les premiers cas non triviaux sont :
ψ(1,2)n = RnRn+1 (Rn +Rn+1)
ψ(2,1)n = RnRn+1 (Rn−1 +Rn +Rn+1 +Rn+2)
ψ(1,3)n = RnRn+1
(
Rn−1Rn +Rn+1Rn+2 −Rn−1Rn+2 + (Rn +Rn+1)2
)
ψ(2,3)n = RnRn+1 (Rn−1 +Rn +Rn+1 +Rn+2)×(





Pour une valeur de i et j donne´e, ψ
(i,j)
n peut eˆtre calcule´ par un algorithme simple, aboutissant
a` un polynoˆme homoge`ne de degre´ i + j (i 6= 0) en les Rp tels que n − max(i, j − 1) < p ≤
n+ max(i, j − 1).
Les ψ(i,j) permettent de de´finir une hie´rarchie d’inte´grales premie`res associe´es a` l’e´quation
(4.71) : pour tout i ≥ 1, nous voyons que la quantite´ :






est identique aux rangs n− 1 et n si l’e´quation (4.71) est satisfaite. Pour une valeur de m fixe´e,
seules les inte´grales premie`res obtenues pour i = 1, . . . ,m− 1 sont a priori inde´pendantes (nous
voyons aise´ment que l’inte´grale premie`re pour i = m est combinaison line´aire des pre´ce´dentes
modulo l’e´quation (4.71)). L’existence de m− 1 inte´grales premie`res inde´pendantes est cohe´rent
avec la solution ge´ne´rale convergente donne´e par les e´quations (4.62) et (4.63) : par e´limination
alge´brique des 2(m−1) quantite´s xp et λpxnp (p = 1, . . . ,m−1) entre les 3(m−1) e´quations cor-
respondant aux expressions de Rn−m+2, . . . , Rn, Rn+m−1 (soit 2(m− 1) e´quations) et l’e´quation
caracte´ristique exprime´e pour chaque xp (soit m−1 e´quations), nous obtenons m−1 contraintes
liant les Ri (n−m+ 1 < i ≤ n+m− 1) a` R. Dans l’espace des solutions de la re´currence (4.71),
de dimension 2(m − 1), ces contraintes de´terminent une varie´te´ de dimension et codimension
m− 1.
Le cas des cartes a` faces de degre´ 4 ou 6
Comme illustration des re´sultats ci-dessus, conside´rons le cas m = 3, correspondant aux
cartes dont les faces ont degre´ 2, 4, 6. Ce mode`le est e´quivalent au mode`le des dime`res durs sur
cartes te´travalentes, e´voque´ au chapitre 1 : comme illustre´ sur la figure 1.6, le mode`le e´quivaut
a` un proble`me d’e´nume´ration de cartes « te´trahexavalentes », duales aux cartes ici conside´re´es
(les faces de degre´ 2 e´tant aise´ment « absorbe´es » par une rede´finition des poids).
La fonction a` deux points Rn ve´rifie pour tout n ≥ 0 :
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ou` R correspond a` la limite quand n→∞, ve´rifiant :
R = 1 + v2R+ 3v4R
2 + 10v6R
3 (4.78)
tandis que la correction prend la forme :
u˜(3)n = Un(w1)Un+2(w2)− Un+2(w1)Un(w2) (4.79)
et wi ≡ √xi + 1/√xi (i = 1, 2) correspondent aux solutions inde´pendantes de :

















L’e´quation (4.76) implique que les quantite´s :
ψ(1,0)n + (v2 − 1)ψ(1,1)n + v4ψ(1,2)n + v6ψ(1,3)n
ψ(2,0)n + (v2 − 1)ψ(2,1)n + v4ψ(2,2)n + v6ψ(2,3)n
(4.81)
sont constantes sur n = −1, 0, . . . (l’expression des ψ(i,j)n e´tant donne´e plus haut). La premie`re
quantite´ suffit a` exprimer R0, en e´crivant l’e´galite´ des quantite´s pour n = −1 et n → ∞, et se
rame`ne a` l’inte´grale premie`re pour les quadrangulations pour v2 = v6 = 0.
Comme explique´ au chapitre 1, l’identification avec le mode`les des dime`res durs revient a`
prendre :
v2 = 0 v4 = y v6 = 3zy
2 (4.82)
ou` y est l’activite´ par site (te´travalent) et z est l’activite´ par dime`re. Notre solution exacte peut
eˆtre ve´rifie´e pour les premiers ordres du de´veloppement en y et les premie`res valeurs de n :
G0 = 2y + 3(3 + 5z)y
2 + 18(3 + 10z)y3 + 18(21 + 105z + 50z2)y4 + · · ·
G1 = y + 4(2 + 3z)y
2 + (65 + 201z)y3 + 2(277 + 1305z + 585z2)y4 + · · ·
G2 = (1 + 3z)y
2 + 3(5 + 21z)y3 + (179 + 1005z + 531z2)y4 + · · ·
(4.83)
(avec Gn = Rn−Rn−1−δn,0). L’ordre y2 est en accord avec un comptage exhaustif (cf les figures
4 et 7 de l’article V5).
Voyons maintenant les proprie´te´s asymptotiques de la fonction a` deux points : la discussion
pre´sente du cas m = 3 sera e´tendue dans la section suivante. Nous utilisons la parame´trisation
(4.82) : dans toutes les se´ries conside´re´es (R,Rn, x1, x2), la variable formelle z peut eˆtre remplace´e
par un nombre fixe´, donnant une se´rie en une variable y dont chaque terme est bien fini. Posant
v ≡ yR, l’e´quation (4.78) se re´e´crit :
y = v − 3v2 − 30zv3 (4.84)
de´terminant la se´rie v = O(y). Celle-ci posse`de un rayon de convergence analytique fini |y0| fixe´







= 1− 6v0 − 90zv20 (4.85)
correspondant a` la singularite´ y0 de la fonction analytique implicite v(y) sur la branche telle que








5Nous y employons une de´finition e´quivalente de la fonction a` deux points via les cartes a` deux pattes.
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Pour z re´el supe´rieur a` zc ≡ − 110 , v0 est un re´el tel que 0 < v0 < 13 6, tandis que pour z < zc,
v0 (donc y0) a deux de´terminations complexes conjugue´es. On peut ve´rifier alors que toutes les
se´ries conside´re´es posse`dent le meˆme rayon de convergence.
Pour une valeur de z donne´e, ge´ne´rique (distincte de zc), nous retrouvons un comportement
asymptotique analogue a` celui des quadrangulations : pour y = y0e







d’ou` un exposant γ = − 12 . Le terme ge´ne´ral de la se´rie en y (correspondant dans l’interpre´tation
des dime`res durs a` la fonction de partition pour un nombre fixe´ de sommets) posse`de ainsi
l’e´quivalent :
[yk]R ∝ (y0)−kk−3/2. (4.88)
Comme pour le cas des quadrangulations, nous pouvons ensuite e´tudier le comportement singulier
de Rn (ou de fac¸on e´quivalente le comportement asymptotique de [t
k]Rn) : nous mettons en
e´vidence la meˆme dimension fractale 4, ainsi que la meˆme limite d’e´chelle (aux facteurs pre`s). Ceci
re´sulte du fait que, dans notre solution exacte, l’une des solutions x de l’e´quation caracte´ristique
pre´sente un comportement singulier de la forme :
x = 1− C²1/4 +O(²1/2) (4.89)
ce qui redonne le comportement d’e´chelle n ∝ ²−1/4 pour avoir Un(w) ∝ 1 − xn d’ordre 1. Ces
multiples observations corroborent le fait qu’a` z 6= zc, le point critique atteint pour y = y0(z)
est dans la classe d’universalite´ de la gravite´ pure.
Conside´rons a` pre´sent le cas (plus inte´ressant) z = zc, correspondant a` la classe d’universalite´
de la gravite´ quantique couple´e a` la the´orie conforme de´crivant la singularite´ de Lee-Yang [50].
Nous avons de´ja` rencontre´ cette classe d’universalite´ dans les mode`les de particules dures au
chapitre 1. Ici, les valeurs critiques sont :





Rc = 3 (4.90)







Ceci re´sulte de la de´termination implicite (4.84) pour R, ou` nous avons l’annulation supple´men-
taire de la de´rive´e seconde d
2y
dv2 pour y = yc. L’exposant critique γ vaut ici −1/3, et nous avons :
[yk]R ∝ 9kk−4/3 (4.92)








n ∝ n6 pour n→∞.
(4.93)
Par un raisonnement analogue a` celui pour les quadrangulations, nous obtenons une limite













correspond a` la singularite´ de v(y) sur une branche ne ve´rifiant par v(0) = 0.
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par les identite´s :





























F3 peut eˆtre e´value´ a` partir de la solution exacte : les deux solutions inde´pendantes de l’e´quation
caracte´ristique tendent simultane´ment vers 1 avec le comportement singulier :






d’ou` nous tirons pour u = n²1/6 :












a+ cosh(a+u) sinh(a−u)− a+ cosh(a+u) sinh(a−u)
)2
(4.98)
ou`W(f1, f2) de´signe le Wronskien f1f ′2−f ′1f2. En prenant la limite continue de l’e´quation (4.76),
nous observons que F3 est la solution de l’e´quation diffe´rentielle :
F ′′′′3
10





3 = 1 (4.99)
ve´rifiant F3(u) ∝ u−2 pour u → 0 et F3(u) → 1 pour u → ∞. Jusque ici, l’approche au point
critique a e´te´ effectue´e a` z = zc fixe´ : nous pouvons montrer, comme explique´ dans la publication
V que, dans l’espace des parame`tres (y, z) du mode`le, toute approche ge´ne´rique au point critique
(yc, zc) donne la meˆme limite continue (le cas non-ge´ne´rique concerne l’approche le long de la
ligne y = y0(z)). F3 est un candidat pour la fonction a` deux points de la gravite´ quantique
couple´e a` la the´orie conforme de´crivant la singularite´ de Lee-Yang, et Φ3 la grandeur associe´e
pour une aire fixe´e. Cependant, cette identification est rendue de´licate par les faits suivants :
– le point critique est dans une re´gion non-physique de l’espace des parame`tres, car l’activite´
par dime`re (ou le poids par face de degre´ 6) est ne´gative,
– dans l’interpre´tation des dime`res durs sur cartes te´travalentes, la distance correspond a` la
longueur du plus court chemin sur la carte duale ne coupant aucun dime`re (la « matie`re »),
il ne s’agit donc pas d’une notion intrinse`que a` « l’espace-temps ».
Une conse´quence du premier point est que, contrairement au cas des quadrangulations, Φ3
n’est pas une fonction croissante sur [0,+∞[ (cf figure 4.2), et ne peut donc eˆtre interpre´te´e
comme distribution d’une variable ale´atoire. Le second point pose la question de l’universalite´
de la fonction a` deux points, ce qui rejoint le proble`me de l’ambigu¨ıte´ de la notion de dimen-
sion fractale dans la gravite´ quantique couple´e a` une the´orie conforme non-triviale (voir [79] et
re´fe´rences incluses).
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Fig. 4.2 – La fonction a` deux points Φ3 a` aire fixe´e de la gravite´ quantique couple´e a` la the´orie
conforme de´crivant la singularite´ de Lee-Yang. Il apparaˆıt que Φ3 n’est pas une fonction crois-
sante, et ne peut eˆtre interpre´te´e comme fonction de distribution cumule´e d’une variable ale´atoire.
Points multicritiques ge´ne´raux
Pour une valeur de m ≥ 3 donne´e, il est possible d’atteindre un point multicritique d’ordre
m, de´fini comme suit. Il est commode de prendre les poids par faces sous la forme suivante :
v2 = 0 v4 = y v2k = y
k−1zk pour 3 ≤ k ≤ m (4.100)
que nous pouvons interpre´ter, par une construction analogue a` celle de la figure 1.6, comme un
mode`le de « multime`res » sur cartes te´travalentes, avec un poids zk/k par multime`re de longueur
k− 1, et y par sommet. A` nouveau, chaque ordre en y est un polynoˆme en les zk, ce qui permet
de substituer a` ceux-ci n’importe quel nombre. Posant v ≡ yR, l’e´quation (4.13) donne :









ce qui de´termine la se´rie v = O(y). Celle-ci posse`de un rayon de convergence analytique fini |y0|,
correspondant a` la singularite´ y0 de la fonction analytique implicite v(y) ve´rifiant v(0) = 0. y0






Pour des zk ge´ne´riques, la de´rive´e seconde
d2y
dv2 est non nulle et nous retrouvons le comportement
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pour y = y0e
−², l’exposant critique e´tant γ = −1/2. On ve´rifie alors que la fonction a` deux
points Rn posse`de, aux facteurs pre`s, la meˆme limite d’e´chelle que pour les quadrangulations,
obtenue pour n ∝ ²−1/4.
Cependant, pour certaines valeurs particulie`res des zk, certaines de´rive´es successives de y(v)



















Le cas ge´ne´rique p = 2 correspond a` la gravite´ pure comme ci-dessus. Pour p ≥ 3, nous avons
un point multicritique d’ordre p, caracte´rise´ par un exposant critique γ = −1/p. Dans l’espace
des parame`tres zk, 3 ≤ k ≤ m, les points critiques d’ordre p forment une varie´te´ alge´brique de















































Le cas m = 3 correspond au point critique des dime`res durs sur cartes te´travalentes, discute´
ci-dessus.






















et nous observons que pour v → v(m)0 , l’ensemble des m−1 solutions inde´pendantes de l’e´quation
caracte´ristique tend vers 1 avec :
xi = 1− 2ai²1/2m +O(²1/m) Pm(2a2i ) = 0. (4.110)
Ceci permet d’identifier la dimension fractale 2m, et nous avons alors dans la limite continue


















Fm apparaˆıt comme fonction a` deux points inte´gre´e continue, et est relie´e aux proprie´te´s asymp-
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ou` la fonction a` deux points Φm a` aire fixe´e est relie´e a` Fm par les lois de transformation :





























En substituant l’expression (4.111) dans l’e´quation (4.10), nous obtenons que Fm ve´rifie l’e´qua-
tion diffe´rentielle :
Rm[Fm] = Rm[1] (4.115)
ou` Rm de´signe le re´sidu d’ordre m de la hie´rarchie KdV [80], donne´ par la re´currence :
R′m+1[F ] = R′′′m[F ]− FR′m[F ]−
F ′Rm[F ]
2
R0[F ] = 1
2
. (4.116)
Ceci peut eˆtre vu par une analogie avec les mode`les de matrices, comme explique´ dans la publi-
cation V. Fm ve´rifie de plus les conditions aux limites Fm(u) ∝ u−2 pour u → 0 et Fm(u) → 1
pour u→∞. Fm est un candidat pour la fonction a` deux points inte´gre´e de la gravite´ quantique
couple´e a` la the´orie conforme minimale (2, 2m+1) [22, 81]. Il s’agit bien d’une limite universelle,
en ce sens qu’une approche ge´ne´rique a` tout point multicritique d’ordre m donne la meˆme limite
continue. Par de´rivation, nous obtenons la fonction a` deux points non-inte´gre´e F ′m, et nous avons
les exposants critiques :
γ = −1/m ν = 1/2m η = 4. (4.117)
Cependant, les proble`mes souleve´s dans le cadre du mode`le des dime`res durs ci-dessus se
posent a` nouveau : les points multicritiques sont non-physiques car certains poids sont ne´gatifs,
et la notion de distance est de´pendante de la position des multime`res dans cette interpre´tation.
Le caracte`re non-physique des points multicritiques induit e´galement la modification suivante :
F ′m correspond a` la fonction de corre´lation GΦ0Φ0 , ou` Φ0 est l’ope´rateur de dimension minimale
de la the´orie conforme minimale (2, 2m + 1) (couple´e a` la gravite´ quantique), qui posse`de une
dimension strictement ne´gative de`s que m > 2. En particulier, Φ0 diffe`re alors de l’ope´rateur
identite´ I. Une telle identification semble confirme´e par une comparaison avec les approches
continues [24, 25, 26], permettant de pre´dire la valeur de γ, voir la discussion en appendice A de
I. La dimension fractale 2m obtenue ici semble cependant en de´saccord avec la pre´diction continue
favorise´e par les simulations nume´riques [79]. Une telle situation a e´te´ e´galement obtenue dans le
cas du couplage de la gravite´ quantique a` une the´orie conforme de charge centrale c = −2 [82], a`
laquelle il a e´te´ propose´ de reme´dier en introduisant une notion de « temps propre » distincte de
celle de distance ge´ode´sique. Alternativement, nous pouvons sugge´rer que la limite continue du
mode`le discret est de´crite par une the´orie continue dont l’action comprend un terme de gravite´
pure distinct de l’action de Riemann-Hilbert usuelle, comprenant des de´pendances d’ordre plus
e´leve´ en la me´trique ou la courbure.
Au-dela` de ces remarques conjecturales, mentionnons que la bijection ge´ne´rale entre cartes
eule´riennes et mobiles, pre´sente´e au chapitre 3 et introduite dans la publication VIII (poste´rieure
a` la publication V) semble permettre d’e´tendre notre approche discre`te. Cependant, l’e´tiquetage
des sommets se fait par une distance de´pendant d’une orientation des areˆtes, dont le roˆle dans
la limite continue ne´cessite d’eˆtre e´lucide´.
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4.2 Autour du rayon des quadrangulations
Conside´rons a` nouveau l’e´quation (3.3) utilise´e pour le calcul de la fonction a` deux points des
quadrangulations (avec l’identification Rn ≡Mn−1) :
Mn = 1 + tMn(Mn+1 +Mn +Mn−1) (4.118)
Nous avons vu a` la section 4.1.3 que la forme de la solution convergeant pour n→∞ est donne´e
par l’e´quation (4.26), avec un parame`tre arbitraire λ. Il ne s’agit pas de la solution ge´ne´rale de
cette re´currence d’ordre 2, car pour deux valeurs initiales M1 et M2, une condition ne´cessaire
pour la convergence est que :
ψ(M1,M2) = ψ(M,M) (4.119)
comme a` l’e´quation (4.28). Une question mathe´matiquement naturelle consiste a` chercher la
solution ge´ne´rale de la re´currence (4.118). D’un point de vue plus physique (ou combinatoire), il
est inte´ressant de conside´rer la solution M
(m)






– pour 0 < n < m, M
(m)
n est une se´rie formelle en t non nulle a` coefficients positifs
M
(m)
n peut eˆtre interpre´te´ comme la se´rie ge´ne´ratrice des arbres appartenant a` Mn (ensemble
de´fini au chapitre 3) dont toutes les e´tiquettes sont strictement infe´rieures a` m. Dans le langage
des cartes, M
(m)
n − 1 correspond a` la se´rie ge´ne´ratrices des quadrangulations planaires pointe´es
enracine´es telles que :
– l’areˆte marque´e est de type i—i+ 1 avec i < n,
– tous les sommets sont a` une distance strictement infe´rieure a` m de l’origine.
Si nous de´finissons le rayon d’une quadrangulation pointe´e comme la distance maximale d’un
sommet a` l’origine, la seconde proprie´te´ ci-dessus revient a` dire que le rayon est strictement
infe´rieur a` m.
Dans cette section, nous proposons une expression exacte pour M
(m)
n , avant d’en discuter
la limite continue. Les re´sultats sont repris de la publication VI, ou` la discussion est faite dans
le langage des arbres, et une interpre´tation probabiliste comme e´volution d’une population est
propose´e.
4.2.1 Solution exacte discre`te
Pour des raisons de simplicite´ technique, il s’ave`re commode de commencer par conside´rer le
cas des triangulations eule´riennes, gouverne´ par l’e´quation :
Ln = 1 + tLn(Ln+1 + Ln−1) (4.120)
qui, dans l’e´quation (3.3), est valable pour n > 0 avec la condition L0 = 0. Par un raisonnement












− 2 L = 1 + 2tL2. (4.122)
Nous commenc¸ons par pre´senter la solution ge´ne´rale de l’e´quation (4.120), le´ge`rement plus simple,
la me´thode s’e´tendant ensuite aise´ment au cas (4.118).
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un = sinh(an+ b) L˜ = L (4.123)
avec a ≡ 12 log x, b ≡ 12 log λ. Il est alors naturel de chercher une de´formation de un sous forme
d’une fonction elliptique (et e´ventuellement une de´formation de L˜, a, b). Plus pre´cise´ment, nous
conside´rons le « q-analogue » :






ou` a ≡ ipiα, b ≡ ipiβ, et θ est la fonction theta de Jacobi de´finie par [83] :
θ(z|τ) ≡ 2i sin(piz)
∞∏
j=1
(1− 2qj cos(2piz) + q2j). (4.125)
ou` le noˆme q est lie´ au parame`tre modulaire τ par q ≡ exp(2ipiτ). La fonction θ est une fonction
entie`re de z, et jouit des proprie´te´s de quasi-pe´riodicite´ :
θ(z + 1) = −θ(z) θ(z + τ) = −q1/2e−2ipizθ(z) (4.126)
(nous omettons la de´pendance en τ pour alle´ger les notations). De plus, θ(z) posse`de un ze´ro
simple en tout point du re´seau Z+τZ (et seulement ceux-ci). Ces proprie´te´s classiques permettent
d’aboutir a` la solution ge´ne´rale de l’e´quation (4.120) : en y substituant notre ansatz et posant
z ≡ α(n+ 3) + β, nous obtenons :
θ(z − 2α)θ(z)θ(z + 2α) = 1
L˜
θ(z − α)θ(z)θ(z + α)+
tL˜ (θ(z − 3α)θ(z + α)θ(z + 2α) + θ(z − 2α)θ(z − α)θ(z + 3α)) (4.127)
qui est une identite´ elliptique triline´aire. La me´thode pour prouver une telle formule est classique :
on ve´rifie tout d’abord que les deux membres de l’e´quation ve´rifient les meˆmes proprie´te´s de quasi-
pe´riodicite´ en z, ce qui impose que leur rapport, qui est une fonction me´romorphe, est doublement
pe´riodique de pe´riodes 1 et τ . On montre ensuite que ce rapport ne posse`de pas de poˆle : il en
re´sulte qu’il est constant par le the´ore`me de Liouville applique´ aux fonctions elliptiques. Ici, il
suffit de ve´rifier que le membre de droite de (4.127) s’annule pour tous les ze´ros (connus) du
membre gauche, c’est-a`-dire pour z = −2α, 0, 2α modulo Z + τZ. Le cas z = 0 est imme´diat par













Nous aboutissons ainsi au re´sultat suivant :
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θ((n+ 1)α+ β)θ((n+ 5)α+ β)
θ((n+ 2)α+ β)θ((n+ 4)α+ β)
(4.130)












m = 0, et posse´dant un de´veloppement en se´rie en t = 0 pour tout n tel que 0 < n < m :




β = −α (4.132)
L’e´quation (4.131) de´termine implicitement le noˆme q. Comme explique´ dans la publication
VI, L
(m)
n posse`de un rayon de convergence t0(m) strictement plus grand que 1/8 : ainsi, le
nombre d’arbres tre`s bien e´tiquete´s a` k areˆtes dont toutes les e´tiquettes sont < m croˆıt comme
t0(m)














pour laquelle q = 0 et L
(m)
n posse`de une expression en termes de fonctions trigonome´triques,
pendant du cas hyperbolique de l’e´quation (4.123) obtenu pour m→∞, q →∞.
Par un raisonnement similaire, nous pouvons traiter alors le cas de l’e´quation (4.118) :
La solution ge´ne´rale de la re´currence Mn = 1 + tMn(Mn+1 +Mn +Mn−1) est :
Mn = M˜
θ((n+ 1)α+ β)θ((n+ 4)α+ β)
θ((n+ 2)α+ β)θ((n+ 3)α+ β)
(4.134)
















A` nouveau, pour l’e´tude de la notion de rayon, nous conside´rons la solution particulie`re M
(m)
n








β = −α (4.136)
et pour q de´termine´ implicitement par les relations (4.135). Le rayon de convergence de M
(m)
n
devient strictement plus grand que 1/12. La quantite´ M
(m)
1 − M (m−1)1 correspond a` la se´rie
ge´ne´ratrice des quadrangulations planaires enracine´es de rayon m.
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4.2.2 Limite continue
Nous cherchons a` pre´sent a` de´finir une limite continue de L
(m)
n de´fini par les e´quations (4.130),











puis nous conside´rons la limite ²→ 0 avec λ, ω, r fixe´s. Nous identifions que L(m)n a un de´velop-






ou` P(r) de´signe la fonction elliptique de Weierstrass [83, 84, 85], qui est l’unique fonction
me´romorphe et doublement pe´riodique n’ayant que des poˆles doubles en chaque point du re´seau
2ωZ+2ω′Z. ω et ω′ sont les demi-pe´riodes : ω est de´fini par l’e´quation (4.137), tandis que ω′ est






ou` g2 de´signe le premier invariant elliptique, qui apparaˆıt dans le de´veloppement P(z) = 1z2 +
g2
20z
2+O(z4). L’expression (4.138) peut eˆtre obtenue par manipulation de fonctions theta, ou bien
de manie`re beaucoup plus directe en notant que P(z) est solution de l’e´quation diffe´rentielle :
P(z)′′
6
− P(z)2 = 3g2 (4.140)
ce qui correspond pre´cise´ment a` la limite continue obtenue par substitution dans l’e´quation





m = 0 qui devient :
P(r) = P(2ω − r) ∼ 1
r2
pour r → 0. (4.141)












ou` la fonction d’e´chelle Υ est relie´e a` P par :
















n de´finie par les e´quations (4.134), (4.135) et (4.136) posse`de la meˆme limite

















′) = 3λ (4.146)
158 CHAPITRE 4. DISTANCE ET INTE´GRABILITE´
La fonction F = 2P est la solution ge´ne´rale de l’e´quation diffe´rentielle (4.54), pourvu que la



















La fonction d’e´chelle Υ est la probabilite´ asymptotique qu’une quadrangulation pointe´e enracine´e
de k areˆtes soit de rayon infe´rieur a` m et ait son areˆte marque´e a` distance infe´rieure a` n de
l’origine. Nous retrouvons l’e´quivalent (4.40) pour mÀ k1/4 ∝ n.
La fonction d’e´chelle Υ donne la loi du support de l’ISE : plus pre´cise´ment Υ(a, a+b) (a, b ≥ 0)
est la probabilite´ que le support de l’excursion superbrownienne inte´gre´e issue de 0 soit inclus
dans l’intervalle [−a, b]. Quelques moments de cette loi jointe ont e´te´ calcule´s par Delmas [76]
mais nous ne connaissons pas de formule ge´ne´rale ferme´e e´tendant l’expression (4.51).
4.3 Le profil des quadrangulations
Nous de´finissons le profil d’une quadrangulation pointe´e comme la donne´e des suites (ri, si)i≥1
ou` :
– ri est le nombre de sommets a` distance i de l’origine,
– si est le nombre d’areˆtes de type i−1 — i (ce que nous pourrions qualifier d’areˆte a` distance
i− 1 de l’origine).
Cette de´finition e´tend le´ge`rement celle de Chassaing et Schaeffer [69] qui conside`rent la suite
(ri). Le rayon d’une quadrangulation pointe´e, e´tudie´ ci-dessus correspond au plus petit m tel
que ri = 0 pour tout i > m.
Nous montrons dans cette section comment obtenir certaines se´ries ge´ne´ratrices lie´es au profil
a` l’aide de la bijection avec les arbres bien e´tiquete´s. Les re´sultats sont repris de la publication
VII.
4.3.1 Se´ries ge´ne´ratrices
Nous souhaitons obtenir la se´rie ge´ne´ratrice des quadrangulations planaires enracine´es, comp-
te´es avec :
– un poids t par face,
– pour tout i ≥ 1, un poids ρi par sommet a` distance i de l’origine,
– pour tout i ≥ 1, un poids σi par areˆte de type (i− 1) — i.
Par la bijection avec les arbres bien e´tiquete´s du chapitre 3, cette se´rie ge´ne´ratrice compte aussi
les arbres bien e´tiquete´s, t devenant un poids par areˆte, ρi un poids par sommet d’e´tiquette i,
σi un poids par coin e´tiquete´ i (e´quivalent a` un poids par demi-areˆte incidente a` un sommet i).
Pour appliquer la de´composition re´cursive, nous conside´rons plus ge´ne´ralement l’ensemble Mn
introduit au chapitre 3. Avec les poids ci-dessus, la se´rie ge´ne´ratrice Mn ve´rifie :
Mn =
{
ρn + tσnMn(σn+1Mn+1 + σnMn + σn−1Mn−1) si n ≥ 1,
0 sinon.
(4.148)
Il s’agit d’une ge´ne´ralisation imme´diate de l’e´quation (3.11), qui est retrouve´e lorsque tous les ρi
et σi sont pris e´gaux a` 1. Pour interpre´ter Mn en terme de cartes pointe´es enracine´es, il convient
de se rappeler que les quadrangulations planaires pointe´es et enracine´es sur une areˆte (n−1)—n
sont en bijection avec les arbres de Mn contenant au moins un sommet d’e´tiquette 1 (et
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Le second membre correspond a` la se´rie Mn−1 dans lequel nous effectuons les substitutions
ρi ← ρi+1 et σi ← σi+1, ce qui revient par translation des e´tiquettes a` compter les arbres de
Mn ne contenant pas de sommet 1. La se´rie ge´ne´ratrice pour les quadrangulations enracine´es
est simplement M1 − 1.
Nous nous inte´ressons a` pre´sent aux proprie´te´s statistiques a` distance finie, c’est-a`-dire que
pour i supe´rieur a` un certain seuil m, les poids ρi et σi valent 1. Ceci implique pour pour n→∞,
Mn converge (au sens des se´ries formelles) vers M , de´fini a` l’e´quation (3.13). De plus, nous avons
les e´quations :
Mm+1 = 1 + tMm+1(Mm+2 +Mm+1 + σmMm)
Mn = 1 + tMn(Mn+1 +Mn +Mn−1) pour n > m+ 1
(4.150)
ce qui implique, en vertu de l’inte´grale premie`re (3.14) :
ψ(σmMm,Mm+1) = ψ(Mm+1,Mm+2) = ψ(Mm+2,Mm+3) = · · · = ψ(M,M) (4.151)
En ne conservant que l’e´galite´ ψ(σmMm,Mm+1) = ψ(M,M), et les e´quations (4.148) pour
n = 1, . . . ,m, nous obtenons un syste`me ferme´ de m + 1 e´quations de´terminant les m + 1
inconnues Mn, n = 1, . . . ,m+ 1. Nous aboutissons ainsi au re´sultat suivant :
Soit E(m) la se´rie ge´ne´ratrice de l’ensemble des quadrangulations planaires enracine´es,
compte´es avec un poids t par face, et pour tout i = 1, . . .m, un poids ρi par sommet a`
distance i de l’origine, et un poids σi par areˆte de type (i− 1)—i.
Alors E(m) est alge´brique et de´termine´e par E(m) = M1− 1 ou` M1 est solution du syste`me :
M1 = ρ1 + tσ1M1(σ2M2 + σ1M1)
M2 = ρ2 + tσ2M2(σ3M3 + σ2M2 + σ1M1)
...
Mm−1 = ρm−1 + tσm−1Mm−1(σmMm + σm−1Mm−1 + σm−2Mm−2)
Mm = ρm + tσmMm(Mm+1 + σmMm + σm−1Mm−1)
ψ(σmMm,Mm+1) = ψ(M,M)
(4.152)
avec M = 1 + 3tM2, ψ(Mn,Mn+1) ≡ (1− tMn − tMn+1)(1 + tMnMn+1).
Illustrons ceci dans le cas m = 1. Dans la se´rie ge´ne´ratrice E(1) pour les cartes enracine´es,
t est un poids par areˆte, ρ1 est un poids par sommet adjacent a` l’origine, σ1 un poids par
areˆte incidente a` l’origine (e´quivalent a` un poids par sommet adjacent a` l’origine compte´ avec
multiplicite´). Par le re´sultat ci-dessus, la se´rie est de´termine´e par les e´quations :{
M1 = ρ1 + tσ1M1(M2 + σ1M1)
ψ(σ1M1,M2) = ψ(M,M)
(4.153)
Par e´limination de M2, nous obtenons une e´quation cubique pour E
(1) = M1 − 1, ayant une
unique solution qui est une se´rie formelle (de puissances positives) de t.
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4.3.2 Profil des cartes infinies : premie`re approche
La connaissance de la se´rie ge´ne´ratrice E(m) permet en principe d’en extraire le coefficient
de tk, correspondant a` une somme (finie) sur les quadrangulations enracine´es a` k faces (soit 2k
areˆtes). Ce coefficient peut eˆtre interpre´te´ de manie`re probabiliste comme suit. Conside´rons ~Qk
l’ensemble des quadrangulations enracine´es a` k faces, de cardinal :
∣∣∣ ~Qk∣∣∣ = 2 · 3k






~Qk est muni de la mesure de probabilite´ uniforme, et la valeur moyenne (espe´rance) associe´e est
note´e 〈·〉 ~Qk . Soient, pour tout i ≥ 1, les variables ale´atoires ri, si correspondant respectivement













Cette quantite´ est un polynoˆme en les ρi et les σi. Nous nous inte´ressons alors a` la limite des
quadrangulations de grande taille, k → ∞. Il s’ave`re que la mesure de probabilite´ uniforme sur
~Qk « converge » quand k → ∞ vers une loi limite sur ~Q∞, l’ensemble des quadrangulations
planaires enracine´es infinies. Nous ne pre´cisons pas ici le sens de cette convergence, introduite
initialement par Angel et Schramm [86] dans le cas des triangulations, et e´tendue par Chassaing




















Plus pre´cise´ment, nous montrons aise´ment qu’en prenant les ρi et αi dans l’intervalle ]0, 1], la se´rie
ge´ne´ratrice E(m) posse`de un rayon de convergence en t e´gal a` 1/12, et posse`de un comportement




∝ (1− 12t)3/2 (4.157)
Pour m = 0, nous retrouvons la se´rie ge´ne´ratrice des quadrangulations planaires enracine´es



















ce qui montre l’existence la limite (4.156), en notant que [tk]E(0) =
∣∣∣ ~Qk∣∣∣.
La probabilite´ uniforme sur l’ensemble des quadrangulations enracine´es n’est pas la plus
naturelle pour la statistique des cartes, car elle est « biaise´e » en faveur des cartes ayant un
grand nombre d’areˆtes incidentes a` l’origine. Plus pre´cise´ment, nous conside´rons l’ensemble Q˙k
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des quadrangulations planaires pointe´es infinies a` k faces, muni de la mesure uniforme, sur lequel










































Cette identification revient a` conside´rer que tirer uniforme´ment une quadrangulation enracine´e
revient a` tirer une quadrangulation pointe´e puis tirer une areˆte incidente a` l’origine : ceci n’est
pas vrai pour une taille k finie en raison de la possibilite´ de syme´tries, mais semble plausible
pour k →∞ car l’ensemble des cartes ayant des syme´tries non-triviales devient ne´gligeable [87].
Ainsi Γ(m) est proportionnel a` la primitive de E(m)
∣∣
sing
















Γ(m) donne, par de´veloppement en se´rie, la loi jointe des ri, si pour i = 1, . . . ,m.
A` titre d’illustration, conside´rons le cas m = 1. Comme de´taille´ dans la publication VII,
l’e´quation cubique pour E(1) = M1−1, obtenue a` partir des e´quations (4.153) permet d’exprimer
sa partie singulie`re et ainsi parvenir a` une e´quation pour Γ ≡ Γ(1), que nous donnons dans le
re´sultat suivant :
Dans le mode`le des quadrangulations pointe´es infinies ale´atoires, la loi jointe du nombre r1 de
sommets adjacents a` l’origine et du nombre s1 d’areˆtes incidentes a` l’origine est caracte´rise´e
par la se´rie ge´ne´ratrice Γ ≡ 〈ρr11 σsii 〉 solution de :
6Γ(Γ + 1)(Γ + 3)− σ1
(




avec la condition Γ = 1 pour α = ρ = 1.
Marginalement, les se´ries ge´ne´ratrices des probabilite´s d’avoir r1 sommets adjacents a` l’ori-





































σ31 + · · ·
(4.164)
et leurs premiers moments sont :
〈r1〉 = 3 〈r21〉 = 332 〈r31〉 = 5794〈s1〉 = 4 〈s21〉 = 1003 〈s31〉 = 13723
(4.165)
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s1 correspond au degre´ de l’origine, et le premier moment 〈s1〉 = 4 peut eˆtre confirme´ en
notant que dans une quadrangulation a` k faces, le nombre de sommets est k + 2 et la somme
de leurs degre´s est 4k (deux fois le nombre d’areˆtes). Comme exemple d’information lie´e a` la
fois a` r1 et s1, nous pouvons calculer la probabilite´ que r1 = s1 (l’origine ne posse`de pas de
voisins multiples), qui vaut (
√
17 − 3)/2. Notons enfin que la fonction Γ(1) est analytique dans
le domaine :
ρ1 ≥ 0 σ1 ≥ 0 3ρ1σ1
2(3− σ1) < 1 (4.166)
Lorsque la dernie`re contrainte n’est pas satisfaite, un changement de comportement se produit :
au-dela` de cette ligne critique, la se´rie E(1) posse`de un rayon de convergence en t strictement
infe´rieur a` 1/12. Sur la ligne critique, le rayon de convergence vaut 1/12, mais nous avons le




∝ (1− 12t)3/4 (4.167)
sauf pour le point particulier ρ1 =
2






∝ (1− 12t)1/2. (4.168)
Dans le langage des arbres e´tiquete´s, une interpre´tation physique claire comme transition de
de´crochement est propose´e dans la publication VII.
4.3.3 Profil des cartes infinies : sche´ma ge´ne´ral




peut en principe eˆtre calcule´e a` partir des e´quations (4.152) avec E(m) = M1− 1, dans
lesquelles nous effectuons in fine un de´veloppement autour de t = 1/12.
De fac¸on remarquable, Γ(m) peut eˆtre obtenu directement par un calcul purement alge´brique,
effectue´ exactement au point critique t = 1/12. Revenons en effet a` l’e´quation fondamentale
(4.148), qui se simplifie pour n > m en l’e´quation (4.150) : au point critique t = 1/12, la solution
de cette dernie`re e´quation prend la forme :
Mn = 2
(n+ g(m))(n+ g(m) + 3)
(n+ g(m) + 1)(n+ g(m) + 2)
(4.169)
qui est valable pour tout n > m. Cette forme correspond a` la solution ge´ne´rale telle que Mn →
M = 2 pour n→∞, et peut eˆtre obtenue comme limite de l’e´quation (4.26). La condition initiale
g(m) est fixe´e par compatibilite´ avec l’e´quation (4.150) pour n = m+ 1, qui peut se re´e´crire :
αmMm = 2
(m+ g(m))(m+ g(m) + 3)
(m+ g(m) + 1)(m+ g(m) + 2)
(4.170)
Cette quantite´ g(m), solution d’une e´quation alge´brique dont les coefficients de´pendent des ρi et








d’ou` nous tirons le re´sultat suivant :
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Dans le mode`le des quadrangulations pointe´es infinies ale´atoires, la loi jointe des nombres ri
de sommets a` distance i de l’origine, et des nombres si d’areˆtes (i − 1)—i, posse`de la se´rie
ge´ne´ratrice locale Γ(m) ≡ 〈∏mi=1 ρrii σsii 〉 donne´e par :






ou` g(m) est donne´ par le syste`me de m+ 2 e´quations alge´briques :




M2 = ρ2 +
σ2M2
12
(σ3M3 + σ2M2 + σ1M1)
...
Mm−1 = ρm−1 +
σm−1Mm−1
12
(σmMm + σm−1Mm−1 + σm−2Mm−2)
Mm = ρm +
σmMm
12
(Mm+1 + σmMm + σm−1Mm−1)
σmMm = 2
(m+ g(m))(m+ g(m) + 3)
(m+ g(m) + 1)(m+ g(m) + 2)
Mm+1 = 2
(m+ g(m) + 1)(m+ g(m) + 4)
(m+ g(m) + 2)(m+ g(m) + 3)
(4.173)
et la condition g(m) = 0 quand tous les ρi et σi valent 1.
Une tel re´sultat peut eˆtre ve´rifie explicitement par le calcul pour les premie`res valeurs de m.
Nous proposons ici un argument ge´ne´ral, reposant sur une hypothe`se d’inde´pendance asympto-
tique que nous ne saurions justifier ici.
Pour tout n ≥ 1, la quantite´ σ1 ∂Mn∂σ1 peut eˆtre interpre´te´e comme la se´rie ge´ne´ratrice des cartes
pointe´es, avec marquage d’une areˆte (n−1)—n, et d’une areˆte de type 0—1. Nous utilisons pour
cela l’expression (4.149) en notant que le second membre ne de´pend pas de σ1. En conside´rant

















Il convient de noter que la constante de proportionnalite´ est inde´pendante des ρi et σi. Dans la
limite n → ∞, nous nous attendons a` ce que sn devienne inde´pendant des ri, si pour i ≤ m.
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ou` la constante de proportionnalite´ est inde´pendante des ρi et σi. Nous cherchons a` pre´sent
exprimer le membre de gauche de cet e´quivalent : par l’e´quation (4.150) pour t < 1/12 et n > m,
Mn est de la forme :
Mn = M
(
1− λ(m)xn) (1− λ(m)xn+3)(
1− λ(m)xn+1) (1− λ(m)xn+2) (4.177)
ce qui correspond a` la solution (4.26) convergente pour n→∞ (avec x+x−1 + 4 = (tM)−1). Le
parame`tre λ(m) contient la de´pendance entre les ρi, σi pour i = 1, . . . ,m. Posant alors ² = 1−12t,
nous avons les de´veloppements (connus) de M et x :
M = 2
(
1− ²1/2 + ²− ²3/2 +O (²2))
x = 1−
√












Le de´veloppement de λ(m) est a priori inconnu, mais au point critique (² = 0), nous devons








Nous avons de plus la condition :
Mn|sing ∝ ²3/2 (4.180)
qui fixe quelques termes de la suite du de´veloppement de λ :
λ(m) = 1−
√





















































sont proportionnels, et la constante
de proportionnalite´ peut eˆtre calcule´e lorsque tous les ρi et σi valent 1. De manie`re imme´diate
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Pour ρ1 = σ1 = 1, nous avons g













= 〈s1〉 = 4. (4.187)
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Conclusion et perspectives
Au coeur de ce me´moire, aux chapitres 2 et 3, nous avons pre´sente´ deux types de bijections
entre cartes et arbres. Ces deux constructions pre´sentent de profondes similarite´s (elles sont
« duales »), ne´anmoins de subtiles diffe´rences ont empeˆche´ jusqu’ici d’obtenir une e´quivalence
directe.
La me´thode des arbres bourgeonnants pre´sente une similarite´ plus grande avec les inte´grales
matricielles solubles par polynoˆmes orthogonaux : en effet, les contraintes de charge dans les
arbres bourgeonnants traduisent, d’une certaine fac¸on, les contraintes de degre´ des polynoˆmes
et des ope´rateurs associe´s. Cette me´thode facilite donc l’intuition d’une preuve combinatoire
pour les re´sultats des mode`les de matrice : nous avons traite´ le cas du mode`le a` une matrice
(section 2.2), du mode`le a` deux matrices (section 2.3) et trois matrices en chaˆıne (section 2.4).
Un cas particulier du mode`le a` quatre matrices en chaˆıne (particules dures sur cartes biparties
trivalentes, re´solu a` la section 1.3.2) a pu depuis eˆtre traite´ [64]. Nous pensons avoir l’essentiel
des ingre´dients ne´cessaires a` une construction combinatoire lie´e au mode`le ge´ne´ral de matrices
en chaˆıne.
La me´thode des arbres e´tiquete´s vient dans un second temps. Bien que, comme dit plus haut,
elle ne soit pas directement e´quivalente a` la pre´ce´dente, nous pensons qu’elle peut s’en de´duire
de manie`re quasi-syste´matique : la me´thode des arbres bourgeonnants utilise une proce´dure de
de´coupage des cartes par un « parcours en largeur » de la carte duale, correspondant a` un
e´tiquetage particulier des sommets duaux ; lorsque cet e´tiquetage est connu, il est alors possible
de trouver des re`gles locales pour construire un arbre e´tiquete´. Dans cette esprit, les mobiles
associe´s aux mode`les a` trois et quatre matrices en chaˆıne peuvent eˆtre construits.
Une piste inte´ressante est la ge´ne´ralisation aux cartes de genre supe´rieur. Les proce´de´s de
construction pre´sente´s ici conduisent naturellement aux « g-arbres » [14, 68], cartes a` une face
de genre g qui sont l’extension naturelle de la notion d’arbre plan. Quelques subtilite´s sont
lie´es a` leur e´nume´ration, on peut cependant espe´rer qu’une analyse fine de la structure des « g-
mobiles » fournisse une preuve combinatoire de l’ensemble des pre´dictions d’exposants critiques
par la the´orie de Liouville couple´e aux the´ories conformes minimales.
Au-dela` des techniques employe´es ici, une question restant ouverte est celle de l’existence
d’une approche bijective pour l’e´numeration de familles de cartes ne correspondant pas a` un
mode`le de matrices en chaˆıne, e´ventuellement attaquables par d’autres techniques [42, 43, 44,
47, 48, 49]. Le cas des graphes (et non cartes !) planaires me´rite aussi conside´ration.
Le chapitre 4 pre´sente quant a` lui quelques applications inte´ressantes a` l’e´tude de la statistique
des cartes ale´atoires. La me´thode des arbres e´tiquete´s semble plus ici adapte´e, bien qu’une partie
de l’analyse puisse se faire via les arbres bourgeonnants, comme dans la publication V.
Concernant l’approche de la section 4.1, il serait bien e´videmment utile de mieux comprendre
l’origine de la solution exacte et de la proprie´te´ d’inte´grabilite´. Quelques ge´ne´ralisations ont e´te´
obtenues (notamment pour les constellations). La question de l’interpre´tation physique de la
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limite continue a` un point multicritique reste pose´e.
Nous pensons que la solution elliptique de la section 4.2 peut eˆtre ge´ne´ralise´e aux e´quations
discre`tes correspondant a` d’autres familles de cartes, en introduisant des fonctions theta de genre
supe´rieur. Il nous a e´te´ sugge´re´ par B. Eynard que les e´quations discre`tes peuvent eˆtre obtenues
par un mode`le de matrice, via un passage a` la limite particulier. Cette relation reste encore mal
comprise.
Les re´sultats de la section 4.3 peuvent eˆtre e´tendus a` d’autres familles de cartes, graˆce a` la
construction de la section 3.2, trouve´e ulte´rieurement. Nous pensons que cette dernie`re peut eˆtre
utile pour une de´finition probabiliste rigoureuse des cartes infinies ou continues, e´tendant les
approches existantes pour les quadrangulations [70, 71]. Un article est re´cemment apparu en ce
sens [72].
En dernier lieu, ce me´moire n’e´voque que superficiellement la relation avec les arbres continus
et les processus de branchements spatiaux [88]. Nous pensons cependant qu’il s’agit d’une voie
tre`s prometteuse, et divers travaux re´cents [77, 89, 72] semblent conforter ce point de vue. La
notion de « carte brownienne » [71], re´cemmment introduite, serait aux surfaces ale´atoires ce
que le mouvement brownien est aux marches ale´atoires.
Dans ce cadre, l’existence de points multicritiques, connue dans le langage des surfaces, doit
pouvoir se traduire dans le langage des arbres continus, ce qui n’a pas e´te´ e´tudie´ jusqu’ici a`
notre connaissance. Plus ge´ne´ralement, on peut s’attendre a` ce que la relation entre surfaces
ale´atoires et processus de branchement soit analogue a` celle unissant les phe´nome`nes critiques
bidimensionnels aux processus de croissance invariants conformes, et espe´rer qu’elle s’ave`re aussi
profonde et fructueuse !
Enfin, il est inte´ressant de voir que, en ce domaine, la communication entre physiciens et
mathe´maticiens semble se renforcer. Nous souhaitons que cette the`se y ait apporte´ une contri-
bution utile.
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