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Capitolo	  1	  
 
Introduzione	  
 
 
Negli ultimi anni stiamo assistendo ad un sempre più crescente interesse verso le tecniche  
SAR interferometriche. Ciò è dovuto al fatto che, grazie alla combinazione di dati SAR di 
cui vengono conservati sia il modulo che la fase, tali tecniche permettono l’estrazione di 
un’informazione più dettagliata sulla scena osservata. Fra queste tecniche ricordiamo la 
Tomografia SAR 3D (Tomo SAR) e la Tomografia SAR Differenziale (Diff-Tomo). La 
prima sfrutta acquisizioni multiple dalla stessa scena a quote differenti per ottenere un 
imaging completamente tridimensionale nel dominio range-azimuth-quota e che permette di 
risolvere i problemi che affliggono l’approccio SAR interferometrico (InSAR) classico, nel 
quale è impossibile discriminare due eventuali scatteratori presenti ad altezze differenti 
nella medesima cella in range-azimuth, consentendo quindi l’analisi di scenari complessi. 
La Tomografia SAR Differenziale, nasce invece dalla combinazione dei principi di 
Tomografia e di Interferometria Differenziale (D-InSAR) e mira ad ottenere una risoluzione 
congiunta nel dominio delle quote e delle velocità di deformazione degli eventuali 
scatteratori multipli presenti in un pixel SAR, consentendo l’analisi di scenari complessi e 
non stazionari. In questo documento, verranno analizzate nel dettaglio tali tecniche in 
relazione ad uno  scenario volumetrico complesso quale quello forestale, per il quale 
saranno prese in considerazione variazioni temporali del segnale ricevuto, dovute a 
fenomeni come la decorrelazione temporale o l’eventuale moto di deformazione dei 
retrodiffusori. All’interno dell’elaborato verranno presentati sia i risultati dell’elaborazione 
su dati simulati, che quelli sui dati reali della campagna BioSAR condotta nel 2007 
dall’agenzia spaziale tedesca, ed ottenuti entrambi tramite stimatori parametrici. 
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1.1Principi	  di	  Tomografia	  
 
Come già accennato nel paragrafo introduttivo, le tecniche di Tomografia SAR 3D 
consentono di avere una reale risoluzione geometrica nella direzione verticale , permettendo 
di risolvere alcune problematiche, quali quella dell’analisi di zone affette da scattering 
volumetrico e quella del layover. Questo fenomeno si verifica ogniqualvolta all’interno 
della stessa cella in range-azimuth sono presenti diversi scatteratori posti a quote differenti. 
Per quanto detto, è ovvio riscontrare una situazione del genere tutte le volte che nel pixel 
sotto analisi sono presenti forti pendenze, come ad esempio il fianco di una montagna o la 
facciata di una costruzione. Il concetto di base su cui si fonda la Tomografia SAR 3D, è 
quello di creare una seconda apertura sintetica nella direzione, nota come elevazione o quota 
normale 𝑛, ortogonale sia alla linea di volo 𝑥 della piattaforma, che alla line-of-sight  𝑟. 
L’apertura sintetica verticale può essere ottenuta effettuando dei passaggi ripetuti, 
normalmente in numero N molto maggiore di due, sulla medesima area di interesse ad 
altezze differenti. In figura 1.1 è rappresentata la geometria di acquisizione di un sistema 
SAR tomografico.  
 
 
Di seguito vengono riportate le relazioni analitiche fondamentali di un sistema di 
acquisizione analogo a quello di figura 1.1, ma imponendo la semplificazione 𝑛 =   𝑧, che 
equivale ad assumere un angolo nominale di off-nadir 𝜗 = 90°. Si suppone inoltre che le N 
acquisizioni vengano effettuate con spaziatura costante e pari a d. Con le posizioni appena 
fatte, la geometria di riferimento è analoga a quella mostrata in figura 1.2. La lunghezza del 
percorso di andata e ritorno fra lo scatteratore situato nel centro scena , quindi in posizione 
(n0 , r0), e la generica antenna in posizione z dell’array, essendo r0 la minima distanza da 
quest’ultimo, è quantificabile come segue: 
 
 
Figura 1 . 1: Geometria di acquisizione di un sistema SAR Tomografico 
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𝑟 𝑧,𝑛! = 2 𝑟!! + 𝑧 − 𝑛! ! ≅ 2𝑟! + 𝑧 − 𝑛! !𝑟!    
            (1.1.1) 
 
Dove si è tenuto di conto che 𝑧 − 𝑛! ≪ 𝑟! per usare lo sviluppo di Taylor della radice, 
arrestato al primo ordine. 
 
 
 
                  Figura 1 . 2: Geometria di riferimento semplificata 
 
Il segnale ricevuto, potrà essere espresso nella seguente forma: 
 𝑠! 𝑧  ,𝑛! = 𝛾 𝑟!,𝑛!   𝑒𝑥𝑝 −𝑗𝑘𝑟! 𝑧 − 𝑛! !  
            (1.1.2) 
 
Dove con 𝛾 𝑟!,𝑛!  e 𝑘 = 2𝜋 𝜆 si sono indicate, rispettivamente, la riflettività complessa 
relativa alla posizione 𝑟!,𝑛!  e il numero d’onda della portante radar. Dalla (1.1.2) si può 
facilmente notare che il segnale ricevuto ha un andamento di fase di tipo quadratico, il quale 
viene compensato moltiplicando 𝑠! per un termine del tipo 𝑒𝑥𝑝 !"!! 𝑧! . Tale operazione è 
nota come deramping ed il segnale ottenuto dopo la compensazione è detto deramped: 
 𝑠! 𝑧,𝑛! = 𝛾 𝑟!,𝑛! 𝑒𝑥𝑝 −𝑗𝑘𝑟! 𝑛!! − 2𝑧𝑛!  
            (1.1.3) 
 
In tal modo la frequenza spaziale 𝑘! del segnale deramped dipenderà unicamente dalla 
quota dello scatteratore in esame e non più dalla posizione lungo la coordinata z: 
 𝑘! 𝑛! = 𝜕𝑎𝑟𝑔 𝑠!𝜕𝑧 = 2𝑘𝑛!𝑟! = 𝜔!! 
            (1.1.4) 
 
Dove l’unità di misura di 𝜔!! è radianti per metro. 
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is related to the position of the phase center of all
backscattering contributions within each resolution cell.
The basic idea of radar tomography has already been men-
tioned in the literature [20]–[22], but until now, experiments
have only been done under laboratory conditions [23], [24] or
in the spaceborne case with limited imaging capabilities [25],
[26]. This paper is concerned with the first practical demon-
stration of airborne SAR tomography using high resolution po-
larimetric L-band data. In Section II, we review the basic SAR
tomographic processing formulation. We propose a processing
procedure for the image formation that accounts for the mo-
tion compensation step required in the airborne case. Further we
present a new procedure for suppressing the ambiguities which
arises from the irregular distance intervals between the tracks.
Simulation results are presented to demonstrate the efficiency
of the proposed approaches. In Section III, the imaging results
obtained with 14 parallel tracks over the test site of Oberpfaf-
fenhofen over Germany, acquired with the E-SAR system of
DLR [27] are presented and discussed. Section IV concludes
the paper, giving some suggestions for further research work.
II. MULTIBASELINE TOMOGRAPHIC SAR PROCESSING
A. Basic Principle
The basic principle of tomographic SAR focusing is to per-
form an aperture synthesis in the -direction out of the different
flight tracks. As the distances between the tracks can stay small
for a reasonable resolution in height, we do not follow the di-
rect wavenumber-domain reconstruction. Instead, a more effi-
cient approach using only one FFT is made. The necessary pro-
cessing steps for this and the occurring signal properties can be
explained best by using first a simplified geometry.
As shown in Fig. 4, we assume in the following equally
spaced baselines and neglect all projections related to the
off-nadir angle , i.e., is considered to have the same di-
rection as ( 90 ). In the real side-looking case, would
correspond to the baseline perpendicular to the line-of-sight,
and to a height of . The path length (two-way)
between the sensor at position and a scattering element at
height and a minimum range distance of can be expressed
as
(2)
and the received signal can be modeled as
(3)
where denotes the complex reflectivity in the distance
at height and the wavenumber 2 . The received signal
consists of the complex reflectivity convolved with a quadratic
phase function. This chirp signal is a function of the -direction
and has a zero frequency offset if 0. It shows positive fre-
quency offsets if the height of the target is positive (see Fig. 5).
is similar to the signal of a burst mode SAR like ScanSAR
[28]. In the ScanSAR case, the Doppler centroid is varying ac-
cording to the target azimuth position.
Fig. 4. Simplified tomographic imaging geometry ( ). The SAR sensor
illuminates a volume at different positions on the -axis. The total height of
the volume is , the baseline between the several illumination positions is ,
and the maximum length of the tomographic illumination path is .
(a)
(b)
Fig. 5. Frequency dependency of the tomographic signal in the – -plane
(height/height frequency domain) for different scatterer positions. (a) Received
tomographic signal and (b) tomographic signal after deramping .
For processing ScanSAR data, which is already range com-
pressed, the so-called spectral analysis (SPECAN) algorithm
has been widely adopted [29] and will be used in a slightly mod-
ified version for the tomographic processing proposed in this
paper.
The SPECAN algorithm has two basic assumptions. The
first approximation is related to the approximation made in (2),
i.e. the received signal has a quadratic phase modulation. The
second assumption is that the range migration is very small, i.e.
the variation of for is smaller than
half the slant range resolution cell. In our simulations and image
processing with real SAR data, we have corrected the phase
variation without any approximation and performed the range
cell migration correction exactly. In the following, however, we
keep these two approximations for better understanding of the
tomographic imaging mechanism and properties.
The first step in the SPECAN algorithm is to compensate the
quadratic phase variation by multiplying the received signal
by a complex conjugate quadratic phase function. This oper-
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Effettuando la trasformata di Fourier del segnale deramped, si ottiene lo spettro spaziale: 
 𝑆! 𝜔!,𝑛! = 𝑠! 𝑧,𝑛! 𝑒𝑥𝑝 −𝑗𝜔!𝑧 𝑑𝑧!/!!/!  
            (1.1.5) 
 
La (1.1.5) rappresenta quindi la distribuzione di potenza del segnale ricevuto al variare della 
frequenza spaziale. Sfruttando la relazione (1.1.4) ed operando la sostituzione da questa 
suggerita, dopo alcuni calcoli, si ottiene l’immagine in elevazione dello scatteratore, ossia la 
sua point spread function (PSF): 
 𝑣 𝑛,𝑛! = 𝑆! 2𝑘𝑛𝑟! ,𝑛! = 𝛾 𝑟!,𝑛!   𝐿  𝑒𝑥𝑝 − 𝑗𝑘𝑟! 𝑛!!   𝑆𝑖𝑛𝑐 2𝐿𝑟!𝜆 𝑛! − 𝑛  
            (1.1.6) 
 
Dove, come di consueto, la funzione Sinc è stata definita come 𝑆𝑖𝑛𝑐 = sin 𝜋𝑥 /𝜋𝑥. 
Dalla (1.1.6) possiamo facilmente risalire alla risoluzione geometrica in elevazione del 
sistema tomografico, intesa come limite di Rayleigh al primo nullo della funzione: 
 𝛿 = 𝜆𝑟!2𝐿  
            (1.1.7) 
 
Dalla quale si nota come la risoluzione in elevazione è migliore per tutti quegli array 
sintetici di lunghezza complessiva L molto elevata. Fino a questo punto, è stato analizzato il 
caso ideale in cui la variabile z è stata considerata continua; nella realtà è necessario tenere 
di conto del campionamento spaziale introdotto dai passaggi ripetuti ed equispaziati su tutta 
la lunghezza L dell’array sintetico in elevazione. Da notare che il valore del passo di 
campionamento spaziale d, deve essere scelto in modo da rispettare il teorema di Nyquist 
per evitare ambiguità [reigber_moreira]. Tale posizione, si traduce nel seguente vincolo sul 
valore massimo che può assumer il parametro d: 
 𝑑 ≤ 2𝜋𝐵!! = 2𝜋𝜔!"#$ − 𝜔!"#$ = 2𝜋2𝑘𝐻 𝑟! = 𝜆𝑟!2𝐻 
            (1.1.8) 
 
Dove 𝐵!!    ed H indicano rispettivamente la banda spaziale del segnale deramped e 
l’estensione in elevazione della distribuzione di scatteratori della scena sotto analisi. Fino a 
questo punto è stato affrontato un caso puramente ideale in cui le N acquisizioni vengono 
effettuate con spaziatura costante e pari a d; nella realtà, per motivi pratici, tale situazione è 
irrealistica e tipicamente si ha una forte irregolarità nelle baseline, ossia nella generica 
distanza fra due antenne dell’array sintetico in elevazione, e quindi nel campionamento 
spaziale del segnale. Tutto ciò comporta un certo grado di distorsione sulla PSF, che 
presenterà del lobi laterali significativamente più elevati di quelli di una funzione Sinc 
classica. Come è noto, un modo per ridurre il livello dei lobi secondari è quello di applicare 
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un finestraggio non uniforme ai campioni del segnale ricevuto; in generale però 
un’operazione del genere è sempre accompagnata da un certo livello di degradazione della 
capacità di risoluzione del sistema. Tutte queste ragioni determinano la necessità di mettere 
a punto tecniche di stima spettrale più efficienti di quelle basate sul metodo di Fourier; tali 
tecniche verranno analizzate in dettaglio nel paragrafo 1.3. Un metodo alternativo di 
affrontare il problema, è quello di effettuare una semplice interpolazione dei dati, sotto 
l’ipotesi della presenza di uno scatteratore dominante nella cella [1]. Un altro fattore 
limitante alle prestazioni della tecnica SAR Tomografica, è la necessità che la scena sotto 
analisi rimanga coerente per tutto lo span temporale durante il quale avvengono le N 
acquisizioni; ipotesi tipicamente non veritiera in quanto, soprattutto per il caso satellitare, 
fra un passaggio e il successivo possono trascorrere periodi di tempo molto lunghi, talvolta  
di alcune settimane o di alcuni mesi, portando a quella che è definita come decorrelazione 
temporale della scena, la quale provoca i ben noti effetti di blurring sull’immagine [2] [3]. 
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1.2Elementi	  di	  Stima	  Spettrale  
 
Come messo in evidenza nel precedente paragrafo, sono molteplici le analogie fra la stima 
delle componenti spettrali di un segnale variabile nel tempo e quello della localizzazione di 
sorgenti nello spazio; ed è per questo motivo che si parla di stima spettrale nel dominio 
spaziale. In questo paragrafo verranno illustrati e ricavati i metodi tomografici di stima 
utilizzati durante il lavoro di tesi, sia in fase di simulazione che sui dati reali. Prima di 
procedere in tal senso però, sarà ricavato un modello per il segnale prodotto in uscita dal 
generico sensore del nostro array, come risposta ad un generico scatteratore, ovvero la sua 
“funzione di trasferimento”. Per agevolare la trattazione analitica del problema, verranno 
fatte le seguenti ipotesi: 
 
• E’ già stata eseguita l’operazione di deramping; 
• Le sorgenti elettromagnetiche ed i sensori dell’array stanno sullo stesso piano (quello 
ortogonale alla direzione di volo); 
• Il mezzo di propagazione è omogeneo, ossia sono stati compensati eventuali artefatti 
atmosferici; 
 
Detto ciò, l’unico parametro rilevante per la localizzazione della quota degli elementi in 
scena è l’angolo di arrivo (DOA: Direction Of Arrival), legato a sua volta all’angolo di 
elevazione 𝜗. Consideriamo per cominciare il caso di un array lineare ed uniforme (ULA: 
uniform linear array), ossia costituito da N elementi fra loro identici ed equispaziati con una 
distanza costante e pari a d. Nel precedente paragrafo è stata introdotta una relazione fra la 
frequenza spaziale e la quota dello scatteratore in scena, di conseguenza risulta naturale 
definire la seguente grandezza vettoriale, nota come steering vector, nel seguente modo: 
 𝑎 𝑛 = 𝑎 𝜔! = 1      𝑒!!!!     ………       𝑒!!! !!! ! ! 
            (1.2.1) 
 
Il vettore a rappresenta la “funzione di trasferimento dell’array”, ossia come quest’ultimo 
risponde in modulo e fase ai vari sensori per una determinata componente di segnale 
proveniente da una specifica quota n, corrispondente ad una certa frequenza spaziale 𝜔!. Lo 
steering vector, nel caso di array ULA, risulta univoco, ossia corrispondente ad un’unica 
frequenza spaziale 𝜔!, unicamente nel caso in cui la banda delle frequenze spaziali sia 
limitata in modo da rispettare la condizione esposta di seguito: 
 𝐵!! ≤ 2𝜋𝑑  
            (1.2.2) 
 
Come già messo in evidenza nella (1.1.8). In sostanza ciò equivale a dire che l’array effettua 
un campionamento uniforme nello spazio anziché nel tempo; di fatto quindi la (1.2.2) e la 
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(1.1.8) rappresentano la versione spaziale del teorema di Shannon [4]. Nel contesto della 
stima spettrale, in cui viene proposto il problema di imaging, è conveniente lavorare con le 
frequenze spaziali normalizzate, legate alle frequenze spaziali assolute dalla seguente 
relazione: 
 𝜔 = 𝜔!𝑑 
            (1.2.3) 
 
Dove 𝜔 assume il duplice significato di frequenza spaziale normalizzata alla frequenza di 
campionamento spaziale 1 𝑑, ma anche di valore della fase interferometrica accumulata 
sulla baseline minima d, come si nota osservando la (1.2.1). L’unità di misura di 𝜔 è 
radianti per intervallo di campionamento spaziale; l’intervallo ambiguo in termini di 
frequenze spaziali normalizzate è ovviamente: 
 
 𝐵! ≤ 2𝜋 
            (1.2.4) 
 
Analogamente a quanto visto nella sezione precedente, in cui l’acquisizione è stata supposta 
continua, la formazione dell’immagine è ottenuta attraverso un’opportuna operazione di 
trasformazione nel dominio frequenziale. In particolare, nel caso in cui l’immagine venga 
prodotta tramite una semplice trasformata di Fourier, i dati campionati dai sensori dell’array 
vengono moltiplicati per i pesi complessi 𝑤!: 
 𝑤! = 𝑤! . 𝑒!"#  𝑐𝑜𝑛  𝑖 = 0,1,2………𝑁 
            (1.2.5) 
 
e successivamente sommati insieme, dando in uscita lo spettro spaziale stimato 𝑌 𝜔 . Come 
messo in evidenza in fig 1.3, è particolarmente evidente l’analogia della situazione descritta, 
con un filtraggio di tipo FIR nel tempo, con il quale si può rappresentare la trasformata di 
Fourier di segnali temporali. 
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Figura 2.1: Filtraggio FIR nel dominio spaziale dei dati campionati dai sensori dell’array 
  
Possiamo ora ricavare la stima della potenza media statistica all’uscita dal filtro FIR 
per un generico set di coefficienti w , come media sugli N  looks dei moduli quadri di 
( ; )n ZY : 
 
2N N
H H
1 1
1 1Pˆ( ) ( ; ) ( ) ( )
N Nn n
n n nZ Z
  
  ¦ ¦Y w y y w  (2.1.10) 
 
che può essere riscritta in una forma più compatta utilizzando l’espressione della stima 
campionaria della matrice di correlazione spaziale dei dati: 
 
N
H
1
1ˆ ( ) ( )
N n
n n
 
 ¦R y y  (2.1.11) 
  
Sostituendo nella (2.1.10) si trova che: 
 
Hˆ ˆP( )Z  w Rw  (2.1.12) 
 
che è l’espressione matriciale di uno stimatore spettrale multilook, valida in generale per una 
forma qualsiasi del vettore dei pesi w. Scegliendo opportunamente il vettore dei pesi 
possiamo ottenere stime diverse della distribuzione di potenza spaziale del segnale ricevuto. 
Per ( )Zw = a , quella ottenuta coincide con la versione multilook dell’imaging classico di 
Fourier nel caso di array ULA. Eseguire il puntamento del fascio per la formazione 
Figura 1.3: Filtraggio FIR nel dominio spaziale dei dati campionati dai sensori dell’array 
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Agendo opportunamente sui coefficienti complessi wi è possibile privilegiare alcune 
frequenze spaziali del segnale ricevuto ed attenuarne altre; tale operazione è nota come 
beam steering, in quanto corrisponde ad orientare il fascio sintetico in elevazione verso la 
specifica quota n. Cerchiamo a questo punto di esplicitare in che modo lo steering vector a 
entri in gioco nel processo della stima spettrale fin qui descritto. Avere un array con N 
centri di fase, equivale ad avere a disposizione N immagini SAR complesse, di ognuna delle 
quali, come generalmente accade nell’ambito dell’interferometria e dell’imaging SAR, si 
considerano M looks assunti indipendenti ed identicamente distribuiti, in modo da ridurre il 
più possibile le variazioni di tipo statistico. Per ogni look m-esimo, con 𝑚 = 1,2,…… ,𝑀, i 
valori complessi associati ai pixel osservati nelle immagini acquisite, possono essere 
rappresentati in notazione vettoriale come segue: 
 𝑦 𝑚 = 𝑦! 𝑚       𝑦! 𝑚     ……       𝑦!!! 𝑚 ! 
            (1.2.6) 
 
Analogamente alla (1.2.6), possiamo esprimere il vettore dei pesi complessi come: 
 𝑤 = 𝑤!      𝑤!     ……       𝑤!!! ! 
            (1.2.7) 
 
anch’esso di dimensioni N x 1 e dipendente dalla generica frequenza spaziale presa in 
considerazione. Analizzando il generico look del segnale ricevuto, l’uscita del filtro FIR 
spaziale sarà del tipo: 
 𝑌 𝑚,𝜔 = 𝑦! 𝑚 . 𝑤! . 𝑒!!"#!!!!!! = 𝑤! .𝑦 𝑚  
            (1.2.8) 
 
Dove con H si è indicato l’operatore hermitiano (trasposto coniugato). La (1.2.8) indica 
come lo spettro spaziale 𝑌 𝑚,𝜔  sia ottenuto tramite il prodotto scalare fra il vettore dei 
pesi e quello del segnale ricevuto y(m). Ancora una volta, tale situazione è riassunta in 
modo ottimo in fig 1.3. A questo punto, possiamo ricavare la stima della potenza media 
statistica all’uscita del filtro FIR, come media sugli M look dei moduli quadri di 𝑌 𝑚,𝜔 : 
 𝑃 𝜔 = 1𝑀 𝑌 𝑚,𝜔 ! = 1𝑀 𝑤!𝑦 𝑚 𝑦! 𝑚 𝑤!!!!!!!!  
            (1.2.9) 
 
Che può essere riscritta in una forma più compatta facendo uso della stima campionaria 
della matrice di correlazione spaziale dei dati: 
 𝑅 = 1𝑀 𝑦 𝑚 𝑦! 𝑚!!!!  
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            (1.2.10) 
Sostituendo la (1.2.10) nella (1.2.9), si ottiene: 
 𝑃 = 𝑤!𝑅𝑤 
            (1.2.11) 
 
Scegliendo opportunamente il vettore dei pesi, possiamo ottenere stime diverse della 
distribuzione di potenza spaziale del segnale ricevuto. In particolare, imponendo 𝑤 = 𝑎 𝜔 , 
la stima ottenuta coincide con quella dell’imaging classico di Fourier effettuato in versione 
multilook. Eseguire il puntamento del fascio per formare l’immagine tomografica, vuol dire 
quindi valutare la (1.2.11) al variare della frequenza spaziale 𝜔 e quindi della direzione di 
arrivo selezionata. Come già accennato nel paragrafo precedente, un array sintetico di tipo 
ULA non è realistico per acquisizioni aeree o satellitari e ciò provoca un peggioramento 
della risposta dell’array in termini di livello dei lobi secondari. Da qui la necessità di 
mettere a punto tecniche di stima spettrale differenti da quella basata sul metodo di Fourier. 
Nella pratica ciò vuol dire creare un filtro FIR che risponda alle seguenti caratteristiche: 
 
• Lasciar passare inalterata la componente di segnale associata alla frequenza spaziale 
desiderata; 
• Mantenere una capacità di risoluzione elevata; 
• Attenuare tutte le componenti associate a frequenze spaziali differenti da quella di 
interesse, costituenti complessivamente interferenza sul segnale corrente; 
 
Prima di cominciare a descrivere i vari metodi di stima spettrale utilizzati nel corso del 
lavoro di tesi, verrà fatta una digressione relativa agli array non ULA precedentemente 
accennati, i quali sono di interesse applicativo molto maggiore rispetto a quelli ULA. 
 
 
 
1.2.1Array	  non	  uniformi	  
 
Si possono individuare due tipologie di array non ULA: 
 
• Integer Array: le baseline a disposizione sono tutte multiple intere di un valore 
minimo; 
• Non Integer Array: le baseline a disposizione non sono tutte multiple intere di un 
valore minimo; 
 
La prima tipologia di array è spesso indicata in letteratura con il termine thinned, in quanto 
può essere ottenuta semplicemente smagrendo un array ULA (o “full”) di N sensori: l’array 
thinned sarà quindi composto soltanto da Nt degli N centri di fase del corrispondente array 
full. Per questa categoria di array, l’intervallo non ambiguo rimane invariato, a patto che 
esista almeno una coppia di sensori con baseline pari alla linea di base minima del caso 
ULA. Per il resto, la trattazione analitica del problema rimane inalterata rispetto al 
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paragrafo precedente, ad eccezione del fatto che lo steering vector (questa volta di 
dimensioni Nt x 1) deve essere ridefinito come segue: 𝑎 𝜔 = 1      𝑒!!"#!!     ……       𝑒!!"#!!!!! ! 
            (1.2.1.1) 
 
Dove con la notazione lagi è stata indicata la distanza normalizzata a d dell’i-esimo sensore 
presente rispetto a quello di riferimento. Per ciò che riguarda la categoria degli array non 
integer, per l’estensione del formalismo dello steering vector usato nella stima spettrale, è 
necessario notare una differenza sostanziale rispetto la caso integer: per un array thinned 
l’intervallo ambiguo è ben specificato, mentre nel caso non integer lo steering vector non 
assume gli stessi valori con un passo di periodicità specifico e l’intervallo ambiguo può 
essere teoricamente illimitato [5]. Per quanto concerne il formalismo matematico, questo è 
identico al caso precedente, con l’eccezione che la normalizzazione introdotta tramite i vari 
lag i-esimi, non deve essere fatta rispetto a d ma alla baseline minima disponibile nell’array. 
 
1.2.2Metodi	  di	  stima	  spettrale	  
 
In generale, i metodi di stima spettrale possono essere classificati come di seguito: 
• Metodi non parametrici: comprendono tutte quelle tecniche di stima che non 
prevedono la conoscenza delle caratteristiche statistiche dei dati impiegati. 
L’elemento che accomuna questi metodi, è il fatto che si basano tutti sul filtraggio 
spaziale dei dati (si parla per questo motivo di filter bank approach): i diversi 
algoritmi sono specificati dalla particolare scelta del vettore dei coefficienti. In 
generale ciò che si cerca di ottenere, è la minimizzazione dei lobi laterali a beneficio 
dell’esaltazione delle componenti frequenziali relative alle sorgenti da localizzare. 
Utilizzando però un filtro a coefficienti fissi, si assiste ad una diminuzione della 
risoluzione del sistema, che si manifesta tramite l’allargamento del lobo principale. 
Migliori prestazioni si riescono ad ottenere con un filtraggio a coefficienti variabili, 
cioè con metodi adattivi ai dati in ingresso al filtro. Di questa classe di stimatori, 
fanno parte il metodo basato sulla trasformata di Fourier (Beamforming) e il metodo 
adattivo di Capon. 
• Metodi parametrici: questi stimatori prevedono l’assunzione di un modello, cioè una 
certa espressione per la funzione di autocorrelazione o, equivalentemente, della 
densità spettrale di potenza, dipendente da alcuni parametri che devono essere stimati 
dai dati disponibili. Tali algoritmi si diversificano dai precedenti in quanto non 
possono prescindere dalla conoscenza di alcune informazioni a priori riguardanti le 
proprietà statistiche dei dati impiegati. Fanno parte di questa categoria il metodo 
MUSIC. 
BEAMFORMING 
Come è già stato detto più volte fino a questo momento, il filtro spaziale dovrebbe lasciare 
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inalterato la componente di segnale utile, mentre invece dovrebbe attenuare il più possibile 
tutta l’interferenza proveniente da altre componenti spettrali. Con le notazioni introdotte sin 
qui, la prima condizione equivale ad imporre [4]: 
 𝑤!𝑎 𝜔 = 1 
            (1.2.2.1) 
Il metodo Beamforming consiste nel determinare i coefficienti complessi del filtro FIR, 
sotto l’assunzione che il segnale ricevuto dai sensori dell’array sia spazialmente bianco, 
ossia che incida sull’array con una potenza che è uguale per tutti i possibili valori della 
frequenza spaziale. Questo equivale ad assumere la matrice di correlazione spaziale dei dati 
vera pari a 𝑅 = 𝐼 ad eccezione di un eventuale fattore di scala. Con l’imposizione appena 
fatta e ricorrendo alla (1.2.11) si trova: 
 𝑃 𝜔 = 𝐸 𝑌 𝑚,𝜔 ! = 𝑤!𝑤 = 𝑤 ! 
            (1.2.2.2) 
Dove con E(.) si è indicato l’operatore di aspettazione, mentre con …  la norma euclidea. 
L’espressione in forma chiusa dei coefficienti del filtro, può essere ottenuta semplicemente 
imponendo che tale potenza venga minimizzata con il vincolo dettato dalla (1.2.2.1). Da 
osservare il fatto che, il problema della minimizzazione appena posto, prescinda dalla 
particolare struttura dell’array, che non rientra fra le ipotesi fatte: 
 min! 𝑤!𝑤       𝑐𝑜𝑛      𝑤!𝑎 𝜔 = 1 
            (1.2.2.3) 
Infatti minimizzare la potenza complessiva sotto la condizione (1.2.2.3), equivale a 
minimizzare la potenza del segnale interferente. Il problema così posto, può essere 
facilmente risolto tramite il metodo dei moltiplicatori di Lagrange, da cui si trova che [4]: 
 
𝑤!" = 𝑎 𝜔𝑎! 𝜔 𝑎 𝜔 = 𝑎 𝜔𝑎 𝜔 ! = 𝑎 𝜔𝑁!  
            (1.2.2.4) 
Dove Nt è il numero totale di sensori all’interno dell’array e dove si è supposto il guadagno 
di tali sensori unitario, come già specificato dalle (1.2.1)-(1.2.1.1). Sostituendo la (1.2.2.4) 
nella (1.2.11), otteniamo la seguente espressione della potenza media statistica all’uscita del 
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filtro FIR: 
 
𝑃!" 𝜔 = 𝐸 𝑌 𝑚,𝜔 ! = 𝑤!"! 𝑅𝑤!" = 𝑎! 𝜔 𝑅𝑎 𝜔𝑁!!  
            (1.2.2.5) 
 
CAPON 
Nel progettare il filtro spaziale FIR nel caso del Beamforming, non viene presa in 
considerazione la particolare sequenza dati che si presenta realmente in ingresso al sistema, 
ma si cerca soltanto di fare in modo che il filtro risulti il più possibile selettivo nei confronti 
delle componenti spettrali interferenti nel caso di un ingresso il più possibile generico, 
rappresentato da un processo spazialmente bianco. Da quanto appena detto, si deduce che la 
risposta in frequenza del filtro manterrà una forma costante e verrà unicamente traslata al 
variare della frequenza spaziale 𝜔. Gli stimatori non parametrici adattivi, come quello di 
Capon, variano anche la forma della risposta in frequenza in base ai dati in ingresso e quindi 
il filtro non viene progettato sulla base di uno scenario spaziale generico, ma sulla base della 
sequenza reale sotto esame. Cerchiamo a questo punto di ricavare i coefficienti di un filtro 
di questo tipo. Per farlo dobbiamo risolvere il seguente problema di minimo [4]: 
 min! 𝑤!𝑅𝑤       𝑐𝑜𝑛      𝑤!𝑎 𝜔 = 1 
            (1.2.2.6) 
Risolvendo ancora il problema tramite i moltiplicatori di Lagrange, si ottiene la seguente 
forma chiusa per i coefficienti w [4]: 
 
 
𝑤!"# = 𝑅!!𝑎 𝜔𝑎! 𝜔 𝑅!!𝑎 𝜔  
            (1.2.2.7) 
E sostituendo nella (1.2.11), otteniamo [4]: 
 𝑃!"# = 1𝑎! 𝜔 𝑅!!𝑎 𝜔  
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            (1.2.2.8) 
Facendo un confronto con il Beamforming, si nota come il processo seguito per la 
determinazione dei coefficienti w sia il medesimo; ciò che cambia è la funzione che si va a 
minimizzare con il metodo dei moltiplicatori di Lagrange: mentre con il Beamforming 
andiamo a minimizzare semplicemente il contributo di potenza in uscita dovuto ad un 
processo spaziale bianco fittizio, il metodo di Capon va ad agire sul leakage associato ai dati 
effettivi in ingresso, sfruttando l’informazione contenuta nella stima della matrice di 
correlazione. La miglior predisposizione del Capon di localizzare una sorgente di segnale, 
deriva quindi dalla capacità di attenuare il più possibile ogni altro segnale interferente con 
frequenza 𝜔! ≠ 𝜔  che impatta sull’array, nell’ambito delle componenti contenute 
effettivamente nei dati di ingresso. Quanto appena detto influenza la forma dello spettro 
spaziale stimato, che presenterà alta risoluzione e basso leakage. 
 
MUSIC 
Il metodo MUSIC fa parte della categoria degli stimatori parametrici e si basa sulla 
decomposizione in autovalori e  autovettori della matrice di correlazione [9]. Essendo 𝜆!,…… , 𝜆!  l’insieme degli autovalori di R in ordine decrescente, in assenza di rumore 
moltiplicativo possiamo eseguire la seguente distinzione fra i vari elementi dell’insieme: 𝜆! > 𝜎!                            𝑝𝑒𝑟  𝑛 = 1……𝑁!𝜆! = 𝜎!          𝑝𝑒𝑟  𝑛 = 𝑁! + 1……𝑁 
            (1.2.2.9) 
Dove Ns rappresenta il numero delle sorgenti in scena, mentre con 𝜎!  si è indicato la 
varianza del rumore additivo bianco. A questo punto chiamiamo 𝑆 = 𝑠!… 𝑠!!  la matrice 
creata incolonnando gli autovettori relativi ai primi Ns autovalori, ossia quelli corrispondenti 
al segnale utile, mentre chiameremo con 𝐺 = 𝑔!…𝑔!!!!  la matrice creata con i restanti 
autovettori, ossia quelli associati al rumore. Dato che gli autovettori in S rappresentano una 
base per la componente di segnale utile, S può essere identificato come il sottospazio 
vettoriale di segnale; analogamente G sarà il sottospazio vettoriale di rumore. L’algoritmo 
MUSIC si basa sul fatto che i due sottospazi sono fra loro ortogonali e quindi, per ogni 
componente frequenziale relativa ad una sorgente avremo che [9][8]: 
 𝑎! 𝜔!,! 𝐺 = 0      𝑐𝑜𝑛  𝑗 = 1,…… ,𝑁! 
            (1.2.2.10) 
Da questa condizione è possibile ricavare l’espressione dello stimatore MUSIC: 𝑃! 𝜔! = 1𝑎! 𝜔! 𝐺𝐺!𝑎 𝜔!  
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            (1.2.2.11) 
Analogamente a quanto visto per lo stimatore Capon, anche per il MUSIC le prestazioni 
dipendono fortemente dalla precisione con cui viene stimata la matrice R. Per avere una 
matrice di correlazione sufficientemente affidabile, è necessario avere a disposizione un 
numero di look abbastanza elevato; una regola empirica perché ciò sia verificato è M > 3N. 
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1.3Tomografia	  Differenziale	  
 
In questo paragrafo, vengono affrontati più nel dettaglio i concetti alla base della 
Tomografia Differenziale. Questa tecnica, introdotta per la prima volta dall’Università di 
Pisa, unisce i concetti di Tomografia SAR 3D e di Interferometria Differenziale, 
permettendo di ottenere una risoluzione non solo nel dominio delle frequenze spaziali, 
legate alla quota degli scatteratori in una cella range-azimuth, ma anche nel dominio delle 
frequenze temporali, legate invece alla velocità dei diffusori nella medesima cella. Per 
comprendere il meccanismo di funzionamento della Tomografia Differenziale, 
consideriamo un pattern di acquisizione che sia a passaggi multipli sulla stessa scena, 
situazione tipica dell’Interferometria Differenziale, ma anche multibaseline, ossia con gli N 
centri di fase per ogni passaggio tipici dell’approccio Tomografico classico. Alcuni esempi 
di tali pattern sono mostrati in figura 1.4, dove è chiaro che la situazione rappresentata in 
figura 1.4(a), corrispondente ad un campionamento regolare sia nello spazio che nel tempo, 
è fisicamente del tutto utopica e di valore puramente accademico. 
 
 
Definiamo a questo punto K come il numero totale di passaggi del sensore sopra la scena di 
interesse, mentre con tk il tempo di acquisizione degli N centri di fase al passaggio k-mo con 𝑘 = 1,… ,𝐾, imponendo inoltre la condizione 𝑡! = 0. In accordo con quanto detto nel 
paragrafo precedente, il segnale che impatta sull’array contiene la sovrapposizione lungo la 
direzione di elevazione degli echi relativi agli scatteratori nella cella in esame, al quale 
adesso va aggiunto un contributo dovuto all’eventuale movimento lungo la line of sight di 
questi ultimi pari a 𝑑 𝑛, 𝑡!  e molto più piccolo della risoluzione. Analogamente a quanto 
esposto nella (1.1.1), ma adottando una notazione che tiene già di conto del campionamento 
spaziale introdotto dalle baseline multiple, possiamo definire la distanza lungo la direzione 
di range come segue: 
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Fig. 1. Data acquisition modes for differential SAR tomography.
II. DIFFERENTIAL SAR TOMOGRAPHY CONCEPT
In this section, the acquisition patterns and the processing
framework for differential tomography are illustrated. Three
jointly multibaseline multitime lag acquisition patterns are
considered. As shown in Fig. 1, the acquistion should be
multiple-pass, as mandatory in differential interferometry, but
with either multibaseli e (or, if you like, tomographic) d ta
(a, b), single-baseline InSAR dat , or single-channel SAR (c)
data acquired for each pass. The only light acquisition con-
straint, which can be typically met even by plain repeat-pass
single-channel SAR, is to cover, even though only sparsely,
a two-dimensional (2-D) support in the 2-D baseline-time
plane. After registration of the multiple SAR images, and
compensation of possible atmospheric phase artifacts [4], [5]
and local phase aligning (deramping) [10], [11], consider the
complex baseline-time data for a given range-azimuth resolu-
tion cell. The multibaseline multitime lag acquisition acts as a
bidimensional array device (sparsely) sampling the incoming
signal wavefront from the given cell in space and time, after
SAR processing. Proper baseline-time bidimensional spectral
analysis would then extract joint information on scatterer power
elevation and Doppler shift (velocity) distributions for the given
cell, which is a novel interferometric product.
This unified framework can constitute a significant extension
of Tomo-SAR, where the temporal dimension is neglected, and
of D-InSAR, where only a single (possibly mean) elevation is
extracted in conjunction with displacement measurements. With
reference to this latter technique, differential tomography can
represent an extension of the D-InSAR scatterer separation con-
cept in [15]. There, (phase-only) model matching is investi-
gated for the specific case of just two layover point-like scat-
terers with the same velocity. The proposed differential tomog-
raphy framework is more general, in that it can be applied to
a larger number of any signal components, possibly with con-
tinuous elevation-Doppler power distributions (extended and/or
time-decorrelating scatterers). Also, it has a richer output (eleva-
tion-Doppler distribution instead of parameter estimates), and
it includes the case (b) of single- or multiple-baseline data at
each pass. Finally, it potentially allows a wider range of appli-
cations than the particular method in [15], as it is hinted in the
concluding section.
For many regularly spaced baselines and acquisition times,
which is a reference academic case [Fig. 1(a)], plain 2-D-Fourier
analysis can provide satisfactory elevation-Doppler resolution
and 2-D sidelobe behavior for differential tomography. How-
ever, in practice, only one or a few baselines per each pass
can be considered [Fig. 1(b)], e.g., from single-baseline or ad-
vanced three-antenna airborne systems [18], [19] or from future
multistatic satellite clusters [20]. This would realize a sparse
bidimensional sampling of the 2-D baseline-time plane. With
the many current airborne or spaceborne single-channel SAR
systems, the acquisition in the baseline-time plane can be con-
sidered to be monodimensional curvilinear, nevertheless still
partially filling the 2-D acquisition space; see the example in
Fig. 1(c). For the latter two conditions, classical 2-D spectral
analysis would produce untolerable 2-D side- or quasi-grating
lobes in the estimated elevation-velocity profiles, as quantified
in Section IV. An additional difficulty comes from the fact that
practical sparse acquisition patterns of the kind in Fig. 1(b)–(c)
typically do not lay on a regular grid (noninteger sampling).
A solution to these estimation problems is proposed in next
section.
III. THEORY OF DIFFERENTIAL SAR TOMOGRAPHY
A. Problem Statement
The differential tomography concept is formalized as fol-
lows. Consider the processing of calibrated baseline-time
data from passes, with complex SAR im-
ages acquired simultaneously at each pass by a possibly
single- or multiple-baseline -phase center system, e.g.,
and in Fig. 1(b) and (c), respectively. Let
, be the orthogonal
baseline of the th two-way phase center in the th pass, with
respect to the master acquisition (say, the first phase center in
the first pass, thus ). Let , be
the acquisition time of the phase centers in the th pass, with
respect to the master acquisition . As usual in SAR
interferometry, in each complex SAR image we consider in-
dependent and identically distributed looks to reduce statistical
variations, e.g., multiple homogeneous adjacent pixels (spatial
multilooking) or multiple observations obtained by partitioning
the synthetic aperture (subaperture multilooking). For each
th look, , the complex amplitudes of the pixels
observed in the SAR images at a given range-azimuth
cell are arranged in the baseline-time data matrix
, where each column collects the (multibaseline) data at
each pass. The signal from the scatterers in the given range-az-
imuth cell is characterized by a bidimensional spatial-temporal
spectrum, depending both on the (time-averaged) backscattered
power as a function of elevation and the temporal changes of
the complex signal contributions from the various elevations.
The problem of the production of an elevation-velocity
(tomo-Doppler) image for the given range-azimuth cell can
be cast as the estimation of the backscattered signal power
spatial-temporal spectrum from the baseline-time
multilook data . Term is the spatial fre-
quency, related to the normal to slant range elevation component
as , with the radar wavelength and
the slant-range distance [10], [12]. Term is the temporal
frequency; when the temporal change of a complex backscatter
component is originated by a uniform motion, is related to
the line-of-sight velocity component as
[4]. An estimator of is proposed in the sequel.
 Figura1.4: Esempi di pattern di acquisizione per Tomografia Dfferenziale 
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𝑟! 𝑟!,𝑛 ≈ 𝑏!!𝑟! 𝑛 + 𝑑 𝑛, 𝑡!  
            (1.3.1) 
 
dove con 𝑏!! si è indicato la componente ortogonale della baseline fra due centri di fase 
consecutivi. Con passaggi analoghi a quelli che hanno portato alla (1.1.5) e sfruttando la 
(1.3.1), la notazione tomografica può essere rielaborata come segue [6]: 
 𝑆! ≈ 𝛾 𝑛, 𝑣 𝑒𝑥𝑝 𝑗4𝜋𝜆 𝑏!!𝑛𝑟! 𝑒𝑥𝑝 𝑗4𝜋𝜆 𝑑 𝑛, 𝑡! 𝑑𝑛 
            (1.3.2) 
 
La quale, supponendo un spostamento lineare lungo la line of sight, può essere riscritta 
come: 
 𝑆! ≈ 𝛾 𝑛, 𝑣 𝑒𝑥𝑝 𝑗4𝜋𝜆 𝑏!!𝑛𝑟! 𝑒𝑥𝑝 𝑗4𝜋𝜆 𝑡!𝑣 𝑑𝑛 𝑑𝑣 
            (1.3.3) 
 
Dove con v è stata indicata la velocità di deformazione e con 𝛾 𝑛, 𝑣  la funzione di 
riflettività nel dominio spazio-temporale. Analogamente al caso Tomografico, anche in 
questa situazione sussiste un legame basato su una trasformata di Fourier fra la funzione di 
riflettività e i campioni del segnale ricevuto nel dominio spazio-temporale, dove stavolta 
possiamo indicare la frequenze spaziali e quelle temporali rispettivamente come: 
 𝜔! = 4𝜋𝑛𝜆𝑟!  
            (1.3.4) 
 𝜔! = 4𝜋𝑣𝜆  
            (1.3.5) 
 
In generale quindi la Tomografia Differenziale ha le capacità di identificare le componenti 
spettrali, ossia le armoniche bidimensionali nel dominio spazio-tempo, in cui il segnale di 
eco da un retrodiffusore in movimento può essere decomposto.
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1.4Tomografia	   Differenziale	   in	  
scenario	  forestale	  
 
Come brevemente accennato in precedenza, questo lavoro di tesi si concentrerà sull’analisi 
di scenari forestali. In tal senso, la situazione che spesso si verifica è quella di due 
scatteratori in layover: il primo, rappresentante il terreno sotto la vegetazione, compatto in 
elevazione e non decorrelato nel tempo, il secondo di tipo volumetrico e decorrelato nel 
tempo, rappresentante la chioma degli alberi. Per ciò che riguarda lo scatteratore 
volumetrico, è difficile ricavare un modello di decorrelazione spazio-temporale, in quanto 
questo dovrebbe tener conto di molti fenomeni su scale temporali anche molto differenti (si 
pensi al concetto di decorrelazione temporale, il quale agisce su scale temporali di settimane 
o mesi, e quello di correlazione a breve termine, dovuto ad esempio all’azione del vento 
sulla chioma degli alberi, che agisce invece su scale temporali delle frazioni di secondo o 
minuti e del quale sarà tenuto di conto nelle analisi simulate del capitolo successivo tramite 
il parametro 𝜌! , il quale sarà modellato come un rumore, ossia bianco nell’intervallo 
ambiguo) [6][7]. Quello adottato in questo elaborato è il modello di tipo esponenziale 
(spettro di tipo AR-1), derivabile sfruttando il concetto di moto Browniano [6][7]: 
 𝑅 𝑘, 𝑙 = 𝛾𝑒𝑥𝑝 −𝜏 𝑡! − 𝑡! 𝑒𝑥𝑝 𝑗𝜀 𝑡! − 𝑡!               𝑡! ≠ 𝑡!1                                                                                                                                            𝑡! = 𝑡!  
            (1.4.1) 
 
Dove la variabile t rappresenta l’istante di acquisizione, 𝛾 = 𝑒𝑥𝑝 − 4𝜋 𝜆! 𝑔 2  è un 
coefficiente di correlazione nel breve termine (g/2 è la potenza del processo gaussiano 
bianco che tiene conto dei movimenti completamente decorrelati nel breve termine), 𝜏 = 4𝜋 𝜆 ! 𝑑 2 è l’inverso del coefficiente di correlazione a lungo termine (d è un 
parametro che entra in gioco nella definizione del moto Browniano) ed 𝜀 = 4𝜋/𝜆 𝑒 è uno 
scostamento doppler (e è la velocità nel caso in cui esista un moto uniforme). Uno scenario 
come quello descritto all’inizio di questo paragrafo, può essere schematizzato come in fig 
1.5, dove la dimensione di elevazione è normalizzata alla risoluzione nominale di Rayleigh 
(r.r.u: Rayleigh resolution units) in quota del sistema (1.1.7), mentre la dimensione 
temporale è espressa in unità di risoluzione di Fourier (f.r.u: Fourier resolution units), la 
quale è l’inverso del time span, ossia l’inverso del tempo totale di acquisizione con cui 
vengono effettuati i K passaggi ripetuti sopra l’area di interesse. Nella specifica 
rappresentazione di fig 1.5, è stata imposta una banda di decorrelazione temporale Bft pari a 
0.25 f.r.u e legata al coefficiente di correlazione a lungo termine 𝜏! (espresso in r.t.u: revisit 
time units) dello scatteratore volumetrico dalla seguente relazione: 
 
 𝐵!" = 𝐾 − 1 / 𝜋𝜏!  
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            (1.4.2) 
 
Da fig 1.5 si nota inoltre come, per la situazione in esame, sia stata scelta un’estensione in 
quota della chioma degli alberi pari a 0.2 r.r.u, mentre i centroidi dei due scatteratori distano 
fra loro 0.7 r.r.u: quello relativo al terreno a -0.3 r.r.u rispetto al riferimento e quello relativo 
al volume a 0.4 r.r.u. 
 
 
Come già precedentemente affermato e come mostrato ancora in fig 1.5, lo spettro nel 
dominio spazio-temporale relativo allo scatteratore di terreno è una linea, la quale 
corrisponde ad una singola armonica bidimensionale, dal momento in cui tale retrodiffusore 
è supposto compatto in elevazione e non decorrelato nel tempo. L’obiettivo minimo che ci 
si propone di raggiungere in uno scenario del genere, è quello di riuscire a stimare la 
frequenza spaziale, e quindi la quota, dei centroidi dei due scatteratori, supponendo la banda 
del volume in quota e le frequenze temporali come due parametri di disturbo. In tal senso, i 
metodi di stima spettrale esposti nel paragrafo 1.2.2, possono essere generalizzati per poter 
operare nel dominio spazio-temporale; ad esempio, per ricavare la versione bidimensionale 
dello stimatore MUSIC, la condizione (1.2.2.10) diventerebbe: 
 𝑎! 𝑓!, 𝑓! 𝐺 = 0 
            (1.4.3) 
 
Dove fs e ft  sono rispettivamente le frequenze spaziali e temporali e dove a(.) rappresenta il 
solito steering vector, ma espresso questa volta nel dominio spazio-tempo [7]. In realtà, per 
operare nel dominio 2D, è stato impiegato un metodo di stima parametrico differente, il 
quale rappresenta una generalizzazione dello stimatore MUSIC, ma adattato per lavorare 
con spettri bidimensionali non ad armoniche, ma continui, e che per questo motivo verrà 
Figura 1.5: Schematizzazione di un possibile scenario forestale 
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chiamato GENERALIZED MUSIC (o altrimenti DSPE: distribuited signal parameter 
estimator). Di seguito verrà ricavata l’espressione per lo pseudospettro di questo stimatore 
in modo analogo a quanto fatto per gli altri metodi nella sezione 1.2.2. Per arrivare a tale 
risultato, si parte da una considerazione sull’ortogonalità fra segnale e rumore, in altre 
parole l’integrale della proiezione dello steering vector sul sottospazio di rumore è nulla [8]: 
 𝐸 𝑎! 𝑓!,𝑢! 𝐺𝑠 𝑢! , 𝑓!, 𝑓! ,𝐵!! 𝑑𝑢! ! = 0 
            (1.4.4) 
 
Dove ut rappresenta la generica frequenza temporale, mentre 𝑠 𝑢! , 𝑓!, 𝑓! ,𝐵!!  è la generica 
realizzazione dello spettro complesso della componente con frequenza spaziale fs, frequenza 
temporale del centroide ft e banda temporale Bft. Nella (1.4.4) l’operatore di aspettazione 
agisce solo sulla componente statistica 𝑠 𝑢! , 𝑓!, 𝑓! ,𝐵!!  e, decomponendo la norma al 
quadrato come prodotto di due grandezze l’una il complesso coniugato dell’altra, si passa 
alla densità spettrale di potenza 𝑝𝑠𝑑 𝑢! , 𝑓!, 𝑓! ,𝐵!! , ottenendo: 
 𝑎! 𝑓!,𝑢! 𝐺𝑝𝑠𝑑 𝑢! , 𝑓!, 𝑓! ,𝐵!! 𝐺!𝑎 𝑓!,𝑢! 𝑑𝑢! = 0 
            (1.4.5) 
 
Nel nostro caso, la psd corrisponderebbe al modello AR-1 di cui è stato accennato sopra. 
Come accade anche nel caso del metodo MUSIC, possiamo ottenere la forma dello 
pseudospettro dell’algoritmo invertendo la relazione (1.4.5) e ottenendo così il funzionale: 
 𝑃!" 𝑓!, 𝑓! ,𝐵!! = 1𝑡𝑟 𝐺𝐻 𝑓!, 𝑓! ,𝐵!! 𝐺!  
            (1.4.6) 
 
dove tr rappresenta l’operatore traccia, mentre H è una matrice che codifica i risultati 
derivanti dalla separazione dell’integrale e si ottiene calcolando la (1.4.5) in assenza del 
termine G. H non dipende dai dati e può quindi essere precalcolata per diminuire il carico 
computazionale dell’intera trattazione. Per le applicazioni forestali, spesso si suppone 
inoltre a priori nulla la velocità media del centroide dello scatteratore volumetrico per 
alleggerire ulteriormente l’onere di calcolo. In tal caso il problema si riduce alla 
massimizzazione del funzionale (1.4.6) avendo come solo parametro di disturbo Bft e 
ponendo a zero ft. 
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  Capitolo	  2	  
 
In questo capitolo verranno presentati i risultati derivanti dall’elaborazione simulata al 
calcolatore per uno scenario analogo a quello di fig 1.5, nel quale saranno variati da caso a 
caso alcuni parametri quali il pattern di acquisizione, la distanza fra i due centroidi (source 
distance), l’estensione in quota del volume (total extension), la banda di decorrelazione 
temporale (Bft), il coefficiente di correlazione a breve termine (𝜌!), il rapporto fra le potenze 
dei due scatteratori (𝑔 𝑣) e il numero dei look multipli (M). Tutte le simulazioni sono state 
effettuate con cinquemila run per valutare le statistiche, che nel nostro caso sono 
rappresentate dalla radice dell’errore quadratico medio (RMSE: Root Mean Square Error) 
calcolato sulla distanza fra i due centroidi e dalla probabilità di risoluzione espressa in 
percentuale, la quale rappresenta il rapporto fra il numero di volte che in quello specifico 
scenario il particolare stimatore trova due picchi e il numero totale di run. In tal senso è utile 
fare la seguente digressione: ogni volta che viene posto un problema di stima analogo a 
questo, c’è sempre la complicazione relativa al fatto che non esiste un modo univoco per 
accoppiare con certezza un determinato valore, nel nostro caso quello associato ad uno dei 
due picchi, alla sorgente che lo ha generato e quindi calcolare con affidabilità le statistiche. 
Per rispondere parzialmente a questo problema, per tutte i risultati che seguiranno, è stato 
adottato un accoppiatore a soglia il quale, facendo uso di informazioni a priori sulla distanza 
fra i due centroidi e quindi sulla distanza degli stessi dal riferimento, pone una soglia a metà 
di tale intervallo e associa l’eventuale picco che eccede la soglia al centroide del volume in 
quota e all’eventuale picco che rimane sotto, il centroide di terreno. Nel caso in cui i due 
massimi trovati stiano entrambi sotto o sopra la soglia, le stime vengono scartate. Questa 
regola è da sottintendere, tranne quando diversamente specificato, per tutti i risultati 
presentati in questo capitolo. I grafici che verranno mostrati sono stati ottenuti sfruttando 
l’approccio MUSIC standard e il GENERALIZED MUSIC, in quanto l’intento è quello di 
mostrare gli effettivi miglioramenti che si ottengono impiegando un metodo di stima che 
tenga conto della dimensione temporale rispetto ad un metodo tomografico classico. Il resto 
del capitolo è organizzato come segue: nel primo paragrafo verranno presentati i risultati 
relativi al pattern denominato monostatico, nella seconda sezione quelli relativi al pattern 
multistatico, mentre nella parte conclusiva quelli relativi al pattern BioSar di cui è già stato 
accennato in precedenza. 
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2.1Risultati	   con	   pattern	  
Monostatico	  
 
Il pattern di riferimento per questo paragrafo è dello stesso tipo di quello mostrato in fig 
1.4(c): abbiamo un solo centro di fase per ognuno degli N passaggi sull’area di interesse. In 
particolare l’acquisizione avviene come mostrato schematicamente in fig 2.1. 
 
 
Figura 2. 1: Pattern di acquisizione Monostatico 
 
Il pattern in questione risulta essere la versione in formato integer di quello reale utilizzato 
dal satellite ESA ERS-1 per alcune misure sopra la città di Bonn. Di seguito, saranno 
mostrati e commentati i risultati delle simulazioni per ognuno dei casi in cui queste sono 
state eseguite. 
 
2.1.1Caso	  Standard	  
 
In questo paragrafo si analizzano le prestazione del pattern monostatico in quello che per 
semplicità di espressione da qui in avanti verrà chiamato “caso standard”, ossia il caso in cui 
i parametri vengono fissati nel seguente modo: 
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• 𝐵!! = 0.25  𝑓. 𝑟.𝑢; 
• 𝜌!   = 1; 
• 𝑒𝑠𝑡  𝑡𝑜𝑡 = 0.2  𝑟. 𝑟.𝑢; 
• 𝑠𝑜𝑢𝑟𝑐𝑒  𝑑𝑖𝑠𝑡 = 0.7  𝑟. 𝑟.𝑢; 
• 𝑀 = 16; 
• 𝑔 𝑣 = 1 5; 
 
E’ ovvio che in ognuna delle situazioni che verranno rappresentate, almeno uno dei 
parametri appena esposti è stato fatto variare e non è fissato al valore illustrato, in modo da 
poter ottenere una curva il più possibile esaustiva nei confronti di quella specifica 
grandezza. La prima situazione analizzata è quella di fig 2.2, in cui si valuta la variazione 
dell’ RMSE e della probabilità di risoluzione in funzione della banda di decorrelazione 
temporale. 
 
2.2(a) 
 
2.2(b) 
 
Figura 2. 2: RMSE (a) e probabilità di risoluzione (b) per pattern monostatico al variare della banda 
Ciò che appare evidente dalla fig 2.2, è che l’algoritmo GEN.MUSIC sia dal punto di vista 
dell’RMSE che da quello della probabilità di risoluzione mostra un certo guadagno rispetto 
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al metodo tomografico classico, che tende però ad annullarsi quando lo scenario comincia 
ad essere pesantemente decorrelato. Questo è plausibile in quanto, in corrispondenza del 
valore massimo imposto alla banda, abbiamo un valore del coefficiente di correlazione a 
lungo termine 𝜏! ≈ 0.48  𝑟. 𝑡.𝑢 in accordo con la (1.4.2), il che equivale a dire che fra un 
passaggio sull’area di interesse ed il successivo, lo scenario è già fortemente decorrelato, 
compromettendo la capacità del GEN.MUSIC di sfruttare la storia temporale del segnale 
ricevuto. Si nota inoltre come, per valori di banda maggiori o uguali a 2, l’RMSE sia molto 
insoddisfacente per la maggior parte delle applicazioni in quanto risulta fortemente 
paragonabile alla distanza reale fra i due centroidi, che sappiamo essere 0.7 r.r.u. Degno di 
nota il fatto che, nel caso di assenza di decorrelazione temporale a lungo termine, in realtà è 
il metodo MUSIC a presentare un piccolissimo guadagno; il che non deve stupire 
eccessivamente in quanto, in assenza del parametro su cui si basa l’analisi del GEN.MUSIC, 
è plausibile che quest’ultimo funzioni peggio dell’algoritmo tomografico classico, che non 
prende in considerazione tale grandezza nel suo modello. Per ciò che riguarda il MUSIC, da 
evidenziare l’andamento in controtendenza della probabilità per valori di banda maggiori di 
1: ci si aspetterebbe una capacità di risoluzione che tende a diminuire fino ad annullarsi per 
valori di 𝐵!!molto grandi, mentre, dopo il valore limite messo in mostra, questa tende ad 
aumentare nuovamente fino ad arrivare ai livelli di quella del GEN.MUSIC. Tale 
andamento anomalo è stato spiegato producendo dei profili tomografici, ossia dei grafici 
che esprimono la potenza stimata in funzione della quota, che altro non sono che le funzioni 
da cui il software utilizzato stima gli eventuali due picchi della scena simulata, per valori di 
bande superiori ad 1, e notando che in realtà l’algoritmo MUSIC interpreta come picchi 
alcuni lobi secondari del profilo. In tale situazione la probabilità di risoluzione sarà 
sicuramente falsata in eccesso. La seconda analisi che viene mostrata, è quella al variare del 
coefficiente di correlazione a breve termine; l’andamento delle statistiche in questo caso è 
quello riportato in fig 2.3. 
 
2.3(a) 
 
Analogamente al caso precedente, il GEN.MUSIC presenta notevoli guadagni rispetto al 
MUSIC per tutto l’insieme dei valori testati di 𝜌!  e per entrambe le statistiche analizzate. Da 
mettere in evidenza ancora una volta il trend anomalo della probabilità di risoluzione del 
MUSIC: l’andamento atteso di una curva del genere sarebbe un miglioramento al crescere 
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del coefficiente di correlazione, mentre osservando la fig 2.3(b) si nota l’esatto contrario; 
situazione duale a quella appena descritta, si riscontra nella curva dell’RMSE. 
 
 
2.3(b) 
 
Figura 2. 3: RMSE (a) e probabilità di risoluzione (b) per pattern monostatico al variare del coefficiente di correlazione 
Un’altra analisi effettuata, è stata quella al variare della distanza fra i centroidi dei due 
scatteratori, i cui risultati vengono mostrati in fig 2.4. 
 
2.4(a) 
 
Come si può notare dalla fig 2.4(a), questo tipo di analisi è stata eseguita fino ad un valore 
massimo di distanza fra i centroidi di 1.1 r.r.u; la motivazione dietro la scelta di tale limite 
superiore, risiede nel fatto che c’era l’interesse di analizzare la situazione anche nel caso in 
cui le due sorgenti fossero spaziate di un valore maggiore dell’unità di Raleygh e 
confermare che i metodi a super risoluzione fin qui mostrati, non dessero problemi nel caso 
in cui la necessità di super risolvere venisse meno. Come nei casi precedenti, il 
GEN.MUSIC mostra sensibili guadagni rispetto al metodo classico, particolarmente marcati 
per valori della grandezza source distance inferiori a 0.7 r.r.u. Anche il valore iniziale della 
distanza fra i due centroidi è stato scelto con un criterio ben preciso: per avere un’analisi 
significativa è necessario che 𝑠𝑜𝑢𝑟𝑐𝑒  𝑑𝑖𝑠𝑡 ≥ 𝑒𝑠𝑡  𝑡𝑜𝑡 2 = 0.1  𝑟. 𝑟.𝑢. Se così non fosse la 
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parte inferiore dello scatteratore volumetrico sarebbe sovrapposta al terreno, dando luogo a 
delle statistiche prive di interesse. Il valore di partenza di 0.35 r.r.u è stato imposto tenendo 
di conto anche della presenza dell’accoppiatore descritto nell’introduzione del capitolo 2, il  
2.4(b) 
 
Figura 2. 4: RMSE (a) e probabilità di risoluzione (b) per pattern monostatico al variare della distanza fra i centroidi 
quale sappiamo generare una soglia a metà dell’intervallo che separa le due sorgenti; in tal 
senso si è voluto lasciare un po’ di margine all’accoppiatore. La quarta analisi che è stata 
condotta, riguarda la variazione delle statistiche in funzione dell’estensione dello 
scatteratore volumetrico in quota, i cui risultati sono illustrati in fig 2.5. 
 
2.5(a) 
 
Con considerazioni analoghe a quelle fatte per il caso precedente, si intuisce come anche in 
questa situazione sussista un valore limite oltre il quale la valutazione delle statistiche 
sarebbe del tutto priva di significato. In particolare si deve avere che 𝑒𝑠𝑡  𝑡𝑜𝑡 2 ≤𝑠𝑜𝑢𝑟𝑐𝑒  𝑑𝑖𝑠𝑡 2 → 𝑒𝑠𝑡  𝑡𝑜𝑡 ≤ 𝑠𝑜𝑢𝑟𝑐𝑒  𝑑𝑖𝑠𝑡 = 0.7  𝑟. 𝑟.𝑢. Se così non fosse, la parte inferiore 
dello scatteratore volumetrico supererebbe la soglia posta dall’accoppiatore. Ancora una 
volta, da sottolineare l’andamento in controtendenza di entrambe le curve relative 
all’algoritmo MUSIC: per quanto riguarda l’RMSE, si nota che l’andamento del grafico è 
non monotono nell’intervallo 0.3 ≤ 𝑒𝑠𝑡  𝑡𝑜𝑡 ≤ 0.65  𝑟. 𝑟.𝑢 ed anche in opposizione con il 
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trend atteso, in quanto ci si aspetterebbero delle prestazioni migliori per piccoli valori 
dell’estensione in quota del volume, dato che in tale situazione lo scatteratore volumetrico è 
molto vicino ad essere puntiforme in quota. Situazione duale per la curva della probabilità 
2.5(b) 
 
Figura 2. 5: RMSE (a) e probabilità di risoluzione (b) per pattern monostatico al variare dell’estensione in quota del volume 
di risoluzione, per la quale si riscontra un andamento monotono crescente. In generale 
ancora una volta le prestazioni del GEN.MUSIC portano ad un ampio guadagno, che va 
riducendosi all’aumentare delle dimensioni in quota del volume, fino quasi ad annullarsi per 
il valore limite imposto alla simulazione dalla particolare scelta dei parametri in gioco. 
Un’altra analisi affrontata, è stata quella relativa allo studio delle prestazioni in funzione 
della variazione del numero di look impiegati; i risultati ottenuti sono quelli di fig 2.6. 
2.6(a) 
Come ci si aspetta da un’analisi di questo tipo, per entrambi gli stimatori le statistiche 
tendono a migliorare, anche se lievemente, con l’aumentare dei look Questo è dovuto al 
fatto che, come già accennato nel primo capitolo, avere a disposizione più look per 
effettuare una stima consente di attenuare le variazioni statistiche su quest’ultima 
permettendo una migliore precisione sul valore stimato. Lo scotto da pagare è, in ambito 
tomografico, avere a disposizione una stima valida non più unicamente per la cella di 
interesse, ma per il gruppo di M celle sfruttate per valutare le statistiche. Quanto detto non 
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è del tutto vero per ciò che concerne la parte finale del grafico dell’RMSE del MUSIC, che 
presenta un andamento leggermente in controtendenza, ma ciò potrebbe essere dovuto ad  
2.6(b) 
 
Figura 2. 6: RMSE (a) e probabilità di risoluzione (b) per pattern monostatico al variare del numero dei look 
errori di simulazione. Ancora una volta il GEN.MUSIC mostra un ampio guadagno rispetto 
al metodo MUSIC classico su entrambe le statistiche e per tutti i valori di M studiati. Le 
prestazioni dei due algoritmi, sono state testate anche al variare del rapporto fra le potenze 
dello scatteratore di terreno e quello di foresta, ricavando i risultati mostrati in fig 2.7. 
 
2.7(a) 
Da tali figure è possibile notare, soprattutto per quanto riguarda le curve relative al MUSIC, 
un andamento molto segmentato delle statistiche. In questo caso però non è lecito affermare 
a priori che tale trend sia sbagliato, in quanto non esiste in via teorica un criterio che affermi 
il modo ottimo con cui dovrebbe essere ripartita la potenza retrodiffusa dai due scatteratori 
affinchè l’errore sulle due grandezze stimate risulti minimizzato. La risposta a tale quesito 
potrebbe essere trovata effettuando delle analisi simulate più approfondite, ma tale 
trattazione è al di fuori degli obiettivi di questo elaborato. L’ultima analisi effettuata nel 
caso di pattern monostatico e parametri standard, è stata quella al variare delle dimensioni 
del sottospazio di segnale su cui si basano sia l’approccio MUSIC che GEN.MUSIC, come 
già stato abbondantemente specificato nei paragrafi precedenti. In tal senso, tutte le analisi 
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mostrate fino a questo punto sono state eseguite con una dimensione del sottospazio fissata 
in modo che gli Nsorg autovettori di segnale rappresentassero almeno il 95% dell’energia del  
2.7(b) 
 
Figura 2. 7: RMSE (a) e probabilità di risoluzione (b) per pattern monostatico al variare del rapporto g/v 
segnale stesso. E’ stato verificato che per il pattern di acquisizione monostatico, ciò 
equivaleva ad impostare un valore del parametro Nsorg pari a 5. Per il pattern multistatico il 
valore standard è invece di 15, mentre per il BioSar nuovamente di 5, come verrà ricordato 
nella sezione relativa a queste casistiche. Ancora una volta, non esiste nessuna garanzia 
teorica sul fatto che un approccio del genere garantista le prestazioni ottime desiderate ed è 
per questo motivo che è stata condotta un’indagine di questo tipo, i cui risultati al variare di 
Bft e di 𝜌!, sono illustrati rispettivamente in fig 2.8 e in fig 2.9 e dove si mostra il risultato 
del solo GEN.MUSIC in quanto solo per tale metodo tale verifica è stata fatta. 
 
Figura 2. 8: RMSE per pattern monostatico al variare delle dimensioni del sottospazio di segnale e della banda 
 
Il criterio seguito per impostare la suddetta analisi è stato il seguente: si parte dalla 
dimensione minima del sottospazio di segnale e si procede incrementando il valore di Nsorg 
fino a che l’algoritmo impiegato riconosce effettivamente i due picchi attesi. Con un 
approccio del genere è facile intuire il motivo per cui non è stato riportato il grafico per la 
probabilità di risoluzione: procedendo in tal modo l’algoritmo tende prima o poi a 
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riconoscere sempre due picchi e quindi la probabilità misurata era sempre del 100%. Per 
entrambi i grafici di fig 2.8 e 2.9, si nota immediatamente come le prestazioni in termini di  
 
RMSE risultino peggiorate rispetto ai corrispondenti casi di sottospazio di dimensione 
fissata mostrati in fig 2.2(a) e fig 2.3(a). Quanto appena detto conferma il fatto che 
probabilmente il modo con cui è stato approntato l’ordine variabile non sia ottimale; in altre 
parole lo stimatore tende sempre a trovare i due picchi attesi, ma poco precisi e questo fatto 
coincide con la seguente considerazione: per la simulazione effettuata mediamente lo 
stimatore tende a trovare due picchi per valori di Nsorg di 2 o 3, valore inferiore a quello 
impostato per le simulazioni ad ordine. Un criterio alternativo per implementare un 
algoritmo ad ordine variabile, potrebbe essere quello di far lavorare lo stimatore in esame 
con tutti i possibili valori di Nsorg e, fra tutti quelli in cui vengono rilevati due picchi, 
scegliere il caso migliore. A questo punto però la problematica si sposta sul decidere quale 
sia il criterio da seguire per selezionare il caso migliore: prendere, ad esempio, il caso in cui 
la distanza fra i due picchi è quella più vicina al valore di distanza fra le sorgenti impostato 
per la simulazione, vorrebbe dire iniettare un’informazione a priori troppo forte nello 
stimatore, inoltre porterebbe ad un’analisi molto lontana dal caso reale. Altra valutazione da 
tenere di conto nell’implementare il metodo ad ordine variabile come appena esposto, è 
l’eccessivo onere computazionale: per ognuno dei punti in cui si è valutata la specifica 
curva (mai meno di otto), sono state calcolate le statistiche con 5000 run; se a ciò 
aggiungiamo il fatto che per ognuno dei run il calcolatore dovrebbe valutare Nsorg-max stime 
(dove Nsorg-max vale 8 per il pattern BioSar, 9 per il pattern monostatico e 29 per quello 
multistatico e coincide con la dimensione massima della matrice di correlazione stimata dai 
dati meno uno), si intuisce come mai questo approccio risulti particolarmente pesante e non 
sia stato implementato. 
 
 
 
Figura 2. 9: RMSE per pattern monostatico al variare delle dimensioni del sottospazio di segnale e del coefficiente di correlazione 
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2.1.2Altre	  Casistiche	  
 
In questo paragrafo, verranno illustrate casistiche che si discostano dal caso standard 
definito nel paragrafo precedente. La prima analisi che viene mostrata, è quella di fig 2.10, 
nella quale è rappresentato l’andamento delle statistiche in funzione ancora una volta del 
coefficiente di correlazione a breve termine, ma stavolta con una banda di decorrelazione 
fissata ad 1 f.r.u e quindi un coefficiente di correlazione a lungo termine 𝜏! ≈ 2.8  𝑟. 𝑡.𝑢, 
ossia in uno scenario più fortemente decorrelato rispetto a quello del caso standard. 
 
2.10(a) 
2.10(b) 
 
Figura 2. 10: RMSE (a) e probabilità di risoluzione (b) per pattern monostatico al variare del coefficiente 𝝆𝟎 e con Bft=1 
Come nel caso standard, si nota l’andamento in controtendenza delle curve del MUSIC al 
crescere del coefficiente di correlazione a breve termine; si nota inoltre come, per entrambi 
gli stimatori, le prestazioni siano degradate rispetto al caso standard e questo è dovuto alla 
maggiore entità della decorrelazione a lungo termine impostata per questa analisi. 
Un’indagine simile a quella appena proposta, è stata condotta al variare della distanza fra i 
centroidi con la stessa banda della situazione precedente e con 𝜌! = 1, come illustrato in fig 
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2.11. Anche in tale situazione si possono fare considerazioni analoghe a quelle messe in 
evidenza per la fig 2.10: sia per l’RMSE che per la probabilità di risoluzione, si nota un 
certo livello di degradazione delle prestazioni sia del MUSIC che del GEN.MUSIC, rispetto 
all’equivalente caso standard. Si nota inoltre un andamento non monotono delle curve del 
MUSIC per 𝑠𝑜𝑢𝑟𝑐𝑒  𝑑𝑖𝑠𝑡   ≥ 1.3  𝑟. 𝑟.𝑢. Un’altra indagine che è stata condotta, è quella 
eseguita eliminando l’accoppiatore a soglia. Questa è la prima di una serie di analisi che  
2.11(a) 
2.11(b) 
 
Figura 2. 11: RMSE (a) e probabilità di risoluzione (b) per pattern monostatico al variare di source dist e con Bft=1 
sono state condotte, unicamente nel caso di banda di decorrelazione variabile, per tentare di 
scoprire la causa alla base della seguente considerazione: come verrà messo in evidenza 
nella sezione apposita, l’andamento delle statistiche per il metodo MUSIC nel caso di 
pattern multistatico, sarà peggiore delle statistiche ricavate per uno stesso scenario simulato 
ma con il pattern monostatico. Questo è un apparente controsenso perché, per quanto detto, 
sembrerebbe che lo stimatore MUSIC non riesca a sfruttare la maggiore quantità di 
informazione messa a disposizione dal maggior numero di acquisizioni del pattern 
multistatico, ma anzi che questa situazione sia dannosa. Questo problema non si riscontra 
per il GEN.MUSIC, che, sfruttando la storia temporale del segnale ricevuto, ottiene 
statistiche migliori nel caso multistatico. Come mostrato in fig 2.12, l’indagine condotta 
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senza l’utilizzo dell’accoppiatore produce dei risultati inattesi: per un valore di banda 
maggiore di 2 f.r.u, il metodo GEN.MUSIC ha delle perdite di prestazioni consistenti nei 
confronti dell’algoritmo MUSIC per la curva dell’RMSE. Questo, preso atto che entrambi 
gli algoritmi hanno delle prestazioni insoddisfacenti per tali valori di Bft, potrebbe essere 
dovuto al fatto che il GEN.MUSIC riesce comunque quasi sempre a trovare i due picchi 
attesi, anche se particolarmente imprecisi, mentre il MUSIC spesso non trova due picchi e  
2.12(a) 
2.12(b) 
 
Figura 2. 12: RMSE (a) e probabilità di risoluzione (b) per pattern monostatico al variare della banda e senza accoppiatore 
quindi non prende in considerazione un maggior numero di stime. Tale valutazione è stata 
fatta controllando i profili in quota prodotti per entrambi gli algoritmi per valori di banda 
nel range preso in considerazione. Da sottolineare il fatto che, anche per il GEN.MUSIC, la 
curva relativa alla probabilità di risoluzione risulta non monotona nella parte finale come 
accade per il MUSIC. In ogni caso, come ci si aspetta da un’indagine di questo tipo, 
l’assenza dell’accoppiatore produce come effetto il peggioramento dell’RMSE ed un 
innalzamento della probabilità di risoluzione, dovuti proprio al fatto che non si scartano 
tutte le stime per cui i due picchi stanno entrambi o sopra o sotto la soglia che verrebbe 
posta dall’accoppiatore; quanto detto appare evidente confrontando la fig 2.12 con la fig 2.2. 
Un’altra analisi condotta nell’ambito della ricerca di una giustificazione all’andamento 
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anomalo dell’algoritmo MUSIC nel passaggio dal pattern monostatico a quello multistatico, 
è stata quella effettuata scegliendo, fra tutte le possibili permutazioni del pattern 
monostatico, quella con coefficiente di correlazione, calcolato come se gli indici temporali e 
le quote degli N passaggi ripetuti sull’area di interesse fossero delle variabili aleatorie, 
minimo; è stato infatti dimostrato che tale pattern di acquisizione sarebbe il migliore per uno 
scenario tomografico. Il nuovo pattern monostatico selezionato, è rappresentato in fig 2.13, 
mentre in fig 2.14 sono riportate come di consueto le statistiche a questo relative e dalla 
quale possiamo notare come in questo caso l’analisi sia stata effettuata unicamente per 
valori di banda fino a 3 f.r.u, in quanto a priori non era noto quanto potesse essere proficua 
un’indagine del genere. 
 
Figura 2. 13: Pattern di acquisizione monostatico permutato 
2.14(a) 
 
Confrontando infatti la fig 2.14 con la fig 2.2, si capisce come mai questo tipo di analisi non 
sia stata estesa fino ai valori di banda già visti in precedenza: per l’RMSE la situazione 
risulta praticamente invariata rispetto al caso di pattern monostatico classico. L’unica 
variazione degna di nota riguarda la probabilità di risoluzione, che risulta leggermente 
migliorata per entrambi gli algoritmi impiegati; inoltre per il MUSIC l’andamento anomalo 
della curva risulta fortemente attenuato rispetto al precedente caso di pattern monostatico 
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classico. Anche l’analisi mostrata in fig 2.15, riguarda un case study per cui si è pensato ad 
una variazione del pattern per cercare di comprendere i motivi alla base dell’apparente 
anomalia MUSIC: si era pensato che a compromettere le prestazioni per il pattern 
multistatico, potessero essere le baseline di piccole dimensioni poste a grande distanza 
temporale. Questa deduzione deriva dalla seguente riflessione: come messo in evidenza nel 
primo capitolo, la base minima determina l’intervallo ambiguo del sistema; il fatto che le  
 
2.14(b) 
 
Figura 2. 14: RMSE (a) e probabilità di risoluzione (b) per pattern monostatico permutato al variare della banda 
due passate che determinano tale baseline minima siano distanti temporalmente, implica che 
il sistema definisca l’intervallo ambiguo effettivo dopo un grande lasso temporale entro il 
quale la decorrelazione a lungo termine ha avuto modo di agire pesantemente (stesso 
ragionamento, ma visto in un’ottica non legata al problema che stiamo affrontando, può 
essere fatto per la baseline massima che determina il potere di risoluzione nominale in quota 
del sistema). Un’altra considerazione legata ad avere delle baseline minime, cioè prossime a 
zero, a grande distanza temporale, è la seguente: la situazione appena descritta è molto 
simile a quella in cui si trova ad operare un sistema D-InSAR, nel quale si cerca di annullare 
volontariamente la baseline per rendere sensibile il segnale ricevuto unicamente alle 
componenti relative alla velocità di deformazione degli scatteratori a terra. In altre parole 
potremmo in un certo senso affermare che, anche nel caso tomografico, il segnale 
collezionato sulle basi minime a grande distanza temporale raccoglie prevalentemente il 
contributo derivante dalla deformazione in velocità dei retrodiffusori in scena, mentre per le 
applicazioni forestali e urbane siamo interessati alla topografia dello scenario, ossia a 
renderci sensibili alle differenze di quota degli elementi in una determinata cella, motivo per 
cui si crea una baseline non nulla a differenza del caso D-InSAR. L’analisi appena descritta 
è stata condotta quindi con un pattern in cui si è cercato di variare leggermente l’altezza di 
alcune delle passate per aumentare la distanza delle baseline minime critiche. Per lo stesso 
motivo già esposto in precedenza, l’analisi è stata affrontata fino ad un valore massimo della 
banda di decorrelazione pari a 3 f.r.u. L’andamento delle statistiche mostrato in fig 2.15, 
attesta come per questa particolare scelta del nuovo pattern di acquisizione, il metodo 
MUSIC non abbia dei sostanziali cambiamenti, mentre sembra migliorare le prestazioni 
rispetto al pattern monostatico classico il GEN.MUSIC. In sostanza, come verrà messo in 
evidenza nella sezione relativa alle casistiche per il pattern multistatico, anche questa 
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analisi, come la precedente, non ha dato risposta al problema per cui è stata effettuata: 
cercare di dare una spiegazione all’andamento anomalo delle statistiche del MUSIC nel 
passaggio dal pattern monostatico a quello multistatico. In effetti, come è stato notato 
confrontando il pattern di acquisizione classico e quello variato, le modifiche introdotte da 
quest’ultimo rispetto al primo non sono così sostanziali, ma non si è voluto procedere con 
ulteriori analisi di questo tipo, magari variando più pesantemente il pattern, per due motivi: 
fig 2.15(a) 
fig 2.15(b) 
 
Figura 2. 15: RMSE (a) e probabilità di risoluzione (b) per pattern monostatico variato al variare della banda 
il primo è il fatto che, variare molto il pattern, rappresenta un discostamento eccessivo dal 
caso classico e quindi un allontanamento dallo scenario base verso una situazione 
completamente differente dalla precedente, il secondo è rappresentato dal fatto che, anche 
con i piccoli cambiamenti introdotti dal nuovo pattern, il GEN.MUSIC ottiene alcuni 
miglioramenti al contrario del MUSIC e questo potrebbe far pensare che, se la motivazione 
alla base dell’anomalia dell’andamento del MUSIC fosse stata relativa alle basi minime a 
grande distanza temporale, anche le piccole variazioni introdotte dal nuovo pattern 
sarebbero probabilmente state sufficienti per ottenere dei sensibili miglioramenti. In realtà 
un ultimo tentativo, sempre nell’ottica di eliminare la presenza di basi minime a grande 
distanza, è stato fatto tentando non più di cambiare l’altezza di alcuni dei centri di fase del 
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sistema, ma di creare un pattern in cui i due centri di fase che formano la specifica baseline 
minima, siano posti alla minima distanza temporale. Questo tipo di analisi è stata effettuata 
unicamente per il pattern monostatico, con il proposito di estenderla in caso di risultati 
positivi al caso multistatico. In realtà l’indagine è stata eseguita variando in più modi il 
pattern classico: eliminando due basi minime critiche ed usando anche un pattern di 
confronto monotono in cui i centri di fase sono posti in ordine crescente di altezza (in tal 
modo sicuramente tutte le basi minime sono formate da centri di fase successivi 
temporalmente parlando). Le statistiche per tutti e tre i pattern sono mostrate 
riassuntivamente in fig 2.16, dove per comodità di rappresentazione si mostrano i risultati 
unicamente per lo stimatore MUSIC, in quanto è il metodo affetto dalla suddetta anomalia. 
 
fig 2.16(a) 
fig 2.16(b) 
 
Figura 2.16: RMSE (a) e probabilità di risoluzione (b) per vari pattern monostatici al variare della banda 
 
Come si nota dai grafici illustrati in fig 2.16, per ciò che riguarda l’RMSE il pattern classico 
risulta lievemente peggiore di quello con due variazioni e sensibilmente peggiore di quello 
monotono per piccoli valori di banda. Per un valore di Bft circa uguale a 1,5 f.r.u i tre 
pattern sono praticamente equivalenti, mentre al di sopra di tale valore il pattern monotono 
degrada fortemente le proprie prestazioni, mentre gli altri due sono praticamente identici. 
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Anche per quanto riguarda la probabilità di risoluzione il pattern classico e quello variato 
risultano praticamente equivalenti per tutta la gamma analizzata di bande, mentre il pattern 
monotono risulta avere un valore fortemente migliore fino a tendere per valori di banda 
superiori a 5 f.r.u alle prestazioni degli altri due. Inoltre tale pattern non presenta più 
l’andamento non monotono tipico dello stimatore MUSIC che invece presentano quello 
variato e quello classico. In ogni caso, sia per il caso di pattern variato che monotono, non si 
individua sempre un miglioramento univoco nei confronti di quello classico e questo ci fa 
giungere alle stesse conclusioni dell’analisi precedente ed è per questo motivo che 
un’indagine simile a quella appena esposta non è stata effettuata per il pattern multistatico. 
L’ultima analisi che viene illustrata è quella mostrata in fig 2.17, la quale mostra 
l’andamento dell’RMSE in funzione del coefficiente di correlazione a breve termine e con 
banda di decorrelazione fissata ad 1 f.r.u, effettuata sfruttando l’ordine variabile del 
sottospazio di segnale di cui si è già parlato. 
 
 
Figura 2.17: RMSE per pattern monostatico con ordine del sottospazio di segnale variabile ed al variare del coefficiente di 
correlazione 
 
Come già fatto in precedenza, non viene mostrato l’andamento della probabilità di 
risoluzione perché questo sarebbe un valore costante pari al 100%, per i motivi già spiegati 
in precedenza, e quindi di scarso interesse. Il grafico di fig 2.17 mette in evidenza ancora 
una volta i limiti del metodo implementativo dell’ordine variabile del sottospazio di segnale, 
in quanto appare evidente, osservando fig 2.3, come le prestazioni risultino fortemente 
degradate rispetto al caso ad ordine fisso. 
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2.2Risultati	   con	   Pattern	  
Multistatico	  
 
Il pattern di riferimento per questo paragrafo è analogo a quello mostrato in fig 1.4(b): 
abbiamo tre centri di fase per ogni passaggio sulla zona di interesse. Più dettagliatamente il 
tutto è riassunto in fig 2.18. 
 
Figura 2. 18: Pattern di acquisizione multistatico. 
In realtà questo pattern è fittizio, nel senso che non è associato ad un reale pattern di 
acquisizione utilizzato in qualche campagna di misura, ma è semplicemente una particolare 
estensione del caso monostatico: come si nota facendo un confronto con la fig 2.1, i centri 
di fase ad altezza inferiore corrispondono perfettamente al pattern monostatico, mentre i due 
centri superiori sono equispaziati fra loro rispetto al primo. Il resto del paragrafo sarà 
impostato analogamente al precedente: prima saranno analizzate le variazioni dei diversi 
parametri nel caso standard, per poi passare ad affrontare alcune casistiche particolari, tutte 
rapportate al corrispondente caso monostatico. 
 
2.2.1Caso	  Standard	  
 
Analogamente al paragrafo precedente, cominciamo parlando delle variazioni delle 
statistiche nel caso standard e con pattern multistatico al cambiare del valore di banda di 
decorrelazione temporale, come mostrato in fig 2.19. Ad un primo confronto con 
l’equivalente situazione monostatica, salta subito all’occhio l’anomalia del metodo MUSIC 
di cui si è accennato nel paragrafo precedente: per quanto riguarda l’RMSE l’andamento 
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inaspettato inizia a manifestarsi per valori di banda superiori a 1.5 f.r.u, mentre per valori 
inferiori c’è un piccolissimo guadagno nel caso multistatico, per la probabilità di risoluzione  
fig 2.19(a) 
fig 2.19(b) 
 
Figura 2.19: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico al variare della banda 
invece l’andamento nel caso monostatico risulta essere sempre migliore. Tale problematica 
invece non si verifica per il GEN.MUSIC che presenta guadagni sostanziali per entrambe le 
statistiche sia rispetto al corrispondente caso monostatico, che rispetto al MUSIC. Da notare 
come il valore dell’RMSE tenda a saturare verso il valore di circa 0.12 r.r.u: questo 
andamento lascia un po’ perplessi in quanto anche il GEN.MUSIC dovrebbe degradare 
gradualmente le proprie prestazioni per scenari fortemente decorrelati. Probabilmente il 
valore di banda per cui questa situazione si verifica è maggiore del limite massimo imposto 
alla simulazione; inoltre è stato verificato che il valore di saturazione è circa pari a quello 
che si avrebbe utilizzando dieci passaggi ognuno con tre centri fase fra loro indipendenti, 
cioè non correlati, e questo in un certo senso giustifica l’andamento del grafico. La seconda 
casistica che viene illustrata, è quella al variare del coefficiente di correlazione a breve 
termine, i cui risultati sono mostrati in fig 2.20. Ancora una volta si nota l’andamento 
anomalo del MUSIC nei confronti del corrispondente caso di pattern monostatico e, 
analogamente a quest’ultimo, si nota il solito andamento in controtendenza al crescere del 
coefficiente di correlazione. Invece, come per l’indagine precedente, il GEN.MUSIC 
 45 
presenta guadagni per entrambe le statistiche, sia nei confronti del MUSIC che del caso 
monostatico, le quali apparentemente mostrano come il segnale ricevuto non sembri  
fig 2.20(a) 
fig 2.20(b) 
 
Figura 2.20: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico al variare del coefficiente di correlazione 
 
risentire delle variazioni del coefficiente di correlazione a breve termine, in quanto 
rimangono pressochè inalterate per tutta la gamma di valori analizzati di quest’ultimo. La 
terza indagine che è stata eseguita, è stata quella al variare della distanza fra i centroidi delle 
sorgenti in scena. Ovviamente considerazioni analoghe a quelle fatte per il pattern 
monostatico, per ciò che riguarda il valore minimo imposto per questa analisi al parametro 
source dist, valgono anche in questo caso. Le statistiche ottenute sono illustrate in fig 2.21. 
Ancora una volta si nota il netto guadagno del GEN.MUSIC nei confronti del MUSIC per 
entrambe la statistiche, mentre, rispetto al corrispondente caso monostatico, si nota la solita 
incongruenza per il MUSIC, anche se in forma più attenuata rispetto ad altre casistiche 
analizzate. Da mettere in evidenza che, questa volta e solo per piccoli valori del parametro 
source dist, si ha una lieve anomalia anche del GEN.MUSIC, mentre per valori più elevati si 
ha un, se pur lieve, miglioramento nei confronti dell’equivalente caso monostatico. Per 
entrambi gli stimatori, si nota come non ci siano problemi anche nel caso in cui le due 
sorgenti distino di una quantità maggiore del limite di Rayleigh, ossia nella situazione in 
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cui non ci sarebbe bisogno di super risolvere in quota. Un’altra analisi che è stata condotta, 
è quella al variare dell’estensione in quota del volume, i cui risultati sono mostrati in fig 
2.22.  
fig 2.21(a) 
fig 2.21(b) 
 
Figura 2.21: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico al variare della distanza fra i centroidi 
 
Come già detto nella corrispondente sezione relativa al caso monostatico, anche in questa 
situazione, visti i valori dei parametri in gioco, non ha alcun senso estendere l’indagine per 
valori di 𝑒𝑠𝑡  𝑡𝑜𝑡 ≥ 0.7  𝑟. 𝑟.𝑢 . Come di consueto, a primo impatto si osserva 
immediatamente il netto guadagno del GEN.MUSIC rispetto al MUSIC, che va però a 
ridursi per valori di estensione in quota del volume vicini a quello massimo della 
simulazione. Persiste inoltre il comportamento anomalo dello stimatore MUSIC, che per 
questa casistica è esteso anche al GEN.MUSIC per ciò che riguarda la probabilità di 
risoluzione, la quale scende molto più repentinamente rispetto al caso monostatico fino a 
tendere ad un valore di circa 40%, a fronte del valore limite di 60% di fig 2.5(b). Per ciò che 
riguarda fig 2.22(a), da mettere in evidenza l’andamento non monotono nella parte finale 
del grafico per il MUSIC ed, in generale, un certo grado di imprecisione, probabilmente 
frutto di errori di simulazione, di entrambe le curve, che si traduce in un andamento a linea 
spezzata di quest’ultime. L’analisi successiva che viene mostrata, è quella eseguita al 
variare del numero di look indipendenti ed i cui risultati sono illustrati in fig 2.23. Si nota 
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immediatamente una leggera controtendenza per il MUSIC nella parte finale del grafico per 
entrambe le statistiche: l’andamento che ci si aspetta, come già detto in precedenza, è una 
miglior precisione delle grandezze stimate all’aumentare dei look, mentre sembra che ci sia  
fig 2.22(a) 
fig 2.22(b) 
 
Figura 2.21: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico al variare dell’estensione in quota del volume 
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fig 2.23(a) 
fig 2.23(b) 
 
Figura 2.23: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico al variare del numero dei look 
 
una lieve degradazione delle prestazioni dello stimatore per grandi valori di M. Per il resto, 
si nota l’ormai collaudato sensibile guadagno del GEN.MUSIC rispetto al MUSIC, il quale 
presenta l’ormai altrettanto consueta anomalia rispetto al caso monostatico, al contrario del 
GEN.MUSIC che invece ottiene un lieve miglioramento rispetto alla situazione di fig 2.6. 
La successiva analisi che viene mostrata, illustra la variazione dell’RMSE e della 
probabilità di risoluzione in funzione del rapporto fra la potenza di terreno e quella del 
volume in quota; i risultati sono mostrati in fig 2.24. 
 
fig 2.24(a) 
 
Come nell’equivalente casistica riferita al pattern monostatico, anche in questa situazione si 
nota immediatamente il medesimo andamento a spezzata delle statistiche, soprattutto per ciò 
che riguarda il MUSIC, con considerazioni analoghe a quelle fatte in tal senso in riferimento 
alla fig 2.7. Ancora una volta si evidenzia il miglior andamento dell’RMSE e della 
probabilità di risoluzione, il quale tende ad annullarsi per valori del rapporto g/v che 
tendono a 3, del GEN.MUSIC nei confronti del MUSIC; quest’ultimo continua ad essere 
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affetto dal comportamento anomalo, ormai tipico di queste indagini. Anche per il pattern 
multistatico, è stata effettuata l’analisi con sottospazio di segnale variabile, i risultati  
fig 2.24(b) 
 
Figura 2.24: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico al variare del rapporto g/v 
 
ottenuti sono quelli messi in mostra in fig 2.25 e fig 2.26 al variare rispettivamente della 
banda di decorrelazione e del coefficiente di correlazione a breve termine e solo per il 
GEN.MUSIC, dai quali si evincono conclusioni analoghe a quelle esposte nella medesima 
sezione relativa al pattern monostatico: affrontare un’analisi con ordine variabile nel modo 
in cui questa è stata implementata, non porta ad un miglioramento dell’RMSE. Per motivi 
analoghi a quelli del caso monostatico, non vengono mostrati i risultati per la probabilità di 
risoluzione. 
 
 
Figura 2.25: RMSE per pattern multistatico con ordine del sottospazio di segnale variabile e al variare della banda 
 
Per ciò che riguarda la fig 2.25 si nota come le prestazioni degradino notevolmente rispetto 
al caso ad ordine fisso, per il quale l’RMSE tendeva ad un valore di saturazione di circa 0.1 
r.r.u. In relazione alla fig 2.26 si osserva un analogo peggioramento delle prestazioni, anche 
se più contenuto rispetto al precedente. 
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Figura 2.26: RMSE per pattern multistatico con ordine del sottospazio di segnale variabile e al variare del coefficiente di 
correlazione 
 
 
2.2.2Altre	  Casistiche	  
 
Come nell’equivalente paragrafo relativo al caso monostatico, anche in questo verranno 
presentati i risultati relativi allo scenario multistatico, ma in situazioni che si discostano dal 
caso standard del paragrafo precedente, cercando di ricalcare, quando possibile, la stessa 
successione di casistiche esposta per il pattern monostatico. La prima indagine che viene 
illustrata è quella di fig 2.27, nella quale viene mostrato l’andamento delle statistiche al 
variare del coefficiente di correlazione a breve termine, ma con una banda di decorrelazione 
pari a 1 f.r.u, che come sappiamo corrisponde ad avere 𝜏! ≈ 2.8  𝑟. 𝑡.𝑢 e che corrisponde 
quindi ad avere uno scenario più fortemente decorrelato rispetto al caso standard. 
 
fig 2.27(a) 
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fig 2.27(b) 
 
Figura 2.27: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico al variare del coefficiente di correlazione e con 
Bft=1 
 
Come ci si aspetta per un’analisi di questo tipo, sia il MUSIC che il GEN.MUSIC hanno 
una degradazione delle prestazioni dovute ovviamente al fatto che lo scenario simulato è 
maggiormente decorrelato. Si nota comunque come il GEN.MUSIC mantenga un ampio 
margine di guadagno rispetto al metodo classico, il quale risulta ancora anomalo rispetto al 
corrispondente caso monostatico e in controtendenza rispetto all’andamento atteso per 
un’indagine di questo tipo: come già precedentemente detto, all’aumentare del coefficiente 
di correlazione a breve termine, ci si aspetterebbe un miglioramento delle statistiche, mentre 
accade l’esatto contrario; si nota inoltre un andamento un po’ a curva spezzata, dovuto 
probabilmente ad errori di simulazione, della curva del MUSIC per valori di rhozero 
compresi fra 0.7 e 0.85. L’indagine successiva che viene mostrata, è quella di fig 2.28, dove 
si illustra l’andamento dell’RMSE e della probabilità di risoluzione con una banda di 
decorrelazione sempre fissata a 1 f.r.u, ma con il coefficiente di correlazione a breve 
termine fissato a 1 ed al variare della distanza fra i due centroidi di terreno e del volume in 
quota. 
 
fig 2.28(a) 
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fig 2.28(b) 
 
Figura 2.28: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico al variare della distanza fra i centroidi e con 
Bft=1 
 
Ancora una volta si mantiene un certo guadagno del GEN.MUSIC nei confronti del 
MUSIC, anche se per entrambi si nota un, se pur lievissimo, peggioramento generale delle 
prestazioni dovuto nuovamente dallo scenario più pesantemente decorrelato. Nei confronti 
dell’equivalente caso monostatico, si osserva che l’anomalia del metodo classico persiste 
anche se in forma molto attenuata. Nessuna segnalazione da fare invece per valori della 
distanza fra le sorgenti maggiore del limite di Raleygh. Da notare, per valori di source 
distance fra 0.6 e 0.7 r.r.u, un andamento dell’RMSE del MUSIC a curva spezzata, dovuto 
probabilmente ad errori di simulazione. La terza indagine sulle statistiche relative a casi non 
standard che viene illustrata, è mostrata in fig 2.29, dove è stata fatta variare ancora una 
volta la banda di decorrelazione temporale, ma eliminando l’accoppiatore a soglia di cui si è 
abbondantemente parlato in precedenza. 
 
fig 2.29(a) 
 
Come si nota confrontando la fig 2.29 con la 2.19, non ci sono particolari variazioni fra le 
due situazioni e questo non è l’andamento atteso, in quanto, come già detto in precedenza, 
l’assenza dell’accoppiatore dovrebbe indurre un peggioramento dell’RMSE e un  
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fig 2.29(b) 
 
Figura 2.29: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico al variare della banda e senza accoppiatore 
 
miglioramento della probabilità di risoluzione per entrambi gli stimatori. Il metodo MUSIC 
rimane comunque anomalo rispetto all’equivalente caso monostatico. L’indagine successiva 
che viene illustrata è quella effettuata permutando il pattern multistatico in modo analogo a 
quanto fatto per quello monostatico. In particolare la permutazione è stata effettuata 
seguendo la stessa modifica introdotta per il pattern monostatico e non effettuando una 
nuova minimizzazione del coefficiente di correlazione del pattern, come specificato nella 
corrispondente sezione relativa al pattern monostatico. Il nuovo pattern di acquisizione è 
quello mostrato in fig 2.30, mentre in fig 2.31 vengono riportate le statistiche relative al 
caso in questione. 
 
 
Figura 2.30: Pattern di acquisizione multistatico permutato 
 
Come già detto in precedenza, questo tipo di analisi è stata effettuata per cercare di capire se 
alla base del comportamento anomalo dello stimatore MUSIC ci fosse la particolare scelta 
del pattern di acquisizione. In realtà osservando la fig 2.31, si nota come ci sia un lieve 
miglioramento dell’RMSE rispetto al caso illustrato in fig 2.19 e un peggioramento per  
 54 
fig 2.31(a) 
fig 2.31(b) 
 
Figura 2.31: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico permutato al variare della banda 
 
quanto riguarda il limite a cui tende la probabilità di risoluzione, anche se questo non 
preoccupa molto in quanto, come già detto, per valori di banda superiori a 2 f.r.u, nei profili 
compaiono lobi secondari indesiderati responsabili del comportamento non monotono della 
statistica in questione. In generale comunque il MUSIC rimane anomalo sia rispetto al 
corrispondente caso monostatico che a quello classico; quindi tale analisi non ha portato ai 
risultati desiderati. Per ciò che riguarda il GEN.MUSIC si nota un lieve peggioramento del 
valore di saturazione dell’RMSE e un lieve miglioramento della probabilità di risoluzione. 
Sempre nell’ottica di trovare una soluzione al comportamento anomale del MUSIC, è stata 
eseguita un’analisi allungando leggermente alcune delle tracce del pattern multistatico 
classico, per eliminare le basi minime a grande distanza temporale, coerentemente con 
quanto fatto nel caso monostatico. L’andamento delle statistiche in tale situazione è 
mostrato in fig 2.32, dove è stato imposto un valore massimo di banda pari a 3 f.r.u per le 
stesse motivazioni esposte in casi analoghi a questo. 
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fig 2.32(a) 
fig 2.32(b) 
 
Figura 2.32: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico variato al variare della banda 
 
Analogamente alle conclusioni tratte per l’equivalente caso monostatico, si nota come 
sembri trarre giovamento dal pattern modificato unicamente il GEN.MUSIC, mentre le 
statistiche per il MUSIC rimangono pressochè inalterate e pertanto anche questo studio non 
fornisce informazioni ulteriori per comprendere l’anomalia dello stimatore MUSIC nel 
passaggio dal caso monostatico a quello multistatico. Nell’ottica di creare nuovi pattern per 
avere a disposizione più casistiche analizzate possibile, non necessariamente per risolvere 
l’anomalia di cui sopra, si è pensato di modificare il pattern multistatico rimuovendo una 
volta la traccia centrale e una volta la traccia superiore ottenendo in ambedue i casi un 
pattern a due sole tracce le cui statistiche sono mostrate rispettivamente in fig 2.33 e in fig 
2.34. Come si può notare osservando le immagini proposte, nel caso in cui venga rimossa la 
traccia centrale si verifica un sensibile peggioramento delle statistiche per ciò che riguarda il 
GEN.MUSIC: mentre nel caso di pattern classico si aveva una saturazione dell’RMSE verso 
il valore limite di 0.1 r.r.u, in questo caso tale valore viene raggiunto e poi superato per 
valori di banda di decorrelazione di circa 0.5 f.r.u, mentre il valore finale dell’RMSE è di 
circa 0.4 r.r.u. Anche per quanto riguarda la probabilità di risoluzione si nota un netto 
peggioramento delle prestazioni dell’algoritmo sia come valore limite per situazioni  
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fig 2.33(a) 
fig 2.33(b) 
 
Figura 2.33: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico senza traccia centrale al variare della banda 
 
fig 2.34(a) 
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fig 2.34(b) 
 
Figura 2.34: RMSE (a) e probabilità di risoluzione (b) per pattern multistatico senza traccia superiore al variare della banda 
 
fortemente decorrelate, sia in termini di velocità di degradazione delle prestazioni: per 
valori si banda superiori a 4 f.r.u si osserva addirittura una perdita nei confronti 
dell’algoritmo MUSIC che, nonostante sia già stato detto in precedenza come per scenari 
molto decorrelati il comportamento di quest’ultimo sia dovuto alla presenza di lobi 
secondari nei profili generati dalla simulazione, rimane molto significativo. Per ciò che 
riguarda il MUSIC, si nota invece un comportamento diametralmente opposto a quello 
esposto per il GEN.MUSIC: sia la curva dell’RMSE che quella della probabilità di 
risoluzione, sembrano beneficiare della rimozione della traccia centrale e questo 
comportamento, se pur inatteso, conferma il trend anomalo del MUSIC nel passaggio dal 
monostatico al multistatico. Essendo questa casistica una situazione intermedia fra il 
monostatico e il multistatico classici, ci si aspettano, come andamento anomalo, delle 
prestazioni peggiori del primo e migliori del secondo e questo è proprio ciò che accade. Per 
quello che riguarda invece la rimozione della traccia superiore, osservando la fig 2.34 si 
nota come si possano fare considerazioni identiche alle precedenti per quel che concerne il 
MUSIC; anche per il GEN.MUSIC possiamo fare altrettanto, ma mettendo in evidenza il 
fatto che questa volta la degradazione delle prestazioni è molto meno repentina e pesante del 
caso precedente. Da notare in ogni caso che il confronto fra le due situazioni appena esposte 
non è del tutto paritario: sicuramente rimuovendo la traccia superiore del pattern 
multistatico si va ad intaccare il potere di risoluzione in quota del sistema, che risulta ridotto 
in quanto si va a diminuite la lunghezza della baseline massima. Considerazioni analoghe, 
ma fatte ovviamente sulla baseline minima, potrebbero essere fatte per l’intervallo ambiguo 
il quale potrebbe risultare variato. Un’altra indagine che è stata eseguita, è stata quella al 
variare del coefficiente di correlazione a breve termine, fissando il valore della banda di 
decorrelazione al valore di 1 f.r.u e utilizzando l’algoritmo ad ordine del sottospazio di 
segnale variabile. In figura 2.35 è mostrato, come al solito per questo tipo di analisi, 
unicamente l’andamento dell’RMSE del GEN.MUSIC per i consueti motivi già esposti in 
precedenza. Ancora una volta, rispetto al corrispondente caso ad ordine fisso, si nota una 
sensibile degradazione delle prestazioni dell’algoritmo, che portano alle stesse conclusioni 
già più volte esposte in relazione ad indagini simili a quella in questione: un’analisi ad 
ordine variabile impostata nel modo definito in precedenza, non porta ad un miglioramento 
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delle statistiche, ma tende a peggiorare la situazione in termini di RMSE 
 
 
Figura 2.35: RMSE per pattern multistatico al variare del coefficiente di correlazione con Bft=1 e con ordine del sottospazio 
di segnale variabile 
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2.3Risultati	  con	  Pattern	  BioSar	  
 
Il pattern di riferimento per questa sezione è ancora una volta analogo a quello di fig 1.4(b): 
abbiamo tre centri di fase per ognuna dei passaggi sull’area di interesse, che non sono dieci, 
come nel caso multistatico, ma semplicemente tre. Il tutto è riassunto in fig 2.36. 
 
 
Figura 2.36: Pattern di acquisizione BioSar 
 
Come già accennato in precedenza, questo pattern è stato utilizzato per una campagna di 
misura effettuata nel 2007 dall’agenzia spaziale tedesca (DLR) sopra la foresta semi boreale 
svedese di Remnigstorp. Come i precedenti due paragrafi, anche questo sarà organizzato 
mostrando prima i risultati relativi al caso standard, per poi passare a commentare situazioni 
che da questo si discostano per diversi valori assegnati ai parametri in gioco o variazioni del 
pattern. 
 
2.3.1Caso	  Standard	  
 
Prima di procedere a commentare la prima indagine di questo paragrafo, si mette in 
evidenza il fatto che per il pattern BioSar il caso standard è definito in modo differente 
rispetto ai casi monostatico e multistatico. In particolare le differenze riguardano i seguenti 
parametri: 
 
• 𝐵!! = 2 9 𝑓. 𝑟.𝑢; 
• 𝑠𝑜𝑢𝑟𝑐𝑒  𝑑𝑖𝑠𝑡 = 0.6  𝑟. 𝑟.𝑢; 
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Da  notare   che   l’imposizione  di   tale  valore  per   la  banda  di  decorrelazione   temporale,  serve,  in  accordo  con  la  (1.4.2),  ad  ottenere  anche  per  il  pattern  BioSar  un  coefficiente  di  correlazione  a  lungo  termine  𝜏! ≈ 2.8  𝑟. 𝑡.𝑢,  analogamente  ai  due  casi  precedenti.  In  seguito,   come  verrà   specificato   al  momento  opportuno,   verrà  variato   anche   il   valore  del  parametro  g/v,  che  verrà  impostato  a  3  anziché  a  1/5.  Questo  nuovo  valore  è  stato  deciso   in   quanto   rappresentativo   di   una   tipica   acquisizione   in   banda   P,   come   quella  della  campagna  in  cui  è  stato  impiegato  il  pattern  di  riferimento  di  questo  paragrafo.  La  prima  analisi  che  viene  mostrata  è  quella  al  variare  della  banda  di  decorrelazione  temporale,  i  cui  risultati  sono  illustrati  in  fig  2.37.    
fig 2.37(a) 
fig 2.37(b) 
 
Figura 2.37: RMSE (a) e probabilità di risoluzione (b) per pattern BioSar al variare della banda 
 
E’ immediato notare da tali figure, come anche in questo caso il GEN.MUSIC mantenga un 
sensibile guadagno rispetto al MUSIC per entrambe le statistiche. Degno di nota, l’analogo 
valore di saturazione dell’RMSE osservato anche nella casistica multistatica, il 
comportamento non monotono del MUSIC per ciò che riguarda la probabilità di risoluzione 
e il fatto che per valori piccolissimi di banda, quindi in scenari non decorrelati, sia il 
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GEN.MUSIC a mostrare una perdita nei confronti del metodo classico. In fig 2.38, è 
illustrato invece l’andamento delle statistiche al variare del coefficiente di correlazione a 
breve termine; da tali grafici si possono dedurre le seguenti considerazioni: il GEN.MUSIC 
 
fig 2.38(a) 
fig 2.38(b) 
 
Figura 2.38: RMSE (a) e probabilità di risoluzione (b) per pattern BioSar al variare del coefficiente di correlazione 
 
sembra non risentire delle variazioni introdotte sullo scenario dal coefficiente di 
correlazione a breve termine per entrambe le statistiche, mentre tale considerazione non è 
vera per il metodo di stima MUSIC, che ottiene grossi benefici sull’RMSE nel caso di 
scenari molto correlati, pur avendo prestazioni in generale molto peggiori rispetto al 
GEN.MUSIC. La terza indagine che viene illustrata, è quella mostrata in fig 2.39, dove è 
messo in evidenza l’andamento delle statistiche al variare della distanza fra le sorgenti. 
Ancora una volta, rimangono valide le considerazioni fatte in precedenza riguardo al valore 
limite che può assumere il parametro sotto analisi. Fino a valori di poco superiori al limite 
di Raleygh, si nota il consueto guadagno del GEN.MUSIC nei confronti del MUSIC, il 
quale tende ad annullarsi all’aumentare della distanza fra le sorgenti in scena. Tuttavia, per 
valori di distanza fra i centroidi superiori a circa 1.1 r.r.u, si osserva un comportamento 
inaspettato del metodo classico, il quale presenta un peggioramento di entrambe le  
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fig 2.39(a) 
fig 2.39(b) 
 
Figura 2.39: RMSE (a) e probabilità di risoluzione (b) per pattern BioSar al variare della distanza fra i centroidi 
 
statistiche. L’analisi successiva che viene mostrata, è quella di fig 2.40, in cui si illustra 
l’andamento di RMSE e probabilità di risoluzione al variare dell’estensione in quota dello 
scatteratore volumetrico. Ancora una volta, seguendo considerazioni già fatte in precedenza, 
il tutto è mostrato unicamente per i valori di interesse del parametro in gioco. Si nota 
immediatamente un andamento a curva spezzata, probabilmente dovuto ad errori di 
simulazione, nell’andamento del grafico rappresentante l’RMSE e che, mentre per piccoli 
valori di estensione in quota del volume il GEN.MUSIC presenta un sensibile guadagno nei 
confronti del MUSIC, per valori da circa 0.45 r.r.u in poi è il metodo classico ad avere un 
leggero guadagno. Tale situazione non si riscontra invece per ciò che riguarda la probabilità 
di risoluzione, per la quale si osserva un guadagno del GEN.MUSIC rispetto al MUSIC, che 
tende ad annullarsi per il valore limite di estensione in quota dello scatteratore volumetrico 
imposto alla simulazione. Si nota inoltre un andamento in controtendenza delle statistiche 
del MUSIC, che tendono a migliorare all’aumentare dell’altezza della chioma forestale, 
mentre l’andamento atteso sarebbe quello diametralmente opposto. In fig 2.41 è illustrata 
l’analisi successiva a quella appena esposta, rappresentante l’andamento delle statistiche al 
variare del rapporto fra la potenza di terreno e quella del volume in quota. Al contrario di  
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fig 2.40(a) 
fig 2.40(b) 
 
Figura 2.40: RMSE (a) e probabilità di risoluzione (b) per pattern BioSar al variare dell’estensione in quota del volume 
 
fig 2.41(a) 
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fig 2.41(b) 
 
Figura 2.41: RMSE (a) e probabilità di risoluzione (b) per pattern BioSar al variare del rapporto g/v 
 
altre indagini simili a questa, non si riscontra per entrambi gli stimatori, ma solo per il 
MUSIC, un andamento a curva spezzata delle statistiche. Si nota inoltre che il GEN.MUSIC 
presenta sempre un certo guadagno rispetto al MUSIC, tranne che per l’ultimo valore 
imposto al rapporto g/v, ossia 3, per il quale si osserva la situazione contraria e ciò 
rappresenta un risultato inatteso, non tanto perché è il metodo classico a guadagnare e non il 
contrario, ma perché, come già detto in precedenza, il valore di rapporto g/v pari a 3 è 
quello tipico per uno scenario forestale in banda P ed è quello che è stato utilizzato per la 
campagna di acquisizione BioSar. 
 
2.3.2Caso	  Standard	  modificato	  
 
Come brevemente accennato nel paragrafo precedente, in questa sezione vengono riportate 
le medesime analisi viste fino a questo punto per il pattern BioSAr nel caso standard, ma per 
una situazione in cui il rapporto fra la potenza di terreno e del volume in quota è fissato non 
più al valore di 1/5, ma di 3. Ancora una volta la prima analisi che viene mostrata, è quella 
al variare della banda di decorrelazione temporale, i cui risultati sono mostrati in fig 2.42. 
Rispetto al corrispondente caso con rapporto g/v pari a 1/5, si nota un sensibile 
peggioramento di entrambe le statistiche per entrambi gli stimatori: per ciò che riguarda il 
valore limite raggiunto dall’RMSE si osserva una degradazione delle prestazioni di un 
fattore 2. Degno di nota il fatto che in questa indagine l’andamento della probabilità di 
risoluzione per il metodo MUSIC non presenta più un andamento non monotono. Si osserva 
inoltre ancora una volta come, per piccolissimi valori di banda ossia per scenari 
praticamente non decorrelati nel tempo, sia il metodo classico ad avere un lieve guadagno 
rispetto al GEN.MUSIC. La seconda analisi che viene riportata, è quella di fig 2.43, in cui si 
può osservare l’andamento di RMSE e probabilità di risoluzione, in funzione del 
coefficiente di correlazione a breve termine rhozero. Rispetto al caso illustrato in fig 2.38, si 
può notare immediatamente un dato in controendenza: per valori del coefficiente di  
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fig 2.42(a) 
fig 2.42(b) 
 
Figura 2.42: RMSE (a) e probabilità di risoluzione (b) per pattern BioSar al variare della banda 
 
fig 2.43(a) 
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fig 2.43(b) 
 
Figura 2.43: RMSE (a) e probabilità di risoluzione (b) per pattern BioSar al variare del coefficiente di correlazione 
 
correlazione a breve termine superiori a 0.76 è il MUSIC ad avere un piccolo guadagno 
rispetto al GEN.MUSIC, il quale presenta anche un leggero andamento in controtendenza 
nell’intervallo fra 0.8 e 0.9. Per ciò che riguarda la probabilità di risoluzione, si nota come 
sia sempre il GEN.MUSIC a guadagnare rispetto al MUSIC ed anche, se pur in modo 
minimale, rispetto al corrispondente caso con g/v pari ad 1/5. Da mettere in evidenza il 
sensibile miglioramento del MUSIC rispetto all’andamento di fig 2.38(b). L’indagine 
successiva che viene mostrata, è illustrata in fig 2.44 e mette in evidenza la variazione delle 
statistiche in funzione della distanza fra le sorgenti. Ancora una volta rimangono valide le 
assunzioni fatte in precedenza sul valore minimo imposto per la simulazione al parametro 
source distance.  
 
fig 2.44(a) 
 
Ancora una volta si nota immediatamente che per l’RMSE, nell’intervallo 0.4 ≤ 𝑠𝑜𝑢𝑟𝑐𝑒  𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ≤ 0.6  𝑟. 𝑟.𝑢, è il metodo MUSIC ad avere un leggero guadagno 
rispetto al GEN.MUSIC; la cosa inversa si può osservare per i valori più piccoli del 
parametro sotto analisi, mentre per valori di distanza fra le sorgenti maggiori di 0.6 r.r.u,  
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fig 2.44(b) 
 
Figura 2.44: RMSE (a) e probabilità di risoluzione (b) per pattern BioSar al variare della distanza fra i centroidi 
 
i due stimatori forniscono prestazioni praticamente identiche. Per quanto concerne la 
probabilità di risoluzione, si nota invece un guadagno pressochè costante del GEN.MUSIC 
rispetto al MUSIC, che tende ad annullarsi per un valore di distanza fra le sorgenti maggiore 
di 0.7 r.r.u. Non si riscontrano comportamenti in controtendenza dei due stimatori per valori 
di distanza fra i due centroidi superiore al limite di Rayleigh. La prossima indagine che 
viene illustrata, è quella mostrata in fig 2.45, la quale mostra l’andamento delle statistiche al 
variare dell’estensione in quota dello scatteratore volumetrico, per il quale rimangono valide 
le considerazioni fatte in precedenza per casi analoghi a questo sul valore massimo e 
minimo del parametro sotto analisi. 
 
fig 2.45(a) 
 
Si nota immediatamente, per ciò che riguarda l’andamento della curva rappresentante 
l’RMSE, che il GEN.MUSIC mantiene un guadagno praticamente costante, per tutto 
l’insieme dei valori studiati dell’estensione in quota del volume, nei confronti del MUSIC, 
ad eccezione dei valori iniziali per cui i due stimatori forniscono prestazioni quasi identiche. 
Per quanto concerne invece la probabilità di risoluzione, si nota un andamento della curva  
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fig 2.45(b) 
 
Figura 2.45: RMSE (a) e probabilità di risoluzione (b) per pattern BioSar al variare dell’estensione del volume in quota 
 
inatteso, in quanto il MUSIC sembra migliorare la propria capacità di distinguere i due 
scatteratori in scena all’aumentare dell’estensione in quota del volume. Si osserva inoltre 
come il guadagno che il GEN.MUSIC mostra per valori del parametro Total extension 
inferiori a circa 0.35 r.r.u, venga perso per valori superiori a tale soglia. La successiva 
analisi che viene mostrata è quella di fig 2.46, nella quale viene messo in evidenza 
l’andamento delle statistiche al variare ancora una volta della banda di decorrelazione 
temporale, ma utilizzando l’approccio a sottospazio di segnale variabile già descritto in 
precedenza. 
 
 
Figura 2.46: RMSE per pattern BioSar con sottospazio di segnale variabile e al variare della banda 
 
Ancora una volta si nota il brusco peggioramento dell’RMSE del GEN.MUSIC nei 
confronti del corrispondente caso ad ordine del sottospazio di segnale fisso. Tale 
osservazione ci porta alle medesime conclusioni già esposte per casi analoghi in relazione ai 
pattern multistatico e monostatico. In fig 2.47 vengono mostrati i risultati di un’analisi 
analoga a quella precedente, ma al variare del coefficiente di correlazione a breve termine.  
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Figura 2.47: RMSE per pattern BioSar con ordine del sottospazio di segnale variabile e al variare del coefficiente di 
correlazione 
 
Anche per questa indagine valgono considerazioni analoghe a quelle fatte per la precedente: 
si nota immediatamente un sensibile peggioramento delle prestazioni in termini di RMSE 
rispetto all’equivalente caso mostrato in fig 2.42(b). Come già specificato in precedenza più 
volte, questo vuol dire che, anche per il pattern BioSar, implementare un’analisi ad ordine 
del sottospazio di segnale variabile nel modo illustrato in precedenza non è una soluzione 
ottimale. 
 
2.4Conclusioni	  
 
In questo capitolo sono stati mostrati i risultati ottenuti mediante analisi simulata per i tre 
diversi pattern monostatico, multistatico e BioSar in termini di RMSE e probabilità di 
risoluzione e al variare dei parametri che caratterizzano una tipica scena forestale. Le 
indagini mostrate, hanno messo in evidenza che mediamente il metodo di stima 
GEN.MUSIC fornisce prestazioni migliori rispetto al metodo classico MUSIC per entrambe 
le statistiche, anche se rimangono irrisolte alcune situazioni, come il comportamento 
anomalo del MUSIC nel passaggio dal pattern monostatico a quello multistatico, o alcuni 
andamenti in controtendenza messi in mostra ancora dal MUSIC, come ad esempio il 
peggioramento delle statistiche all’aumentare del coefficiente di correlazione a breve 
termine e altre casistiche a questa affini. Tali questioni potrebbero essere dovute a fattori a 
cui ancora non si sono imputate tali problematiche e che potrebbero non essere state prese in 
considerazione nelle simulazioni, o più semplicemente ai limiti intrinsechi del concetto di 
simulazione stessa, motivo per cui, nel capitolo successivo, verranno mostrati alcuni 
risultati ottenuti sfruttando i dati reali della campagna BioSar a disposizione dell’Università 
di Pisa. 
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Capitolo	  3	  
 
In questo capitolo, verranno mostrati alcuni risultati ottenuti sfruttando i dati reali della 
campagna BioSar. In particolare, il capitolo sarà organizzato come segue: nella prima 
sezione verranno inserite alcune immagini rappresentanti dei tomogrammi, ossia grafici in 
cui al variare del range si esprime l’altezza stimata e che di fatto non sono altro che dei 
profili calcolati per i diversi range e affiancati fra loro in modo da formare un’immagine; 
nel secondo paragrafo verranno inserite invece delle figure rappresentanti delle celle, o 
quadri, della scena sotto esame, ossia per uno specifica coppia range-azimuth si mostra la 
stima della quota in funzione delle variazioni temporali del segnale ricevuto. Tutti i risultati 
di questo capitolo, come verrà specificato ogni volta, sono ottenuti per tre diversi tipi di 
polarizzazione: HV, HH, VV. Questo è stato fatto per mettere in evidenza i vantaggi e gli 
svantaggi dell’uso di una determinata polarizzazione in relazione allo studio di uno scenario 
forestale e per avere a disposizione dei risultati che fossero il più possibile esaustivi nei 
confronti della scena analizzata. 
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3.1Tomogrammi	   in	   ambiente	  
Forestale	  
 
In questo paragrafo verranno mostrati alcuni tomogrammi fissando diversi azimuth e per 
diverse polarizzazioni e, analogamente al capitolo sui risultati delle simulazioni, anche in 
questo verranno illustrati i risultati ottenuti impiegando il metodo di stima classico MUSIC 
e il metodo GEN.MUSIC. In relazione a quest’ultimo c’è da fare la seguente precisazione: i 
diversi profili, affiancati poi per generare l’immagine che chiamiamo tomogramma, sono 
stati creati tagliando il quadro corrispondente alla specifica coppia range-azimuth non per 
un valore della frequenza temporale fissato e pari a zero, ma con una ft variabile e tale da 
tagliare il quadro passando per gli eventuali due picchi stimati, in quanto è stato osservato 
che procedere in tal senso portava a risultati nettamente migliori. Per chiarire meglio tale 
concetto, si osservi la fig 3.1, nella quale si mostra un esempio di quadro ottenuto mediante 
simulazione con pattern multistatico e 𝜏! = 11.5  𝑟. 𝑡.𝑢: 
 
 
Figura 3.1: Esempio di quadro Diff-Tomo simulato per pattern multistatico 
 
Come appare evidente osservando la linea verde tratteggiata di tale figura, un eventuale 
taglio a frequenza temporale nulla comporterebbe l’estrazione di un profilo con due 
campane, relative ai picchi di terreno e foresta, molto più larghe di quelle che otterremmo 
tagliando il quadro con ft variabile linearmente, ossia sfruttando la linea che passa per i due 
massimi di fig 3.1. Di seguito, in fig 3.2, viene mostrata l’immagine SAR relativa all’area 
monitorata durante la campagna di acquisizione dati BioSar. Gli azimuth per cui verranno 
riportati i tomogrammi in questo paragrafo sono, in ordine crescente, i seguenti: 2725, 3215, 
3525, 4500, 4990, 5280, 6260, 6750, 7060. Questi valori sono stati scelti seguendo diversi 
criteri, in modo da avere un’analisi sufficientemente esaustiva nei confronti dell’intera 
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zona esaminata: il gruppo composto dai primi tre azimuth è stato scelto in quanto passante 
per la zona con vegetazionei più alta (tale affermazione è stata fatta basandosi sui risultati 
riportati nella mappa LIDAR di fig 3.3, la quale mostra la differenza di quota stimata fra 
terreno e vegetazione), la seconda terna di valori è stata scelta in quanto passante per zone 
in cui sono 
 
 
Figura 3.2: Immagine SAR del sito della campagna dati BioSar 
 
 
Figura 3.3: Mappa LIDAR del sito della campagna dati BioSar 
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Figura 3.4: Mappa di correlazione fra i primi due passaggi del sensore sul sito della campagna BioSar  
presenti, come si nota osservando nuovamente la fig 3.2, superfici particolari (in figura si 
nota la probabile presenza di un piccolo lago), mentre il terzo gruppo di azimuth è stato 
scelto in quanto passante per una porzione di terreno in cui la correlazione  a breve termine 
era più bassa delle altre zone, come mostrato in fig 3.4. Da ora in avanti, per tutto il 
documento, ci riferiremo a tali gruppi di azimuth rispettivamente come primo gruppo, 
secondo gruppo e terzo gruppo; l’analisi di ognuno di questi tre sottoinsiemi di azimuth sarà 
suddivisa nei tre sottoparagrafi che seguiranno. Prima di procedere in tal senso, è necessario 
fare un’ulteriore puntualizzazione: per ciò che riguarda il GEN.MUSIC, i tomogrammi sono 
ottenuti tramite l’utilizzo della dimensione del sottospazio di segnale variabile, la quale è 
stata implementata in modo del tutto analogo a quanto già esposto nel capitolo relativo alle 
analisi simulate. Questa scelta è stata fatta a causa delle caratteristiche dello scenario reale: 
la decorrelazione temporale non è uniforme su tutto lo scenario, ma può variare a seconda 
del tipo di vegetazione (altezza e tipo di alberi, zone di prato ecc…). In particolare, aree 
densamente vegetate e con alberi alti tendono ad avere una maggiore decorrelazione 
temporale rispetto a zone con alberi più bassi o addirittura prateggianti.  
 
3.1.1Tomogrammi	  del	  Primo	  Gruppo	  
 
In questo sottoparagrafo verranno mostrati e commentati i tomogrammi relativi al primo 
gruppo di azimuth selezionati, i quali sono illustrati per ognuna delle tre polarizzazioni di 
cui sopra e per entrambi i metodi di stima MUSIC e GEN.MUSIC. 
 
fig 3.5(a) 
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fig 3.5(b) 
 
Figura 3.5: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HV e azimuth 2725 
 
fig 3.6(a) 
 
fig 3.6(b) 
 
Figura 3.6: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 2725 
 
fig 3.7(a) 
 75 
fig 3.7(b) 
 
Figura 3.7: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione VV e azimuth 2725 
 
Prima di procedere a commentare le figure 3.5, 3.6 e 3.7, è necessario fare la seguente 
puntualizzazione: tutti i tomogrammi che verranno mostrati in questo documento, sono stati 
ottenuti tramite un’operazione di normalizzazione in range. In altre parole per ogni range si 
è normalizzato il profilo in quota al valore massimo della potenza di tale profilo, in modo da 
ottenere una rappresentazione che globalmente mettesse in evidenza anche le stime a 
potenza inferiore. Osservando i due tomogrammi di fig 3.5, si osserva immediatamente 
come sia evidente il miglioramento introdotto dall’utilizzo del metodo GEN.MUSIC 
rispetto al MUSIC, sia per ciò che riguarda l’abbattimento di molti lobi secondari, sia per 
ciò che concerne la qualità dei massimi che risultano più definiti e maggiormente separati 
dallo sfondo. In polarizzazione HV, si nota inoltre un contributo abbastanza rilevante sia dal 
terreno che dalla vegetazione. Per valori di range bin superiori a mille, si osserva una 
degradazione del tomogramma che potrebbe essere dovuta alla presenza di elementi quali 
una strada o uno specchio d’acqua, o più semplicemente ad un peggioramento del rapporto 
segnale rumore ricevuto in accordo con l’aumento della distanza dal sensore. Si osserva 
inoltre come in effetti il tomogramma tagli la scena per un azimuth corrispondente ad una 
zona con vegetazione particolarmente alta: per range fra gli 800 e i 1000, abbiamo 
differenze di quote stimate fra alberi e terreno anche di 25 metri, come si poteva evincere 
anche da fig 3.3. Per ciò che riguarda i tomogrammi di fig 3.6, si nota come si possano fare 
considerazioni analoghe alle precedenti, salvo notare il fatto che risulta molto più visibile il 
terreno rispetto alla chioma degli alberi e ciò è dovuto alla particolare polarizzazione 
utilizzata: è risaputo infatti che il doppio rimbalzo su tronco e terreno tende a mantenere la 
stessa polarizzazione dell’onda elettromagnetica incidente; impostando quindi la ricezione 
sulla stessa polarizzazione di trasmissione, nel caso di fig 3.6 trasmetto e ricevo in 
polarizzazione H, otteniamo un forte contributo nel segnale ricevuto da parte della coppia 
tronco-terreno. In polarizzazione VV questo meccanismo è ancora più accentuato essendo il 
tronco disposto verticalmente, ossia in accordo con la polarizzazione dell’onda incidente. 
Ovviamente discorso duale si ha impostando la ricezione sulla polarizzazione opposta 
rispetto a quella di trasmissione, per la quale il contributo della coppia tronco-terreno è 
molto attenuato, motivo per cui il terreno risulta più visibile in fig 3.6 rispetto alla fig 3.5. 
Per ciò che riguarda la chioma, la disposizione più o meno casuale dei rami lungo le 
direzioni verticale, orizzontale e obliqua, fa si che un certo contributo dalla chioma sia 
sempre presente nel segnale ricevuto a prescindere dal tipo di polarizzazione che si decide 
di ricevere. Per quanto concerne i tomogrammi di fig 3.7, si osserva immediatamente come 
valgano le considerazioni appena fatte sulle polarizzazioni e soprattutto si nota che in questa 
particolare situazione si perda molta dell’informazione legata alla chioma degli alberi 
rispetto al tomogramma in polarizzazione HH. Da mettere in evidenza, sempre rispetto alla 
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situazione di fig 3.6, come ci sia anche un generale peggioramento della capacità di 
separazione dei due massimi rispetto ai lobi secondari; quanto detto appare evidente per 
range compresi fra 700 e 800. Nel fare questo tipo di considerazioni, si deve sempre però 
ricordare che, come già detto, i tomogrammi sono ottenuti dopo normalizzazione e che 
quindi dalle figure potrebbe apparire una perdita di informazione legata alla quota della 
vegetazione semplicemente perchè il contributo di terreno nella particolare polarizzazione 
risulta più forte e, di conseguenza, il massimo relativo al centroide della chioma dopo la 
normalizzazione risulta più attenuato rispetto al caso in cui il contributo dallo scatteratore di 
terreno è inferiore. Anche per il secondo azimuth del primo gruppo sono stati prodotti 
tomogrammi analoghi ai precedenti, i quali sono mostrati in fig 3.8, fig 3.9 e fig 3.10. Come 
per il caso precedente, per la polarizzazione HV si nota un buon contributo da entrambi gli 
scatteratori quando questi sono entrambi presenti nella cella sotto esame. Ancora una volta 
l’utilizzo del metodo GEN.MUSIC, per tutte e tre le polarizzazioni, garantisce un generale 
abbattimento dei lobi secondari ed una migliore separazione dei massimi dallo sfondo. 
Anche in questo caso si può notare che il tomogramma taglia la scena per un azimuth in cui 
la foresta è molto alta, in particolare si notano ancora picchi di circa 25 metri per range bin 
fra 850 e 900. Per range bin superiori a 1000 si nota ancora il consueto peggioramento del  
fig 3.8(a) 
fig 3.8(b) 
 
Figura 3.8: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HV e azimuth 3215 
 
fig 3.9(a) 
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fig 3.9(b) 
 
Figura 3.9: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 3215 
 
tomogramma dovuto probabilmente al peggioramento del rapporto segnale rumore a cui si è 
già accennato in precedenza. Per le motivazioni già esposte in relazione ai tomogrammi 
relativi al primo azimuth, ancora una volta per le polarizzazioni HH e VV si nota come sia 
molto più forte il contributo dello scatteratore di terreno rispetto a quello della chioma 
forestale; nei confronti del caso di fig 3.8, questa volta sembra che sia la polarizzazione VV 
a mantenere una maggiore informazione legata alla quota della foresta rispetto al caso di  
 
fig 3.10(a) 
 
fig 3.10(b) 
 
Figura 3.10: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione VV e azimuth 3215 
 
polarizzazione HH, anche se per alcuni range, come quelli iniziali, è evidente come questa 
abbia una maggiore capacità di separare i contributi dovuti alle due sorgenti in scena. Di 
seguito, in fig 3.11, fig 3.12 e fig 3.13, vengono riportati i tomogrammi relativi all’ultimo 
azimuth del primo gruppo, ancora una volta per tutte e tre le polarizzazioni e per entrambi i 
metodi di stima MUSIC e GEN.MUSIC. 
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fig 3.11(a) 
fig 3.11(b) 
 
Figura 3.11: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HV e azimuth 3525 
fig 3.12(a) 
fig 3.12(b) 
 
Figura 3.12: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 3525 
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fig 3.13(a) 
fig 3.13(b) 
 
Figura 3.13: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione VV e azimuth 3525 
 
Considerazioni analoghe a quelle fatte per i due azimuth precedenti valgono anche in questa 
situazione: per tutte e tre le polarizzazioni si nota un netto miglioramento nell’impiego del 
metodo GEN.MUSIC rispetto al MUSIC per quanto riguarda l’abbattimento di lobi 
secondari e la miglior qualità dei massimi stimati. Ancora una volta per valori di range bin 
superiori a 1000 si osserva il consueto peggioramento probabilmente dovuto alla 
diminuzione del rapporto segnale rumore. Per quanto riguarda le polarizzazioni HH e VV, si 
nota il maggior contributo nel segnale ricevuto dello scatteratore di terreno rispetto a quello 
della vegetazione per i motivi già spiegati in precedenza. Per questa particolare scelta di 
azimuth si nota come, rispetto al caso di fig 3.12, sia la polarizzazione VV a mantenere una 
maggiore informazione in relazione alla vegetazione 
 
3.1.2Tomogrammi	  del	  Secondo	  Gruppo	  
 
In questo paragrafo verranno illustrati i tomogrammi relativi agli azimuth del secondo 
gruppo, per tutte e tre le polarizzazioni HV, HH, VV e per entrambi i metodi di stima 
GEN.MUSIC e MUSIC. In fig 3.14, fig 3.15 e fig 3.16 sono mostrati i tomogrammi relativi 
al primo azimuth scelto. 
fig 3.14(a) 
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fig 3.14(b) 
 
Figura 3.14: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HV e azimuth 4500 
 
fig 3.15(a) 
fig 3.15(b) 
 
Figura 3.15: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 4500 
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fig 3.16(a) 
fig 3.16(b) 
 
Figura 3.16: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione VV e azimuth 4500 
 
Come nei casi precedenti, anche in questa situazione l’utilizzo del GEN.MUSIC porta ad un 
risultato in generale molto più pulito di quello che si ottiene impiegando il metodo MUSIC: 
massimi stimati molto più separati dallo sfondo, lobi secondari molto più attenuati e, 
soprattutto per le polarizzazioni HH e VV, una maggiore definizione per ciò che riguarda lo 
scatteratore di terreno. Come già detto in precedenza, questo gruppo di azimuth è stato 
scelto in quanto passante per una zona in cui sembrerebbe essere presente un piccolo lago 
per range bin superiori a 1200, tuttavia per tali valori di distanza dal sensore il tomogramma 
per tutte e tre le polarizzazioni risulta poco definito, nel caso MUSIC a causa della presenza 
di lobi secondari inaccettabili a cui si somma l’effetto dell’abbassamento del rapporto 
segnale rumore, nel caso del GEN.MUSIC probabilmente a causa unicamente di 
quest’ultimo. Per quello che riguarda le polarizzazioni HH e VV si nota come, per valori di 
range bin fra 150 e 200, possa sembrare che il MUSIC, pur distinguendo in modo peggiore i 
massimi associati alle due sorgenti in scena rispetto al GEN.MUSIC, stimi in modo migliore 
il picco relativo al centroide del volume in quota; in realtà si deve ricordare il discorso sulla 
normalizzazione dei tomogrammi già fatto in precedenza per giustificare tale fenomeno. 
Anche per il secondo azimuth del secondo gruppo, sono state svolte analisi analoghe alle 
precedenti i cui risultati sono mostrati in fig 3.17, fig 3.18 e fig 3.19. 
 
fig 3.17(a) 
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fig 3.17(b) 
 
Figura 3.17: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HV e azimuth 4990 
 
fig 3.18(a) 
fig 3.18(b) 
 
Figura 3.18: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 4990 
 
Ancora una volta l’utilizzo del GEN.MUSIC mostra significativi miglioramenti rispetto al 
MUSIC per quanto riguarda la qualità generale dell’immagine ottenuta: come di consueto i 
lobi secondari risultano fortemente attenuati, questo è particolarmente evidente in tutte e tre 
le polarizzazioni per i range bin iniziali ed in generale nelle zone fittamente vegetate, lo  
fig 3.19(a) 
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fig 3.19(b) 
 
Figura 3.19: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione VV e azimuth 4990 
 
scatteratore di terreno risulta particolarmente definito ed i massimi particolarmente separati 
fra loro e dallo sfondo. Unica eccezione a quanto detto, si nota per la polarizzazione VV per 
range bin attorno al valore di 800, per cui sembra che il tomogramma di fig 3.19(b) degradi 
le prestazioni rispetto al caso di fig 3.19(a). Stesse considerazioni del caso precedente 
possono essere fatte per i range bin superiori a 1000, per cui il tomogramma risulta 
fortemente degradato in tutti i casi. Ancora una volta, per le polarizzazioni HH e VV si nota 
un maggior contributo dello scatteratore di terreno rispetto a quello rappresentante la 
chioma forestale. In fig 3.20, fig 3.21 e fig 3.22 sono invece rappresentati i risultati ottenuti 
per l’ultimo dei tre azimuth del secondo gruppo, ancora per tutte le polarizzaizoni ed i 
metodi MUSIC e GEN.MUSIC. 
 
fig 3.20(a) 
 
Ancora una volta si ottiene un certo beneficio nell’impiego del metodo GEN.MUSIC, 
soprattutto nel caso di polarizzazione HV, anche se per questa particolare scelta di azimuth 
si nota come anche quest’ultimo mantenga un livello dei lobi laterali maggiore rispetto alle 
situazioni analizzate in precedenza. Quanto detto è valido per tutte e te le polarizzazioni, per 
le quali si nota anche un andamento di difficile interpretazione per range bin attorno al  
fig 3.20(b) 
 
Figura 3.20: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HV e azimuth 5280 
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fig 3.21(a) 
fig 3.21(b) 
 
Figura 3.21: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 5280 
 
fig 3.22(a) 
 
valore di 200. In generale questo tomogramma risulta quindi meno pulito dei precedenti e 
questo potrebbe essere dovuto al fatto che, come si evince osservando nuovamente fig 3.2, 
per tale azimuth si va a tagliare l’area di interesse in una zona in cui si alternano più volte 
zone fittamente vegetate a zone in cui invece la foresta è assente oppure meno densa. 
Ancora una volta dopo il valore limite di range bin pari a 1000, si nota la consueta 
degradazione del tomogramma dovuta al peggioramento del rapporto segnale rumore. 
fig 3.22(b) 
 
Figura 3.22: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione VV e azimuth 5280 
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3.1.3Tomogrammi	  del	  Terzo	  Gruppo	  
 
In questo paragrafo vengono illustrati e commentati i tomogrammi relativi agli azimuth del 
terzo ed ultimo gruppo, per tutte e tre le polarizzazioni fin qui viste e per entrambi i metodi 
di stima MUSIC e GEN.MUSIC. I risultati ottenuti per il primo dei tre azimuth, sono quelli 
mostrati in fig 3.23, fig 3.24 e fig 3.25. Anche in questo caso il GEN.MUSIC tende a 
migliorare la situazione analogamente alla casistiche analizzate fin qui. Quanto detto risulta 
particolarmente evidente per la polarizzazione HV per la zona forestale situata a valori di 
range bin attorno a 500, la quale viene ricostruita quasi perfettamente, mentre per i range 
bin iniziali si osserva il consueto abbattimento dei lobi secondari. Come di consueto si 
osserva il peggioramento di tutti i tomogrammi per range bin superiori a 1000 per il solito 
motivo legato al rapporto segnale rumore. Per quel che riguarda la polarizzazione HH, si  
 
fig 3.23(a) 
fig 3.23(b) 
 
Figura 3.24: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HV e azimuth 6260 
 
fig 3.24(a) 
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fig 3.24(b) 
 
Figura 3.24: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 6260 
 
fig 3.25(a) 
fig 3.25(b) 
 
Figura 3.25: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 6260 
 
può osservare che, rispetto alla corrispondente tomogramma MUSIC, si perde il contenuto 
informativo legato alla vegetazione situata attorno ai range bin di valore 150, cosa che 
invece non accade per la polarizzazione VV. Per entrambe queste due polarizzazioni si 
osserva l’ormai noto maggior contributo del segnale proveniente dallo scatteratore di 
terreno. Da notare infine che, nonostante taglino la scena per azimuth in cui sussiste un 
basso valore di correlazione, come già specificato in precedenza, i tomogrammi risultano 
complessivamente di una qualità non peggiore di quella degli altri gruppi di azimuth 
analizzati. Di seguito, in fig 3.26, fig 3.27 e fig 3.28, vengono riportati i risultati ottenuti per 
il secondo azimuth dell’ultimo gruppo. 
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fig 3.26(a) 
fig 3.26(b) 
 
Figura 3.26: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HV e azimuth 6750 
 
fig 3.27(a) 
fig 3.27(b) 
 
Figura 3.27: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 6750 
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fig 3.28(a) 
fig 3.28(b) 
 
Figura 3.28: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione VV e azimuth 6750 
 
Per questa particolare scelta di azimuth si nota come l’impiego del metodo GEN.MUSIC 
permetta in tutti i casi di ottenere una ripulitura generale dai lobi secondari presenti per il 
caso MUSIC, praticamente per tutti i valori di range bin mostrati. Ancora una volta per tutte 
e tre le polarizzazioni, il tomogramma risulta degradato per valori in range superiori a 1000 
per gli stessi motivi legati all’abbassamento del rapporto segnale rumore. L’unico 
inconveniente da segnalare è ancora una volta una probabile perdita di informazione legata 
alla presenza di foresta per range bin centrati sul valore di 450: per tutte e tre le 
polarizzazioni il GEN.MUSIC sembra non accorgersi, o accorgersi meno (nonostante separi 
meglio i due massimi), della presenza di vegetazione rispetto al MUSIC, salvo che ciò sia 
dovuto al fatto che il metodo classico proprio per quei valori di range produca dei profili 
con dei lobi secondari particolarmente pronunciati. Come di consueto, per le polarizzazioni 
HH e VV si osserva un maggior contributo nel segnale ricevuto da parte dello scatteratore di 
terreno rispetto a quello forestale per gli stessi motivi già esposti in precedenza. Di seguito, 
in fig 3.29, fig 3.30 e fig 3.31, vengono riportati i tomogrammi relativi all’ultimo azimuth 
del terzo gruppo. 
 
fig 3.29(a) 
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fig 3.29(b) 
 
Figura 3.29: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HV e azimuth 7060 
 
fig 3.30(a) 
fig 3.30(b) 
 
Figura 3.30: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 7060 
 
fig 3.31 (a) 
 
Come di consueto, l’impiego del GEN.MUSIC tende a mostrare in tutti i casi risultati 
migliori rispetto a quelli forniti dal metodo MUSIC, anche se per questo particolare azimuth 
per tutte e tre le polarizzazioni si nota come il risultato finale non sia globalmente così 
eccelso come nei casi precedenti, probabilmente anche a causa del basso grado di coerenza  
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fig 3.31(b) 
 
Figura 3.31: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione VV e azimuth 7060 
 
per l’azimuth in questione. Per range bin superiori a 1000, si osserva la classica 
degradazione di tutti i tomogrammi mostrati per le consuete considerazioni relative al 
rapporto segnale rumore. Si osserva inoltre come, tranne per i range bin iniziali, tutti i 
tomogrammi mostrino che l’area è molto poco vegetata e questo rende di fatto i risultati 
ottenuti di poco interesse. Rispetto ai casi precedenti, si nota come nei range bin iniziali non 
ci sia perdita di informazione relativa alla presenza della scarsa vegetazione; come di 
consueto, per le polarizzazioni HH e VV si osserva un maggior contributo nel segnale 
ricevuto da parte dello scatteratore di terreno. 
 
3.1.4Confronto	  con	  il	  Dato	  LIDAR	  
 
In questo paragrafo saranno nuovamente proposti i risultati ottenuti per gli azimuth del 
primo gruppo, ma con la variante della sovraimpressione sui diversi tomogrammi del dato 
LIDAR per validare l’effettivo miglioramento che si ottiene dall’impiego del metodo 
GEN.MUSIC rispetto al metodo classico MUSIC. I risultati sono quelli mostrati nelle figure 
sottostanti, dove in color magenta è riportata la stima LIDAR del terreno, mentre in verde 
quella relativa alla quota della vegetazione. Per ognuno dei tre azimuth vengono poi anche 
mostrati i grafici riguardanti l’intensità del segnale ricevuto e la correlazione fra le tre 
diverse passate sopra la zona di interesse, tipiche dell’acquisizione della campagna BioSar. 
 
 
fig 3.32(a) 
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fig 3.32(b) 
 
Figura 3.32: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HV e azimuth 2725 con dato LIDAR 
 
 
 
fig 3.33(a) 
fig 3.33(b) 
 
Figura 3.33: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 2725 con dato LIDAR 
 
 
 
fig 3.34(a) 
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fig 3.34(b) 
 
Figura 3.34: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione VV e azimuth 2725 con dato LIDAR 
 
Figura 3.35: Intensità del segnale ricevuto per l’azimuth 2725 
 
Figura 3.36: Coerenza ad un mese e un giorno (sinistra), un mese e due giorni (destra), due mesi (basso) per l’azimuth 2725 
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La prima osservazione da fare, riguarda il fatto che per il primo azimuth il dato LIDAR non 
è presente per tutti i range (come si può dedurre anche osservando la figura 3.3) e questo è il 
motivo per cui le linee color magenta e color verde non sono continue nei relativi 
tomogrammi. Si nota inoltre come per tutti i tomogrammi relativi all’azimuth in esame 
possa essere fatta la seguente considerazione: sia il GEN.MUSIC che il MUSIC sono molto 
precisi nello stimare la quota dello scatteratore di terreno, soprattutto per le polarizzazioni 
HH e VV coerentemente con le osservazioni fatte in precedenza riguardo a quest’ultime, 
anche se il GEN.MUSIC sembra essere lievemente più performante in tal senso. Per quanto 
concerne invece lo scatteratore volumetrico, si nota una certa imprecisione per ciò che 
riguarda la stima di quota da parte di entrambi gli algoritmi. Nella fattispecie si osserva 
come per valori di range bin compresi fra 650 e 800 ci sia una sovrastima da parte di 
entrambi gli algoritmi dell’altezza della chioma forestale, la quale risulta di difficile 
interpretazione in quanto l’intensità del segnale ricevuto si mantiene su livelli sopra la medi, 
come del resto la coerenza, eccetto alcune situazioni puntuali in cui si toccano minimi 
dell’ordine di 0.3 o 0.4. L’errore di stima è invece molto più giustificabile per range bin 
superiori a 1000, per i quali si nota un brusco abbassamento soprattutto dell’intensità del 
segnale ricevuto, ma anche della coerenza (prevalentemente per quella a due mesi, che è 
quella di maggior interesse in quanto è quella che più quantifica l’effetto della 
decorrelazione temporale sulla scena). Si osserva un altro errore di sovrastima, 
principalmente per il MUSIC e maggiormente per le polarizzazioni HV ed HH, per range 
bin centrati intorno a 400: anche in questo caso sia la coerenza che l’intensità del segnale 
sembrano avere buoni livelli che non permettono di giustificare in tal senso questo 
comportamento anomalo. Si osserva inoltre come il confronto con il dato LIDAR metta 
ancora più in evidenza il fatto che le polarizzazioni HH e VV portino nel segnale ricevuto 
un contributo informativo legato alla chioma forestale molto inferiore rispetto al caso di 
polarizzazione HV, per i motivi già discussi in precedenza. 
 
fig 3.37(a) 
fig 3.37(b) 
 
Figura 3.37: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HV e azimuth 3215 con dato LIDAR 
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fig 3.38(a) 
fig 3.38(b) 
 
Figura 3.38: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 3215 con dato LIDAR 
 
 
 
 
 
fig 3.39(a) 
 
fig 3.39(b) 
 
Figura 3.39: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione VV e azimuth 3215 con dato LIDAR 
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Figura 3.40: Intensità del segnale ricevuto per l’azimuth 3215 
 
Figura 3.41: Coerenza ad un mese e un giorno (sinistra), un mese e due giorni (destra), due mesi (basso) per l’azimuth 3215 
 
Anche per questo valore della coordinata di azimuth, si possono fare considerazioni 
analoghe al caso precedente per quello che riguarda la stima dello scatteratore puntiforme: 
entrambi i metodi, soprattutto nelle polarizzazioni HH e VV, stimano con molta precisione 
la quota del terreno, mentre commettono qualche errore nella valutazione dell’altezza della 
chioma forestale. A tal proposito si nota come per tutto l’insieme di valori di range bin 
compresi fra 400 e 650 ci sia appunto un certo grado di sovrastima della quota del canopy. 
In generale questo non è spiegabile come un abbassamento dell’intensità del segnale 
ricevuto, che per questi valori di range è sempre sopra media, né con un abbassamento della 
coerenza che mantiene mediamente dei valori abbastanza consistenti. Ancora una volta si 
nota invece un peggioramento generale sia di intensità che di coerenza per valori di range 
bin superiori a 1000, che si traducono in un tomogramma poco significativo per quei valori 
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di range. Ancora una volta si nota che le stime LIDAR del canopy sono discontinue a causa 
della non disponibilità del dato per tutti i range in esame.  
 
 
fig 3.42(a) 
 
fig 3.42(b) 
 
Figura 3.42: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HV e azimuth 3525 con dato LIDAR 
 
 
fig 3.43(a) 
 
fig 3.43(b) 
 
Figura 3.43: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione HH e azimuth 3525 con dato LIDAR 
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fig 3.44(a) 
 
fig 3.44(b) 
 
Figura 3.44: Tomogramma Diff-Tomo MUSIC (a) e GEN.MUSIC (b) in polarizzazione VV e azimuth 3525 con dato LIDAR 
 
Figura 3.45: Intensità del segnale ricevuto per l’azimuth 3525 
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Figura 3.46: Coerenza ad un mese e un giorno (sinistra), un mese e due giorni (destra), due mesi (basso) per l’azimuth 3525 
 
Ancora una volta si possono fare considerazioni simili ai due casi precedenti per quanto 
riguarda la stima dello scatteratore di terreno da parte di entrambi gli algoritmi. I medesimi 
problemi si hanno invece per ciò che riguarda la stima della quota del canopy: in particolare 
rispetto ai casi precedenti si nota quello che, dopo un confronto con il dato LIDAR, sembra 
essere un lobo secondario molto forte per il valore di rane bin di circa 1000; come nei casi 
precedenti però, per valori di range bin superiori proprio a 1000, si ha un valore di intensità 
del segnale ricevuto inferiore al valore medio di quest’ultima e un abbassamento della 
correlazione, anche se i due fenomeni non sono così accentuati come per gli altri due 
azimuth presi in esame. Ancora una volta per range bin compresi fra 400 e 600 si nota il 
consueto errore di stima sulla quota della chioma forestale, anche se anche in questo caso 
non sembrano esserci né abbassamento dell’intensità del segnale ricevuto né valori 
particolarmente negativi di correlazione fra le acquisizioni durante i diversi passaggi sopra 
la zona d interesse. 
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3.2Celle	  in	  ambiente	  Forestale	  
 
Come già specificato nell’introduzione di questo capitolo, in questo paragrafo verranno 
mostrate alcune celle della scena illustrata in fig 3.2. Queste verranno riportate sia in 
versione classica, ossia esattamente dopo il processo di stima, che in versione normalizzata 
in quota, con un processo analogo alla normalizzazione in range già specificato per i 
tomogrammi nel paragrafo precedente, eseguita per mettere in evidenza in modo migliore le 
differenze fra le tre polarizzazioni analizzate. Prima di mostrare i risultati ottenuti, è 
necessario ricordare che, al contrario di tutti i paragrafi precedenti a questo, il metodo di 
stima impiegato per ottenere le figure che seguiranno è il Capon e non il GEN.MUSIC. In 
fig 3.47,fig 3.49 e fig 3.51 sono mostrate le celle di coordinate azimuth-range 
rispettivamente pari a 2975 e 85 nelle tre diverse polarizzazioni, mentre in fig 3.48, fig 3.50 
e fig 3.52 sono illustrati i profili normalizzati ottenuti tagliando la cella di fig 3.47 per le due 
ordinate relative ai massimi individuati dallo stimatore. 
 
 
 
Figura 3.47: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 2976 e 85 in 
polarizzazione HV 
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Figura 3.48: Profili normalizzati relativi alla cella di coordinate azimuth-range 2976 e 85 in polarizzazione HV 
 
 
Figura 3.49: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 2976 e 85 in 
polarizzazione HH 
 
 
Figura 3.50: Profili normalizzati relativi alla cella di coordinate azimuth-range 2976 e 85 in polarizzazione HH 
 
 
 101 
 
 
 
Figura 3.51: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 2976 e 85 in 
polarizzazione VV 
 
 
 
 
 
Figura 3.52: Profili normalizzati relativi alla cella di coordinate azimuth-range 2976 e 85 in polarizzazione VV 
 
Dalle immagini appena mostrate appare evidente come siano valide le affermazioni fatte in 
relazione al diverso uso delle polarizzazioni nel capitolo relativo ai tomogrammi: 
osservando i profili e le celle normalizzate, si osserva come per le polarizzazioni HH e VV 
lo scatteratore di terreno sia molto più compatto rispetto al caso HV, il che si traduce in una 
curva a campana nelle figure dei profili più stretta; viceversa lo scatteratore volumetrico è, 
seppur lievemente, meno decorrelato in polarizzazione HV. Osservando le tre celle non 
normalizzate, si nota inoltre come in polarizzazione HV sia molto più evidente, rispetto ai 
casi HH e VV, il massimo relativo al centroide della chioma forestale di altezza stimata pari 
a circa 25 metri, anche questo in accordo con quanto già detto in relazione ai tomogrammi 
del paragrafo precedente. Di seguito verranno riportati i risultati ottenuti per la cella di 
coordinate azimuth-range rispettivamente pari 2976 e 350. 
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Figura 3.53: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 2976 e 350 in 
polarizzazione HV 
 
 
 
 
 
 
 
 
Figura 3.54: Profili normalizzati relativi alla cella di coordinate azimuth-range 2976 e 350 in polarizzazione HV 
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Figura 3.55: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 2976 e 350 in 
polarizzazione HH 
 
 
 
Figura 3.56: Profili normalizzati relativi alla cella di coordinate azimuth-range 2976 e 350 in polarizzazione HH 
 
 
 
 
 
 
Figura 3.57: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 2976 e 350 in 
polarizzazione VV 
 
Figura 3.58: Profili normalizzati relativi alla cella di coordinate azimuth-range 2976 e 350 in polarizzazione VV 
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Anche per questa particolare cella si possono trarre le medesime conclusioni già esposte per 
la coppia azimuth-range precedente a questa. Rispetto a quest’ultima però si nota come ci 
sia una sensibile diminuzione della potenza ricevuta in relazione al centroide dello 
scatteratore volumetrico per tutte e tre le polarizzazioni. Nelle figure seguenti sono mostrati 
invece i risultati ottenuti per la cella di coordinate azimuth-range rispettivamente pari a 
3116 e 200. 
 
Figura 3.59: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 3116 e 200 in 
polarizzazione HV 
 
Figura 3.60: Profili normalizzati relativi alla cella di coordinate azimuth-range 3116 e 200 in polarizzazione HV 
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Figura 3.61: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 3116 e 200 in 
polarizzazione HH 
 
 
 
 
Figura 3.62: Profili normalizzati relativi alla cella di coordinate azimuth-range 3116 e 200 in polarizzazione HH 
 
 
 
 
 
Figura 3.63: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 3116 e 200 in 
polarizzazione VV 
 
Figura 3.64: Profili normalizzati relativi alla cella di coordinate azimuth-range 3116 e 200 in polarizzazione VV 
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Ancora una volta le considerazioni da fare sono analoghe a quelle dei casi precedenti, salvo 
notare che per questa particolare cella si torna ad avere un buon contributo da parte dello 
scatteratore volumetrico, il quale viene stimato ad una quota pari a circa 23 metri e che, in 
polarizzazione HV, i due scatteratori sembrano avere una decorrelazione di simile entità, 
come si evince osservando la cella normalizzata di fig 3.59 ed i profili di fig 3.60. Di 
seguito vengono riportati i risultati ottenuti per la cella di coordinate azimuth-range 
rispettivamente pari a 3221 e 400. 
 
 
Figura 3.65: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 3221 e 400 in 
polarizzazione HV 
 
Figura 3.66: Profili normalizzati relativi alla cella di coordinate azimuth-range 3221 e 400 in polarizzazione HV 
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Figura 3.67: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 3221 e 400 in 
polarizzazione HH 
 
 
 
 
Figura 3.68: Profili normalizzati relativi alla cella di coordinate azimuth-range 3221 e 400 in polarizzazione HH 
 
 
 
 
 
Figura 3.69: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 3221 e 400 in 
polarizzazione VV 
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Figura 3.70: Profili normalizzati relativi alla cella di coordinate azimuth-range 3221 e 400 in polarizzazione VV 
 
Anche per questa particolare situazione, si possono fare le medesime deduzioni del caso 
precedente a questo, mettendo però in evidenza che la cella sotto esame sembra appartenere 
ad una zona con vegetazione di altezza pari circa a 30 metri, e quindi sensibilmente 
maggiore delle precedenti celle, e questo conferma l’analisi effettuata tramite i tomogrammi 
del primo gruppo della sezione precedente, i quali erano stati scelti proprio perché passanti 
per una zona a vegetazione molto elevata. Di seguito sono riportati i risultati ottenuti per la 
cella di coordinare azimuth –range rispettivamente pari a 3221 e 503. 
 
Figura 3.71: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 3221 e 503 in 
polarizzazione HV 
 
Figura 3.72: Profili normalizzati relativi alla cella di coordinate azimuth-range 3221 e 503 in polarizzazione HV 
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Figura 3.73: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 3221 e 503 in 
polarizzazione HH 
 
 
 
 
Figura 3.74: Profili normalizzati relativi alla cella di coordinate azimuth-range 3221 e 503 in polarizzazione HH 
 
 
 
 
Figura 3.75: Cella forestale (a sinistra) e cella forestale normalizzata (a destra) di coordinate azimuth-range 3221 e 503 in 
polarizzazione VV 
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Figura 3.76: Profili normalizzati relativi alla cella di coordinate azimuth-range 3221 e 503 in polarizzazione VV 
 
Anche in questo caso possiamo fare considerazioni identiche a quelle del caso precedente: si 
nota un forte contributo nel segnale ricevuto, soprattutto in polarizzazione HV, da parte 
dello scatteratore volumetrico, rispetto ad altre situazioni già analizzate in questo paragrafo. 
Anche questa particolare cella sembra confermare l’analisi effettuata tramite i tomogrammi 
del primo gruppo della sezione precedente a questa, in quanto si nota come per questa 
particolare scelta di azimuth e range sia presente una vegetazione alta circa 31 metri, ossia 
molto più alta dei casi precedenti. 
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3.3Conclusioni	  
 
In questo capitolo sono stati mostrati i risultati derivanti dall’elaborazione dei dati reali della 
campagna BioSAR, sotto forma di tomogrammi e celle nelle diverse polarizzazioni HV, HH 
e VV e per diversi metodi di stima. In particolare si è messo in evidenza come l’impiego del 
metodo GEN.MUSIC, fornisca in generale risultati nettamente più soddisfacenti rispetto al 
metodo MUSIC classico per quanto riguarda l’abbattimento dei lobi secondari nei 
tomogrammi e la separazione dei massimi stimati dallo sfondo, permettendo quindi di 
ottenere un’immagine molto più nitida e più facilmente interpretabile. Questo risulta vero 
per tutti gli azimuth scelti, i quali sono stati selezionati in modo da tagliare la scena in punti 
fra loro molto differenti e tali da validare le conclusioni appena tratte in situazioni anche 
molto diverse tra loro. Anche il confronto con il dato LIDAR ha confermato quanto appena 
detto, mettendo in evidenza però la persistenza di un certo grado di imprecisione della 
stima, soprattutto per quel che riguarda lo scatteratore volumetrico. Grazie all’analisi con 
diverse polarizzazioni, si è inoltre messo in evidenza come i casi HH e VV siano 
particolarmente favorevoli per tutte quelle indagini dedicate allo studio del terreno 
sottostante la foresta, in quanto in tali polarizzazioni ne risulta particolarmente forte il 
contributo nel segnale ricevuto, al contrario del caso HV in cui si è invece notato un buon 
contributo da parte sia del terreno che della chioma forestale. Quanto appena detto è stato 
confermato anche dall’analisi su alcune celle della scena sotto esame: osservando la 
versione normalizzata di alcune di queste ed i corrispondenti profili estratti, è stato 
constatato come, per le polarizzazioni HH e VV, il terreno appaia sensibilmente meno 
decorrelato rispetto al caso di polarizzazione HV e questo si traduce in profili a campana 
molto più stretti, mentre per ciò che concerne lo scatteratore volumetrico non si notano 
variazioni sostanziali fra i vari casi. 
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Conclusioni	  Finali	  
 
In questo elaborato è stato affrontato lo studio delle performance dell’algoritmo 
GEN.MUSIC, un nuovo metodo di stima introdotto dall’Università di Pisa per cercare di 
contrastare l’effetto della decorrelazione temporale in ambito tomografico su scenario 
forestale. In particolare, tenendo di conto della storia del segnale ricevuto e introducendo 
quindi la dimensione temporale al problema ed estendendo di conseguenza la consueta 
analisi tomografica, il suddetto metodo riesce a combinare opportunamente i contributi del 
segnale ricevuto ai diversi sensori nei diversi passaggi sopra la zona di interesse per ottenere 
dei profili stimati con bassi lobi secondari ed una banda del lobo principale molto stretta, 
anche quando la scena sotto esame non rimane coerente nel tempo. Il lavoro è stato 
organizzato in due fasi: la prima in cui si è cercato, mediante analisi simulata, di valutare le 
prestazioni del GEN.MUSIC nei confronti del metodo MUSIC classico e la seconda in cui 
si è cercato di fare la stessa cosa, ma lavorando sui dati reali messi a disposizione 
dell’Università di Pisa da parte dell’agenzia spaziale tedesca e relativi alla campagna di 
acquisizione BioSAR del 2007 sopra l’area forestale svedese di Remmingstorp. In entrambi 
i casi, la conclusione che è stata tratta è la seguente: come ci si aspettava, il metodo 
GEN.MUSIC ottiene sia in via simulata che sui dati reali performance sensibilmente 
migliori rispetto al MUSIC. Quanto detto è ampiamente dimostrato dai risultati sull’RMSE 
e sulla probabilità di risoluzione del capitolo 2 e dai tomogrammi del capitolo 3, validati 
anche dal confronto con il dato LIDAR. Per quanto riguarda eventuali sviluppi futuri, si 
potrebbe pensare ad affrontare analisi esaustive di scenari più complessi, simulati e non, 
come ad esempio quelli in cui è presente un moto del terreno sotto la chioma forestale, 
oppure indagini simulate riguardanti meccanismi di decorrelazione differenti da quello 
impiegato ed esposto in questo documento, ossia quello che prevede che lo scatteratore 
volumetrico venga riprodotto come se fosse rettangolare, o ancora prevedere un 
meccanismo ad ordine variabile per il GEN.MUSIC migliore di quello esposto nel capitolo 
2, che è stato visto non fornire le prestazioni attese. 
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