This article presents a new method of segmenting images with gray levels. The method is based on determining several thresholds for separation of gray levels. The determination of these thresholds is done using the certainty of the neutrosophic information. The concept of this method can be stated simply: to choose the local maximums for the neutrosophic certainty.
Introduction
Segmentation of images with gray levels is a procedure of determining several subsets for the gray levels existing in that image and then, approximating the gray levels with the average of the intervals of which they are part. These subsets are intervals of real numbers, usually contained in the range [0, 225] or [0, 1]. The separation of these intervals is done by determining optimal thresholds. In this article, the determination of these thresholds is constructed using elements from the neutrosophic theory of information representation. Next, the article has the following structure: Section 2 presents an introduction for the neutrosophic representation of information; Section 3 presents the metric for gray levels, subsequently used to define a measure of the similarity of gray levels; Section 4 shows a presentation of the neutrosophic certainty used as an objective function to determine the separation thresholds; Section 5 presents the neutrosophication procedure of a gray level image; Section 6 presents the segmentation method; Section 7 presents some experimental results; Section 8 presents the conclusions. The article ends with the section of references.
The Neutrosophic Information Representation
The neutrosophic information is described by three parameters T ∈ [0, 1], F ∈ [0, 1], I ∈ [0, 1] where T is the degree of truth, F is the degree of falsity and I is the degree of indeterminacy or degree of neutrality [2] , [3] , [9] , [10] . Neutrosophic representation of information is an extension of fuzzy representation [12] and intuitionistic fuzzy representation [1] . The neutrosophic information is incomplete when T + I + F < 1, is complete when T + I + F = 1 and it is inconsistent when T + I + F > 1.
The order relation between two neutrosophic information is define by:
if and only if ∆T ≥ 0 (2)
There are the following inequalities for the vertices of the neutrosophic cube, namely the unit cube [0, 1] × [0, 1] × [0, 1]:
(1, 0, 0) > ((1, 1, 0) > (1, 0, 1) > (0, 0, 0) > (0, 1, 0) > (0, 0, 1) > (0, 1, 1) (8)
(1, 0, 0) > ((1, 1, 0) > (1, 0, 1) > (1, 1, 1) > (0, 1, 0) > (0, 0, 1) > (0, 1, 1) (9)
The neutrosophic information p = (0, 0, 0) and q = (1, 1, 1) are not comparable because ∆T < 0 while ∆T = ∆F and ∆T > ∆F + ∆I.
In the next we will define the two main binary operations for neutrosophic information: the join and the meet. We will use the following binary operations for real numbers:
x ∨ y = max(x, y)
x ∧ y = min(x, y)
The join :
We will use for the join the symbol ∪. For two triplets p = (T p , I p , F p ) and q = (T q , I q , F q ) the join operation is define by the following three relations:
The meet : We will use for the meet the symbol ∩. For two triplets p = (T p , I p , F p ) and q = (T q , I q , F q ) the meet operation is define by the following three relations:
At the end of this section, we will define three unary operations for neutrosophic information. These operations will be used for neutrosophic certainty properties description. The complement is define by :
The negation is define by :
The dual is define by:
The Gray Level Similarity Function
In this section, we will show, how was constructed the gray level similarity function that was used for the proposed segmentation method. The interval [0, 1] was considered for the range of the gray levels. In order to compute the gray level similarity, we will use the negation of dissimilarity and for the dissimilarity between two gray levels x, y ∈ [0, 1], we will use the following metric [6] , [7] :
We will show how can we obtain the metric (21). We consider the following distance D : R 2 → [0, 1], defined by [11] :
D(x, y) is a metric because it satisfies the following conditions:
It is obvious that the distance D verifies the conditions (i) and (ii). In the next, we will prove that it verifies the triangle inequality:
This is obtained using the following three inequalities [4] :
Using the metric D we define the metric d by:
It results:
One obtains the similarity s(x, y) between two gray levels x and y with the negation of d(x, y), namely:
With this similarity, we will construct the neutrosophic information associated with each gray level x and related to the threshold t.
The Certainty for Neutrosophic Information
The neutrosophic certainty is a feature of the neutrosophic information that shows the similarity between the triplet (T, I, F ) and the set V = {(1, 0, 0), (0, 0, 1)}. Thereby, the certainty of the neutrosophic information increases when the point (T, I, F ) approaches one of the points of the set V . The certainty is maximum when (T, I, F ) ∈ V . Because the neutrosophic uncertainty is maximum when T = F , the neutrosophic certainty must be minimal in this case. The certainty must be the same for the information (T, I, F ), for the complement of information (F, I, T ), for the negation of information (1 − T, I, 1 − F ) and in the same time for its dual, namely (1 − F, I, 1 − T ).
As a result, in the space (T, I, F ) the neutrosophic certainty must verify the following conditions [5] : i) maximality g(1, 0, 0) = g(0, 0, 1) = 1 (30)
ii) minimality g(T, I, T ) = g(F, I, F ) = 0 (31)
iii) symmetry
iv) monotonicity
The property (iv) shows that the certainty increases with |T − F | , decreases with |T + F − 1| and decreases with I.
From (iv) it results that g(T, I, F ) ∈ [0, 1] because g(T, I, F ) ≤ g(1, 0, 0) and g(T, I, F ) ≥ g(0, 1, 0).
In this paper, the formula presented in [5] is used as a measure for the neutrosophic certainty.
The Neutrosophic Information Construction
Any gray level image is defined by the triplet (Ω, A, h) where Ω = {1, 2, ..., m} × {1, 2, ..., n} represents the image domain, A = [0, 1] represents the gray level range, h : Ω → A is the function that define the image. We consider the multiset X = h(Ω) and we denote
and take a point t ∈ (x m , x M ). Also, we define the following two multisets X 1 and X 2 by:
Then, we calculate the averages v 1 and v 2 with formulas:
For calculation the similarity between two gray levels x, y ∈ [0, 1] we will use the similarity function s presented before, namely:
We will calculate the similarities between each gray level x and the averages v 1 , v 2 and the threshold t. It results s(x, v 1 ), s(x, v 2 ) and s(x, t).
Also, we define the similarity between the gray level x and the pair (v 1 , v 2 ) with the following formula:
With these four similarities, we will construct the neutrosophic information associated with each gray level x and related to the threshold t: the degree of truth T (x, t), the degree of falsity F (x, t) and the degree of neutrality I(x, t) [8] .
The degree of truth:
The degree of falsity:
The degree of neutrality:
It results the following formula for the neutrosophic certainty associated to each gray level x and related to the threshold t.
(49)
The Segmentation Method
Firstly, we will construct the set of the possible values for the thresholds. This is the following set:
where Q is a natural number and Q ≥ 100. In addition, we will select those values that are in the range (x m , x M ) defined by (35) and (36). Thus, for each
, we calculate the certainty average for the fuzzy sets defined by the neutrosophic components T and F . It results the partial certainty functions: g T (t), g F (t).
Then, we define the total certainty G(t), which is calculated with the sum of the partial certainties calculated above.
The segmentation thresholds are the local maximum points of the total certainty.
We suppose that at the end, we obtained k thresholds t 1 , t 2 , ... , t k . In this way, we obtained k + 1 subsets
For each subset w i , we will calculate its average c i with the formulas:
Finally, the gray levels in each subset w i are replaced by the average c i of that subset.
Experimental Results
To test the properties of this new method, we implement it in four gray level images, as shown respectively in figures 1(a), 2(a), 3(a) and 4(a). The proposed method was applied for segmentation of the following images: Fz0, Geometric, Lena and Bobby. The obtained results and the graphic of the certainty functions can be seen in figures 1(b,c), 2(b,c), 3(b,c) and 4(b,c). The total certainty for image Fz0 has only one maximum for t = 0.49. The averages obtained are c 1 = 0.23 and c 2 = 0.76. The total certainty for image Geometric has three local maximums for t 1 = 0.33, t 2 = 0.52 and t 3 = 0.62. The averages obtained are c 1 = 0.19, c 2 = 0.42, c 3 = 0.60 and c 4 = 0.70. The total certainty for image Lena has three local maximums for t 1 = 0.31, 
Conclusions
The article presents a method of segmenting images with gray levels, using the separation thresholds for intervals of gray levels. The separation thresholds are determined by the local maximum points of the neutrosophic certainty. In order to be able to use the neutrosophic certainty, it is presented the way of attaching a neutrosophic information to a gray level. Obviously, this attached neutrosophic information is related to the considered threshold.
The presented method may provide multiple separation thresholds. The experimental results show us that, indeed, the local maximum points of the neutrosophic certainty can provide separation thresholds for the gray levels contained in an image. Also, the experimental results show us that it is possible to segment the color images, using the presented method.
In addition, this article falls into the category of articles that presents the possibility of using neutrosophical theory in engineering and in particular case in the image processing area.
