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SUMMARY
This dissertation studies the mean-semivariance portfolio optimization problem. We describe
the relationship of this kind of optimization in the context of other types of portfolio
optimization. We construct a novel analysis of mean-semivariance in the context of piecewise
quadratic optimization. The unique structure of mean-semivariance is leveraged to provide
insight into properties of the optimal portfolio as a function of its key input parameters. This
characterization allows us to introduce a new approach to solving a multi-period dynamic
mean-semivariance portfolio problem. The proposed methodology provides significant
improvements over naive approaches not leveraging the unique structure of the mean-
semivariance value function. Finally, we develop a novel, distributionally robust piecewise
quadratic formulation using semidefinite programming. We apply the robust formulation
to the mean-semivariance portfolio problem to construct a distributionally robust mean-
semivariance portfolio. We prove that the robust mean-semivariance portfolio is actually
equivalent to the classical mean-variance portfolio.
xii
CHAPTER 1
1.1 Introduction and Background
The goal of portfolio optimization is to allocate wealth among several assets to optimally
achieve a goal. One of the most common objectives is to maximize mean return while
controlling risk. The origin of this methodology is the mean-variance criterion introduced
by Markowitz [2, 3]. Markowitz also proposed mean-semivariance because it only penalizes
performance below a given target. While mean return is well accepted as a measure of
portfolio returns, the choice of risk measure is not so clearly defined. The most common
alternatives are Value-at-Risk (VaR), Conditional Value-at-Risk (CVaR), and mixed CVaR.
None of these measures clearly dominates the others in the academic literature, so
there is a more or less parallel development of portfolio optimization utilizing each of
these measures combined with the mean. Outside the mean-risk framework, some authors
choose various utility functions to represent investor preferences. Alternatively, investors
wishing to maximize portfolio growth optimize the geometric mean, or equivalently the log
wealth. Each of these methods has benefits and disadvantages toward its use in portfolio
optimization.
The mean-risk model, where the investor maximizes mean return while minimizing risk,
remains popular today. Practitioners, like Michaud [4], continue to publish white papers
advocating the mean-variance criterion. Mean-variance models, however, are frequently
criticized in academic literature as being inappropriate, for example by Estrada, Hogan and
Warren, Mao, Nantell and Price, Nawrocki, and Porter [5, 6, 7, 8, 9, 10]. This thesis provides
a framework and theory for constructing mean-semivariance portfolios in single-period and
multi-period formulations with extensions to accommodate distributional robustness.
Our contribution spans four areas:
1. Properties of the single-period and robust mean-semivariance portfolio are analyzed.
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We also contrast the single-period and multi-period portfolios.
2. Algorithmic improvements are provided for the efficient computation of the single-
period efficient frontier and the multi-period portfolio.
3. Methodology is developed for deriving deterministic counterparts for piecewise
quadratic optimization over moment-based ambiguity sets.
4. Analytical solutions are derived for the robust mean-semivariance portfolio problem
over moment-based ambiguity sets.
Single-period mean-semivariance problems are the most well studied and have been studied
by Cumova and Nawrocki, Hogan and Warren, Markowitz, and, Markowitz, Todd, Xu, and
Yamane [3, 11, 12, 13]. We develop a method based on a nonsmooth version of Newton’s
method by Sun [14]. Multi-period models are not well studied, and their research is limited,
with more results for continuous-time by Jin, Yan, and Zhou, Jin, Markowitz, and Zhou,
and Lari-Lavassani and Li [15, 16, 17] than discrete-time, which has be studied by Yan,
Miao, and Li [18]. Continuous-time portfolios are generally restricted to those that are
continuous with respect to time, narrowing the solution space of portfolio functions. Discrete-
time portfolio functions are especially difficult to construct because there is no notion of
continuity to restrict the space of optimal portfolio functions. We propose the development
of a tractable, exact algorithm for multi-period mean-semivariance portfolio problems in
discrete-time, which is a significant contribution of this thesis. Such an algorithm does not
exist in the literature, and it would permit the calculation of both optimal portfolios for
practitioners, as well as benchmark portfolios for researchers developing mean-semivariance
heuristics.
Sensitivity analysis of mean-semvariance portfolios in the literature is limited to ob-
servations about the efficient frontier’s convexity. This thesis therefore pursues several
results in this area. Parametric quadratic programming has been successfully applied to the
mean-variance portfolio problem by Hirschberger, Qi, and Steuer, Markowitz, Niedermayer
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and Niedermayer, Steuer, Qi, and Hirschberger [3, 13, 19, 20, 21]. Recent research by
Patrinos and Sarimveis [22] facilitate development of parametric piecewise quadratic pro-
gramming algorithms to calculate mean-semivariance efficient frontiers. Furthermore, these
same methods apply to calculating the multi-period value functions. We present parametric
formulations of the value functions for the multi-period problem. We use this formulation
to provide an algorithm for computing multi-period portfolios via a nonsmooth Newton’s
method that is more efficient than a naive multi-period stochastic programming formulation.
This representation also forms a basis for future work to construct more efficient algorithms
for the multi-period mean-semivariance portfolio problem.
Finally, DeMiguel and Nogales, Garlappi, Uppal, and Wang, Ghaoui, Oks, and Oustry,
Goldfarb and Iyengar, Harvey, Liechty, and Liechty [23, 24, 25, 26, 27] all conclude that
mean-variance portfolios suffer from poor out of sample performance. A priori there is no
reason to believe mean-semivariance portfolios are any less sensitive, and our preliminary
results indicate the existence of such performance issues. The academic literature indicates
one of three approaches are typically used to overcome these performance issues: resampling,
robust optimization, and Bayesian methods. We provide a novel robust formulation for the
mean-semivariance portfolio problem to address these concerns. We prove that the robust
formulation is equivalent to the mean-variance portfolio under reasonable conditions. This
equivalence demonstrates a novel property of the mean-variance portfolio.
1.2 Importance of the Mean-Semivariance Criterion
The mean-variance criterion for efficiency, originally introduced by Markowitz [3], continues
to be used today for several reasons. First, it is simple to use, intuitively appealing, and
Levy and Markowitz, and Markowitz [28, 29] both found it generally correlates well with
other utility functions. Beginning with Sharpe’s [30] paper establishing the basis for the
capital asset pricing model (CAPM), the mean-variance model became justified as consistent
with economic theory of market equilibria. A measure called beta, derived from CAPM
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theory, captures an asset’s relative risk contribution, and its continued usage demonstrates
the importance of mean-variance to investors.
Despite its strong history and established place in investment theory, even Markowitz
[3] was doubtful of variance as a suitable measure of risk, so he suggested semivariance as
an alternative. Estrada, Hogan and Warren, Mao, Nantell and Price, Nawrocki, and Porter
[5, 6, 7, 8, 9, 10] all have raised similar concerns about variance and have often suggested
semivariance as an alternative because it is conceptually very similar to variance but in a
sense more rational. Mean-semivariance also has a strong utility function interpretation via
stochastic dominance. Porter [10] showed that mean-semivariance efficiency is a sufficient
condition for a return distribution to be non-dominated in the sense of second order stochastic
dominance. Given a family of return distributions, second order stochastic dominance
means that the cumulative distribution function is not dominated by any other cumulative
distribution function in the family. Following a reasoning similar to the development of
CAPM, Estrada, Hogan and Warren, and Nantell and Price [5, 6, 8] develop asset pricing
models using semivariance. These asset pricing models lead to measures generally called
downside-beta. Together these research results suggest that mean-semivariance provides a
rational model without increasing computational complexity unreasonably.
Semivariance is also compared to two other families of risk measures: lower-partial-
moments (LPM) and CVaR. Semivariance is a special case of LPM. Cumova and Nawrocki
[31] observe that solution algorithms developed for semivariance can often apply to LPM
portfolio problems. Based on this observation, we hypothesize that our results for mean-
semivariance portfolios have the potential to be generalized to the mean-LPM portfolio
problem. Hence, we do not see mean-semivariance research as competing with LPM models.
We see our research as a contribution to LPM research.
Comparisons between CVaR and mean-semivariance are not common in literature, but
several differences are immediately apparent. First, CVaR has the beneficial property of




















Figure 1.1: Two distributions are compared that have the same mean return. Scenario 1 has
a smaller semivariance than scenario 2, but both distributions have the same CVaR. The
key observation is that the low probability large negative return in Scenario 2 increases the
semivariance significantly compared to the higher probability but less negative returns.
that makes optimizing it tractable. It provides a bound on VaR. When interpreted in
terms of utility maximization, CVaR can be interpreted as a piecewise linear function with
steeper slopes below a given target, i.e. loss averse. In this way it is very similar to Mean-
semivariance which is also loss-averse, but mean-semivariance is increasingly loss averse
for larger losses because it is quadratic below the target. According to this interpretation,
mean-semivariance will prefer a high probability of a small loss to a small probability of a
large loss even when CVaR would be indifferent to the two outcomes. See Figure 1.1 for an
illustration of such a distribution.
1.3 Contribution
We developed and implemented a Newton’s Method based algorithm for the single-period
mean-semivariance portfolio problem. Our algorithm is comparable to existing parametric
and active set approaches developed by Cumova and Nawrocki, Hogan and Warren, Marko-
witz, and Markowitz et al. [3, 11, 12, 13]. Our algorithm’s key advantage is that it inherits
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the rapid convergence of Newton’s method when we have a suitable choice of portfolio
to initialize the algorithm. The approach results in an optimal solution with an analytical
structure that permits analysis of the solution properties.
We present several sensitivity analysis results that are not discussed elsewhere in the
literature. The results span three areas: critical regions, solution mapping, and transaction
costs. The characterization of the critical regions and solution mapping provide insight into
the behavior of the portfolio as the investor varies model parameters. The transaction costs
analysis imparts a deeper understanding of which factors impact the decision to re-balance
portfolios.
For the first time in the literature, we present parametric formulas for the solution
mapping, efficient frontier, and value functions for the single-period mean-semivariance
problem using methods similar to those of Hirschberger et al., Markowitz, Markowitz et
al., Niedermayer and Neidermayer, Patrinos and Sarimveis, and Steuer et al. [3, 13, 19,
20, 21, 22]. The formulas facilitate analyses of optimal mean-semivariance portfolios and
associated value functions. This algorithmic improvement provides an efficient means of
computing and storing portfolio results for practitioners who need to calculate efficient
frontiers or run numerous scenarios.
We provide a multi-period mean-semivariance portfolio algorithm based on the work of
Lau and Womersley [32]. Such an algorithm is the first of its kind in the mean-semivariance
portfolio literature. Our algorithm is the first exact algorithm for the multi-period mean-
semivariance portfolio problem in discrete-time. Jin et al. [16] showed that no such algorithm
could exist in the continuous-time case. Following the approach of Niedermayer and
Niedermayer [20], we utilize parametric solutions for piecewise quadratic functions to make
the algorithm tractable compared to a naive implementation using multi-period stochastic
programming. Our algorithm improves the run time allowing larger instances to be solved
in reasonable amounts of time.
Research by Fliege and Werner, Goldfarb and Iyengar, and Tütüncü and Koenig [26,
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33, 34] in robust portfolio optimization indicates that most models focus on mean-variance
optimization. We develop a robust formulation of the mean-semivariance portfolio problem
based on moment constrained ambiguity sets. Using conic duality, we provide a tractable
deterministic counterpart that is a semidefinite program. We provide conditions under which
the optimal solution to this semidefinite program is equivalent to the mean-variance portfolio.
Finally we extend the formulation to incorporate support constraints on the ambiguity set.
Our work is related to a similar thread of a research focusing on the value-at-risk and log-
optimal portfolio problems as studied by Rujeerapaiboon, Kuhn, and Weisemann [35] and
Zymler, Kuhn, and Rustem [36]. To the best of our knowledge this is the first work applying
robust optimization to the mean-semivariance portfolio problem. Our methodology allows
us to analytically solve the robust mean-semivariance portfolio problem, which simplifies




Our approach to mean-semivariance portfolio optimization spans three topics: properties
of the portfolio problem itself, extension to dynamic multi-period portfolios, and robust
reformulations. First, we discuss the history of mean-semivariance portfolio optimization
in the context of Markowitz’s [2] seminal paper on the mean-variance portfolio. We show
that our methodology fills a void in the sensitivity analysis and efficient frontier analysis of
existing literature. Second, we discuss methods for the dynamic multi-period mean-variance
portfolio model. Our work demonstrates that similar results are achievable by adapting
existing literature on piecewise quadratic optimization. Third, we explore recent work
in distributionally robust optimization. The yet untouched robust semivariance model is
shown in our work to have an analytical solution which aligns with the mean-variance and
second-moment portfolio problems.
The natural starting point for studying mean risk models for portfolio optimization
begins with Markowitz’s [2] seminal paper. He suggests both variance and semivariance as
candidate risk measures. Variance is familiar to most investors, and he develops extensive
theory around mean-variance portfolios in his later book [3]. Semivariance at the time was
computationally difficult, so he did not pursue the mean-semivariance portfolio in the same
depth. In his book he describes the Critical Line Algorithm for generating mean-variance
efficient frontiers, which is applicable to mean-semivariance portfolio construction. Hogan
and Warren [12] provide one of the earliest computational studies of the mean-semivariance
portfolio, and they establish the basic properties of the mean-semivariance objective function.
They base their numerical algorithm on the work of Frank and Wolfe [37].
The literature shows many different arguments for when semivariance is an appropriate
risk-measure. In the case of symmetric return distributions, variance is equivalent to the
mean-centered semivariance. In the asymmetric case, justification for semivariance was first
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cited by Markowitz [3] as intuitive for investors who do not wish to penalize exceptional
returns. Using the concepts of admissibility and stochastic dominance, Quirk and Saposnik
[38] show that efficiency in the mean-variance sense may contradict preferences defined in
terms of stochastic dominance. Porter [10] expands on this idea by showing that (except
in special cases) mean-semivariance efficiency implies second order stochastic-dominance
efficiency. Mao [7] compares mean-variance and mean-semivariance in a capital budgeting
context, arguing that semivariance is more consistent with utility functions elicited from
executives. Levy and Markowitz [28] show that mean-variance performance is strongly
correlated with different utility functions, which is a precursor to Markowitz’s later work [29]
on the same topic. Estrada [39] showed similar correlation results for mean-semivariance.
An economic approach to this discussion is generally founded on the capital asset pricing
model (CAPM) developed by Sharpe [30]. His framework is based on Markowitz’s portfolio
theory, and the concept remains popular to this day. Hogan and Warren [6] develop a model
analogous to Sharpe’s [30] when the semivariance benchmark rate is equal to the risk-free
rate. The analysis results in an asymmetric “cosemivariance” measure used to calculate
the risk premium of an asset. Nantell and Price [8] show that under the assumption of a
bivariate normal distribution between individual asset returns and the returns of the market
portfolio that the beta calculated using CAPM is the same as the beta calculated using the
semivariance CAPM due to Hogan and Warren [6]. Estrada [39] develops a behavioral
model that assumes investors optimize mean-semivariance and justifies it using the same
rational that Levy and Markowitz [28] used for mean-variance behavioral models. Motivated
by these arguments, Estrada [5] develops a downside beta analogous to the CAPM beta.
Estrada’s [5] beta differs from the downside beta of Hogan and Warren [6] both in the
benchmark rate and the construction of the semivariance analogue to covariance. Estrada
[5] argues that downside beta consistently outperforms CAPM beta in emerging markets.
A recent generalization of semivariance was developed by Cumova and Nawrocki [31].
Their work studies the family of upper potential and downside risk measures that includes
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mean-semivariance as a special case. They suggest that the upper potential and downside
measures can approximate many different practical utility functions. They provide a frame-
work for generating approximate optimization problems using exogenous moment matrices
developed in their previous work [11, 40, 41]. Their methods are typically generalizations
of prior work based on semivariance, so we view extending our work to this family of risk
measures as a possible avenue of future research.
Given an investor is interested in using semivariance as a risk measure, there is relatively
limited literature on appropriate optimization methodology. Markowitz et al. [13] devel-
oped an alternative implementation of the Critical Line Algorithm for mean-semivariance
portfolios by introducing an artificial variable for each sample path of the excess returns.
To our knowledge, the approach developed by Markowitz et al. [13] is the only published
approach for exact mean-semivariance portfolio optimization. Niedermayer and Nieder-
mayer [20] modified the popular Critical Line Algorithm to increase its efficiency. Steuer
et al. [21] develop a computationally efficient way to calculate the exact mean-variance
efficient frontier by treating it as a multi-criteria optimization problem to which they apply a
parametric quadratic programming algorithm, described in detail in their later paper [19].
Taking a similar approach, we treat mean-semivariance as a piecewise-quadratic function.
We contribute a novel algorithm for the mean-semivariance efficient frontier based on a para-
metric piecewise-quadratic algorithm following the work of Sun and Patrinos and Sarimveis
[14, 22]. Our approach provides straight forward tools for sensitivity analysis not readily
apparent in existing mean-semivariance solution algorithms.
2.2 Efficient Frontiers and Multi-Period Portfolios
The other important use of the single-period portfolio optimization algorithms like the
Critical Line Algorithm developed by Markowitz [3] is computing efficient frontiers. The
goal of calculating efficient frontiers is to enumerate optimal portfolios and their trade-off
between mean return and risk. More generally, the Critical Line Algorithm is a type of
10
parametric optimization. Our work applies the general framework of piecewise quadratic
parametric optimization developed by Patrinos and Sarimveis [22]. We establish efficient
formulas for mean-semivariance efficient frontiers. More generally, we extend the parametric
approach to an explicit multi-period mean-semivariance portfolio optimization problem.
To our knowledge this is the first work giving an exact solution to the multi-period mean-
semivariance formulation.
The simplest approach for enumerating the efficient frontier is to compute it at discrete
points on a grid as done by Hogan and Warren [12]. Markowitz et al. [13] extend their
Critical Line Algorithm to efficiently enumerate the mean-semivariance efficient frontier.
Their formulation, however, introduces two artificial variables for each sample realization
to reformulate the piecewise quadratic as a quadratic. The addition of artificial variables
obscures the underlying analytical structure of the efficient frontier which we leverage. Our
methodology for computing the efficient frontier is an extension of the same parametric
approach used for our sensitivity analysis results.
The parametric approach we use also permits us to explore multi-period portfolio
optimization problems. Multi-period models benefit investors with long term return goals
by explicitly accounting for the ability to re-balance a portfolio dynamically. In the mean-
variance case, an analytical solution is possible, which is provided by Li and Ng [42].
Similarly, in the absolute deviation case, Yu, Takahashi, Inoue, and Wang [43] provide an
analytical solution. Li, Cui, Wang, and Zhu [44] extend the mean-variance work of Li and
Ng [42] to account for time-inconsistency of mean-variance. Najafi and Mushakhian [45]
adopt a heuristic approach for dynamic mean-semivariance-CVaR portfolios with transaction
costs. In the continuous time Black-Scholes setting, Lari-Lavasann and Li [17] show
that a nearly analytical solution is possible, reducing the problem to a one-dimensional
optimization. We show that it is possible to analytically enumerate the value function of
the multi-period semivariance portfolio at each period, leading to an efficient algorithm for
solving the dynamic mean-semivariance problem. The convergence and tractability of such
11
a formulation stems directly from the piecewise quadratic structure, with proofs given by
Lau and Womersley [32].
2.3 Robust Portfolio Optimization
The reliance of variance optimization on the covariance matrix and the semivariance on
second moment type matrices cause both methods to be sensitive to estimation errors. One
approach is re-sampling as proposed by Michaud [4]. We instead look to robust optimiza-
tion. In the context of mean-variance optimization, robust formulations typically involve
uncertainty sets on the mean vector and covariance matrix. Halldórsson and Tütüncü [46]
provide a classic example of this approach. Because the value of semivariance endogenously
depends on the portfolio, we instead consider alternatives for modeling uncertainty over the
full distribution of returns.
Several frameworks for distributionally robust optimization models are being developed
in parallel. Jiang and Guan [47] study the case of ambiguity sets defined by φ-divergence
measures. Kleywegt and Gao [48] study the Wasserstein distance. These ambiguity sets,
however, do not immediately lend themselves to portfolio optimization. The classical mo-
ment problem as given by Shapiro [49] is often seen in applications to portfolio optimization.
Jiang and Guan [50] in a working paper applied the moment based ambiguity set to a
portfolio problem restricting the probability of not reaching a certain return threshold. Ru-
jeerapaiboon, Kuhn, and Wiesemann [35] study worst-case growth optimal portfolios under
moment-based ambiguity sets. Ling et al. [51] looked at moment-based ambiguity sets as a
part of their overall robust model. Our robust formulation generalizes the approach of Jiang
and Guan and Zymler, Kuhn, and Rustem [36, 50] to a robust piecewise quadratic objective
under moment-based ambiguity sets. The formulation permits an analytical solution, which
we use to show robust semivariance is equivalent to variance and second-moments. This
result is analogous to that of Rujeerapaiboon et al. [35], and may also provide an alternative
proof to their result.
12
A common argument for using mean-variance portfolios is based on the economic
interpretation due to Markowitz [3]. Alternative interpretations are due to utility function
approaches originating from Neumann and Morgenstern [52]. A recent paper by Markowitz
[29] revisits the mean-variance portfolio as an approximation to various utility functions,
including the log-wealth-utility. This idea is similar to active research by Gotoh, Kim, and
Lim [53] showing φ-divergence based distributionally robust optimization problems are
well-approximated by mean-variance optimization problems. Our results show that the
mean-variance portfolio is often equivalent to the robust semivariance portfolio.
The standard semivariance formulation presupposes a static return benchmark. The
natural generalization is to use another portfolio’s return as the benchmark. Ling, Sun, and
Yang [51] study tracking error portfolios designed to follow specific benchmark portfolios,
such as indexes. They develop a robust optimization approach for two downside risk
measures: probability of loss and expected loss. Their approach is based on a semidefinite
program derived from a duality result due to Shapiro [54]. This duality approach parallels our
work from the perspective of distributionally robust optimization. Our approach generalizes
to piecewise quadratic risk measures, and for the case of semivariance, we showed an
equivalence to variance or second-moment formulations. The equivalence in particular
reduces the solution of the robust semivariance tracking error portfolio to a variance or
second-moment tracking error portfolio.
13
CHAPTER 3
3.1 Preface on Notation
The elements of a vector x ∈ Rn are denoted by x(i) for i = 1, 2, . . . , n. We denote by [p]
the indicator function of the boolean predicate p, which is equal to 1 whenever the predicate
holds and is equal to 0 otherwise. We denote the relative interior of a set X by riX . We
denote the convex hull of a collection of elements x1, x2, . . . , xm by co(x1, x2, . . . , xm).
3.2 Single-Period Mean-Semivariance Portfolio Problem
Let r denote an n+ 1 dimensional random vector of rates of return for n+ 1 risky assets.
Let r0 denote rate of return for asset n + 1. For i < n + 1, let the n dimensional vector p
be defined by p(i) = r(i) − r0, so that p denotes the excess rates of return for the first n
risky assets relative to the reference rate r0. In what follows we often assume that r0 is a
deterministic risk free rate. Suppose an investor has x units of wealth to invest among the
n+ 1 assets. We denote by u(i) the amount invested in asset i = 1, 2, . . . , n. Any remaining
wealth is invested in the reference asset, i.e. the amount invested in the reference asset is
x −∑ni=1 u(i). A negative investment denotes holding a short position in the asset. By
setting x = 1 we arrive at a normalized portfolio denoting the fraction of wealth invested in
each asset. Given a particular portfolio u the amount of wealth at the end of the period is
denoted by xT where the subscript T is to distinguish it from the initial wealth x. The two
are connected by the following relationship: xT = r0x+ p′u.
To facilitate exact computation of optimal portfolios, we consider a finite discrete return
distribution; i.e. the excess returns and reference return take a finite number of values p(ω)
and r0(ω) for ω ∈ Ω. The set Ω denotes the sample space of all the random variables in our
model.
The investor would like to maximize the mean semivariance of the portfolio with respect
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to a target wealth of h and risk aversion coefficient c, and mean return weight b. The mean
semivariance with respect to target h with risk aversion coefficient c and mean weight b is
defined as
bE(Z)− cE(h− Z)2+,




bExT − cE(h− xT )2+,
s. t. xT (ω) = r0x+ p(ω)
′u.
The equality on xT holds almost surely. Extensions where h itself is a random variable
representing the returns of a benchmark portfolio are possible. It is often convenient to
specify an excess return target that we denote by η. We define η as the wealth target above
the wealth gained from the risk free return: η = h− r0x.
Define the random variable λ(xT ) = [h − xT ≥ 0], where [h − xT ≥ 0] denotes the
indicator function of the statement h− xT ≥ 0, which is equal to 1 whenever the inequality
holds and is equal to 0 otherwise. This indicator function allows the objective function to be
rewritten in the following way:
bExT − cE(h− xT )2+
= E(−ch2λ(xT )) + E(b+ 2chλ(x))xT − Ecλ(x)x2T
= Eγ̃(xT ) + Eα̃(xT )xT − Eβ̃(xT )x2T .
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The random variables γ̃, α̃, and β̃ have the following definitions:
γ̃(xT ) = −ch2λ(xT ),
α̃(xT ) = b+ 2chλ(xT ),
β̃(xT ) = cλ(xT ).
Because these random variables are piecewise constant random functions of xT , the objective
function is a piecewise quadratic function. Writing this function in terms of the decision
variable u, we arrive at the following optimization problem:
max
u
E(γ(x, u) + α(x, u)r0x− β(x, u)(r0x)2)
+ E(α(x, u)− 2β(x, u)r0x)p′u− u′E(b(x, u)pp′)u. (3.1)
The following notation is used:
γ(x, u) = γ̃(r0x+ p
′u),
α(x, u) = α̃(r0x+ p
′u),
β(x, u) = β̃(r0x+ p
′u).
Let u∗ denote the optimal portfolio. We can evaluate the coefficients α, β, and γ at the
optimal portfolio to yield the following shorthand notation:
γ∗(x) = γ(x, u∗),
α∗(x) = α(x, u∗),
β∗(x) = β(x, u∗),
B = E(β∗(x)pp′).
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First order necessary conditions for optimality are also sufficient because the mean-semi-
variance objective is concave. We observe that the expression in (3.2) requires that B is
invertible. This is true when the mean-semivariance objective is strictly convex. Strict
convexity holds when there are no risk-free portfolios with respect semivariance under the
given wealth target. This may not hold, for example, when the wealth target is smaller than
the initial wealth. In these cases, an optimal mean-semivariance portfolio may still exist, but
the following analysis generally focuses on the strictly convex case.
3.3 Mean-Semivariance as a Piecewise Quadratic Function
Piecewise quadratic functions that are continuously differentiable are also called polyhedral
piecewise quadratic functions. This name derives from the following observation. The
domain of the function can be partitioned into polyhedral regions such that on each region,
the function f is equal to a quadratic function fk uniquely associated with that region. On
the interior of each region k we can uniquely define the Hessian as a matrix Qk. This
notation is formalized by the following definition given due to Patrinos and Sarimveis [22].
Definition 1. Consider a collection of nonempty sets C = {Ck : k ∈ K} for some finite
index set K.
1. C is called a polyhedral decomposition of D ⊆ Rn, if its members are polyhedral sets
and (i)
⋃
k∈K Ck = D, (ii) dimCk = dimD for all k ∈ K, (iii) riCk ∩ riC` = ∅ for
k, ` ∈ K, k 6= `, where riC` denotes the relative interior of C`.
2. C is called a polyhedral subdivision if it is a polyhedral decomposition and furthermore
the intersection of any two members of C is either empty or a common proper face of
both.
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For the mean-semivariance objective function, the polyhedral subdivision is given by
the arrangement of hyperplanes of the form {u : η − p(ω)′u = 0}. Each polyhedral region
C ∈ C can therefore be associated with a partition of the sample space Ω1 ∪ Ω2 = Ω such
that
C = {u : η − p(ω)′u ≤ 0, ω ∈ Ω1; η − p(ω)′u ≥ 0, ω ∈ Ω2}.
On the boundary between regions, the function is not twice differentiable, but we can
define a generalized Hessian, which is analogous to subdifferentials for functions that are
not continuously differentiable. Let u be a point on the boundary between ` polyhedral
regions with Hessians Q1, Q2, . . . , Q`. The generalized Hessian is defined by
∂2f(u) = co(Q1, Q2, . . . , Qk), (3.3)
where co(Q1, Q2, . . . , Qk) denotes the convex hull of the Hessians Q1, Q2, . . . , Q`.
Let Q denote the set of all Hessians of the mean-semivariance objective (evaluated at
points where the Hessian is defined and unique). Let Li for i ∈ {2, 3, . . . , N} denote the
collection of boundaries defined by i adjacent polyhedral regions, where N denotes the
maximum number of adjacent regions. In every boundary ∂ ∈ Li, the collection of Hessians
associated with the regions defining the boundary differ by at most i− 1 rank-1 factors. Let
L denote the collection of Li for all i.
Convex piecewise quadratic functions possess a variety of useful structures. First we
introduce an additional piece of notation, for u ∈ Ck, we recall that f can be written as




In the following proposition, we write f̃k(u) = fk(u) + δCk(u) where δCk is the convex
indicator function equal to zero on Ck and +∞ otherwise. The following proposition is
adapted from Patrinos and Sarimveis [22].
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Proposition 2. The following properties hold for all choices of the parameters b, h, and x.
1. If inf f is finite, then arg min f is polyhedral.
2. x ∈ arg min f if and only if x ∈ arg min f̃k for all k ∈ K.
3. If inf f = α∗ > −∞, then arg min f = ⋃k∈L(α) arg min f̃k, where L(α) = {k ∈ K :
{u : f̃k(u) ≤ α} 6= ∅}.
4. arg min f is nonempty if and only if there exists xk ∈ Rn, βk ∈ Rmk+ such that
∇fk(xk) + (Ak)′βk = 0 for every k ∈ K, where Ak is the facet representation of Ck.
3.4 Solution via Nonsmooth Newton’s Method
We apply a nonsmooth version of Newton’s method for the unconstrained portfolio prob-
lem, and we show how the method can be altered to accomodate equality and inequality
constraints. The mean-semivariance objective function is a continuously differentiable piece-
wise quadratic function, for which Sun [14] showed the algorithm to be finitely convergent.
The nonsmooth Newton’s method generates a sequence of iterates of the form:




uk+1 = uk + dk.
Here Vk is an element of the generalized Hessian at uk. By substitution, this sequence is
equivalent to the following:
uk+1 = uk + V
−1
k ∇f(uk).
Observing the structure of (3.1), we can identify an element of the generalized Hessian by
selecting Vk = E(β(x, uk)pp′). This is an element of the generalized Hessian because it is
trivially a convex combination of the Hessians defined by (3.3).
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−1E(α(x, uk)− 2β(x, uk)r0x)p.
Following the results of Sun [14], this sequence of portfolios converges in a finite number of
iterations to the optimal mean-semivariance portfolio when the objective is strictly convex.
In the non-strictly convex cases, the Newton method should be replaced by a proximal point
methodology by adding a strictly convex quadratic term to the objective. Assuming the
problem is not unbounded, the proximal point approach will also converge as discussed in
Sun’s [14] paper. Therefore, in the following we address only the strictly convex case.
3.4.1 Modifications for Equality Constraints
Suppose we add linear equality constraints to the mean-semivariance portfolio problem. We
arrive at the following problem:
max
u
E(γ(x, u) + α(x, u)r0x− β(x, u)(r0x)2)
+ E(α(x, u)− 2β(x, u)r0x)p′u− u′E(b(x, u)pp′)u,
s.t. Au = a.
To generate the iterates for Newton’s method in the constrained case, we form the Lagrangian
with Lagrange multipliers v,
L(u, v) = E(γ(x, u) + α(x, u)r0x− β(x, u)(r0x)2)
+ E(α(x, u)− 2β(x, u)r0x)p′u− u′E(b(x, u)pp′)u
− v′(Au− a).
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Forming the gradient with respect to u and setting it equal to zero gives the following
equation:
E(α(x, u)− 2β(x, u)r0x)p− 2E(b(x, u)pp′)u− A′v = 0.




E(β(x, u∗)pp′)−1(E(α(x, u∗)− 2β(x, u∗)r0x)p− A′v).
To simplify the remaining steps, we use the following shorthand notation:
γ∗ = γ(x, u∗),
α∗ = α(x, u∗),
β∗ = β(x, u∗),
B = Eβ∗pp′.
Using the requirement that Au∗ − a = 0, we can solve for the value of v, which we denote
by v∗, where
v∗ = (AB−1A′)−1(AB−1E(α∗ − 2β∗r0x)p− 2a).





u∗ = ũ−B−1A′(AB−1A′)−1(Aũ− a).
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This leads to the following sequence of iterates for Newton’s method:
αk = α(x, uk), (3.4)
βk = β(x, uk), (3.5)




B−1k E(αk − 2βkr0x)p, (3.7)
uk+1 = ũk −B−1k A′(AB−1k A′)−1(Aũk − a). (3.8)
3.4.2 Modifications for Inequality Constraints
To illustrate the general procedure for introducing inequality constraints, we describe
modifications of Newton’s method for nonnegativity constraints on the asset weights (which











The following lemma describes the necessary and sufficient conditions for optimality in the
nonnegativity case, which are derived from the KKT conditions.




i u(i) < 1, g ≤ 0 and giui = 0 for all i.
2.
∑
i u(i) = 1 and there exists a scalar t such that gi ≤ t for all i such that ui = 0 and
gi = t for all i such that ui > 0.
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Proof. The KKT conditions hold at u if there exists v and t such that
g + v − te = 0,





t, v ≥ 0,
where e is a vector of ones. In case 1, complementary slackness implies t = 0. Therefore,
the first equation gives the relation g = −v, so that v ≥ 0 is equivalent to g ≤ 0. Using this
relation for the complementary slackness conditions from the second set of equations gives
v(i)u(i) = −g(i)u(i) = 0, which is equivalent to g(i)u(i) = 0.
In case 2, setting vi = 0 and t = gi for all i such that ui > 0 satisfies the first equation
and the associated complementary slackness equations. For i such that ui = 0, we can
choose vi = t− gi, so that v ≥ 0 is equivalent to g ≤ t. The convexity of f yields that these
conditions are necessary and sufficient.
Applying the conditions of Lemma 3 we construct algorithm 1. We introduce an
additional notation to simplify the algorithm’s presentation. Let I denote a subset of the
indices 1, 2, . . . , n. Given a square matrix A, we denote by AI the submatrix consisting of
those rows and columns specified by the index set I . Given a vector u, a similar notation
applies for a subvector uI of u. We now prove the correctness of algorithm 1.
Proposition 4. Algorithm 1 returns the nonnegative mean-semivariance optimal portfolio.
Proof. The algorithms stops if one of two conditions are met, either I = ∅ or u′e− 1 = 0
and gi is constant on J and equal to a value t with gi ≤ t for i /∈ J . The latter case is exactly
the KKT conditions described in Lemma 3. Therefore the solution is optimal. In the former
case, the KKT conditions are satisfied for all the nonnegativity constraints. Setting t equal 0
satisfies the KKT conditions from Lemma 3.
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We now give an intuition behind the construction of Algorithm 1. The outer loop
identifies asset indices for which the nonnegativity constraint is tight and for which shorting
the asset would improve the portfolio’s mean-semivariance. The inner loop repeatedly tries
to use Newton steps to improve the portfolio while maintaining feasibility. The two inner
if-statements differentiate whether all wealth is currently invested, in which case the step
must be adjusted to not short cash. The process repeats until either the optimal portfolio is
found with no constraints being tight, or the only way to improve the portfolio is to violate
one of the constraints. It is this basic structure that would be used to extend Algorithm 1
over general linear inequality constraints.
3.4.3 Detecting Unbounded Problems
Up to now we had assumed that the problem was well posed in the sense that the objective
function is bounded. This condition can fail even if the objective is defined by n linearly
independent return samples. We derive here the conditions that lead to an unbounded
objective function. We introduce two notations that simplify the proposition.
Definition 5. Given a matrix A, the kernel of the matrix A is the following set:
kerA = {x : Ax = 0}.
Definition 6. The horizon or recession cone of a set C is the following set:
C∞ = {d : x+ d ∈ C, ∀x ∈ C}.
Proposition 7. The mean-semivariance objective is unbounded if and only if there exists
Ck ∈ C such that kerQk ∩ {d : (bµ+ 2ηµk)′d > 0} ∩ C∞k 6= ∅.
Proof. Let d ∈ kerQk ∩ {d : (bµ + 2ηµk)′d > 0} ∩ C∞k and u ∈ Ck. By construction
u + td ∈ Ck for all t > 0 and f(u + td) is an increasing linear function of t for all t > 0.
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Algorithm 1 Given historical rates of return r, risk free rate of return r0, target wealth h,
risk aversion coefficient c, and initial nonnegative portfolio u, the algorithm returns u∗ the
optimal mean-semivariance portfolio with nonnegative weights. The algorithm stops when
no feasible improving direction exists.
1: Set u← u0.
2: λ(ω)← [h− r0x− p(ω)′u > 0] for ω ∈ Ω.
3: Calculate g ← ∇fλ(u)
4: Set I ← {i : gi > 0} ∪ {i : gi < 0, ui > 0}.
5: while I 6= ∅ do
6: Set S ← FALSE.
7: while S = FALSE do
8: if
∑
j u(j) < 1 then
9: Calculate ũ← QI(λ)−1( b2cµ+ (h− r0x)µI(λ))
10: Let σ be the mapping from {1, 2, . . . , |I|} to I given by the indexing for µI .
11: Set di ← 0 if i /∈ I and di = ũσ(i) − ui if i ∈ I .
12: Set β∗ ← max{β : u+ βd ≥ 0, (u+ βd)′e ≤ 1}.
13: if β∗ > 0 then
14: Set S ← TRUE.
15: Set u← u+ β∗d.
16: else
17: Set I ← I\{i : di < 0, ui = 0}.
18: if
∑
j u(j) = 1 then
19: Calculate ū← QI(λ)−1( b2cµ+ (h− r0x)µI(λ))
20: if (ū− u)′eI ≥ 0 then
21: Calculate ũ← ū− (e′QI(λ)−1e)−1(e′ū− 1)QI(λ)−1e
22: else
23: ũ← ū
24: Let σ be the mapping from {1, 2, . . . , |I|} to I given by the indexing for µI .
25: Let di ← 0 if i /∈ I and di ← ũσ(i) − ui if i ∈ I .
26: Set β∗ ← max{β : u+ βd ≥ 0, (u+ βd)′e ≤ 1}.
27: if β∗ > 0 then
28: Set S ← TRUE.
29: Set u← u+ β∗d.
30: else
31: Set I ← I\{i : di < 0, ui = 0}.
32: if I = ∅ then
33: Exit Loop.
34: λ(ω)← [h− r0x− p(ω)′u > 0] for ω ∈ Ω.
35: Calculate g ← ∇fλ(u)
36: Set I ← {i : gi > 0} ∪ {i : gi < 0, ui > 0}.
37: if
∑
j u(j) = 1 then
38: Set J = {i : ui > 0}.
39: if gJ − gJ(1) = 0 and gi ≤ gJ(1) for all i /∈ J then
40: Exit loop.
41: Return u∗ ← u.
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Hence f is unbounded.
Conversely suppose that f is unbounded. This means that for all M > 0 there exists
u such that f(u) > M . Let ui be a sequence such that f(ui) is strictly increasing in i and
f(ui) → ∞ and i → ∞. Because the functions fk for all k ∈ K are bounded on any
compact set, there must exist I such that for all i > I we have ui only lie in a collection of
Ck such that each Ck is an unbounded polyhedron. Let Kub denote the finite collection such
that ui ∈ ∪k∈KubCk for all i > I .
Because Kub is finite, we can choose a subsequence j > I such that uj ∈ Ck∗ for all j
and f(uj)→∞ as j →∞. Because f(uj) = fk∗(uj) for all j, we have that f is a quadratic
function when restricted to this subsequence. Furthermore, because Ck∗ is polyhedral and
uj is an unbounded sequence, there must exist a further subsequence ` such that for some
d ∈ C∞k∗ we have u`/‖u`‖ → d.
Because Qk∗ is positive semidefinite, and contributes a nonpositive term to fk∗ , it must
follow that d′Qk∗d = 0 so that d ∈ kerQk∗ , and (bµ + 2ηµk∗)′d > 0. We have shown
therefore that there exists Ck such that d ∈ kerQk ∩ {d : (bµ+ 2ηµk)′d > 0} ∩ C∞k .
As a sufficient condition for boundedness of f , we can verify that the kernel of Qk is
empty at each iteration of the optimization algorithm. Although the kernel can be non-empty
and the problem be bounded, this is still an indicator of the matrix being ill conditioned at
that iterate which indicates that the resulting portfolio may be very unstable to changes in
the problem data.
3.5 Sensitivity Analysis of Mean-Semivariance Portfolio
In this section, we investigate the behavior of the optimal mean-semivariance portfolio u∗ as
a function of the parameters b and η = h− r0x where r0 is deterministic and f has a unique
solution. We develop these characterizations as a basis for understanding the behavior of
optimal portfolios calculated for one set of parameters when evaluated against a fixed set of
parameters. In other words, let f0 denote the mean-semivariance objective function with
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parameters b0, c and η0. Let U(b, η) denote the optimal mean-semivariance portfolio as a
function of b and η. Our objective is to derive properties of f0(U(b, η)) by understanding
the behavior of U(b, η).
We use the following notation:







Λ(b, η) = [η − p′U(b, η) ≥ 0]. (3.10)
We observe that Λ is a mapping from R2 to R|Ω|, i.e. for each (b, η), λ = Λ(b, η) is a random
vector taking values 0 or 1. We denote specific realizations by λ(ω). The convergence of
the nonsmooth Newton’s method ensures that Λ(b, η) is uniquely defined for all choices of b
and η. We will generally present our results for the typical cases where b ≥ 0 and η ≥ 0.
We first characterize the behavior of Λ. Our goal is to show that U(b, η) is a continuous
piecewise linear mapping from R2 to Rn. We also give sufficient conditions for ‖U(b, η)‖2
to be nondecreasing in b.
To simplify the presentation in the following lemmas we define the following notation:
µH = µ(λ
H), µ̃H = µ(λ̃
H), (3.11)
QH = Q(λ
H), Q̃ = Q(λ̃), (3.12)
Q̃H = Q(λ̃
H). (3.13)
Lemma 8. Let η > 0. The mapping Λ has the following properties.
1. The mapping Λ(0, η) is constant with respect to η. Let the value of this constant be
denoted by λH .
2. If 1− p(ω)′Q−1H µH 6= 0 for all ω ∈ Ω, then λH is the limit of the Λ(b, η) as η →∞.
3. The mapping Λ(b, 0) is constant with respect to b. Let this constant value be denoted
by λB.
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≥ 0], ∀ω ∈ Ω,
in terms of the binary vector λ. Because η ≥ 0, the solution does not depend on η. The value
of Λ(0, η) does not depend on η and, therefore, is constant. Let λH denote this constant
value.
Part 2: Now suppose that b > 0. To show the limiting result, it is sufficient to show that












, ∀ω ∈ Ω,
in terms of the binary vector λ.
If λH(ω) = 1, then 1− p(ω)′Q−1H (µH) > 0. If b2cp(ω)′Q−1H µ ≤ 0, then the inequality is
satisfied for all η ≥ 0. If b
2c
p(ω)′Q−1H µ > 0, then the inequality is satisfied for all η > m(ω)







If λH(ω) = 0, then 1 − p(ω)′Q−1H (µH) < 0. If b2cp(ω)′Q−1H µ ≥ 0, then the inequality is
violated for all η ≥ 0. If b
2c
p(ω)′Q−1H µ < 0, then the inequality is violated for all η > m(ω)







By choosing M > maxω∈Ωm(ω), we have that λH satisfies the binary equation for all
η > M .
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in terms of the binary vector λ. The value of the indicator function depends only on the sign
of p(ω)′Q(λ)µ, so the solution cannot depend on b. Hence, Λ(b, 0) is constant with respect
to b, which can be denoted by λB.
Lemma 9. Let η0 ≥ 0. The indicator function
[η0 − p(ω)′U(b, η) ≥ 0]
has a unique limit, denoted by λ̃, as η →∞. The limit has the following formula:
λ̃(ω) = [p(ω)′Q−1H µH < 0] + [p(ω)




p(ω)′Q−1H µ ≤ η0
]
.
Furthermore, the first term in the definition, which we denote by λ̃H defined by










Proof. Let η0 be given. By Lemma 8, we can select η such that Λ(b, η) = λH . Substitute
the definition of U(b, η) into the definition of the indicator function in the hypothesis and
rearrange terms: [






We evaluate the limit of this indicator function by cases.
First, if p(ω)′QHµH > 0, then there exists H1 > 0 such that the inequality is violated
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for all η > H1 for any fixed η0 and b. Second, if p(ω)′QHµH < 0, then there exists H2 > 0
such that the inequality is satisfied for all η > H2 for any fixed η0 and b. In the third case,
p(ω)′QHµH = 0, the left hand side of the inequality is independent of η, so this term is
constant with respect to η. Hence, the limit exists. The formula for the limit follows by
converting the cases into indicator functions.
The second part follows by direct computation. Let
Ω̄ = {ω : p(ω)′QHµH = 0}.
If Ω̄ is empty, then the result is trivial because λ̃ = λ̃H , so suppose otherwise. To simplify






















The second to last equality follows from the definition of Ω̄. The last equality follows
because the summation holds for any choice of λ that differs from λ̃ only on ω ∈ Ω̄.
Suppose we fix a portfolio d ∈ Rn. We consider now the restricted optimization problem
of how much wealth to invest in this portfolio to maximize mean-semivariance. In other
words, we restrict our attention only to portfolios of the form τd for some scalar τ ∈ R





br0x− cη2Eλ+ ((bµ+ 2cηµ(λ))′d)τ − (cd′Q(λ)d)τ 2,





Here, λ∗ satisfies the relationship:
λ∗(ω) = [η − p(ω)′(τ ∗d) ≥ 0].






where λ∗ is implicitly a function of d. The following proposition gives a particular char-
acterization of t(d). We first introduce lemmas for the properties of the solution mapping
t(d).
Lemma 10. The derivative of f ′(τd) with respect to τ is convex for τ ≥ 0.
Proof. We proceed by showing that the derivative of the semivariance function with respect
to τd is concave in τ for τ ≥ 0:
∑
ω∈Ω








(−2ηp(ω)′d+ 2(p(ω)′d)2τ)[η − p(ω)′dτ ≥ 0, p(ω)′d ≥ 0] (3.16)
= a+ bτ +
∑
ω∈Ω′
(αω + βωτ)[τ ≤ γω]. (3.17)
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The first equality is a simple re-arrangement and grouping of terms. The second equality is
more involved, so we first define the notation used:













, Ω′ = {ω ∈ Ω : p(ω)′d ≥ 0}.
Associating the first summation in (3.16) with a follows from the observation that p(ω)′d < 0
implies η − p(ω)′dτ ≥ 0 for all τ > 0. The same applies to b. The mapping of terms in the
second summation of (3.16) is a direct grouping of terms from the linear expression in τ
and solving for τ in the break point of the indicator function. It is now sufficient to show
that the second term in the piecewise linear expression in (3.17) is concave. We denote this
piecewise linear function by g.
Let ωi for i = 1, 2, . . . , |Ω′| denote an ordering of Ω′ such that γωi is an increasing





where k(τ) = arg max{i : τ ≤ γωi}. It is clear from the ordering of ωi that k(τ) is
non-increasing, and consequently so is the slope of g, which is equivalent to concavity for a
piecewise linear function.
Lemma 11. If µ′d > 0, then





: `(ω) = 1, ∀ω ∈ {p(ω)′d < 0}
}
.
If µ′d < 0, then









Proof. Suppose µ′d > 0. We observe that at τ = 0 we evaluate f(τd) using the following
vector:
λ0 = [η − p′(τd)] = [η ≥ 0] = 1,
so that µ(λ0) = µ. For τ 6= 0, the derivative of the objective can be written as
bµ′d+ 2cηµ(λ)′d− 2cd′Q(λ)dτ.
From concavity, f ′(τ) > 0 for all τ < t(d). So we see that
f ′(τ) = bµ′d+ 2cηµ(λ∗)′d− 2cd′Q(λ∗)dτ > 0 = f ′(t(d)).
Hence, t(d) > 0. For µ′d < 0, the analogous result immediately follows by the same
argument.






Let λ∗ denote the binary vector at the optimal solution with respect to d. Because we know
that t(d) = tλ∗(d) > 0, we can restrict our consideration to binary vectors ` associated with
τ > 0. This restriction is equivalent to `(ω) = 1 if p(ω)′d < 0 because η − p(ω)′(τd) > 0
for all τ > 0 if p(ω)′d < 0.
The last portion of the proof relies on the observation that f ′(τ) is a convex function for
τ > 0, which is an immediate consequence of Lemma 10. Let τ be such that 0 < τ < t(d).
Let ` be generated by τ , and assume ` 6= λ∗. We plan to show that t`(d) < t(d). By the
convexity of f ′, we know that the following is true:
f ′(τ) + f ′′(τ)(τ ′ − τ) ≤ f ′(τ ′),
33
for all τ ′. The inequality is strict for all τ ′ ∈ (τ`, t(d)), τ` corresponds to the boundary such
that f ′(τ ′) is linear for τ ′ ∈ [τ, τ`]. This implies that
f ′(τ) + f ′′(τ)(t(d)− τ) < f ′(t(d)) = 0.
By construction f ′(τ) + f ′′(τ)(t`(d)− τ) = 0, because t`(d) corresponds to the solution of
a quadratic optimization problem. Because f ′(τ) + f ′′(τ)(τ ′ − τ) is linear as a function of
τ ′ with f ′(τ) > 0 and f ′′(τ) < 0, it must follow that t`(d) < t(d). The same argument can
be repeated for τ > t(d).
We now introduce two results that follow from Lemma 11. For this notation we consider
the optimal solution mapping as a function of d, b, and η jointly. We denote this mapping by
T (d, b, η).
Lemma 12. Given a unit vector d and η. Let the optimal mapping for the 1-dimensional
solution be given by




If µ′d > 0, T is strictly increasing as a function of b. The function is strictly decreasing if
µ′d < 0. Given d and b, the function T is convex in η
Proof. The result follows by observing that, for b1 > b0 such that b1 − b0 is sufficiently
small so that Λ(b0, η) = Λ(b1, η), T (d, b, η) is a linear function of b with positive slope. The
result for µ′d < 0 follows by the same argument except that the slope is negative.
Convexity of T (d, b, η) is immediate when b = 0 because then it is a linear function of











Let fd(b) denote the objective function for a fixed vector d evaluated as a function of b. We








We now argue that according to our choice of labels that the derivatives α′i are decreasing in
i. By the assumption that µ′d > 0, the derivative f ′d is strictly decreasing as a function of b.
We immediately conclude for η > 0 that αi(η) is strictly decreasing in i.
We now distinguish two cases. First, suppose α′B > 0. Under the assumption that
µ′d > 0, the gradient is never zero at any of the breakpoints and so T (d, b, η) is linear in η
and therefore convex.
Second, suppose α′B < 0. As η increases, T (d, b, η) moves from region B to region
B − 1, and inductively from region B − i+ 1 to region B − i for i = 1, 2, . . . , K, where K
is the region with the least negative slope α′K = maxj{αj : αj < 0}.




for i = 0, 1, . . . , K. It is now sufficient to show that the sequence in equation (3.18) is
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Now we make the following additional observation. The calculation µ′Bd is the sum of






















The implication holds whenever µ′B−id < 0.
To simplify exposition, we use the notation mi = µ′B−id, qi = d
′QB−i, πi = p(ωB−i)′d,
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and Pi = P(ωB−i). With this notation we utilize the following relationships:
mi+1 −mi = Piπi,
qi+1 − qi = Piπ2i .
We wish to show that mi/qi is an increasing sequence for i such that mi > 0 and i ≤ K.
























Because mi − qi < 0 for all i ≤ K, we know that qi/mi > 1. From the definition of K,
mK − qK < 0 and mK+1 − qK+1 > 0. This implies the following relationship:
(mK+1 − qK+1)− (mK − qK) > 0
⇔ mK+1 −mK − (qK+1 − qK) > 0
⇔ PKπK − PK(πK)2 > 0
⇔ PKπK(1− πK) > 0.
Because PKπK > 0, the last inequality implies 1− πK > 0 or πK < 1 < qK/mK . Because
πi is an increasing sequence, we have πi < 1 for all i < K. This completes the proof that
mi/qi is increasing, and so T (d, b, η) is convex as a function of η.
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Corollary 13. Let E denote the following set:
E = {u ∈ Rn : ‖u‖ ≤ t(u/‖u‖)}.
Let E denote the boundary of E. Let ξ(φ) denote a parameterization of t(d) in terms of the
spherical coordinates of the unit vectors. There exists a polyhedral partition in the space of
spherical coordinates S such that on each partition S ∈ S there exists a binary vector λ∗
that is optimal for all d associated with the coordinates φ ∈ S. As represented in Rn, the set
E ∩ S is convex for all S ∈ S.
Proof. The existence of the polyhedral partition of the set of spherical coordinates follows
directly from the same argument for the existence of a polyhedral partition of Rn with
similar properties. For a fixed binary vector `, the function is t`(d) is an ellipsoid, so the set
E ∩ S is the intersection of a cone S and an ellipsoid. Hence, the set is convex.
Proposition 14. The following properties hold for U(b, η) as a function of (b, η).
1. The mapping U(b, η) : R2 7→ Rn is continuous piecewise linear.
2. U(b, 0) and U(0, η) are linear functions of b and η, respectively.
3. For (b, η) such that U(b, η)′Q(b, η)U(b, η) ≥ 1
4c
, ‖U(b, η)‖ is nondecreasing in b,
(strictly increasing if the inequality is held strictly).
4. U(0, 0) = 0.
Proof. Part 1: Because U is a piecewise linear function, we only need to check continuity at
the points where Λ(b, η) is not defined by strict inequalities in the indicator function. When
(b, η) is such that η − p(ω)′U(b, η) = 0, then there exist at least two distinct binary vectors
`1 and `2 such that
{ω : η − p(ω)′U(b, η) = 0} = {ω : η − p(ω)′ũ(`1) = 0} = {ω : η − p(ω)′ũ(`2) = 0},
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and the vectors `1 and `2 differ only on ω ∈ Ω such that p(ω)′U(b, η) = η. The portfolios
ũ(`1) and ũ(`2) correspond to limits of the function U(b′, η′) as (b′, η′) approaches (b, η)
from regions neighboring the particular point (b, η). By showing that ũ(`1) is the same as
ũ(`2), we ensure that U is a continuous function of b and η.
Let u1 and u2 denote ũ(`1) and ũ(`2), respectively. By definition u1 is the solution to





























































Hence, u1 is a solution to the previous equation. By reversing the roles of 1 and 2 in the










Because u1 and u2 solve the same system of equations, they are the same. The uniqueness
follows from the assumption that the mean-semivariance problem has a unique solution.
Part 2: The linearity of U(b, 0) and U(0, η) are an immediate consequence of Λ(b, 0)
and Λ(0, η) being constant functions of b and η, respectively, following from Lemma 8.
Part 3: We denote the inner product of two vectors u and v by 〈u, v〉. We next prove
sufficient conditions such that ‖U(b, η)‖ is strictly increasing in b. This result is equivalent
to
〈u1 − u0, u0〉 > 0,
where b1 − b0 > 0, u1 = U(b1, η), and u0 = U(b0, η). The sufficiency of proving this
inequality is because u0 is collinear to the gradient of ‖·‖ evaluated at u0. The gradient
∇t(u) provides the normal vector to the boundary of the locally ellipsoidal set E defined in
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Corollary 13. The following expressions are of use:
λ∗ = Λ(b, η),



























u∗ = U(b, η).
The calculation of∇t(u∗) uses two observations, first that




and Q(λ∗)u∗ = b2cµ+ ηµ(λ
∗).
We now show that 〈u1 − u0,∇t(u0)〉 ≥ 0, which then implies the conditions of the
proposition. Suppose b1 − b0 is sufficiently small such that Λ(b1, η) = Λ(b0, η), then
u1 − u0 = b1−b02c Q(λ∗)−1µ.
Suppose, additionally, by contradiction, that 〈u1 − u0,∇t(u0)〉 < 0. In a neighborhood
of u0, the set E from Corollary 13 defined with respect to b0 is an ellipse, which implies
there exists b̄ such that b̄ ∈ (b0, b1) and ū = U(b̄, η) is within the interior ofE, which implies
that
‖ū‖ = T (ū, b̄, η) < T (ū, b0, η).
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However, by Lemma 12, b̄ > b implies
T (ū, b̄, η) > T (ū, b0, η),
which is a contradiction.













∗)′Q−10 µ = 2cu
′
0µ > 0,
the sign of the second term of equation (3.20) is then determined by the sign of K0. If
K0 ≤ 0, then necessarily 〈u1 − u0, u0〉 ≥ 0, with strict inequality holding for the latter if it
holds for the former. The nonnegativity (positivity) of the inner product follows from the a
priori knowledge that 〈u1 − u0,∇t(u0)〉 ≥ 0. The condition that K0 ≤ 0 is the same as that
of the proposition which completes the proof of this property.
3.6 Ratio of Norm and Error
We investigate the behavior of the following ratio:
‖U(b0, η0)− U(b, η)‖2
φ0 − φ(b, η)
,
where φ(b, η) is the mean-semivariance objective with parameters b0 and η0 evaluated at the
point U(b, η), and φ0 is the mean-semivariance evaluated at the point u(b0, η0). Note that
the denominator is strictly positive if b 6= b0 or η 6= η0. The limit as b → b0 and η → η0
does not is exist but is bounded.
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Lemma 15. The ratio,
‖U(b0, η0)− U(b, η)‖2
φ0 − φ(b, η)
,
has limits infimum and supremum as (b, η)→ (b0, η0) that are bounded by the minimum and
maximum eigenvalues of the following matrix:
(cv′Q(λ∗)v)−1v′v,





Proof. Let Λ̃ denote the following mapping from R2 to R|Ω|:
Λ̃(b, η) = [η0 − p′U(b, η)].
In a neighborhood of (b0, η0), we have that
Λ(b0, η0) = Λ(b, η) = Λ̃(b, η).
We denote the value Λ(b, η) by λ∗ and u(b0, η0) by u0. Using this fact we can rewrite
u0 = v

















Using this notation in addition to the observation that
φ0 − φ(b, η) = c(θ − θ0)′v′Q(λ∗)v(θ − θ0).
The limit is given as
lim
θ→θ0
(θ − θ0)′v′v(θ − θ0)
c(θ − θ0)′v′Q(λ∗)v(θ − θ0)
.








Because we arrive at different limits by approaching (b0, η0) along different paths, the limit
does not exist.
Because the ratio is that of two strictly convex quadratic functions, we may apply the
well known results due to Gantmacher [55] to show the following. Let βn and β1 denote the
maximum and minimum eigenvalues of the following matrix,
(cv′Q(λ∗)v)−1v′v.
The following holds:
0 ≤ β1 ≤
(θ − θ0)′v′v(θ − θ0)
c(θ − θ0)′v′Q(λ∗)v(θ − θ0)
≤ βn,
for all θ such that θ − θ0 6= 0. Hence the limit supremum and infimum must also satisfy the
inequality.
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The ratio has a unique limit as η →∞ for any fixed b. The existence of such a limit is a
direct consequence of Lemma 8. The following lemma gives the value of the limit.
Lemma 16. For any b the following limit exists:
lim
η→∞
‖U(b0, η0)− U(b, η)‖2













The limit is approached monotonically from below if ρ > 0 and from above if ρ < 0, where
ρ is given by the following expression:

























Proof. Following from Lemma 8, we know that λH is the value of Λ(b, η) as η →∞. We
compute the limit by determining the quadratic terms (as a function of η) of the numerator
and denominator, and then by applying l’Hôpital’s rule we can determine the limit by the
ratio of the coefficients.
First we calculate the quadratic expression for ‖u(b0, η0)− U(b, η)‖2 as
‖U(b0, η0)− U(b, η)‖2 = U(b0, η0)′U(b0, η0)− 2U(b0, η0)′U(b, η)
+ U(b, η)′U(b, η).
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The quadratic term can only come from U(b, η)′U(b, η), so we focus on that term:

























Second, we calculate the quadratic term for φ0−φ(b, η). Necessarily, the quadratic term
can only come from φ(b, η), so we focus on that term. We use the first part of Lemma 9 to
observe that the semivariance is evaluated at λ̃ in the limit as η →∞. Therefore,
−φ(b, η)
= −b0r0x+ cη20Eλ̃
− (b0µ+ 2cη0µ(λ̃))′U(b, η)
+ cU(b, η)′Q̃U(b, η).
The function U(b, η) is linear in η, so the term cU(b, η)′Q̃U(b, η) is the only term quadratic






























Applying l’Hôpital’s rule, we calculate the limit as the ratio of the two quadratic coefficients.
Using the second part of Lemma 9, we replace λ̃ by λ̃H in the resulting ratio.
From the analysis of the limit we have rewritten ‖U(b0, η0) − U(b, η)‖2 in the form
a0 + a1η + a2η
2 and φ0 − φ(b, η) in the form b0 + b1 + b2. The values of a1, a2, b1, and b2
are as given in the statement of the lemma. The expressions for the constant terms a0 and b0
are unnecessary for what follows.
The monotonic approach of the limit comes directly from the following two observations.
First, we rewrite the ratio in the following form:
a0 + a1η + a2η
2
b0 + b1η + b2η2
.
Second, this ratio has the following derivative:
(a1b0 − a0b1) + 2(a2b0 − a0b2)η + (a2b1 − a1b2)η2
(b0b1η + b2η2)
2 .
Because the denominator is strictly positive for η 6= η0, the sign of the derivative as
η → ∞ is the same as the sign of a2b1 − a1b2 as η → ∞. Continuity combined with
the derivative being strictly positive or strictly negative guarantees the limit is approached
monotonically.
We now investigate the behavior of the ratio near b = 0 or η = 0. Using the property
that U(b, 0) and U(0, η) are linear from Lemma 14 we see that ‖U(b0, η0)− U(b, 0)‖2 and
‖U(b0, η0) − U(0, η)‖2 are quadratic. Hence, the ratio becomes the ratio of a quadratic
function divided by a piecewise quadratic function. In certain special cases, φ(b, 0) and
φ(0, η) are also quadratic. The following lemma summarizes these properties.
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Lemma 17. Suppose that η0 = 0. Then it follows that φ0 − φ(b, 0) and φ0 − φ(0, η) are
quadratic functions of b and η, respectively.
Proof. When η0 = 0, we observe that the following indicator function:
Λ̃(b, 0) = [p(ω)′U(b, 0) ≥ 0],
satisfies Λ̃(b, 0) = λB for all b. The indicator function,
Λ̃(0, η) = [p(ω)′U(0, η) ≥ 0],
is constant with respect to η. Let this constant value be denoted by λ̃η. Because U(b, 0)
and U(0, η) are linear functions and because Λ̃(b, 0) and Λ̃(0, η) are constant functions, it
follows that φ(b, 0) and φ(0, η) are quadratic functions.
Proposition 18. The norm ratio,
‖U(b0, η0)− U(b, η)‖2
φ0 − φ(b, η)
,
is bounded for all b and η and continuous for (b, η) 6= (b0, η0).
Proof. Continuity and boundedness follows from the denominator being bounded away
from zero for (b, η) 6= (b0, η0), and by Lemma 15.
3.6.1 Transaction Cost Interpretation of Norm Ratio
A practical application of the norm-error ratio is in terms of transaction costs. Suppose that
changing from portfolio u to v causes a change in market price proportional to ‖u − v‖.
This implies that changing the portfolio from u to v incurs a cost to the investor proportional
to ‖u− v‖2.
Suppose that we wish to change our portfolio parameters from (b, η) to (b0, η0). Further,
assume that we are currently invested in portfolio U(b, η). The improvement that is possible
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due to changing the portfolio to the new optimal portfolio is φ0 − φ(b, η). Suppose the cost
of changing the portfolio is ct‖u0 − U(b, η)‖2, then we would only benefit from changing
portfolios if the transaction cost proportionality constant ct satisfies
ct‖u0 − U(b, η)‖2
φ0 − φ(b, η)
< 1.
We can therefore draw a few conclusions about requirements on transaction cost coeffi-
cients.
• Because the ratio of the norm and mean-semivariance error is bounded, there exists a
threshold such that a transaction cost coefficient greater than this threshold implies
the portfolio would never be rebalanced due to a change in parameters.
• Lemma 16 provides a bound on the transaction cost threshold above which the
portfolio would not be rebalanced.
• These thresholds may have an impact on dynamic portfolio optimization in which the
parameter η varies due to variations in total wealth.
Numerically, the norm of U(b, η) behaves as a convex function monotone in b, which
also has implications with respect to transaction costs. Convexity implies that if we choose
to create a portfolio using the parameters of two other investors with parameters, (b1, η1)
and (b2, η2) such that (b, η) = α(b1, η1) + (1 − α)(b2, η2), then the cost of constructing
the portfolio U(b, η) is less than the convex combination of the costs of constructing the
portfolios U(b1, η1) and U(b2, η2), i.e.
ct‖U(b, η)‖2 ≤ αct‖U(b1, η1)‖2 + (1− α)ct‖U(b2, η2)‖2.
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Table 3.1: Average value of limiting ratio divided by the observed maximum ratio.
No. Assets No. Samples
200 600 1000
5 0.8181 0.8278 0.8495
10 0.6860 0.6949 0.7638
20 0.6054 0.5979 0.6101
3.6.2 Numerical Evaluation of Norm-Error Ratio
The importance of studying the ratio between the norm squared and the value function error
is two fold. First the norm squared approximates the shape of the value function error for
optimal solutions with differing parameters. Second, this characterization of error as being
approximately proportional to the norm squared of the portfolio has implications toward
normalizing mean-semivariance portfolios by using a norm penalty function.
The first relationship we investigate is the relationship between the maximum of the
ratio and the limit from Lemma 16. The values in Table 3.1 show the limit from Lemma
16 divided by the observed maximum of the ratio. The values of the ratio decrease as the
number of assets increases, indicating the limit becomes closer to lower bounding the ratio
as the number of assets increases. The second relationship we study is that the norm, when
rescaled by the limit from Lemma 16, is a good approximation for the change in objective
function. The plot in Figure 3.1 shows the mean absolute deviation of the change in norm
and the actual objective value change for different values of the mean coefficient b with
the average taken over values of η. The observed error is approximately quadratic in a






















Figure 3.1: The dashed lines show the error, measured by mean absolute deviation with
respect to different values of η, in approximating the change in objective by the norm,
rescaled by the limit in Lemma 16.
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CHAPTER 4
4.1 Efficient Frontier and Multi-Period Portfolio Problem
We establish in this chapter an application of parametric piecewise-quadratic methods to the
mean-semivariance portfolio problem. We focus on applications relevant to calculating the
efficient frontier of the single-period model and the value functions required to solve the
multi-period mean-semivariance portfolio problem. We first describe a parametric expres-
sion for the mean-semivariance efficient frontier. The resulting algorithm is conceptually
equivalent to the critical line algorithm of Markowitz [3]. However, the resulting explicit
formula for the efficient frontier is novel. The formula provides the foundation for further
analysis of optimal portfolio characteristics, and it provides practitioners with a means for
efficient storage and calculation of these functions. We then develop a two-period stochastic
optimization model to motivate the design of a parametric method for the multi-period
mean-semivariance portfolio problem. We present the parametric formulas for the terminal
period of the multi-period problem. We then generalize the procedure to accommodate the
multi-period problem.
4.2 Parametric Solution to Mean-Semivariance Efficient Frontier
Efficient frontiers provide investors with a complete range of options. We propose a method
to compute the mean-semivariance efficient frontier using parametric piecewise quadratic
optimization based on ideas similar to those in the work of Patrinos and Sarimveis [22]. The
result is essentially an alternative derivation of Markowitz’s [3] critical line algorithm. The
efficiency of this type of algorithm is made clear by Niedermayer and Niedermayer [20]. Our
analysis and reformulation, however, provide explicit formulas for the parametric description
of the efficient frontier, and we develop an algorithm on the basis of this description.
For the sake of simplicity we set the risk aversion parameter c to 1, and we paramterize
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the objective in terms of the mean weight b only. We first observe that the mean-semivariance
objective function can be written in the following way:
f(u, b) = fk(u, b) := η
2πk − b(r0x+ µ′u)− 2ηµ′ku+ u′Qku,
where the first equality is true whenever u lies in the polyhedral region Ck. The region Ck is
defined by
Ck = {u : p(ω)′u ≤ η, ω ∈ Ω1k, p(ω)′u ≥ η, ω ∈ Ω2k},
where Ω1k and Ω
2
k partition Ω and k ∈ K indexes all such partitions of two sets. We use the
following notation,




Values of u lying on the boundary of multiple regions Ck′ for k′ in some subset K ′ of K the
functions fk′ evaluated at u are all equal, as are their gradients. This is a consequence of the
mean-semivariance objective being continuously differentiable. Let the optimal solution
mapping as a function of the mean weight b be denoted by
U(b) = arg minu f(u, b).
For the following analysis we suppose that the mapping U is single valued for all b, which
greatly simplifies the notation involved. The multi-valued cases are natural generalizations
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of the approaches discussed here. Let K∗ denote the following set:
K∗ = {k ∈ K : ∃b, U(b) ∈ Ck}.
Following a similar notation to Patrinos and Sarimveis [22] we define critical regions.
Definition 19. The critical region Rk associated with k ∈ K is the following set:
Rk = {b : U(b) ∈ Ck}.
Observe that Rk = ∅, if k /∈ K∗. We now provide formulas for the non-empty critical
regions.






















ψk(ω) = η(1− p(ω)′Q−1k µk),
Ω̃1k = {ω : φk(ω) > 0},













Proof. Equation (4.1) follows immediately by solving the inequalities resulting from U(b) ∈
54
Ck for b.
Because we are only interested in b ≥ 0, from this point forward we make the substitution
Rk ≡ Rk ∩ [0,∞).
The next lemma shows that given a critical region associated with index k ∈ K∗ how
to determine adjacent critical regions associated with indices k− ∈ K∗ and k+ ∈ K∗. Two
critical regions are adjacent if their intersection is a facet of both critical regions.
Lemma 21. Let k∗ ∈ K∗ be given and U(b) be single valued. The associated critical region
can be written Rk∗ = [b`, bu]. If bu 6=∞, then
Ω∗ = arg minω∈Ω̄1k∪Ω̄4k
ψk∗(ω)
φk∗(ω)
is nonempty. If Ω∗ = {ω+}, then there exists k+ such that Rk+ = [bu, bu+ ], where k+ is
associated with the following partition of Ω:
















If Ω∗ is not a singleton then k+ is associated with the partition satisfying the following
three requirements.
1. Ω1k+\ω∗ = Ω1k∗\ω∗ and Ω2k+\ω∗ = Ω2k∗\ω∗.
2. For each ω ∈ Ω∗ ∩ Ω1k+ the following must hold:
p(ω)′Q−1k+µ ≤ 0.
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3. For each ω ∈ Ω∗ ∩ Ω2k+ the following must hold:
p(ω)′Q−1k+µ ≥ 0.
Similarly, if b` 6= 0 there exists k− ∈ K∗ such that Rk− = [b`− , b`], where k− is associated
the the same type of partition as k+ but with




Proof. We prove the case when k+ exists. The result is analogous for k−. When Ω∗ is a
singleton, the result follows immediately by recalling the set Ω∗ is the set of inequalities that
are tight at U(bu), so by the continuity of U , the region associated with the adjacent critical
region must be the one resulting from swapping the violated inequality.
Now suppose that Ω∗ is not a singleton. Condition 1 in the lemma indicates that k+ must
be one of the regions Ck, k ∈ K̃, adjacent to the point U(b∗) where the |Ω∗| inequalities
intersect. Let Uk(b) denote the solution mapping of the quadratic functions fk associated
with the adjacent regions K̃. We now recall that Uk(b) = U(b) if and only if Uk(b) ∈ Ck.
This is equivalent to the following statement: there exists ε > 0 such that for all δ ∈ [0, ε],
Uk(b
∗ + δ) ∈ Ck. Furthermore, this expression is equivalent to ∇Uk(b∗) ∈ TCk(u∗), where
TCk(u
∗) denotes the the tangent cone of Ck at u∗, which is defined by
TCk(u
∗) = {w : p(ω)′w ≤ 0, ω ∈ Ω1k ∩ Ω∗, p(ω)′w ≥ 0, ω ∈ Ω2k ∩ Ω∗}.
The equivalency holds because Uk is linear and Ck is polyhedral. Observing that∇Uk(b∗) =
1
2
Q−1k µ, we see that conditions 2 and 3 are equivalent to ∇Uk(b∗) ∈ TCk(u∗), which
completes the proof. It is worth noting that, while condition 1 is actually redundant, it is of
practical value for identifying the adjacent regions.
Lemma 22. The critical regions Rk for k ∈ K∗ form a polyhedral subdivision of [0,∞).
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Proof. Because U(b) is defined for all b, the mapping from b to k ∈ K∗ such that U(b) ∈ Ck





The proof of Lemma 21 actually shows that U(b) enters and leaves each Ck for k ∈ K∗
exactly once. The relative interiors of the critical regions of Rk are equivalent U(b) being
in the relative interior of Ck. Because the C = {Ck : k ∈ K} is a polyhedral subdivision
of Rn, U(b) being single valued does not permit it to take values simultaneously in distinct
Ck. Hence the relative interiors of Rk are disjoint. Each interval is full dimensional.
Hence R = {Rk : k ∈ K∗} is a polyhedral decomposition of [0,∞). Observing that the
intersection of two critical regions is either empty or an end point of the two regions, we
conclude thatR is a polyhedral subdivision of [0,∞).
Using these lemmas we can now prove a result that gives a procedure for inductively
calculating the efficient frontier and the associated efficient portfolios.
Proposition 23. Let K∗ = {0, 1, . . . , N} be such that R0 = [0, b1], R1 = [b1, b2], . . . ,
RN = [bN ,∞], with b1 < b2 < · · · < bN . The following recursive formula holds for U(b):
1. If b ∈ R0, U(b) = b12Q−10 µ+ ηQ−10 µ0.
2. If b ∈ Rk, U(b) = (b− bk)12Q−1k µ+ U(bk); or equivalently,






` µ(b`+1 − b`)
]
+ ηQ−10 µ0, where
b0 = 0.
The value function V (b) := minu f(u, b) is given by the following recursive formulas.
Let uk := U(bk).
1. V (0) = η2(π0 − µ0Q−10 µ0).
2. V (bk) = f(uk, bk).
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3. If b ∈ Rk, V (b) = V (bk)− (r0x+ µ′uk)(b− bk)− 14µ′Q−1k µ(b− bk)2.
Finally, let S(b) and M(b) denote the semivariance and mean of U(b), respectively.
We denote Sk := S(bk) and Mk := M(bk). The following formula suffices to compute the
mean-semivariance efficient frontier {(M(b), S(b)) : b ≥ 0}. For b ∈ Rk, the following
formulas hold:





(η − p(ω)′uk)2+, (4.3)
M(b) = Mk +
1
2
µ′Q−1k µ(b− bk), (4.4)
S(b) = Sk + µ





k µk(b− bk)2. (4.5)
Using equation (4.5), we rewrite S as a piecewise quadratic function of M :
S(M) = Sk +









k = sup{k′ : Mk′ ≤M}.
Proof. The recursive formulas for U(b) can be proven by the following computation. For
b ∈ Rk = [bk, bk+1],
U(b) = U(bk) +∇U(bk)(b− bk),
which follows because U is linear on Rk. The proof of the third formula for U(b) follows
by repeatedly applying this expansion to yield




We provide the formula for the value function from the following calculation. Let
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b ∈ Rk. We rely on the fact that π(U(b)) = πk, µ(U(b)) = µk, and Q(U(b)) = Qk:
V (b) = η2πk − br0x− bµ′U(b)− 2ηµ′kU(b) + U(b)′QkU(b)















which gives the desired formula for the value function. We note that all three of the formulas
for V (b) given in the statement of the proposition are a consequence of substituting different
values into the given expression. We now simplify to give the formulas for the efficient
frontier. Let Mk and Sk denote the mean and semivariance of uk. Using the recursive
formula for U(b), we arrive at the given formula for M(b). The formula for S(b) comes
from a direct calculation of the semivariance of U(bk + (b − bk)). The final formula for
S(M) is given by solving equation (4.4) for (b− bk) and substituting the result into equation
(4.5), giving
S(M∗) = Sk +









We note that the k in equation (4.6) is the same as sup{k′ : Mk′ ≤M∗}.
The proposition implies an iterative procedure for exactly computing the efficient frontier.
We present this iterative procedure for the case where Ω∗ is a singleton at all iterations.
The algorithm only needs to be modified to check all candidate regions Ck to handle this
additional case. We now prove Algorithm 2 is correct and produces an exact representation
of the efficient frontier.
Proposition 24. The finite sequences uk, Mk, Sk, and µ′Q−1k µ resulting from Algorithm 2
completely determine the efficient frontier of the mean-semivariance portfolio problem.
Proof. Observing that the calculations for uk, Mk, Sk are correct, by Proposition 23 it is
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Algorithm 2 Computes the mean-semivariance efficient frontier and the associated efficient
portfolios.
1: u0 ← U(0) = ηQ−10 µ0
2: λ(ω)← [η − p(ω)′u0 ≥ 0] for all ω ∈ Ω.
3: φ0(ω)← 12p(ω)′Q−10 µ for all ω ∈ Ω.
4: ψ0(ω)← η(1− p(ω)′Q−10 µ0) = p(ω)′u0 for all ω ∈ Ω.


















8: Set λ(ω1)← 1− λ(ω1).
9: Let k ← 1.
10: loop
11: Q−1k ← Q(λ)−1.
12: µk ← µk−1 + (2λ(ω)− 1)P(()ωk)p(ωk)
13: Compute Q−1k µ and Q
−1
k µk.
14: uk ← bk2 Q−1k µ+ ηQ−1k µk.
15: φk(ω)← 12p(ω)′Q−1k µ for all ω ∈ Ω.
16: ψk(ω)← η(1− p(ω)′Q−1k µk) = p(ω)′uk for all ω ∈ Ω.
17: Mk ← r0x+ µ′uk
18: Sk ←
∑













20: If bk+1 = +∞, end algorithm.
21: Set λ(ωk+1)← 1− λ(ωk+1) and k ← k + 1.
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sufficient to demonstrate that the algorithm correctly enumerates all the critical regions.
The calculation of λ is equivalent to selecting the next region k ∈ K∗ according to the
procedure in Lemma 21. Let R0 = [0, b0] denote the first critical region calculated. By
Lemma 21, the next critical region calculated is given by R1 = [b0, b1]. Again by Lemma
21, given Rk = [bk, bk+1] the next critical region is given by Rk+1 = [bk+1,k+2]. Because
K∗ is finite, the terminating condition must be reached in a finite number of iterations. By




In the case that Ω∗ is not single valued then the algorithm continues to work by replacing
the calculation of ω1 by a loop that checks conditions 2 and 3 of Lemma 21 for all candidate
regions K̃.
A few remarks about Algorithm 2 are worthwhile toward its efficient implementation. In
the case where Ω∗ is a singleton for all iterations, the matrix Qk+1 is a rank-1 modification
relative to Qk, i.e. there exists ω∗ ∈ Ω such that Qk+1 = Qk ± p(ω∗)p(ω∗)′, with a plus
sign corresponding to an update and a minus sign corresponding to a downdate. Hence,
the efficiency of the algorithm depends on an efficient algorithm for performing rank-1
modifications of the inverses Q−1k that need to be computed throughout the algorithm. This
an issue similar to the computational issue faced by the implementation of the critical line
algorithm described by Markowitz et al. [13].
4.3 Two-Period Mean-Semivariance Portfolio Problem




s. t. x2 = r2x1 + p
′
2u1,




This optimization problem has the following large scale formulation by substituting the
values for x2 and x1:
max
u0,u1
E(r2r1x0 + r2p′1u0 + p
′
2u1)− cE(h− r2r1x0 − r2p′1u0 − p′2u1)2+.
However, such a formulation requires defining a set of second period decision variable for
each first period sample path. By using dynamic programming we can significantly reduce
the number of variables that must be treated explicitly.
First we define the optimization problems for the first and second periods, recursively:
J2(x1) = max
u1




Here Ji is the value function for period i. Solving the dynamic programming formulation
then reduces to developing an expression for the value function J2.




E(−ch2Λ(x2)) + E((1 + 2ch)Λ(x2)x2)− E(cΛ(x2)x22),
s. t. x2 = r2x1 + p
′
2u1.




E(γ̃2(x2)) + E(α̃2(x2)x2)− E(β̃2(x2)x22),
s. t. x2 = r2x1 + p
′
2u1.




α̃2(x2) = 1 + 2chΛ(x2),
β̃2(x2) = cΛ(x2).
Using the same short hand notation as in the single period formulation, we have the follow-
ing:
γ2(x, u) = γ̃(r2x+ p
′
2u),
α2(x, u) = α̃(r2x+ p
′
2u),
β2(x, u) = β̃(r2x+ p
′
2u).




E(γ2(x1, u1) + α2(x1, u1)r2x1 − β2(x1, u1)(r2x1)2)
+ E((α2(x1, u1)− 2β2(x1, u1)r2x1)p′2)u1 − u′1E(β(x2)p2p′2)u1.
Let u∗1 denote the optimal mean-semivariance portfolio. Then it follows from the piecewise







−1E(α2(x1, u∗1)− 2β2(x1, u∗1)r2x1)p2.




2 to denote the following piecewise
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constant random variables according to the following definitions:
γ∗2(x1) = γ2(x1, u
∗
1),
α∗2(x1) = α2(x1, u
∗
1),
β∗2(x1) = β2(x1, u
∗
1).
Given u∗1, we can write a formula for J2(x1):
J2(x1) = E(r2x1 + p′2u
∗
1)− cE(h− r2x1 − p′2u∗1)2+.
Simplification leads to the following function:
J2(x1) = E(γ̃1(x1)) + E(α̃1(x1)x1)− E(β̃1(x1)x21).
The three functions γ̃1, α̃1, and β̃1 are piecewise constant according to the following
definitions:















We note that this form is necessarily analogous to the derivation of Li and Ng [42]. In their
paper, they embed the mean-variance problem in a particular second moment problem. The
mean-semivariance problem, in a neighborhood of the optimal solution, is equivalent to a
particular second moment problem, hence, the analogous form. We again use the shorthand
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notation:
γ1(x, u) = γ̃(r1x+ p
′
1u),
α1(x, u) = α̃(r1x+ p
′
1u),
β1(x, u) = β̃(r1x+ p
′
1u).




E(γ1(x0, u0) + α1(x0, u0)r1x0 − β1(x0, u0)(r1x0)2)
+ E((α1(x0, u0)− 2β1(x0, u0)r1x0)p′1)u0 − u′0E(β(x1)p1p′1)u0.
Let u∗0 denote the optimal solution to the first period problem. The optimal solution to this
problem has the same form as the second period, except that the coefficients α∗1(x0) and







−1E(α1(x0, u∗0)− 2β1(x0, u∗0)r1x0)p1.
The basic idea behind solving the two period portfolio problem is illustrated in Algorithm
3. The correctness of the algorithm, given in the following proposition, is an immediate
consequence of applying the results of Lau and Womersley [32], which describes the finite
convergence of multi-period piecewise quadratic programming algorithm on which this
algorithm is based.
Proposition 25. Algorithm 3 converges to the two-period mean-semivariance optimal
portfolio.
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Algorithm 3 The algorithm takes as input initial wealth x0, risk free rates r1 and r2, excess
returns p1 and p2, target wealth h, and risk aversion parameter c, and returns an optimal two
period mean-semivariance portfolio u∗0.
1: Let u(0)0 and u
(0)
1 be arbitrary portfolios.
2: Set← 1
3: while u(i)0 is not optimal. do
4: for ω1 ∈ Ω1 do
5: x
(i)
1 ← r1(ω1)x0 + p1(ω1)′u(i)0
6: k ← 0





2 ← α2(r2x(i)1 (ω1) + p′2u(k)1 (ω1))
9: β
(k)
2 ← β2(r2x(i)1 (ω1) + p′2u(k)1 (ω1))
10: u
(k+1)






2 q − 2β(k)2 r2x(i)1 (ω1))p2
11: k ← k + 1
12: u
∗(i)
1 (ω1)← u(k−1)1 (ω1)
13: α
∗(i)
2 (ω1)← α2(r2x(i)1 (ω1) + p′2u∗(i)1 (ω1))
14: β
∗(i)
2 (ω1)← β2(r2x(i)1 (ω1) + p′2u∗(i)1 (ω1))
15: α
(i)
1 (ω1)← Eω2α∗(i)2 (ω1)r2









1 (ω1)← Eω2β∗(i)2 (ω1)r22















1 − 2β(k)1 r1x(i)0 (ω0))p1
20: i← i+ 1
4.3.1 Modifications for Equality Constraints
Adding equality constraints to the two-period formulation yields the following optimization




s. t. x2 = r2x1 + p
′
2u1,





In a manner similar to the single-period problem, we modify the approach for generating
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the two-period mean-semivariance portfolio. From equations (3.4) to (3.8), we see that if u∗1
is the optimal second period portfolio, it satisfies the following equation:
u∗1 = ũ1 −B−12 A′1(A1B−12 A′1)−1(A1ũ1 − b1).







α∗2(x1) = α2(x1, u
∗
1),






Substituting this value for the optimal solution into the second period value functions
gives the following first period optimization problem (after simplification):
J2(x1) = E(γ1(x1)) + E(α1(x1)x1)− E(β1(x1)x21).
The three functions γ1, α1, and β1 are piecewise constant according to the following
definitions:








+ (Eα∗2(x1)p2 − 2Eβ∗2(x1)r2p2)′H2b− b′(A1B−12 A′1)−1b,
α1(x1) = Eα∗2(x1)r2 − Eα∗2(x1)p′2(B−12 − H̃2)Eβ∗2(x1)r2p2,
β1(x1) = Eβ∗2(x1)r
2














Let u∗0 denote the optimal solution to the first period problem,
u∗0 = ũ0 −B−11 A′0(A0B−11 A′0)−1(A0ũ0 − b0),







α∗1(x0) = α1(x0, u
∗
0),






In this case, as with the unconstrained two-period problem, the first period coefficients are
determined from the value function for the second period.
4.4 Multi-Period Portfolio Optimization
We now generalize the procedures discussed in the two-period formulation to a multi-period
mean-semivariance portfolio optimization problem. The motivation for studying multi-
period portfolio optimization is discussed by Li and Ng [42]. We now state the full form for
the T -period multi-period portfolio optimization problem.
max
u0,u1,...,uT−1
E(xT )− cE(h− xT )2+,
s. t. xt = rtxt−1 + p
′
tut−1, ∀t ∈ {1, 2, . . . , T}.
The high level approach we take is broken into the following steps. We first restate the
problem as a dynamic programming problem in a manner similar to the two-period problem.
As in the two-period case, we show that at each period the optimal reward-to-go function
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can be written in the following inductively defined form:
Eγt + Eαxt − Eβx2t .
We then use a parametric optimization approach to provide an algorithm for explicitly
computing the entire value function, reducing each period of the problem to constructing an
efficient frontier for the single period mean-semivariance portfolio problem.
We now present the lemma used for solving each period of the multi-period problem
Lemma 26. Let f be a continuously differentiable piecewise-quadratic function, which we
express in the following form:
f(x) = γ + αx− βx2, (4.7)
where α, β, and γ are piecewise constant functions of x defining the quadratic pieces of f .




where r and p are both finitely supported random variables in R and Rn respectively. Then,
J can be written in the following way:
J(x) = γ′ + α′x− β′x2,




α′ = Eα∗r − Eβ∗rp′(Eβ∗pp′)−1Eα∗p,
β′ = Eβ∗r2 − Eβ∗rp′(Eβ∗pp′)−1Eβ∗rp,
where the starred coefficients γ∗, α∗, and β∗ are the coefficients of f evaluated at the
maximizer with respect to u given x.
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Proof. Grouping the terms of Ef(rx+ p′u) by u yields the followings expression:
Eγ + Eαrx− Eβr2x2 + E(αp− 2βrxp)′u− u′Eβpp′u.
Applying the non-smooth Newton’s method to this expression, maximizing with respect to
u yields the following optimizer:
u∗ = (Eβ∗pp′)−1E(α∗p− 2β∗rxp),
where α∗, β∗, and γ∗ are the functions α, β, and γ evaluated at x and the terminating fixed
point of the non-smooth Newton method, which is identically u∗. Evaluating Ef(rx+ p′u∗)
and grouping the resulting terms by x yields the result of the lemma.
Using Lemma 26, we can concisely write the dynamic programming form of the problem.
The following proposition both states the dynamic program and its tractability.
Proposition 27. The multi-period mean-semivariance optimal portfolio can be calculated
by solving the following dynamic program via standard backward-induction procedures:
JT (xT ) = xT − c(h− xT )2+,
Jt(xt) = max
ut
EtJt+1(rt+1rt + p′t+1ut), ∀t ∈ {0, 1, . . . , T − 1},
where Et denotes the expectation conditional on returns rt′ and pt′ for t′ ≤ t.
Proof. We observe that JT can be written in the following form:
JT (xT ) = (−ch2λ) + (1 + 2chλ)xT − (cλ)x2T ,
where λ = [h− xT ≥ 0]. Combining this reformulation with Lemma 26, we now can write
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each Jt in the following form:
Jt(xt) = γt + αtxt − βtx2t .
Because each period is now a continuously differentiable piecewise-quadratic function, we
can therefore apply the non-smooth Newton’s method to each period to yield the following








−1(Etα∗t+1pt+1 − 2Etβ ∗t+1 rt+1pt+1xt).
Evaluating the optimal portfolio function for t = 0 yields the desired result.
We observe that directly evaluating the coefficients at period t requires applying the
non-smooth Newton’s method to numerous piecewise quadratic functions. We now describe
parametric optimization procedures analogous to the efficient frontier calculations for the
single-period problem that dramatically reduces the computational effort required by the
multi-period portfolio problem.
We approach the parametric optimization in two parts, first for the terminal period, in
which we have the explicit semivariance formulations, second for the intermediate periods,
in which the piecewise quadratic function is given in terms of coefficient functions and
breakpoints.
Lemma 28. Let xT−1 be given. Let u∗T−1 be the optimal portfolio associated with xT−1.
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Then λ∗ associated with xT−1 is constant on the interval [x−, x+], where
x− = max
{


















a = Eα∗TpT ,
b = Eβ∗T rTpT ,
Ω−0 = {ω ∈ Ω : pT (ω)′Bb− rT (ω) < 0, λ∗(ω) = 0},
Ω−1 = {ω ∈ Ω : pT (ω)′Bb− rT (ω) > 0, λ∗(ω) = 1},
Ω+0 = {ω ∈ Ω : pT (ω)′Bb− rT (ω) < 0, λ∗(ω) = 1},
Ω+1 = {ω ∈ Ω : pT (ω)′Bb− rT (ω) > 0, λ∗(ω) = 0}.
We take the maximum of an empty set to be −∞ and the minimum of an empty set to be
+∞. Furthermore, either x+ = +∞ or there exists a neighboring interval associated with
a vector λ∗+ that differs from λ
∗ in the following way:
λ∗+(ω) =

λ∗(ω) ω /∈ Ω∗,
1− λ∗(ω) ω ∈ Ω∗,





pT (ω)′Bb− rT (ω)
: ω ∈ Ω+0 ∪ Ω+1
}
.
Similarly, either x− = −∞ or there exists a neighboring interval associated with a vector
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λ∗− that differs from λ
∗ in the following way:
λ∗−(ω) =

λ∗(ω) ω /∈ Ω∗,
1− λ∗(ω) ω ∈ Ω∗,





pT (ω)′Bb− rT (ω)
: ω ∈ Ω−0 ∪ Ω−1
}
.
Proof. The vector λ∗ is a piecewise constant function, and at xT−1, it satisfies the following
equality:
λ∗(ω) = [h− rT (ω)xT−1 − pT (ω)′u∗T−1 ≥ 0]. (4.9)
Substituting the value of u∗T−1 as a function of xT−1, this equality in indicator function is
equivalent to the following system of inequalities on xT−1:
xT−1 ≥ δ(ω) ∀ω ∈ Ω−1 , (4.10)
xT−1 ≤ δ(ω) ∀ω ∈ Ω+1 , (4.11)
xT−1 ≥ δ(ω) ∀ω ∈ Ω−0 , (4.12)
xT−1 ≤ δ(ω) ∀ω ∈ Ω+0 . (4.13)
The bounds on increasing and decreasing xT−1 emerge by simplifying this system of
inequalities, yielding x+ and x−. Identifying the ω associated with the tight inequalities as
xT−1 increases or decreases yields the values of λ∗ that change to yield λ∗+ and λ
∗
−.
Lemma 29. Let t ∈ {1, 2, . . . , T − 1} and xt−1 be given. Let u∗t−1 be the optimal portfolio
associated with xt−1. Let the vector of optimal coefficients associated with xt−1 be denoted






t ). The general coefficient vector ξ = (αt, βt, γt) have breakpoints Xk
for k = 1, 2, . . . , K on which ξ is piecewise constant. From these breakpoints we construct
intervals I(ω) = [L(ω), U(ω)] for each ω ∈ Ω containing xt = rt(ω)xt−1 + pt(ω)′u∗t−1. We
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rewrite xt for ease of computation by expanding u∗t :
xt(ω) = φ(ω)xt−1 + ψ(ω), (4.14)






B = Eβ∗t ptp
′
t, (4.17)
a = Eα∗tpt, (4.18)
b = Eβ∗t rtpt. (4.19)




























We take the maximum of an empty set to be −∞ and the minimum of an empty set to be
+∞. Furthermore, either x+ = +∞ or there exists a neighboring interval associated with
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a vector ξ∗+ that differs from ξ
∗ in the following way:
ξ∗+(ω) =

ξ∗(ω) ω /∈ Ω∗+,
ξ+(ω) ω ∈ Ω∗+,
Ω∗+ = arg min
{





ξrhs(ω) φ(ω) > 0,
ξlhs(ω) φ(ω) < 0.
where ξrhs(ω) is the value of ξ(ω) in the interval adjacent to I(ω) as xt increases and
ξlhs(ω) is the value of ξ(ω) in the interval adjacent to I(ω) as xt decreases. Similarly, either
x− = −∞ or there exists a neighboring interval associated with a vector ξ∗− that differs
from ξ∗ in the following way:
ξ∗−(ω) =

ξ∗(ω) ω /∈ Ω∗−,
ξ−(ω) ω ∈ Ω∗−,
Ω∗− = arg max
{





ξlhs(ω) φ(ω) > 0,
ξrhs(ω) φ(ω) < 0.
Proof. The vector ξ∗t is a piecewise constant function, and at xTt−1, it satisfies the following
equality:
ξ∗t (ω) = ξt(ω). (4.20)
Substituting the value of u∗t−1 as a function of xt−1, this equality holds for xt ∈ I(ω), which
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is equivalent to the following system of inequalities on xt−1:
xt−1 ≥ δ−(ω) ∀ω ∈ {φ(ω) > 0}, (4.21)
xt−1 ≤ δ+(ω) ∀ω ∈ {φ(ω) > 0}, (4.22)
xt−1 ≥ δ−(ω) ∀ω ∈ {φ(ω) < 0}, (4.23)
xt−1 ≤ δ+(ω) ∀ω ∈ {φ(ω) < 0}. (4.24)
The bounds on increasing and decreasing xt−1 emerge by simplifying this system of inequal-
ities, yielding x+ and x−. Identifying the ω associated with the tight inequalities as xT−1
increases or decreases yields the values of ξ∗ that change to yield ξ∗+ and ξ
∗
−.
Combining Lemmas 28 and 29, we can solve the dynamic program defining the multi-
period mean-semivariance problem in the following way. First, compute the value function
of the terminal period by solving the single-period optimization problem for xT−1 = 0. Use
Lemma 28 to extend the value function definition. Second, compute the value function
the subsequent period using the pre-computed value function for the terminal period. Use
Lemma 29 to extend the value function definition. Inductively, we can repeat this second
step until we reach the first period where x0 is given exogenously, or we compute an
wealth-frontier of portfolios.
The computational improvement here is that the extensions provided by Lemmas 28 and
29 require only rank-1 updates to the inverse B−1 defining any given segment of the value
function. This is in contrast to solving the single-period portfolio problem from scratch for
each segment.
4.5 Numerical Experiment
We compare now the single-period portfolio to the multi-period portfolio. The relative
performance of the two depends heavily on the investor’s forecast of returns for the horizon
being optimized. Because such forecasting is beyond the scope of this research, we focus
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instead on the differences between the objective functions in each optimization problem. The
goal is to better understand the differences in investor utility implied by mean-semivariance
and the multi-period mean-semivariance value function. The mean-semivariance investor
optimizes a single-period mean-semivariance portfolio at each period. The multi-period
investor optimizes using the dynamic programming value function calculated over the
remaining number of periods.
The objective function of the mean-semivariance portfolio optimization is the expectation
over a problem independent utility function: terminal wealth less semivariance. By contrast,
the multi-period value function is problem dependent. First, we describe some qualitative
differences:
• Mean-semivariance and the multi-period value function are both quadratic for wealth
below a threshold and linear above a threshold.
• The multi-period value function does not have a unit slope in the linear component
and is piecewise quadratic in the transition from quadratic to linear in an open interval
around the wealth target h.
Figure 4.1 illustrates the differences between a 3-period value function and the mean-
semivariance objective.
Second, we describe some common cases when the multi-period and single-period
portfolios are most similar. Generally, as the wealth target h increases above the risk free
rate of return, the multi-period portfolio becomes more similar to the single-period portfolio.
Depending on the data set, one of the following will happen:
1. As the wealth target h crosses the risk free rate of return r0, the multi-period portfolio
becomes the same as the single-period portfolio.
2. As the wealth target h crosses the risk free rate of return r0, the multi-period portfolio
becomes co-linear to the single-period portfolio. However, a gap persists because the
multi-period has a different degree of risk aversion.
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Figure 4.1: The left two figures compare the mean-semivariance objective (solid line) to a
range of 3-period value functions. The dashed lines are the min and max over 5 data sets;
the doted is the mean. The right two figures show the same comparison but in terms of
gradients for the respective functions.
3. As the wealth target h crosses the a threshold materially larger than the risk free rate of
return r0, the multi-period portfolio becomes co-linear to the single-period portfolio,
possibly with a difference in risk aversion.
Tables 4.1 and 4.2 provide comparisons between 3-period and 2-period portfolios for
different values of the risk free return r0 and the wealth target h. The differences are with
respect to the L1 norm. In Table 4.2 the portfolios are normalized to check co-linearity.
We see the greatest similarity for r0 = 1 because the effects of r0 6= 0 are multiplied in a
multi-period portfolio. This is also illustrated by a 3-period portfolio generally being more
different from the single-period portfolio than the 2-period portfolio.
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Table 4.1: Each cell computes the mean, min, or max over 5 return scenarios of the L1
difference between the multi-period and myopic portfolios. The multi-period portfolio is
most similar to the single-period portfolio when the risk free return is near 1.0 and the
wealth target is above the risk free return.
T =3 T =2
r0 h− r0 Mean Min Max Mean Min Max
0.98 -0.01 1.18 0.25 2.72 2.97 2.02 4.50
0.01 4.61 1.75 10.25 1.58 0.39 4.05
1.00 -0.01 3.07 0.39 9.65 1.21 0.26 3.40
0.01 2.27 0.03 9.28 0.31 0.00 1.06
1.02 -0.01 9.19 3.09 24.20 6.56 4.88 11.17
0.01 9.57 4.07 25.75 4.52 2.82 8.99
Table 4.2: Each cell computes the mean, min, or max over 5 return scenarios of the L1
difference between the normalized multi-period and myopic portfolios. The normalization
highlights cases when portfolio weights have the same proportions and differ only in total
investment, or similarly, risk aversion. The multi-period portfolio is most similar to the
myopic portfolio when the risk free return less than or equal to 1.0 and the wealth target is
above the risk free return.
T =3 T =2
r0 h− r0 Mean Min Max Mean Min Max
0.98 -0.01 0.16 0.08 0.38 0.11 0.06 0.23
0.01 0.01 0.00 0.03 0.00 0.00 0.01
1.00 -0.01 0.03 0.00 0.05 0.06 0.01 0.16
0.01 0.03 0.01 0.08 0.01 0.00 0.02
1.02 -0.01 0.15 0.02 0.28 0.08 0.02 0.19
0.01 0.12 0.02 0.26 0.08 0.05 0.11
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4.5.1 Algorithmic Efficiency Gains
Our explicit formulation of the piecewise quadratic structure of the multi-period mean-semi-
variance value functions increases the efficiency of the multi-period portfolio optimization.
The problem is still very computationally intense, but the savings are significant compared
to computing each segment of the piecewise quadratic value function by explicitly solving
and caching the results of a single-period optimization. To illustrate, we compare run times
for a 4 period portfolio with 2 assets and 30 samples per period. The 2, 3, and 4 period
value functions have 29, 813, and 22,228 segments, respectively. On the system used to
compute these numerical experiments, a single-period instance required 0.02 seconds to
solve. Solving the 4 period model naively under these assumption would require 461.4
seconds or a 14 times increase compared to our approach which required 30.2 seconds.
Tables 4.3 and 4.4 give detailed run times for a variety of configurations and illustrate the
scalability limits of the current approach in terms of sample size and number of assets.
4.6 Conclusion and Future Research
For investors seeking to optimize performance over a fixed time horizon, multi-period
portfolio optimization provides greater flexibility. Our framework provides the basis for
further extensions to incorporate considerations such as transaction costs. The approach can
in general be applied to piecewise linear and piecewise quadratic extensions to the objective
function. The complexity gains of the parametric approach apply if these additional terms
are also analytically tractable. Possible areas of future research:
• Replace the value function by a smooth approximation using the piecewise quadratic
coefficients from the extreme minimum and maximum wealth as anchors. This
approach could leverage the objective function being continuously differentiable to
bound the error of such an approximation. This would significantly improve run time
1For T = 5 and n ≥ 2, only a single instance was run, so there was no averaging of run times.
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Table 4.3: Run times are in seconds. Each timing is the average of 3 replications. The
variable T denotes the number of periods in the optimization. The variables n and m denote
the number of assets and samples per period, respectively. Missing cells have run times in
excess of 1 hour.
m = 30 m = 60
T n = 1 2 3 4 5 n = 1 2 3 4 5
1 0.02 0.05 0.04 0.06 0.09 0.04 0.05 0.06 0.06 0.07
2 0.16 0.40 0.45 0.51 0.94 0.10 0.15 0.20 0.22 0.24
3 0.85 1.47 1.59 1.70 2.82 1.83 2.47 3.13 3.05 3.45
4 20.68 30.25 32.86 23.32 39.85 507.2 838.5 939.4 873.6 832.9
51 3911 7021 5299 3344 2715 – – – – –
m = 90 m = 120
1 0.02 0.02 0.04 0.04 0.04 0.03 0.03 0.04 0.05 0.05
2 0.13 0.22 0.34 0.34 0.39 0.17 0.26 0.33 0.37 0.39
3 6.97 12.31 12.55 12.61 13.16 17.34 30.75 34.53 34.01 35.30
4 3699 – – – – – – – – –
m = 150
1 0.03 0.05 0.08 0.09 0.09
2 0.19 0.42 0.44 0.60 0.60
3 29.39 62.89 69.66 90.55 104.6
Table 4.4: Run times are in seconds. Each timing is the average of 3 replications. The
variable T denotes the number of periods in the optimization. The variables n and m denote
the number of assets and samples per period, respectively.
m = 90 120 150 180 210 240 270 300
T n
1 5 0.05 0.06 0.05 0.05 0.06 0.06 0.08 0.08
10 0.08 0.09 0.07 0.07 0.10 0.11 0.12 0.14
15 0.11 0.12 0.12 0.11 0.18 0.18 0.18 0.20
20 0.14 0.16 0.15 0.16 0.25 0.25 0.26 0.27
30 0.34 0.33 0.41 0.46 0.65 0.96 1.08 1.32
2 5 0.36 0.25 0.36 0.45 0.62 0.72 0.75 0.99
10 0.79 0.41 0.59 0.70 0.85 1.03 1.23 1.36
15 1.22 0.73 0.89 1.24 1.17 1.77 2.02 2.44
20 1.99 1.10 1.63 1.84 1.53 2.46 2.54 3.40
30 5.20 2.51 6.08 5.81 4.71 7.20 7.36 10.82
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by reducing the number of pieces, which grows rapidly with the number of periods.
• Adding transaction costs would make for a more balanced comparison between a
multi-period investor and a buy-and-hold investor. This could help understand the
cases when active versus passive investing are favorable.
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CHAPTER 5
5.1 Robust Mean-Semivariance Portfolio Problem
It is well known that mean-variance portfolios suffer significantly from sampling errors in
the calculation of the mean and covariance used in the optimization. Although the academic
literature is relatively limited with respect to the sensitivity of mean-semivariance portfolios,
the piecewise quadratic structure of the portfolio results in a an optimal solution with similar
structure. In particular the classical mean-semivariance formulation is computed using
either an empirical distribution or an assumed distribution. Empirical distributions tend
to underestimate rare events and increase the risk of the portfolio being over-fit against
historical data. Assuming a distribution imposes a structural assumption which may not be
reflective of future behavior.
Typically three approaches are taken to overcome the mean-variance portfolio’s sen-
sitivity. First, portfolios can be generated by resampling from a perturbed distribution,
using the average portfolio that results from optimizing against each re-sampled outcome
reduces the sensitivity of the resultng portfolio to any particular realization of the empirical
distribution. Second, a robust optimization approach, usually based on theory in the vein of
Ben-Tal, Ghaoui, and Nemirovski [56], can be used to create a robust counterpart where the
mean and covariance range over a given uncertainty set. Third, the investor is assumed to
impose a prior distribution over the mean and covariance. This prior distribution allows a
Bayesian style estimate to be made of the portfolio returns. Bayesian estimates are especially
useful for integrating multiple alternative forecasts. Our work explores a distributionally
robust formulation for the mean-semivariance portfolio based on recent methods studied by
Rujeerapaiboon et al. [35] and Jiang and Guan [50].
The resampling approach has been strongly advocated by Michaud [4], and the method
has foundations in literature related to bootstrapping statistics. The method has the benefit
of simplicity because it requires no additional optimization framework and is equivalent to
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a Monte Carlo method for estimating the unknown, true efficient frontier. The approach
suffers from the slow convergence typical of Monte Carlo methods, and it requires repeating
the same optimization procedure many times.
The robust optimization approach focuses on protecting the investor from the worst-
case outcome among an uncertainty set constraining the conservativeness. Distributionally
robust optimization considers the worst-case performance among a family of probability
distributions. The most common robust formulation for the mean-variance portfolio is
to assume the mean and covariance lie in an uncertainty set. The robust counterparts are
deterministic, often second-order cone problems or semidefinite programs. These problems
are computationally tractable with a difficulty similar to convex quadratic programming.
A distributionally robust formulation for a growth-optimal portfolio based on optimizing
the worst-case log-wealth over a range of distributions with fixed first and second moments
was developed by Rujeerapaiboon et al. [35] and shown to be equivalent to a non-robust
mean-variance portfolio.
5.2 Comparison of Distributionally Robust Optimization Methodologies
We compare three major branches of distributionally robust optimization. The key difference
between these approaches is the choice for constructing the ambiguity set. First are moment-
based methods that we study in our research. These methods constrain the ambiguity set to
distributions having either fixed moments or moments constrained by inequalities. Second
are the family of φ-divergence measures. Typically, these methods construct a reference
distribution, empirical or fitted density, and constrain the ambiguity set based on a particular
φ-divergence, e.g. Kullback-Leibler divergence. Third is the Wasserstein distance. Also
called the earth-mover’s distance, Wasserstein distance is determined both by an order
parameter and a choice of distance metric based on the problem domain.
Our choice is to constrain the first and second moment, which Rujeerapaiboon et al. [35]
call weak-sense white noise. This ambiguity set makes for a straight forward comparison
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with the non-robust mean-variance and mean-semivariance portfolios, as the non-robust
portfolios are invariant under this family of distributions. The use of the first and second
moment is intuitively clear, but as noted by Kleywegt and Gao [48], it does not fully utilize
the information provided by the historical data used to generate the first and second moment
estimates. However, we believe the moment-based approach is the natural first step for
developing a theory of robust mean-semivariance portfolio optimization.
5.3 Robust Mean-Semivariance Optimization Problem
The mean-semivariance optimization problem has the following form:
min
u
f(u) = E(η − p′u)2+ − bµ′u.
Typical models of uncertainty for robust optimization introduce uncertainty on the moments
of the random variables. However, because the calculation of semivariance is not independent
of the decision variable u, this model of uncertainty is not straight forward to specify,
compared to, for example, in variance models as presented by Halldórsson and Tütüncü
[46]. We present an approach using moment-based distributionally robust optimization
similar to the work of Rujeerapaiboon et al. and Jiang and Guan [35, 50]. The essential
idea is to apply the classical problem of moments to construct a robust formulation of the
mean-semivariance portfolio problem.





s. t. Eπ(η − p′u)2+ ≤ s,
where π is the probability measure associated with the distribution of p. We focus on a
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−Eπ(η − p′u)2+ ≥ −s. (5.2)
We denote by Π the following set of probability measures:
Π = {π′ : Eπ′p = µ,Eπ′pp′ = P},
where µ and P are the sample mean and sample second moments of p, respectively. We now
provide a tractable expression for (5.2) using a generalization of the same procedure in the
proof of Theorem 2 by Jiang and Guan [50] or the Appendix in Rujeerapaiboon et al. [35].
For this proof we utilize the S-lemma:
Lemma 30 (S-lemma). Let fi(ξ) = ξ′Aiξ with Ai ∈ Sn be quadratic functions of ξ ∈ Rn
for i = 0, 1, . . . , p. Then, f0(ξ) ≥ 0 for all ξ with fi(ξ) ≤ 0, i = 1, 2, . . . , p, if there exist




τiAi  0. (5.3)
For p = 1, the converse implication holds if there exists a strictly feasible point ξ̃ with
f1(ξ̃) < 0.
Theorem 31. Let E1 and E2 define the two following non-empty regions:
E1 = {p ∈ Rn : p ∈ ∪mi=1{p′Qip+ q′ip+ q0i ≤ 0}}, (5.4)
E2 = {p ∈ Rn : p ∈ ∩mi=1{p′Qip+ q′ip+ q0i > 0}}. (5.5)
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1p+ c1 p ∈ E1,
p′A2p+ b
′
2p+ c2 p ∈ E2.
(5.6)
We assume further that the following relationship holds between the two quadratic functions
defining f :  A2 − A1 12(b2 − b1)
1
2
(b2 − b1) c2 − c1
  0. (5.7)
In other words, the quadratic defined by A2, b2, and c2 is an upper bound on the quadratic
defined by A1, b1, and c1. Furthermore, we require that for each i = 1, 2, . . . ,m, there exist
pi ∈ Rn such that p′iQipi + q′ipi + q0i < 0. Then the value of z = infP∈P EPf(p) is equal to
the optimal objective value of the following semidefinite program:
z = max
H,h,h0,y





























yi ≥ 0, ∀i = 1, 2, . . . ,m,
H ∈ S.
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Observing that the integrals behave as an inner product on the linear spaces of functions and
probability measures, we can now apply the duality theory for conic linear programming to
formulate the following dual:
z = max
H∈S,h,h0
P ·H + µ′h+ h0,
s. t. p′Hp+ h′p+ h0 ≤ f(p), ∀p ∈ Rn.
Equality follows by strong duality for conic linear programs. We provide the details in
Appendix A, Lemma 37, a direct application of Shapiro’s work [54]. We separate the
semi-infinite constraint according to the piecewise definition:
p′(H − A1)p+ (h− b1)′p+ (h0 − c1) ≤ 0,
p ∈ ∪mi=1{p′Qip+ q′ip+ q0i ≤ 0}, (5.8)
p′(H − A2)p+ (h− b2)′p+ (h0 − c2) ≤ 0,
p ∈ ∩mi=1{p′Qip+ q′ip+ q0i > 0}. (5.9)
We first note that condition (5.7) implies that the constraint on p is redundant in (5.9), as the
quadratic with subscript 2 is greater than or equal to the quadratic with subscript 1. Second,
we observe that constraint (5.8) is logically equivalent to p ∈ {p′Qip + q′ip + q0i ≤ 0}







i ≤ 0⇒ p′(H − A1)p+ (h− b1)′p+ (h0 − c1) ≤ 0,
 ∀p ∈ R
n, i = 1, 2, . . . ,m, (5.10)
p′(H − A2)p+ (h− b2)′p+ (h0 − c2) ≤ 0, ∀p ∈ Rn. (5.11)
Equation (5.11) is the statement that the quadratic function defined by H , h, and h0 should











Equation (5.10), requires additional analysis. For each i = 1, 2, . . . ,m, the implication can







−((H − A1)p+ (h− b1)′p+ (h0 − c1)) ≥ 0.
This statement is equivalent to the conditions in Lemma 30 (the S-Lemma) for p = 1.
Hence, (5.10) is equivalent to the following infinite system of quadratic inequalities having
a non-negative solution in y:
−(p′(H − A1)p+ (h− b1)′p+ (h0 − c1)) + y(p′Qip+ q′ip+ q0i ) ≥ 0,∀p ∈ Rn. (5.12)



















Combining these two equivalent expressions completes the reformulation.
Corollary 32. Given portfolio u, the worst-case semivariance z = minπ∈Π−Eπ(η − p′u)2+
is given by solving the following semidefinite program:
z = max
H,h,h0,y
P ·H + µ′h+ h0,
s. t.
 −(H + uu′) −12(h− (2η + y)u)
−1
2









Proof. This result is an immediate consequence of Theorem 31 with the following substitu-
tions and m = 1:
A1 = −uu′, b1 = 2ηu, c1 = −η2, (5.13)
A2 = 0, b2 = 0, c2 = 0, (5.14)
Q1 = 0, q1 = u, q
0
1 = −η. (5.15)
With these substitutions, we observe that f(p) is equal to the negative semivariance, and the
resulting semidefinite program is as given.
Corollary 33 addresses the simplification when the piecewise quadratic function is
degenerate, meaning either E1 = ∅ or E2 = ∅.
Corollary 33. Let f be a quadratic function denoted by the following expression:
p′Ap+ b′p+ c.
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Proof. This result follows from the same nonnegativity requirements of quadratic functions
used to simplify (5.11).
We note that the result in Theorem 31 generalizes Jiang and Guan’s result [50] in that
under the following substitution our result simplifies to theirs;
A1 = 0, b1 = 0, c1 = 0, (5.16)
A2 = 0, b2 = 0, c2 = 1, (5.17)
Qi = 0, qi = −ai, q0i = bi. (5.18)
The result also generalizes to include the Quadratic chance constraint used in the proof by
Rujeerapaiboon et al. [35] with the following substitution with m = 1:
A1 = 0, b1 = 0, c1 = 0, (5.19)
A2 = 0, b2 = 0, c2 = 1, (5.20)




The resulting formulation is slightly different from the one used by Rujeerapaiboon et
al. [35], so the analytical proof they provide would need to be reworked to show that an
equivalent result can be derived.
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s. t. P ·H + µ′h+ h0 ≥ −s, (5.23) −(H + uu′) −12(h− (2η + y)u)
−1
2
(h− (2η + y)u)′ −(h0 + yη + η2)





  0, (5.25)
y ≥ 0, (5.26)
H ∈ S. (5.27)
This problem is not convex jointly in all five variables, but it is convex for either y or u fixed.
Because y is one-dimensional, we can perform a simple binary search on y to determine
the value required to jointly optimize y and u. However, we show that such a search is
unnecessary as the problem is solvable analytically.
5.4 Analytical Solution to Worst-Case Semivariance
We observe that semivariance is a function of the asset returns only through the portfolio’s
overall return. This observation allows us to project the ambiguity set from n dimensions
to 1 dimension. Under this projection we reduce the semidefinite program to a nonlinear
optimization problem in four variables.
Let P(µ, P ) denote the set of probability distributions with mean µ and second moment
matrix P . We apply Corollary 1 of Yu, Li, Schuurmans, and Szepesvári [57] to conclude
min
p∼P(µ,P )




We note that the semivariance in terms of φ is the expectation of a 1-dimensional distribution.
















  0, (5.29)
−M  0, (5.30)
y ≥ 0. (5.31)
With this SDP in 4 decision variables, we provide an analytical solution which can be used
to simplify the robust mean-semivariance portfolio problem.
Theorem 34. If µ′u − η ≥ 0, the SDP in (5.28)–(5.31) has the following optimal value
function:
−u′Pu+ (µ′u)2 = −V(p′u),
where V(p′u) is the variance of p′u.
If η − µ′u > 0, then the optimal value function is
−u′Pu+ 2ηµ′u− η2 = −E(η − p′u)2.





P̃ = u′Pu, (5.33)
µ̃ = µ′u. (5.34)
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The semidefinite constraints for a 2 x 2 matrix can be explicitly written as a system of




f(m, y) = P̃m1 + 2µ̃m2 +m3, (5.35)
s. t. g1(m, y) = m
2
2 −m1m3 ≤ 0, (5.36)
g2(m, y) = (m2 − η −
1
2
y)2 − (m1 + 1)(m3 + η2 + ηy) ≤ 0, (5.37)
g3(m, y) = m3 + η
2 + ηy ≤ 0, (5.38)
g4(m, y) = m1 + 1 ≤ 0, (5.39)
g5(m, y) = m3 ≤ 0, (5.40)
g6(m, y) = −y ≤ 0. (5.41)
We divide the proof into two cases. The first case has µ̃ > η. The second case has η > µ̃.
The first case is verified explicitly by constructing a solution and Lagrange multipliers
satisfying the KKT conditions. The solution is constructed by supposing certain constraints
are tight thereby reducing the problem to an optimization in a single variable. Full details
are provided in Appendix B. The second case is verified by showing the existence of a
probability distribution in the set P(µ̃, P̃ ) achieving the given maximum.
We focus first on the case µ̃ > η. The solution is a result of supposing constraints (5.36)
and (5.39) are tight. This supposition is based on the objective increasing with respect to
m3, and the intuition that we likely wish to maximize |m2| in the direction of the sign of µ̃.
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Together these hypotheses simplify the optimization problem to the following:
max
m2∈R,y∈R
−m22 + 2µ̃m2 − P̃ , (5.42)




−m22 + η2 + ηy ≤ 0, (5.44)
y ≥ 0. (5.45)






y2 + (µ̃− η)y + 2µ̃η − η2 − P̃ ,
s. t. y ≥ 0.
In this case, the optimal solution is clearly either y∗ = 2(µ̃ − η) if µ̃ − η > 0 or y∗ = 0,
otherwise. Through the preceding process we arrive at a feasible solution. Substituting it into
the Langragian system results in following optimal solutions, with Lagrangian multipliers
denoted by λi:
















= (−1, µ̃,−µ̃2, 2(µ̃− η), 1, P̃ − µ̃
2
(µ̃− η)2 , 0, 0, 0, 0).
Details of setting up the Lagrangian are given in Appendix B.
We prove the second case η ≥ µ̃ by explicitly constructing a distribution achieving the
worst case bound. To motivate how we proceed, suppose we restricted ourselves to only
consider distributions having a finite support φi for i = 1, 2, . . . ,m. Given a fixed support,
we can formulate a linear program to find the worst case distribution satisfying the moment
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Naturally every basic feasible solution to this linear program has at most 3 nonzero proba-
bility weights πi. In fact, this result is proved in generality by Lemma 3.1 in Shapiro’s paper
[54]. He shows that the worst-case distribution can be represented as finitely supported on a
number of points equal to the number of constraints.
Proceeding with the finitely supported formulation, we state the problem of jointly
optimizing π and φ for a 3 point distribution:
max
π∈R3,φ∈R3







3 = P̃ ,
π1φ1 + π2φ2 + π3φ3 = µ̃,
π1 + π2 + π3 = 1,
π ≥ 0.
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We first substitute the relation π3 = 1− π1 − π2:
max
π∈R2
π1((η − φ1)2+ − (η − φ3)2+) + π2((η − φ2)2+ − (η − φ3)2+)
+ (η − φ3)2+,
s. t. π1(φ
2
1 − φ23) + π2(φ22 − φ23) = P̃ − φ23,
π1(φ1 − φ3) + π2(φ2 − φ3) = µ̃− φ3,
π ≥ 0.
To simplify further, we set φ1 = µ̃, and we show later that this is the correct choice. With
the optimization reduced to two variables we can explicitly solve for π1 and π2 as a function
of the returns φ2 and φ3:
π1 = −





(µ̃− φ2)(φ2 − φ3)
.
Now suppose that we can choose φ2 and φ3 so that η ≥ φ2 > µ̃ ands µ̃ ≥ φ3, then we can
simplify the objective in the following way:
π1(η − φ1)2+ + π2(η − φ2)2+ + π3(η − φ3)2+
= π1(η − φ1)2 + π2(η − φ2)2 + π3(η − φ3)2
= π1(η
2 − 2ηφ1 + φ21) + π2(η2 − 2ηφ2 + φ22) + π3(η2 − 2ηφ3 + φ23)
= η2 − 2ηµ̃+ P̃
= E(η − φ)2
≥ E(η − φ)2+.
Crucially, the last equality holds for all distributions in the set P(µ̃, P̃ ). The last inequality
holds in general because the expectation is over a nonnegative function and the same
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nonnegative function constrained by an indicator function. This shows that any choice of
φ2 and φ3 satisfying the prior conditions maximizes the semivariance over the family of
distributions P(µ̃, P̃ ). We now proceed to show that such a choice is always possible when
η > µ̃.
Using the values of π1 and π2, the nonnegativity constraints imply the following con-
straints on the choice of φ2 and φ3:















Hence, for any φ2 chosen in the interval (µ̃, η), by choosing φ3 sufficiently negative, we can
satisfy the given conditions.
To help illustrate the results of Theorem 34, we provide some example worst case
distributions in Table 5.1. We see that if φ3 is chosen to equal the bound given in equation
(5.46), then the distribution reduces to a two point distribution.
We now discuss the consequence of Theorem 34. Let u∗ be the optimal robust mean-
semivariance portfolio. If µ′u∗ ≥ η, then the worst-case semivariance is equal to the
variance, and so u∗ is equal to the mean-variance portfolio. If µ′u∗ < η, then the worst-case
semivariance is equal to η2 − 2ηµ′u∗ + u∗′Pu∗, the second moment centered at η, which
is fixed over this uncertainty set. This second moment optimal portfolio is not always
equivalent to a mean-variance portfolio, but often similar. The following proposition makes
this comparison rigorously.
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Table 5.1: Example worst case distributions from Theorem 34.
η µ̃ P̃ π1 π2 π3 φ1 φ2 φ3
µ̃φ2−P̃
φ2−µ̃
1 0.1 1 0.0000 0.5500 0.4500 0.1 1 -1 -1
1 0.1 1 0.3125 0.4400 0.2475 0.1 1 -1.5 -1
1 0.1 1 0.4762 0.3667 0.1571 0.1 1 -2 -1
1 0.1 1 0.5769 0.3143 0.1088 0.1 1 -2.5 -1
1 0.1 1 0.6452 0.2750 0.0798 0.1 1 -3 -1
1 0.1 1 0.6944 0.2444 0.0611 0.1 1 -3.5 -1
Proposition 35. Let u∗ be the optimal solution to the robust mean-semivariance problem





Σ−1µ µ′u∗ ≥ η,
1+2ηα
2α














Proof. This result is a direct consequence of Theorem 34. The key idea is that for a fixed
portfolio, we can apply Theorem 34 to re-evaluate the worst-case semivariance in terms of
either the covariance matrix or the second moment matrix. We then observe that the robust
mean-semivariance problem (5.22)–(5.27) is equivalent to either a mean-variance problem
or a mean-second-moment problem for all u within a neighborhood of the optimal solution
u∗. The optimal solution for each of the variance or moment problems has the form given in
the statement of the proposition.
Proposition 35 shows that except for cases when the excess return target η is set aggres-
sively large or the risk aversion parameter α is set to a large value, the robust mean-semi-
variance portfolio is equivalent to a mean-variance portfolio. This result mirrors a result by
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Rujeerapaiboon et al. [35] in their study of robust growth-optimal (log-wealth) portfolios
under the same uncertainty set that we consider (weak-sense white noise). They approximate
the robust growth-optimal (log-wealth) portfolio by a worst-case value-at-risk of a quadratic
approximation of the growth rate. They show that this worst-case value-at-risk problem can
be solved explicitly and yields a mean-variance portfolio.
Our result, however, differs from the related work of Gotoh, Kim, and Lim [53] because
they consider a different uncertainty set. They consider the family of probability measures
constrained by φ-divergence, which is different from the weak-sense white noise ambiguity
set. They show a general property that φ-divergence robust optimization problems can
be approximated by mean-variance optimization problems. A generalization of the mean-
variance similarity observed in this work and Rujeerapaiboon et al. [35] does not to our
knowledge exist for the weak-sense white noise uncertainty paradigm.
Our proof methodology from proposition 32 extends the proof methodology of the
working paper by Jiang and Guan [50] and the work of Zymler et al. [36]. Their proofs
addressed worst-case chance constraints, which translate into indicator functions in the proof.
We extend the methodology to piece-wise quadratic functions that can be expressed as the
product of a quadratic term and an indicator function. The relationship to the mean-variance
objective depended on the similarity of the semivariance to the second moment, which was
held fixed in the robust formulation. The analytic result also relied on the ability to apply
Corollary 1 of Yu et al. [57] to reduce the dimensionality of the optimization problem.
5.5 Robust Semivariance with Support Information
Following an approach similar to Rujeerapaiboon et al. [35], we add support constraints
to the formulation for robust semivariance. The extension constrains the support of each
distribution in the distribution family. The objective is to mitigate the risk of degenerate
distributions, some consequences of which are studied by Kleywegt and Gao [48].
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pp′dP = P,P(Ξ) = 1
}
.
The set Ξ is defined by
Ξ =










for some matrices Wi, i = 1, 2, . . . ,m. Applying a similar proof methodology as Zym-
ler et al. [36], the worst case semivariance maxP∈PΞ E(η − u′p)2+ can be conservatively
approximated by an SDP.



































P ·H + µ′h+ h0,
s. t. p′Hp+ h′p+ h0 ≤ −(η − u′p)2[η − u′p > 0], ∀p ∈ Ξ.
The indicator function allows the semi-infinite constraint to be separated into two semi-
infinite constraints:η − u
′p ≥ 0⇒ p′Hp+ h′p+ h0 ≤ −(η − u′p)2, ∀p ∈ Ξ, (5.47a)
p′Hp+ h′p+ h0 ≤ 0, ∀p ∈ Ξ. (5.47b)






by the S-lemma (Lemma 30), is implied by the following semidefinite constraint system:

−M +∑mi=1 τiWi  0,
τ ≥ 0.
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Similar to the proof without the support constraint on the uncertainty set, the implication








+ (η − u′p)2 ≤ 0, (5.48)
for all p ∈ Ξ such that








 ≤ 0, i = 1, 2, . . . ,m. (5.49b)












τiWi  0, (5.50)
τ ≥ 0, (5.51)
y ≥ 0, (5.52)
implies (5.47a). Combining the two systems of semidefinite constraints, we conclude the
semidefinite constraints imply the semi-infinite constraints, and the optimal value of the
SDP is a conservative approximation of the original problem.
5.6 Robust Error-Tracking Mean-Semivariance Problem
We illustrate a novel application of Theorem 31 to error-tracking portfolios. Our application
can be viewed as a partial extension to the work of Ling, Sun, and Yang [51]. They consider
the case of worst-case probability of shortfall and worst-case shortfall, in which shortfall is
measured relative to a given benchmark portfolio. They consider of the problem of using
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this portfolio to track the SSE50 index of the Shanghai Stock Exchange. They consider both
distribution uncertainty and parameter uncertainty. Our formulation extends to the case of
worst-case semivariance under distribution uncertainty only.
Let p0 denote the excess returns of the benchmark portfolio and p̄ denote the excess
returns of the assets which will compose our portfolio. Using the same basic notation as






−Eπ(η − (p0 − p̄′u))2+ ≥ −s. (5.54)
To see how the semivariance can be expressed in the form necessary for Theorem 31, we
rewrite it in the following way:
















[1 −u′] , b1 = 2η
 1
−u
 , c1 = −η2,
A2 = 0, b2 = 0, c2 = 0,
Q1 = 0, q1 =
 1
−u




[p0 p̄] , P = E(pp′), µ = E(p),
µ̄ = E(p̄).































Applying the results of Section 5.4, we can show that this formulation is actually equivalent
to a variance or second-moment error-tracking portfolio.
5.7 Conclusions and Future Research
We have made two distinct contributions in this chapter. First, we showed that fixed moment-
based robustness when applied to semivariance is equivalent to non-robust variance or
the second-moment. This result suggests that semivariance is sensitive to the estimation
procedures for covariance. We also observe that the worst case distribution is degenerate in
the sense that a typical investor does not consider only 3 return outcomes when evaluating
portfolio risk. Consequently, we should explore alternative forms of robustness, such as
φ-divergence and Wasserstein distance as they may be more suitable for semivariance.
Second, we developed a novel SDP framework for modeling robust piecewise quadratic
problems consisting of two-distinct pieces. This framework encompasses chance constraints,
shortfall, and semivariance. We apply this formulation to semivariance to derive the analyti-
cal form for the worst case semivariance. We believe it may be possible to consolidate the
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work of Zymler et al. [36] and Rujeerapaiboon et al. [35] using our SDP formulation. Such a
result would allows us to have a single proof for worst case chance constraints, value-at-risk,
and semivariance with moment-based ambiguity sets.
After moment-base uncertatinty, the two most likely alternatives are φ-divergence and
Wasserstein distance ambiguity sets. In Jiang and Guan’s [47] work, they show that φ-
divergence worst case chance constraints are equivalent to a re-scaled risk target. We posit
the indicator function component of the semivariance function is structurally similar to
a chance-constraint and may benefit from a similar analysis. An important drawback to
φ-divergence is that for discrete distributions, such as the empirical distribution, the worst-
case distribution may be unrealistically pathological. Kleywegt and Gao [48] provide an
illustrative example based on image processing. Alternatively, Wasserstein distance shows
particular promise because a distance metric can be chosen based on metrics relevance
financial time series data. Kleywegt and Gao [48] provide an application to the Newsvendor






Conic Duality for Moment Problems
We apply the results of Shapiro [54] for conic linear programs to the moments problem from
Chapter 5. An alternative approach to strong duality is given earlier by Kemperman [58]
without reference to conic duality. Lemma 37 summarizes the result needed for Theorem 31.
The extension to incorporate support constraints is given in Lemma 38.














has the same optimal value z as the following dual formulation:
z = max
H∈S,h,h0
P ·H + µ′h+ h0,
s. t. p′Hp+ h′p+ h0 ≤ f(p), ∀p ∈ Rn.
Proof. Following the conventions in Shapiro’s [54] work, we note that the integral is an
inner product on the joint space of nonnegative measures and real-valued functions. Using
this property he shows that these optimization problems form a primal-dual pair. The strong
duality is then an immediate consequence of Proposition 3.4 in [54] by observing that the
right hand side of the primal optimization satisfies condition (3.12) in [54].
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is equivalent to the following dual formulation:
z = max
H∈S,h,h0
P ·H + µ′h+ h0,
s. t. p′Hp+ h′p+ h0 ≤ f(p), ∀p ∈ Ξ.
Proof. The proof is essentially the same as Lemma 37 through the following observation.
Shapiro’s [54] argument requires only that PΞ be a cone generated by a convex set of
nonnegative signed measures. It is therefore sufficient to show that PΞ is convex. Let π and
ν be elements of PΞ and t ∈ (0, 1). Observe:
(tπ + (1− t)ν)(Ξ) = tπ(Ξ) + (1− t)ν(Ξ) = 1,
because π(Ξ) = ν(Ξ) = 1. Hence tπ+(1−t)ν ∈ PΞ, andPΞ is convex. The transformation




Detailed Proof of Theorem 34
We present in the following a detailed proof of case 1 (µ′u− η ≥ 0) from Theorem 34 in
section 5.4.




f(m, y) = P̃m1 + 2µ̃m2 +m3,
s. t. g1(m, y) = m
2
2 −m1m3 ≤ 0,
g2(m, y) = (m2 − η −
1
2
y)2 − (m1 + 1)(m3 + η2 + ηy) ≤ 0,
g3(m, y) = m3 + η
2 + ηy ≤ 0,
g4(m, y) = m1 + 1 ≤ 0,
g5(m, y) = m3 ≤ 0,
g6(m, y) = −y ≤ 0.
The equivalence to the SDP is an immediate consequence of converting the semidefinite
constraints into explicit constraints on the nonnegativity of all principal minors of the
matrices.
The following Jacobian matrix is used in the Lagrangian:
J(m, y)′=
[




−m3 −(m3 + η2 + ηy) 0 1 0 0
2m2 2(m2 − η − 12y) 0 0 0 0
−m1 −(m1 + 1) 1 0 1 0













Let G = (g1, g2, g3, g4, g5, g5) denote the vector of constraint functions. Then the KKT
conditions are satisfied by a solution (m∗, y∗, λ∗) if
∇f(m∗, y∗) = J(m∗, y∗)′λ∗, (B.1)
G(m∗, y∗) ≤ 0, (B.2)
λ∗ ≥ 0, (B.3)
G(m∗, y∗)′λ∗ = 0, (B.4)
where λi is the dual variable associated with gi.
Suppose µ̃ − η > 0. We now proceed to solve case 1 by showing that the following
solution satisfies the KKT conditions:
















= (−1, µ̃,−µ̃2, 2(µ̃− η), 1, P̃ − µ̃
2
(µ̃− η)2 , 0, 0, 0, 0).
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First, we verify Lagrange stationarity (B.1).
P̃ = −m3λ1 − (m3 + η2 + ηy)λ2 + λ4
= −(−µ̃2)(1)− (−µ̃2 + η2 + 2η(µ̃− η)) P̃ − µ̃
2
(µ̃− η)2 + (0)








= 2(µ̃)(1) + 2(µ̃− η − 1
2
(2)(µ̃− η)) P̃ − µ̃
2
(µ̃− η)2




1 = −m1λ1 − (m1 + 1)λ2 + λ3 + λ5
= −(−1)(1)− (−1 + 1) P̃ − µ̃
2
(µ̃− η)2 + (0) + (0)
= 1.
0 = −((m2 − η −
1
2
y) + η(m1 + 1))λ2 + ηλ3 − λ6
= −((µ̃− η − 1
2
(2)(µ̃− η))− η(−1 + 1)) P̃ − µ̃
2
(µ̃− η)2 + η(0)− (0)
= 0.
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Next, we verify primal feasibility (B.2).
m22 −m1m3
= (µ̃)2 − (−1)(−µ̃2)
= 0.
(m2 − η −
1
2
y)2 − (m1 + 1)(m3 + η2 + ηy)
= (µ̃− η − 1
2




= −µ̃2 + η2 + η(2)(µ̃− η)



























Next, we verify complementary slackness (B.4).
g1(m
∗, y∗)λ1 = (0)(1)
= 0.
g2(m









∗, y∗)λ4 = (0)(0)
= 0.
g5(m
∗, y∗)λ5 = −µ̃2(0)
= 0.
g6(m
∗, y∗)λ6 = −2(µ̃− η)(0)
= 0.
Thus, the proposed solution satisfies the KKT conditions.
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