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ABSTRACT
The large and fast-flowing Río de la Plata (RdP) estuary is affected by extreme storm surges (above 62m with
respect to tidal datum), which have large impacts on the millions of inhabitants and for navigation. In this work the
Coastal and Regional Ocean Community Model (CROCO) numerical model was modified and implemented as a
set of regional one-way nested 2D applications for the hindcast/forecast of water level in the RdP. A sensitivity
analysis (SA)was carried out to determine the impact on the numerical solutions of the uncertainties in the different
modeling parameter forcings and to highlight the need for the construction of a modeling system that provides
meaningful information to the potential users. The SA included the friction coefficients, the wind speed and di-
rection, the atmospheric surface pressure, and the continental discharge.Water level ismost sensitive touncertainties
in the wind forcing; even small changes in this input can create large errors in the water level forecast/hindcast.
Forcingwith different analyses’ wind products yielded differences of up to 50% in the peakwater levels. Results also
showed that the modeling system requires a reasonable adjustment of the bottom friction parameters; that it is
important to include the atmospheric surface pressure forcing; and that, from the point of view of water level
forecast, it is not necessary to couple a hydrological model in spite of the enormous runoff of this estuary. Given the
strong sensitivity to errors in the wind forcing, we believe it is important to provide estimates of uncertainty together
with hindcast/forecast water level for these predictions to be of greatest quality and practical applicability.
1. Introduction
Resulting from the confluence of the Paraná and
UruguayRivers, the shallow Río de la Plata (RdP; Fig. 1)
is one of the largest estuaries in the world (Shiklomanov
1998), constituting the second largest basin of South
America after the Amazon (Meccia et al. 2009). This
estuary ranks fifth worldwide in water discharge
(Framinan et al. 1999), with an average of around
22 000m3 s21. This way, the runoff presents large vari-
ability on interannual time scales associated with El Niño–
SouthernOscillation cycles (Robertson andMechoso 1998),
with peaks as high as 90 000m3 s21 and as low as less
than 8000m3 s21 (Jaime et al. 2002). Runoff can have
enormous variations on a scale of a few months.
The water level (sea surface height) in the estuary
is principally characterized by the combination of a
semidiurnal microtidal regimen (D’Onofrio et al. 2012)
and the wind driven circulation (Simionato et al. 2004a).
The latter can be explained in terms of two modes of
circulation: (i) a prevailing one for winds with a cross-
estuary component, related to an inflow/outflow of wa-
ter at the exterior part of the RdP, and (ii) a second
mode that is excited when the wind blows along the
estuary axis and that has a very distinctive pattern of
significant water level increase or reduction at the upper
part of the estuary (Simionato et al. 2004a). A particular
case of this second mode is known as Sudestada and
is associated with strong and persistent southeasterly
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winds, which are relatively frequent in the region (Seluchi
and Saulo 1998; Gan and Rao 1991). This phenomenon
has historically caused catastrophic floods on the RdP
coasts, threatening and claiming human lives and produc-
ing major economic and material damages (D’Onofrio
et al. 1999). The Metropolitan Area of Buenos Aires
City (MABA; black circle, Fig. 1), site of the capital of
Argentina, with a population of more than 16 million
people, is regularly affected by these events. For instance,
in 2010 and 2012 extreme floods reached 2.48 and 2.30m
over tidal datum (the second maximum level during the
last century) (Diario-Clarín 2010, 2012); for comparison,
1.90m is the level of emergency alert, when people and
property become in serious danger and authorities issue an
alert (Balay 1961). On the other hand, negative extreme
surges are associated with winds that have a dominant
northwesterly component, which are less frequent in the
region (D’Onofrio et al. 2008). Nevertheless, when they do
occur, they inhibit the access to the principal harbours and
impair the drinking water intakes for one of the most im-
portant cities of southern South America. Figure 2 shows
pictures taken during different events of Sudestada (top
panel) and for extreme low levels (bottom panel), illus-
trating the damages and difficulties occurring along the
MABA coast. Even though the events are not always so
extreme, they are relatively frequent, taking place several
times per year; moreover, observations suggest that the
number and strength of the events have been increasing
with time (D’Onofrio et al. 2008; Meccia et al. 2009).
Currently, in the frame of collaborative projects be-
tween the Hydrographic Service (SHN), the National
Meteorological Service (SMN), and the Centre for
Atmospheric andOceanic Research (CIMA/CONICET-
UBA) of Argentina, the implementation of a storm surge
hindcast/forecast model for the RdP and the adjacent
continental shelf is being faced. Although during the last
few years a number of high-resolution ocean global
models that incorporate many ocean processes and as-
similate observations have been developed at several
important forecast centers of the world (e.g., HYCOM,
https://www.hycom.org/hycom/overview), usually they
do not take into account the tides, which can have large
interaction with the surge (Wolf 1978; Idier et al. 2012).
Moreover, the small details of the bathymetry (funda-
mental on the propagation of the surge) are not well
resolved by the global general bathymetries used by
those models, at least for the RdP (Saraceno et al. 2010).
Therefore, if the principal goal of the numerical appli-
cation is the hindcast/forecast of storm surges, it is still
necessary to carry out the regionalization of a model
that properly resolves those details and processes.
Such a regionalization implies the development of the
model architecture, making decisions about the pro-
cesses and interactions to be included, and a model ad-
justment and validation (Kalnay 2002). Previous works
have shown that the proper design of a hindcast/forecast
system demands knowledge about the sources of un-
certainties, the order of magnitude of the forcing effects
FIG. 1. Map of the study area, showing the domain of the two nested models (A and B). The
isolines represent the bathymetry (m). The location of the tide gauges, Palermo (black circle)
and Oyarvide (black triangle), and the oceanographic buoy (OB, black square) are also shown.
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(e.g., Bastidas et al. 2016), the relative importance of the
parameters/forcings (for instance, Mayo et al. 2014;
Ferreira et al. 2014; Höllt et al. 2015), the real need of
their inclusion (Gayathri et al. 2019), and so on. The
answer to those questions depends upon the geometry of
the basin, the scale, the latitude, and the meteorological
processes occurring in the region, among others (Gill
1982; Pedlosky 1987; Pugh 2004). This way, every par-
ticular area demands its own analysis (WMO 2011). In
addition, the RdP is extremely wide, long, and mighty,
making it hardly comparable to any other estuary in
the world (Luz Clara et al. 2014). With regards to the
physical processes, there is a general agreement in the
scientific community that 2D barotropic models are
a cost effective solution for surge hindcast/forecast
(Zhang et al. 2010; WMO 2011; Idier et al. 2012). This
is why even though baroclinic processes have an impact
in ocean temperature and salinity, they have an almost
negligible effect on the water level due to the surge (Gill
1982; Pedlosky 1987); in addition, this approach reduces
the cost of the simulations and the number of parame-
ters to be adjusted for the validation of the model.
With regards to that last step, it can be quite expensive
if information about the model sensitivity to changes in
the parameters and forcings of the surge is not available
in advance. In addition, and for a number of different
reasons, there is always some uncertainty in those
parameters and forcings and which effects should be
evaluated and, if necessary, quantified. Also, as a first
step in the development of a hindcast/forecast model,
some insight about the involved physics and interac-
tions, and the related effect of the diverse parameters,
can be very useful. In this sense, a sensitivity analysis
(SA) becomes useful at this stage of the model devel-
opment, because this technique permits the determina-
tion of a hierarchy of influence of the parameters/forcings
on the storm surge and aids in the identification of their
optimal values. Furthermore, it shows where the nu-
merical application needs improvements contributing
to further model development and allows an optimal
model assembly through a reduced number of simula-
tions (Norton 2015).
In this work, a regionalization of the numerical ocean
model, the Coastal and Regional Ocean Community
Model (CROCO; Debreu et al. 2012) for the RdP is
carried out. This model (http://www.croco-ocean.org)
has been built upon the Regional Ocean Modeling
System (ROMS; Shchepetkin and McWilliams 2005)
and the nonhydrostatic kernel), gradually including al-
gorithms from Model for Applications at Regional Scales
3D (MARS3D, sediments) and HYCOM (vertical co-
ordinates). The selection of CROCO was motivated
by the fact that it is a free source code that is widely
accepted and applied (e.g., Combes and Matano 2019;
FIG. 2. Images from a (top) Sudestada event and (bottom) negative extreme storm surges at Buenos Aires Capital City. The top panels
show how the Sudestadas overcome the defenses of the city. In opposition, the bottompanels show stranded ships during the negative case.
Photos from several Argentinian newspapers.
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Kresning et al. 2019), and that is suitable for the purpose
of developing an operational system for the forecast of
oceanic variables. In addition, CROCO includes the
possibility of two-way interaction that can be interesting
and useful in future studies (e.g., Sakamoto et al. 2019).
CROCO’s source code was modified to run in a 2D
barotropic version. Additionally, the model was adapted
to incorporate atmospheric surface pressure, which is
omitted in CROCO’s original version. The model was
then adapted to the region in a dynamic downscaling
scheme of nested models to properly model the surge,
because the RdP is sensitive to atmospheric large-scale
dynamics (Simionato et al. 2006), and coastally trapped
waves travel to the estuary along the Argentinean coast
(to the north, Southern Hemisphere). As a second step,
the relative importance of the uncertainty of the diverse
forcings and model parameters is studied and quantified
through a SA, including the friction coefficients, the
wind speed and direction, the atmospheric surface
pressure, and the continental discharge. Finally, because
of the scarcity of direct wind observations over the RdP
estuary and the inherent limitations to the numerical
modeling of winds in the area, wind uncertainties are
particularly analyzed, and their propagation in the water
level hindcast/forecast model solution is studied. Results
are then discussed and alternative methodologies to
improve the hindcast/forecast to give them truly prac-
tical utility for the users are discussed.
2. Method
a. Morris method
The sensitivity analysis applied in the work aims
to establish using different analyses or methodologies
(Norton 2015):
1) the relative importance or significance of the differ-
ent model parameters and forcings and
2) the effect in the output value of changes (or uncer-
tainties) in a single model parameter and/or forcing,
or in a combination of them.
The SA was made following the methodology sug-
gested byMorris (1991), which is particularly well suited
for a model with significant computational overburden
as is the case with CROCO in a nested scheme. This
method has been widely used in problems similar to ours
(e.g., Bastidas et al. 2016; Campolongo et al. 2007). In a
very simplistic way, it provides a mathematical method
to select a minimum number of simulations (sample)
that represent a huge set of simulations (population) in a
statistically correct manner. Additionally, the Morris
method ranks a set of inputs according to their influence
on the output of themodel and highlights their nonlinearity.
In this context, the inputs comprise the equations’ co-
efficients, the model parameters, and the properties of
the forcings, whereas an output is the value of a variable
computed by the model or of any statistic derived from
it, for example, maximum or mean values. The physical
meaning stems from the variable chosen for the contrast.
The Morris methodology consists of the generation of
r random trajectories formed by one-at-a-time pertur-
bation of the k considered parameters. Each trajectory
consists of k 1 1 simulations; in the first one the set of
parameter values is chosen randomly, and in the other k,
the parameters are changed one at a time by a fixed
increment or step. The step size is a fraction of the fac-
tor’s range, in our case, one fourth. In the Morris
method, the changes in the output due to the k changes
in each single parameter for the r trajectories or reali-
zations are treated as a sample of dimension rk. Morris
suggested studying the gradient of the output in every
k direction along the r trajectories. For that, he pro-
posed to calculate the basic statistical parameters as-
sociated with the derivative of the output with respect
to the inputs. If the mean of this derivative is signifi-
cantly different from zero, then the input has an in-
fluence on the output. The variance determines how
nonlinear is that influence. If the total number of
simulations for the different values of the input were
made, one could know the spreading in the solutions
due to the potential changes in that input, or sensitivity
of the model to changes in the input. Nevertheless, if
the number of inputs is high, the required number of
simulations would be huge and the computational cost
could be excessive. For this, Morris suggested a cheap
and effective computational way to get the samples for
every derivative distribution. This way, the method
proposes a cost effective method of evaluating the ef-
fect of the changes on the parameters with a relatively
low number of simulations and much cheaper compu-
tational cost. Although different sampling schemes
can be used to determine the samples, in this paper
the original Morris design was followed. In order
for a better intercomparison among inputs, the nor-



















where y is the output, pk is the value of the k input, and
d is the finite difference operator.
b. Hindcast/forecast numerical model
The primitive equations CROCO model was cho-
sen as the base for the development of a model for
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the hindcast/forecast of water level at the northern
Argentinean continental shelf with emphasis on theRdP
estuary. Since storm surge is a barotropic process (Gill
1982; Pedlosky 1987; WMO 2011), the CROCO model
was applied as a hierarchy of two one-way nested baro-
tropic 2D models. The 2D barotropic model is based on






















1$  (Hu)5 0, (3)
where u represents the depth-averaged velocity; t is the
time; f is the Coriolis parameter; g is the acceleration due
to gravity; h is the water level; r0 is the water density; pat
is the surface atmospheric pressure; H is the total water
depth (i.e., the addition of h and the undisturbed water
depth h); and tS and tB are the surface wind and bottom
friction stresses, respectively. It was necessary to modify
the source code (originally 3D) to be able to run 2D
simulations; tide and runoff subcodes were modified
with this aim. Besides, a subroutine was added to force
the model to take into account the effect of gradients
in the atmospheric surface pressure [(1/r0)=pat] that
is not included in the original version of CROCO.
The pre- and postprocessing routines of the model
were programmed using Python, following the main
ideas of object oriented programming. Data were
pre- and postprocessed using ‘‘xarray’’ library (Hoyer
and Hamman 2017) and plotted using ‘‘cartopy’’ (Met-
Office 2015).
As above mentioned, two nested domains of different
resolutions and scales were implemented to reach the
RdP. Model A is the lowest resolution/largest scale
spanning from 598 to 268S and from 698 to 468W (Fig. 1,
inset), with a horizontal resolution of 7.500 and 5.250 in
the zonal and meridional direction (equivalent to ap-
proximately 12 km), respectively. This model is used
to provide boundary conditions to a higher-resolution
model focused on the RdP (model B, Fig. 1). Model B
covers the region between 38.208–32.608S and 58.758–
52.508W. Using the empirical criteria of 1/3 reduction
from father to child models (Simionato et al. 2006;
Santoro et al. 2011), the horizontal resolution of model
B is of 2.50 and 1.750 in the zonal and meridional direc-
tions (approximately 4km), respectively. Given that the
wavelength of the tide is more than 300 km (Simionato
et al. 2005) and that for the surge is on the order of
1000km (Pugh 2004), a resolution of 4 km is enough to
properly solve the processes of interest and provides
a reasonable number of grid points describing them
throughout the entire estuary, with at least 10–12 points
even at the upper part. Incrementing the resolution, in
order to provide information about the details of the
circulation that may occur in small inlets along the estu-
ary or within the ports, would be desirable. Nevertheless,
this will not be possible in the short term due to the lack
of data of the bathymetric details in the RdP regions,
except along the (narrow) navigation channels and in
the vicinity and inside the main harbors. On the other
hand, the aim of this work is to understand how the
uncertainty in the knowledge of the parameters/forcing,
and the modeling architecture affect the simulation of
the dynamic processes related to tides and surges, which
in turn are adequately simulated with the chosen reso-
lution. In that sense, an increase in resolution would
make the study much more expensive from the com-
putational point of view (it should be taken into account
that this work demanded hundreds of simulations) and
would not change the conclusions. Bathymetries for
both models were built by combining the ETOPO2v2
(NOAA 2006) dataset with data provided by the SHN
for depths shallower than 200m that come from digi-
tization of nautical charts (SHN 1986, 1992, 1993,
1999a,b). Additionally, floodings in the RdP coast oc-
cur because rainfall cannot drain properly due to the
level set by the surges; therefore overland flooding
regions were not taken into account.
Model A is forced along its lateral open boundaries by
the astronomical tide composed of the eight principal
diurnal and semidiurnal constituents (M2, S2, N2, K2, K1,
Q1, O1, and P1) provided by the TPXO9 model (Gary
and Erofeeva 2002). Daily measured observations
(Borús et al. 2006) are used to set the Paraná and
Uruguay Rivers’ runoffs. Finally, as was suggested by
Simionato et al. (2006), both models are forced at the
surface by wind stress and atmospheric surface pressure.
The time steps of the father and child models were 15
and 5 s, respectively, consistent with the CFL condition
(Courant et al. 1928). The bottom friction coefficient is
considered constant at every node of both domains and
lateral friction was set to zero (see next subsection for
further discussion on this issue). Finally, the model so-
lutions were saved with 1-h time resolution for further
analysis.
c. SA parameters
Since the Morris method requires a scalar output, the
root-mean-square error (RMSE) was chosen. This sta-
tistic was calculated with respect to the storm surge
observed at Palermo (MABA, upper estuary; Fig. 1,
circle) and Oyarvide (outer intermediate estuary; Fig. 1,
triangle) tidal stations. At those sites water level is
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regularly measured by the SHN and, more importantly,
they are representative of the internal and intermediate
parts of the estuary, which are the most affected by the
surge. Storm surge signals were obtained by low pass
filtering (with a cutoff period of 30 h) the hourly water
level observations. The inputs were chosen as those
corresponding to the main forces in the momentum
balance equation of the 2D barotropic model: the
atmospheric forcing, the continental discharge and
the bottom friction. In every case the range of var-
iability of the diverse inputs was chosen to stress the
importance of the associated physical processes on
the generation and magnitude of the surge and
the eventual problems that could rise from uncer-
tainties on the forcings or model parameters. More
specifically,
d Bottom friction: CROCO considers both a linear
and a quadratic coefficient for bottom friction (cl











where t is the bottom friction stress vector, r0 is
the water density, w is the current speed, and u
is the velocity vector. Taking into account previ-
ous regional studies with numerical models (e.g.,
Simionato et al. 2004b; Combes and Matano 2014)
we considered a range of variation between 2.0 3
1023 and 3.0 3 1023 for cD. For cl, ROMS docu-
mentation (ROMS 2005) suggests that it should be
an order of magnitude smaller than cD; thus, in
order to explore its effect on the water level, we
chose the interval ranging between 1.0 3 1024 and
4.0 3 1024 m s21.
d Wind: It was decided to analyze the impact of wind
speed w and direction Q separately. The changes in
wind speed were considered through a speed factor
I, namely, the perturbed speed w0 is w0 5 Iw. This
scalar was chosen to vary between 0.75 and 1.25
(625% in wind speed). The uncertainty on this
parameter is large and cannot be chosen from
literature for other sites. The election of its interval
is, therefore, based on the averaged difference
among several reanalyses for the region (further
details are discussed in the next section). For the
case of the wind direction, taking into account
results of Simionato et al. (2004a) about the range
of wind direction that produces the modes of circu-
lation at the RdP, the direction was kept in an
interval between 2158 and 158 of the observed
value. The conversion from wind vectors to wind
stress (which is the final input to the model) was
made using the quadratic law [Eq. (5)]:
t
S
5 cwDrAwSuS , (5)
where tS is the horizontal wind stress, c
w
D is the wind
drag coefficient, rA is the air density, uS is thewind vector,
andwS is the wind speed. For the parameterization of the
wind drag coefficient the expression provided by



















Recent works show that this kind of wind drag coef-
ficient parameterization, usually applied in numerical
models, can fail when the wind speed becomes ex-
tremely large, particularly when hurricane force is
reached. For instance, Powell et al. (2003) found that
surface momentum flux levels off as the wind speed
increases above 24m s21. In the RdP, however, strong
winds are very rare and wind speed is usually less than
22m s21 (Seluchi and Saulo 1998). The surge, although
very high, is due to the estuary’s dynamics and to the
persistence of the wind rather than to extremely high
wind speed (Simionato et al. 2004a). In that sense, the
parameterization by Bowden (1983) can be regarded
as valid for this study. The wind drag coefficient
variation due to changes in wind speed is considered
in the computation.
d Atmospheric surface pressure G: This variable was
incorporated into themodel code, because the original
version of CROCO does not include the effect of the
atmospheric surface pressure gradient (ASPG) on the
surge. Therefore, it was decided to evaluate its relative
importance and the need for its inclusion. For that, an
attenuation factor G was considered for the perturba-
tion P0 so that P0 5 GP, with G chosen to vary from 0 to
1. This way,whenG5 0 theASPG is omitted, whenG5
1 the ASPG is fully included, and in the intermediate
range ASPG is underestimated.
d Continental discharge Q: Given that the range of
variability of the continental discharge is very large
in nature and that runoff cannot be considered as
zero at the RdP, a factor l of 650% with respect to
the mean observed values (22 000m3 s21) was con-
sidered (i.e., Q0 5 lQ, with l varying between
0.5 and 1.5). This broad range, which is larger than
the interquartile range (Borús et al. 2006), will
illustrate the effect of this parameter even if, as
expected, it is small.
1102 WEATHER AND FORECAST ING VOLUME 35
Unauthenticated | Downloaded 10/18/21 03:44 PM UTC
Previous studies have shown that lateral diffusion does
not produce significant changes in barotropic models (e.g.,
Simionato et al. 2004b; Bastidas et al. 2016;Dinápoli 2016).
Therefore, it was set to 0 for all simulations. Table 1
summarizes the chosen ranges for the diverse inputs.
3. Results
a. Sensitivity analyses
Overall, r5 20 realizations or trajectories were run; as
k 5 6 parameters were analyzed, r(k 1 1) 5 140 simu-
lations were carried out. The number of 20 realizations
was chosen because statistical scores stabilized after 15.
The simulations were run for the late winter/spring 2010
(from 1 August to 1 December); during this period both
extrememodes of oscillation were naturally excited, and
water levels reached both extreme positive and negative
values (Fig. 3). On September 2010, a cyclogenesis de-
veloped over Patagonia, producing strong and persistent
southeasterly winds over the RdP (Fig. 3, top-left panel)
that flooded the upper part of the estuary during a
Sudestada (Fig. 3, bottom-left panel). OnOctober of the
same year, persistent westerly winds blew over the RdP
(Fig. 3, top-right panel) activating the longitudinal mode
of oscillation (Simionato et al. 2004a) that strongly re-
duces the water level along the Argentinean coast and
floods the Uruguayan one (Fig. 3, bottom-right panel).
The chosen period allows an assessment of whether the
model presents different SAs for positive and negative
storm surges (PSS and NSS, respectively), as well as for
the full period (FP).
The set of nested models was then run for every of the
140 cases for 122 days. The first 15 days were discarded
because they correspond to the spinup of the model
(Dinápoli 2016); another 12.5 days were lost by the low
TABLE 1. Inputs considered for the SA and their ranges of
variation.
Input Interval Unit
Quadratic bottom friction (cD) [2.0; 3.0] 3 10
23 Dimensionless
Linear bottom friction (cl) [1.0; 4.0] 3 10
24 m s21
Intensity factor (I) [0.75; 1.25] Dimensionless
Wind direction (Q) [215; 15] 8
Atmospheric surfacepressure (G) [0; 1] Dimensionless
Runoff (l) [0.5; 1.5] Dimensionless
FIG. 3. (top) Synoptic conditions for (left) a Sudestada and (right) an extreme negative storm surge in September
and October 2010, respectively. The isolines represent the sea level pressure (hPa) and vectors represent the wind
field. (bottom) Water level for each event; the level is in meters.
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pass filtering of the series to eliminate the tide (6.25 days
at both extremes of the time series). Therefore, 94.5 days
were available for the analysis.
To ensure that the conclusions derived from the SA are
independent of the wind data source and their eventual
differences, the simulations and the corresponding SA
analyses were repeated for two different wind forcing
data: ERA-Interim (ERAI; Dee et al. 2011) and ERA5
(Copernicus Climate Change Service C3S 2017) of the
European Centre for Medium-Range Weather Forecast
(ECMWF). The models used to compute these rean-
alyses differ in both the involved physics and the spatial
temporal resolution (see the following subsection for
further details on this issue). Both reanalyses drove to
the same conclusions regarding the impact and hierar-
chy of importance of the model inputs on the output;
therefore only those corresponding to ERAI will be
discussed in what follows.
The mean of every derivative distribution m was cal-
culated as suggested by Campolongo et al. (2007), by
computing the mean of the absolute values of the de-
rivative distribution. In addition, the statistical signifi-
cance of every m was tested as proposed by Morris
(1991), checking that they are significantly different
from zero. Figure 4 shows the mean m versus the stan-
dard deviation S of the derivative distribution function
for every input at the Palermo (top panel) and Oyarvide
(bottom panel) stations for every subperiod: PSS (left),
NSS (center), and FP (right). The mean m was signifi-
cantly different from zero for all the inputs, indicating
that their uncertainty has a nonnull influence on the
model solution (water level). Qualitatively, every event
and station display a similar m 2 S scatterplot pattern.
The uncertainty on the wind speed I is, by far, the most
influencing and this input has nonlinearity; the uncertainty
in all the other parameters, comparatively, seems to
play a relatively less important role, including wind
direction. After wind forcing the model is most sensi-
tive to bottom friction and wind direction. Nevertheless,
the results of the analysis indicate that the selection of
adequate bottom friction coefficients is fundamental for a
good forecast.
To quantify the model capability of reproducing the
observed water level, the statistics for the optimal case
were computed (Table 2). The selection of the optimal
set of parameters was the one that produced the mini-
mumRMSE in both stations (Palermo andOyarvide). It
FIG. 4. Estimatedmeansm and standard deviation S for (top) Palermo and (bottom)Oyarvide stations for the (left) positive storm surge
(PSS), (center) negative storm surge (NSS), and (right) the full period (FP).All inputs are significantly different from zero according to the
Morris (1991) method.
TABLE 2. Statistical comparison between observed and simulated
for the optimal case.
Station RMSE (m) R2 P
Palermo 0.18 0.90 0.86
Oyarvide 0.16 0.85 0.90
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should be emphasized nevertheless that the selection of
this set of parameters is not authentically optimal, but a
first-order approximation that must be later refined,
excluding from the analysis the less relevant parameters
(setting them to the values suggested by the SA) and
making a fine adjustment of the most important ones.
RMSE indicates an overall error of 10%. The high de-
termination coefficients (R2), higher than 0.85, suggest a
good timing in the reproduction of the storm surges. The
linear regression slopes (P), lower than 0.9, highlight the
need to carry out a wind speed improvement or adjust-
ment, since for this optimal case I 5 1.20 but the model
solution still underestimates the water level. These re-
sults show that even though the model still needs a fine
calibration or adjustment, the conclusions of the analysis
can be regarded as valid.
b. Implications for the modeling of water level
The results of the Morris analysis indicate that the
variability of all the inputs considered in the SA have a
significant influence on the model solution for water
level at the RdP estuary, as all of them are statistically
different from zero. To quantify their relative effects,
Fig. 5 shows the fields of the variation of the solution for
extreme changes (from maximum to minimum) of each
input Dh, keeping the others constant. The variation is
expressed in terms of the root-mean-square difference
(RMSD) between both solutions. This figure is useful in
terms of better understanding the underlying processes
and the impact of the input, but it does not provide in-
formation about the temporal evolution of the solution,
particularly during the extreme events. As a comple-
ment, Fig. 6 shows the corresponding time series for
Palermo station. The following inferences can be made
from the figures:
d Wind speed I: From the physical point of view, it is the
main forcing, as it is the source of energy for the
generation of the surge. Therefore, it is natural to find
that this is the parameter with maximum sensitivity;
nevertheless, it must be also taken into account that it
has large uncertainty. The spatial structure of the
response to the wind (top panels of Fig. 5) is associ-
ated with the second mode of response of the estuary
discussed by Simionato et al. (2004a; 2006) and in
Fig. 3 of this paper, and increases upstream. For the
FIG. 5. Fields of the variation of the solution for extreme changes (frommaximum tominimum) of each inputDh,
keeping the others constant. The variation is expressed in terms of the root-mean-square differences (RMSD; m)
between both solutions.
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moderate range of variability chosen for this input
(625%), the variability in the solution (top-left panel
of Fig. 5) is large, with an RMSD of above 0.25m for
the whole period of simulation, even though it can be
as large as 1.1m during the surges at Palermo (located
in the upper estuary). This way, an error in the wind
speed will strongly propagate in the water level esti-
mation for the RdP.
d Wind direction Q: This parameter plays a role rela-
tively less important than wind speed, at least for the
considered range of 6158. Figure 5 (top-right panel)
shows that, however, this drives to an RMSD of ap-
proximately half of that due to changes in the wind
speed (up to 0.15). The range of variability of the
numerical solution associated with this parameter
can reach 0.5m at Palermo station (Fig. 6, for in-
stance, for NSS), potentially driving a large error if
the errors in wind direction are large. This is logical,
as a large change in wind direction could force other
of the modes of circulation of the estuary but not
the surge.
d Bottom friction (cD and cl): These parameters regulate
the amount of energy that is dissipated by bottom
friction, and although this process occurs in nature, the
impact it has on reducing the surge at the RdP is
relatively low. Changes in the surge associated with
changes in this input increase upstream as a result of
the reduction in water level (center panel of Fig. 5).
On the other hand, note that the spatial pattern is
more asymmetrical than that related to the wind,
slightly increasing to the south; this is consistent with
the knowledge that tidal energy is dissipated there
(Simionato et al. 2005). The RMSD is about 0.08m,
one-third of that associated with wind speed, and half
of the related to wind direction. Figure 6 (third and
fourth panels) shows that, for the large range of vari-
ation chosen for the bottom friction parameters, the
range of variability of the water level numerical so-
lutions at Palermo station is of the order of 0.2m. This
might seem small, but it must be taken into account
that it represents an error of around 10% and that,
therefore, it is significant.
FIG. 6. Water level difference Dh associated with the difference between the maximum and minimum values of
every parameter considered for SA: wind speed w, wind direction Q, bottom friction (cD and cl), atmospheric
surface pressure gradient G, and continental dischargeQ; in every case all the other parameters are kept constant.
The boxes indicate the positive and negative storm surge (PSS and NSS, respectively) events.
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d Atmospheric surface pressure gradient G: The spatial
distribution of the difference of the simulations con-
sidering and not considering this input (bottom-left
panel of Fig. 5) follows the expected pattern, related to
the presence of a semipermanent low over Uruguay
(Seluchi and Saulo 1998), improving in this way the
solution particularly in the northern part of the domain.
In general, the effect is significant all over the estuary,
with an RMSD of up to 0.15m. The atmospheric sur-
face pressure gradient G reaches variations of that
order at Palermo station (fifth panel in Fig. 6). It
should be kept in mind that sea level pressure is ac-
tually well determined by atmospheric models and
that, therefore, the associated error would occur more
if the G is not incorporated in the simulations than as a
result of errors in the estimation of that variable.
d Continental discharge Q: The spatial distribution of
the effect of this input (bottom-right panel of Fig. 5)
naturally resembles the pattern of the freshwater
plume under the Coriolis force in the Southern
Hemisphere (Simionato et al. 2004a). Results indicate
that, in spite of the huge runoff of the RdP, the effect
of the continental discharge on water level is relatively
weak, with an RMSD of up to 0.06m. This result
seems to be related with the estuary scale; although
the considered runoff variations are large (650%), the
RdP is very wide and themean current due to the runoff
is much weaker than the speed of the huge water mass
mobilized during the surge; also the amount of rainfall
during these storms in the RdP is very small compared
to the huge mean runoff of this estuary. It is worthwhile
to note that this is not the case in other estuarine systems
of the world (e.g., Herdman et al. 2018; Pietrafesa et al.
2019).Also, it should be considered that the errors in the
determination of this variable are small, as good quality
measurements are made by the National Institute for
Water of Argentina (Borús et al. 2006). Therefore,
only a small error can be expected as a result errors in
this input. Note that at Palermo station the variation
(lower panel of Fig. 6) is quite homogeneous in time due
to the fact that the runoff does not change along a
particular simulation. Nevertheless, the changes during
the surges suggest that nonlinear interactions between
the surge and the runoff might be occurring.
From the practical point of view the above results
highlight to some needs for the construction of a reliable
water level hindcast/forecast system for the RdP:
1) It is necessary to make a good adjustment of the
bottom friction parameters; nevertheless, as the ef-
fect of uncertainties on those inputs are relatively
small, it is probably enough to choose the values that
produce the optimal solution of the SA.
2) It is highly advisable to incorporate the atmospheric
surface pressure gradient in the surge simulation;
otherwise errors in the estimation can be as large
as 0.15m.
3) Even though it is advisable to include the runoff in
simulations oriented on short-range or medium-range
forecasting, small errors in the continental discharge
cannot be regarded as a first-order effect on fore-
casting errors. This is quite fortunate, because the
forecast of the runoff demands hydrological modeling,
adding a complex practical issue for forecast purposes.
In this sense, and due to the long scales of variability
(mostly interannual) of this input compared to the
scale of hours of the surge, the use of the discharge
measured a few days ago as forcing of the forecast
surge model would be enough for practical purposes.
In other words, the hydrological modeling of the run-
off can be decoupled from the hydrodynamical mod-
eling of the surge for practical surge forecast purposes.
4) It is absolutely necessary to select a good quality
wind forcing, both speed and direction, in the
simulations, because the error associated with even
small changes in these inputs can become large
errors in the estimation of the surge. As it will be
discussed in what follows, the uncertainties in this
variable will become themain source of uncertainty
in the forecast/hindcast that must be estimated some-
how to provide valuable information to users.
c. Wind uncertainty
Even though the aspects 1–3, discussed above, are
relatively easy to implement in the numerical modeling
system, the last point can become a difficult issue in
practice. To illustrate the problem of the selection of the
wind field, a comparison between direct observations
and wind reanalyses at the region of interest is shown in
Fig. 7. The figure was built for the same period of the SA,
when direct wind observations (dots in Fig. 7) were
collected at an oceanographic buoy that was deployed at
35.28S, 56.48W (square in Fig. 1). In addition, the Taylor
diagram associated with the wind speed is shown for a
statistical comparison (Fig. 7, top-right panel). Four dif-
ferent wind reanalyses are shown with the aim of con-
sidering (i) the potential differences and improvements in
the diverse models’ physics, parameterizations, and as-
similation schemes, and (ii) the temporal and spatial
resolution of the reanalysis models. They are as follows:
d ERA-Interim (ERAI, dark blue): 6-hourly reanalysis
from the European Centre for Medium-RangeWeather
Forecast, with 0.758 spatial resolution (Dee et al. 2011).
d ERA5 (brown): 1-hourly reanalysis from the European
Centre for Medium Range Weather Forecast, with
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0.258 spatial resolution (Copernicus Climate Change
Service C3S 2017).
d NCEP–NCARRI (NCEPR1, beige): 6-hourly reanalysis
from the NOAA/National Centers for Environmental
Prediction–National Center for Atmospheric Research,
with 1.8758 spatial resolution (Kalnay et al. 1996).
d CFSR (green): 1-hourly reanalysis from Climate
Forecast System Reanalysis of NCAR/UCAR, with
0.258 spatial resolution (National Center forAtmospheric
Research 2017).
Figure 7 shows that there is a large dispersion
among the diverse reanalysis models, even those that
come from the same forecast center (ERAI/ERA5
and NCEPR1/CFSR). Although some reanalyses seem
to offer better estimations of the wind than others, the
result strongly depends upon the selected period and on the
variability during this period. This dependence becomes
more obvious when longer periods of time (not shown) are
considered. In addition, whereas some reanalyses seem to
be more accurate for wind speed, others make a better
estimation of the time of the peak of the storm or of the
wind direction. For instance, on 29 August ERA5 and
CFSR present good estimations of the wind direction but
both underestimate the wind speed. The inherent uncer-
tainty in the actual values of the atmospheric input (wind
speed and direction, and to a lesser extent sea surface
pressure), raise the question of how large is their combined
impact on the uncertainty of thewater levelmodel solution.
To provide a first-order estimation of the impact of un-
certainties in the atmospheric fields due to the selection of
the inputs, a set of different water level solutions forced by
the four abovementioned reanalyseswas carriedout (Fig. 8).
The same period of time (1 August–1 December) was
simulated setting cl 5 13 10
24m s21 and cD 5 23 10
23
(optimal values from the SA),Q was set to the observed
values; wind speed and direction and sea level pressure
were used as they are provided by the forecast centers,
without any adjustment or calibration. Figure 8 shows
the set of numerical solutions for the storm surge ex-
treme events (PSS at right and NSS at center) at
Palermo. Direct observations are in black, whereas the
mean of the set is in red and the shade represents the
dispersion among solutions measured as the range be-
tween the minimum and the maximum value estimated
for every instant. The right panel of the figure displays
the Taylor diagram (Taylor 2001) for the full period of
analysis. The Taylor diagram shows that even though
there are large differences in the atmospheric forcing
among reanalyses (Fig. 7), the surge numerical solutions
present similar correlations and only slightly different
standard deviations. This indicates that the reanalyses
have a better representation of the wind evolution in time
than of wind speed. Statistically, it means that the rean-
alyses yield solutions with high correlations with the ob-
servations but with linear regression slopes that departure
from 1. Large spreading in the amplitude of the signal is
observed for both extreme events, with a mean signal that
underestimates the observations in all the cases.Moreover,
it is necessary to take into account awide spreading to keep
the observation within the hindcast. Also, the spreading
becomes larger during the peaks of the surges.
FIG. 7. Comparison of (top) wind speed at 10m and (bottom) wind direction among direct observation (black dots) and four atmo-
spheric reanalyses: ERA Interim (ERAI, dark blue), ERA5 (brown), NCEP/NCAR RI (NCEPR1, beige), and CFSR (green). The
periods shown correspond to the (left) positive storm surge (PSS) and (center) negative storm surge (NSS) events. (right) The Taylor
diagram associated with the wind speed; this diagram was built for the period between December 2009 and December 2010.
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Even perhaps exacerbated by the fact that some
reanalyses are clearly worse for this area than others,
Fig. 8 illustrates how the uncertainty in the atmospheric
forcing can drive large errors in the storm surge ampli-
tude hindcast in the RdP. For the particular case of the
chosen reanalyses and periods, the amplitude of the
modeled surge can be half of the observed one. From
the point of view of the applications, this error is not
only very large, but can make the difference between
hindcasting (and eventually forecasting) an emergency
or not. During the revision process, the question arose if
the result shown in Fig. 8 could derive from the fact that
NCEP seems to behave differently than the other re-
analysis, particularly underestimating more strongly the
wind speed. Nevertheless, the uncertainty in the solution
still occurs if that reanalysis is not considered, and it is
magnified during surges, with differences of up to 0.5m
for PSS. The problem of the uncertainties in the at-
mospheric fields increases for the forecasts. The at-
mospheric forecast models are less constrained by
observations (they are only assimilated in the initial
condition) than the reanalyses and, therefore, errors
and uncertainties grow. In consequence, the forecast
centers usually do not provide a single estimation of
future values but give a measurement of the uncer-
tainty through ensemble modeling. The above discus-
sion suggests that that dispersion should be taken into
account in numerical modeling of water level at the
RdP to provide the users with useful estimations.
4. Conclusions and recommendations
In this work, the CROCO model was chosen as the
base to build a regional application for hindcast (and
eventually forecast) of water level in the northern
Argentinean (southwestern Atlantic) continental shelf
with emphasis in the large, wide, and fast-flowing Río de
la Plata (RdP) estuary. The model code was modified
to include the atmospheric surface pressure, variable
continental runoff, and tides in 2D. It was then applied
in a hierarchy of one-way nested grids with refinement of
the solutions over the RdP.
For the first time, a sensitivity analysis (SA; based on
the Morris method) was applied to this region to de-
termine the sensitivity of numerical solutions to uncer-
tainties on the different model inputs (parameters and
forcings) and/or to evaluate the need of their inclusion in
the model for a proper hindcasting/forecasting. The SA
included the bottom friction quadratic and linear pa-
rameterizations, the wind forcing (wind speed and di-
rection), the atmospheric surface pressure, and the
continental discharge. The results of the analysis pro-
vide information that allows for a relatively cheap and
objective first calibration of themodel and that permits a
future optimal calibration with only a fine tuning and
a minimum number of simulations. They also allow for a
better understanding of the impact of the physical pro-
cesses that force the surge and highlight the needs
to face the construction of an appropriate numerical
hindcast/forecast system for the estimation of water
level and, in particular extreme surges, in the RdP. In
particular, our work is the first one that applyes a
mathematical technique to formalize aspects that are
accepted more than understood for the region, occa-
sionally wrongly, emphasizing the need for further
studies regarding forecast uncertainty in water level
and extreme surge due to errors in forecast wind speed.
The SA showed that the most important aspect for a
successful estimation of the surge amplitude and timing
is the selection of a good quality atmospheric forcing,
especially wind speed and direction, because the error
associated with even small uncertainties in these inputs
can become large errors in the estimation of the surge.
This leads to a substantial practical problem, as winds
FIG. 8. Comparision between direct storm surge observations (black line) and the spectrum of solutions forcing with the four atmo-
spheric reanalyses: mean solution (red line) and range of the solutions (shadow). The comparison for the (left) positive storm surge (PSS),
(center) negative storm surge (NSS), and (right) the respective Taylor diagram for the full period.
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from diverse sources show large differences among them.
Results also show that an appropriate surge modeling
system for the RdP requires a good adjustment of the
bottom friction parameters; that it is advisable to in-
corporate the atmospheric surface pressure gradient
effect in the surge simulation; and that the discharge
must be included in the simulations but, due to the scales
of variability of the runoff in this basin, a small error in
the estimation of discharge will not seriously affect the
results of the level forecast. This way, from a practical
point of view, hydrological modeling of runoff can be
decoupled of the hydrodynamical modeling of the surge
in this estuary, in spite of its enormous discharge.
A comparison of the storm surges simulated with dif-
ferent reanalyses provided by the most important forecast
centers of the world, show that model hindcasts can
fail in the estimation of the surge amplitude in up to
50%. It can be expected that this problem will in-
crease when forecast instead of hindcast is faced, as
forecast atmospheric models are less constrained by
observations than reanalysis models. The fact that the
surge models are so sensitive even to small uncer-
tainties in the winds raises an important practical
problem in a region like the RdP, where direct atmo-
spheric observations are scarce. In particular, how can
surge forecasts be improved and how can users be pro-
vided with useful information that can be properly
assessed and decisions made accordingly?
The most obvious way of improving the surge estima-
tion would be either improving the atmospheric forcing
or at least quantifying the hindcast/forecast error due to
the inherent uncertainties. Some ways of improving the
wind forcing is by increasing the diversity of physical
processes included in the simulations (and, if needed, the
temporal and spatial resolution), by the use of atmo-
spheric regional numerical models and/or assimilating
more data in the simulations. For this, more atmospheric
direct observations over the Southern Hemisphere and
particularly over the RdP region would be necessary; the
problem becomes more complex due to the fact that in
this area even remote observations have limitations due
to the proximity of the coast. As an intermediate step, an
empirical adjustment of the winds should be attempted.
Due to the above mentioned difficulties regarding
winds in the area, the wind forcing will remain,
therefore, a significant source of errors and uncertainties
for any surge hindcast/forecast model for the region in
the near future. To provide users with better informa-
tion, uncertainties in the water level estimations should
be quantified, for instance, by ensemble modeling. In
this sense, it is foreseen that it will be the next step in the
development of this application. Also, retrospective
studies using actual forecast meteorology to develop an
understanding of the increased error using forecast
versus reanalysis meteorology would be advisable.
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