Abstract-The traditional method of sending a training signal to identify a channel, followed by data, may be viewed as a simple code for the unknown channel. Results in blind sequence detection suggest that performance similar to this traditional approach can be obtained without training. However, for short packets and/or time-recursive algorithms, significant error floors exist due to the presence of sequences that are indistinguishable without knowledge of the channel. In this paper, we reconsider training-signal design in light of recent results in blind sequence detection. Specifically, we consider the tradeoff between the complexity of receiver processing and the amount of training overhead required. More generally, we design training codes which combine modulation and training. In order to design these codes, we find an expression for the pairwise error probability of the joint maximum-likelihood (JML) channel and sequence estimator. This expression motivates a pairwise distance for the JML receiver based on principal angles between the range spaces of data matrices. The general code-design problem (generalized sphere packing) is formulated as the clique problem associated with an unweighted, undirected graph. We provide optimal and heuristic algorithms for this clique problem. For both long and short packets, we demonstrate that significant improvements are possible by jointly considering the design of the training, modulation, and receiver processing.
aggressive design that relies on complicated receiver processing and may be susceptible to false-acquisition phenomena.
For trained systems, previous results have focused on the design of good training sequences [3] , [4] . Such sequences can, for example, be used to initialize a Viterbi algorithm (VA) to implement MLSD under the assumption that the channel estimate is accurate or to initialize an adaptive approximation to MLSD, such as per-survivor processing (PSP)-based algorithms (e.g., [5] ). Such approaches have been suggested for trained mobile radio systems such as GSM and IS-136 [5] [6] [7] .
Improvement in throughput or spectral efficiency ostensibly gained by blind approaches may, in reality, be lost due to poor data-detection performance (or lost data) during a "pull-in" period. This acquisition period is typically hundreds to thousands of symbols for traditional blind linear equalizer structures (e.g., [8] and [9] ). Similarly, many blind equalization/channel-identification approaches suggested in the literature (e.g., [10] [11] [12] [13] [14] [15] ) require the collection of relatively large data blocks, which limits their applicability to systems which use short data bursts and/or operate in time-varying channels.
Blind approaches based on joint maximum-likelihood (JML) sequence and channel estimation, 1 have shown the potential for rapid channel acquisition and excellent performance [15] [16] [17] . Strictly speaking, JML requires an exhaustive search process so that its complexity increases exponentially with sequence length [18] . While the performance of the suboptimal approximations of this process has been shown to approach that of the known channel case for large block lengths [15] , application to short-burst communication has shown that misacquisitions are problematic [17] . Misacquisition for short packets is inherent in the JML optimality criterion [17] . Thus, an important challenge has been to understandthe structure of the exhaustive search space associated with JML. In previous investigations, this structure has been characterized by the ability to distinguish sequences in the absence of observation noise [16] , [17] , [19] . Intuitively, one may expect that if sequences that have identifiability problems are disallowed for transmission, reliable acquisition and low training overhead could be simultaneously achieved. This leads to the combined training/coding approach described below. 2 We consider the training to be part of the general signal-design problem. For example, consider transmission of bits through an unknown channel. A trained system using bits of training may be considered a ratecode. However, since this is typically accomplished with the segregated approach of sending consecutive training bits, followed by information-bearing bits, the code is actually a rate-zero code of block size , followed by a rate-one code with block size . The blind approach may be viewed as using a rate-one code. In this paper, we consider how one should select the possible -bit sequences to best identify the channel and communicate the bits. We refer to such designs as training codes. In Section II, the model and notation, together with traditional training-sequence design, is described. The tradeoff between receiver complexity and training overhead for long packets is explored via numerical experiments in Section III. In Section IV, we give a simple pairwise separability test for the noiseless case and a pairwise distance for the JML receiver in noise. These measures are used to determine the minimum amount of training overhead required to eliminate ambiguities in the absence of noise and to design training codes optimized for the JML receiver, respectively. Both of these are general code-design (packing) problems. We formulate this as a clique problem on a graph and provide an optimal algorithm to solve it, along with a greedy heuristic. These algorithms are used to design training codes for short-packet communications, which yield significant performance improvements relative to the traditional segregated approach. The three appendixes contain: 1) unification of the identifiability results in [19] and [17] ; 2) the clique algorithm; and 3) the derivation of the distance measure and related quantities.
II. SIGNAL MODEL, TRADITIONAL TRAINING, AND JML DETECTION
After appropriate front-end filtering and sampling, the received signal can be modeled as
. . . . . .
where denotes transposition and is the notation for a signal vector to time (i.e., and ). The additive white Gaussian noise (AWGN) is zero mean with covariance matrix . Convolution of the independent identically distributed (i.i.d.), uniformly distributed, digital sequence with the finite support channel is represented by multiplication of the channel vector by the Toeplitz data matrix . In the examples presented in this paper, is drawn from , which models binary phase-shift keying (BPSK), but the development is applicable to arbitrary -ary constellations.
Except for the length of the impulse response, 3 the continuous-time channel is assumed to be unknown in this paper, so that the model of (1) arises by some form of filtering and sampling of a continuous-time observation. This may consist of an anti-aliasing filter or a pulse-matched filter, followed by a sampler and, possibly, a discrete-time noise-whitening filter. In order for this conversion to obtain an approximate set of sufficient statistics, fractionally spaced sampling is generally required. However, it has been shown that reasonable front-end processing with samples per symbol leads to a model of the form in (1) , where the components of , , and are vectors [18] , [21] . For simplicity of the presentation and reduced simulation effort, we work with the simplified version. All results can be directly generalized to the oversampled case, and the qualitative results will be similar. Furthermore, the primary issues addressed in this paper are due to the structure of the data matrix which is independent of the sampling rate. 4 A traditional approach to communicating over the channel is to first send a training sequence to estimate the channel , and then use this channel estimate to perform MLSD under the assumption of perfect estimation. With perfect knowledge of the channel, MLSD can be implemented via the VA [2] . Good training sequences are those that optimize an associated least-squares (LS) channel estimator. The unbiased LS channel estimate and the associated LS error for a length-training sequence is (4) (5) where are the singular values of the training sequence 5 (assumed to be rank ) and denotes ensemble averaging. The lower bound in (5) is obtained if and only if (iff) all singular values are equal. Because the training signal is typically drawn from the same modulation alphabet as the data, the lower bound in (5) may not be obtainable. Table I shows the variation of the estimation-error variance with training sequences length and singular-value spread. Note that for a three-tap channel, the error variance in (5) for the best sequence is reduced by 3 dB when increasing the training sequence length from 6 to 10 b, while the corresponding reduction is 5.1 dB when increasing the length from 6 to 15 b.
When the channel is unknown, application of the VA using an estimate of the channel is not MLSD [22] , and an exhaustive search of possible sequences is required to implement the JML receiver, which attempts to minimize (6) over all possible allowable sequences . The matrix is the pseudoinverse of , which is for full-rank , and is the matrix 6 that projects onto the range of . Thus, the JML receiver may be interpreted as a deterministic version of the estimator-correlator receiver [23] , since it attempts to find the combination of and that best aligns with . Note that even with training, the JML receiver should perform an exhaustive search of all possible sequences. The initial training sequence simply eliminates a subset of sequences from the search. With sufficient training, however, the channel is well estimated after the training, and the performance difference between the exhaustive search and a Viterbi or PSP-based approach should be small.
Practical, forward-only approximations to the JML receiver canbebasedonPSPanditsgeneralizedversion(e.g., [5] and [24] ). Specifically, the JML metric in (6) can be computed recursively [21,eq.(3) ],convertingtheprobleminto atree-search with per-sequence recursive LS (RLS) channel estimation. Any search algorithmcanbeappliedtothisexponentiallygrowingtree.Wereferto the case when the VA with states is applied as a suboptimal search strategy as PSP, and use the term generalized PSP (G-PSP) for other search algorithms. It was shown in [17] that significant improvements in blind acquisition performance can be obtained by increasing the tree-search complexity.
III. OVERHEAD COMPLEXITY TRADEOFF FOR LONG PACKETS
In this section, we compare the performance of several training and receiver processing strategies illustrated in Fig. 1 . In all cases, a burst of symbols is sent at the beginning of the packet to aid with channel identification, followed by data symbols and tail symbols to terminate the channel state. We consider two types of training sequences, a traditional length-sequence, and a split-training sequence with of the symbols fixed for training, and the other freely used to convey data. Thus, the traditional approach is a special case of the split-training approach with . Therefore, of the symbols are overhead, and are data symbols. Three types of receivers are also considered: 1) the VA with standard trained initialization; 2) the PSP algorithm with standard trained initialization; and 3) the PSP/G-PSP algorithm with split training and exhaustive initialization. With standard trained initialization, the initial channel estimate and the initial trellis state are determined by the known, length-training sequence. Receiver 1) uses this initial channel estimate throughout the packet, while the receiver 2) updates this estimate in the standard PSP manner. In receiver 3), an exhaustive JML search is performed over the first symbols to initialize at the G-PSP receiver, with states with and . This 6 For compactness, we do not show the dependence of the projection matrix P onÃ . receiver considers different sequences during the initialization process, and for each state in the G-PSP trellis, selects the best of the sequences entering that state at time . Simulations were run to assess the relative effectiveness of these approaches. Unless otherwise stated, all simulations in this paper were run under the condition that , , and , where is the rate of the system accounting for overhead, and is the energy per bit (symbol) accounting for this overhead. From the above description, the rate is for the current example. Care must be taken when making such rate comparisons over non-AWGN channels. For example, if the transmission bandwidth is doubled through the use of a rate-1/2 code, the length of the ISI, measured in terms of channel symbols, is also doubled. In this paper, we assume that the length of the ISI remains fixed when the rate of the training code is varied. We adopt this convention mainly as a convenient way to include the effect of different overhead rates, and other conventions may be more appropriate, based on the specific application. In general, this is a valid assumption if is nearly one. For rates significantly lower than unity, this assumption holds when the rate change is accomplished by some means other than bandwidth Fig. 2 is the case where PSP is started with an all-zero initial channel estimate. Larger training sequences provide better channel estimation, and thus bit-error rate (BER), but the resulting overhead reduces the rate . The results in Fig. 2 suggest that, under this scenario, the best performance is achieved with . With the standard four-state PSP receiver using standard training initialization and an RLS forgetting factor of , a length-6 training sequence yields an improvement of approximately 0.5 dB in with respect to the best trained system using the VA . Thus, additional receiver complexity yields improved performance with less overhead. The final performance curve in Fig. 2 corresponds to the G-PSP approach with exhaustive initialization and split training. Specifically, the split-training format was and , with two training bits followed by four data bits and another four training bits. 7 The training bursts were designed separately according to the traditional methodology described in Section II. A 64-state trellis was used for the G-PSP processor [17] with . So, were observed, and sequences were considered for the exhaustive JML initialization. One of sequences entering each state was selected according to the JML metric in (6) . Compared with the system with standard training and PSP, this significant increase in complexity yields an improvement of approximately 0.5 dB. Note that this system per- 7 These 4 b are counted in the total of D information bits. forms within 0.5 dB of the perfect channel state information (CSI) case, and 0.4 dB of this degradation is irreducible, due to the overhead. Fig. 3 shows the performance of the PSP and G-PSP systems described above versus packet location at an dB. The PSP with split-training system is a standard four-state PSP algorithm with the same , split-training sequence used for the G-PSP scheme, but the initialization is simplified. Specifically, is used, so that were used to compute the JML metric of sequences. Each of these 16 sequences terminate in the same state, so the best is selected to initialize the PSP state and channel estimate. In [17] , where no training was used and G-PSP algorithms were started blindly, increasing was found to improve the performance, but performance was relatively poor for the first 15-20 b. Using training, of course, improves the performance at the beginning of the packet. However, using split training is superior to traditional training for two reasons. First, detection of the bits between the training bursts can be performed reliably, since the symbols on either side of this burst are known. Second, assuming that the different sequences can be reliably distinguished, then the effective training length is . However, even for the split-training approach, the BER of the standard PSP is large for symbols at locations just after . This is presumably caused by decision errors on the 4 b in between the training bursts, which causes the PSP algorithm to be initialized with a poor channel estimate. In contrast, the G-PSP receiver that uses the same split-training format, but performs exhaustive search up to time 16 and 64 states, alleviates this effect, and has approximately constant BER over the packet length. 8 This BER is slightly worse than the known channel MLSD performance, due to steady-state estimation error associated with PSP-RLS channel estimators.
In this section, we have demonstrated that receiver complexity can be traded for training overhead and that different training schemes with the same overhead can yield different performance. In the next section, we formalize this optimization process and demonstrate it for short-packet systems.
IV. TRAINING CODE DESIGN USING SEPARABILITY AND DISTANCE CONDITIONS
In this section, we describe a simple check to determine whether a pair of sequences can be distinguished in the absence of noise under any channel. This can be used to determine the minimum amount of training required for a JML receiver. Similarly, for the case that includes observation noise, we develop a distance measure to be used for training-code design. In Appendix I, we summarize and relate the tests to characterize separability (i.e., without noise) suggested in [17] and [19] . Neither of these identifiability tests has all the desirable properties for our training-code design methodology. Before describing the separability check and distance, we describe this methodology and the type of design criteria that are most appropriate.
A. Code-Design Methodology
We propose to design length-training codes by starting with all possible sequences, and discarding sequences until the largest set of sequences meeting a certain pairwise condition is obtained. We then select the largest integer such that is less than or equal to the size of this largest set, yielding an code. In the noise-free case, the pairwise condition is separability, while with noise, it is a minimum distance requirement. Toward this goal, the condition used to discard sequences should 1) account for the digital nature of allowable sequences, 2) be a pairwise property, 3) be symmetric, 4) be relatively simple to check, and 5) be independent of the actual channel coefficients . The property 1) allows for larger code rates, since potential codewords are not discarded due to possible confusion with an "analog" sequence (i.e., see Appendix I). Properties 2)-4) allow one to discard sequences one at a time in a simple manner. The last property ensures that the design is robust to the unknown channel.
Given some condition with the above properties, we can formalize the code-design problem as finding the largest complete subgraph (or clique) on an undirected, unweighted graph, i.e., the so-called clique problem [25] . Specifically, consider a graph representation of the code-design problem with each of the potential codewords defining a vertex. An edge exists between two vertices if the associated sequences satisfy the condition. Due to the above properties, the resulting graph (i.e., vertices and edges ) is undirected and unweighted. The design problem is to find the largest subset of the vertices for which the pairwise condition is satisfied for each pair in .
The general class of clique problems is known to be NP-hard [25] . However, in Appendix II, we present an optimal algorithm which enumerates all cliques in an efficient manner when the maximum number of edges for any vertex is much smaller than . We also describe a (suboptimal) greedy heuristic to approximate the solution to the clique problem for cases when the optimal algorithm is prohibitively complex.
B. Noise-Free Separability
It has been noted that there are sequences that cannot be separated from some other sequences by the JML receiver in (6), even in the absence of noise [17] , [19] . Specifically, we say that is separable or distinguishable from under channel if when is transmitted, , i.e., that the correct sequence is decided by the rule in (6) . The existence of indistinguishable sequences induces an error floor for JML, so that a BER of zero is not achieved, even when . Based on all evidence available [15] [16] [17] , [19] , this error floor decreases rapidly with the length of the observation interval. Thus, an interesting issue is to characterize the minimum overhead required to reliably identify the channel when no noise is present. For example, for BPSK signaling, at least one bit of redundancy is required to eliminate the sign ambiguity.
More generally, addressing this issue requires a simple check for pairwise separability under any channel . Specifically, we define two sequences to be pairwise separable if they are each separable from the other under any nonzero channel . 9 A necessary and sufficient condition for pairwise separability is that the range spaces of and have dimension 10 and share only the origin, i.e., [17] . As discussed in Appendix I, such a check is not available from the related previous research [17] , [19] . A simple test is provided by the following theorem.
Theorem 4.1: Two digital sequences and are pairwise separable iff the matrix has rank . Proof: If has rank , the set of columns of must be linearly independent, which implies that the columns of and the columns of must be linearly independent sets. Thus, no point in other than the zero vector can be expressed in terms of the columns of , and vice-versa. So if has rank , then , and the two sequences are pairwise separable. To show the converse, since the ranges are disjoint, excluding the zero vector, the dimension of their union (i.e., the range space of ) must be equal to their sum, namely, .
Example of Noise-Free Design Methodology: As an example of the applicability of the above result, consider transmission of a BPSK sequence of length through an channel. First, consider the approach where only 1 b of overhead is used to remove the sign ambiguity by fixing the first bit to 1. Considering 400 different channels equally spaced on the unit hemisphere, 11 the BER associated with this technique is 0.04 conditioned on the "best sequence" being sent, and as high as 0.5 conditioned on the "worst" sequences. Thus, even in the absence of noise, a significant floor for the average BER of approximately 0.3 is reached, because not all of the sequences are pairwise separable.
The optimal clique algorithm described in Appendix II was run on a graph with 128 vertices 12 to determine the maximum number of sequences that can be decoded without any error in the absence of noise. Two vertices were connected if the associated sequences were pairwise separable. The 9 This was called "completely distinguishable" in [17] . 10 If the rank of A was less than L, then there would be nonzero f such that A f = 0. Thus, when A is transmitted with this channel and no noise, both metrics are zero and the two sequences cannot be distinguished. 11 Henceforth referred to as "all channels" when describing simulation results. 12 One bit location was fixed to reduce the number of vertices from 256 to 128.
maximum training-code size consisting of all pairwise-separable sequences was determined to be eight. Moreover, 882 size training codes were found. Since the largest pairwise-separable training code has codewords, b of overhead are required to uniquely determine which one of the length-8 sequences is sent without any restriction on the channel coefficients. In the absence of noise, such a system will perform without error (i.e., the error floor has been removed). The BER in the presence of noise, however, for each of the 882 pairwise-separable codes can be expected to vary. We simulated several of these 882 possible training codes in the presence of noise, and although the results are not shown here, we observed variations in performance of up to 1 dB in SNR.
C. A Pairwise Distance for JML Channel and Sequence Estimation
Next, we introduce a distance criterion for JML that accounts for AWGN. The distance is related with the conditional secondorder statistics of the random variable 13 (7) In a pairwise JML decision between and , the former is selected iff . In Appendix III, it is shown that conditioned on being sent and a particular , can be represented as a difference of two sums, each sum consisting of mutually independent noncentral chi-square random variables. It follows that the conditional probability density function (pdf) of is the convolution of densities of the form. Therefore, for a given channel and , the pairwise error probability (PEP) with can be found by numerical integration of this pdf function. A reasonable distance between and could be defined based on such PEPs. However, this is numerically intensive, and still should be made independent of the channel by averaging over all channels, or considering the worst case.
We define a distance that is relatively simple to compute, and its minimum value over unit norm channels is easily found. In Appendix III, the conditional mean and the variance of are shown to be (8) (9) (10) where is the set of principal angles [26] between the range spaces of and , and is the coefficient vector 13 The dependency of r (i; j) on f and z is not denoted explicitly.
represented with respect to a particular basis (see Appendix III).
Using the exact expressions in (8)- (10), we will propose a pairwise distance measure, based on , that serves as a proxy for the PEP for the worst-case channel. To motivate this distance, consider that if were Gaussian, the pairwise probability of error would be . Thus, intuitively, a large value of should reduce the conditional PEP. To illustrate this further, the conditional pairwise error rate (PER) was simulated for a pair of separable sequences as the channel traced the unit hemisphere. For all channels of length three, two sequences of length eight were sent times through an AWGN channel with . Fig. 4 shows the simulation results of the PER versus . Also shown is the function , which was empirically found to be a good approximate upper bound for the conditional PER. We performed similar experiments for 20 different sequence pairs of lengths eight, nine, and ten at channel lengths three and four. In all cases, similar results were obtained; characterized the PER, and the Q-function provided an good approximate upper bound. Although we have not shown this to be a valid upper bound, some intuitive justification is provided by the fact that the pdf of the decision statistic is asymmetric around its mean, with the heavier tail in the direction away from the decision boundary.
The distance that we suggest is obtained by finding the smallest value of considering all unit norm channels and either or as the transmitted sequence. It can be shown that is an increasing function of , so that the minimum value of is achieved at the minimum value of . While a simple lower bound on (see (49) in Appendix III) could be used to define a distance criteria, it is relatively simple to obtain the explicit minimum value of for a unit norm channel. Let be the smallest eigenvalue of . This leads to the minimum value of the and the minimum conditional distance (11) (12) Finally, we define the distance as (13) so that the approximate upper bound for the pairwise error is . The distance in (13) is an approximate minimax criterion, because the minimum value of approximately determines the maximum error probability. Note that the distance is a function of , which may be viewed as a measure of SNR for the quadratic detector.
Computation of the distance in (13) requires the following.
• Computation of the minimum eigenvalue of and , and , respectively. (1)) is also shown.
• Determination of an orthonormal basis for and for . This can be computed, for example, by performing a QR-decomposition on and , respectively [26] .
• A singular value decomposition (SVD) of an matrix of inner products between the basis vectors obtained from the above step. This yields the principal angles.
• Use the above eignevalues, eigenvectors, and principal angles to compute the distance via (12) and (13).
1) Example of Noisy Design Methodology:
We consider a simple example to illustrate the appropriateness of this distance. First, we design two sets of length sequences, each of size three, for an channel. These two sets are designed to be good or bad with respect to a known channel receiver or a JML receiver. Specifically, for a known channel , the pairwise error is monotonically decreasing in . Thus, analogous to the distance in (13) for the known-channel case, we define a known-channel distance that is the minimum of over all unit norm channels, which is simply the minimum singular value of the matrix divided by . Set A was designed by setting the minimum value of the distance in (13) between any pair to 2.19 and the maximum known-channel distance to 3.7. Similarly, Set B was found by setting the maximum distance in (13) between any pair to 1.6 and the minimum known-channel distance to 4. All distances were computed at . The optimal clique algorithm was run on a graph of 128 vertices to determine the sets. The maximum clique size for each was found to be three, so each set contains three sequences. Fig. 5 shows the average codeword-error rate (CER) obtained by simulation of the JML receiver for the unknown-channel case, and the ML receiver for the known-channel case. As expected, Set A is superior in the unknown-channel case, and inferior in the known-channel case. This further validates the distance in (13) , and distinguishes the approach from known channel signal design.
As another example, the distance criterion given in (13) was used to design a training-coded system for a packet length of Fig. 5 . CER for two sets of three sequences averaged over all three-tap channels. Set A was designed to have good unknown-channel performance, and set B was designed to have good known-channel performance.
. A codebook of size was found by running the greedy clique algorithm on a graph with vertices. Thus, a (16,7) training code was designed. Each sequence was sent 1000 times over all channels with the results summarized in Fig. 6 . Unless specified, decoding was performed using the JML via exhaustive search.
The performance of this combined coding and training system is compared with two traditional training systems. Trained system A uses the 9-b overhead as a training sequence at the beginning of the packet. The training sequence was selected as one of the optimal training sequences, as described in Section II. This segregated design performs very poorly, as compared with the combined design, due to the two bits at the end of the packet. A second segregated design was considered, which uses 7 b of training at the beginning of the packet, with the last two symbols of the packet fixed to terminate the channel state in a known manner. This trained system B performs much better than the first segregated design, but there is a 2.8-dB loss in SNR relative to the performance of the combined design at a CER value . The performance of trained system B with segregated processing is also shown. Specifically, a standard (four-state) PSP receiver initialized by the 7-b training sequence and terminated by the tail bits shows only slight degradation relative to the JML receiver in this case. Also shown in Fig. 6 is the performance of a known-channel MLSD receiver averaged over all channels. This curve was generated by sending b, with the first and last two bits specified to initialize and terminate the channel state, respectively. The performance of the system using the training code is similar to that of the perfect CSI system, despite the SNR penalty due to an overhead increase (i.e., 2.3 dB). This suggests that, in principle, one could obtain coding gain relative to an uncoded, known ISI channel while jointly estimating the channel.
V. CONCLUDING REMARKS
Traditional training approaches may be viewed as simple codes for unknown channels that require relatively simple receiver processing at the expense of decreased rate or throughput. In this paper, we have established a framework for the design of training codes based on a pairwise distance that is appropriate for JML channel and sequence estimation, or approximations thereof. For short data-packet lengths, the resulting training codes were demonstrated to provide significant improvements over traditional segmented approaches at the expense of increased receiver complexity. For longer packet lengths, the direct application of this framework becomes prohibitively complex. However, reliable data communication starting from the beginning of the (long) packet was demonstrated with very low overhead using split-training sequences and additional search effort during acquisition.
Clearly, the major obstacle to applying the approach developed for training-code design to larger block lengths is the exponential complexity growth in both the code design and the decoding problems. However, one could use a short training code designed using the approach suggested to initialize a PSP-based algorithm for a long packet. The practical value for such an approach, as compared against a standard training approach or a split-training approach for long packets, is questionable, because the importance of saving a small number of overhead bits diminishes with the packet length. For example, saving 3 b of overhead in a 16-b packet is substantial, but saving 3 b of overhead in a packet of 100 b has a less impressive impact on throughput. In practice, the packet length or the number of bits transmitted between training is determined by a number of factors, including the dynamics of time variation in the channel and the multiple-access method.
An interesting area for future research is the formulation of the design in a recursive manner that would allow simplified design and decoding. Also, incorporation of additional levels of error-correction coding using recent adaptive iterative detection techniques [27] is another promising research direction.
APPENDIX I PREVIOUS IDENTIFIABILITY/SEPARABILITY TESTS AND THEIR RELATION
Two approaches to characterizing separability have been developed independently by Gustafsson and Wahlberg [19] and Chugg [17] . Both approaches attempt to characterize sequences which, when transmitted, may (or will) cause a blind receiver to have problems distinguishing it from another allowable sequence. We briefly describe these approaches and relate the main concepts.
In [17] , only digital sequences were considered. A sequence was defined to be distinguishable from under channel if . Furthermore, a sequence that is distinguishable from all sequences except those in for some is identifiable under the definition from [19] . The equivalence class of a digital sequence is all other such sequences with the same range space, with the trivial equivalence class defined as . Sequences with a nontrivial equivalence class cannot be distinguished from some other sequence under any circumstance under the metric in (6) . Such sequences were characterized as having some periodic structure in [17] . Furthermore, a sufficient condition was given [17, Lemma 7] for a BPSK sequence to be distinguishable from all under a class of channels that were termed "regular" with respect to the digital alphabet. For BPSK modulation, this condition is that all of the possible rows occur on the "interior" of . The approach in [19] is based on conditions for analog sequences (i.e., a Toeplitz matrix with elements taking values on the continuum). Clearly, rank-deficient data matrices cause channel identification problems. Considering only full-rank matrices , the solution of (14) for , where represents the projection matrix of , gives the set of sequences which are equivalent to . In [19] , it was shown that for a channel length , if
is a rankmatrix (in the language of [19] is persistently exciting (PE) of order ), then can always Fig. 7 . Relation between the identifiability checks in [17] and [19] . Note that the relation between regular and assured channels is a conjecture.
be represented as for some constant . Therefore, for digital sequences , being a full-rank matrix is a sufficient condition for to have a trivial equivalence class. In general, however, this is not sufficient for to be identifiable with respect to all channels. We next give the definition of a class of channels implied in [19] . Definition 1.1: Assured channels are those for which iff holds for all and rank-digital data matrices with being PE of order . It follows that a trivial equivalence class is a sufficient condition for identifiability, with respect to assured channels. Thus, focusing on assured channels eliminates the possibility of the channel-dependent indistinguishabilities described in [17] . In [19] , a subset of assured channels was given as "linearly independent channels" which has much simpler characteristics. In the remainder of this appendix, we show that the set of linearly independent channels is a subset of the set of regular channels, whereas the set of sequences satisfying the "all-rows" condition [17] is a subset of the set of sequences which are PE of order for a length-channel. These conclusions are summarized in Fig. 7 . Comparing the check for identifability in [19] to that in [17] , a larger class of digital sequences was considered with respect to a smaller class of channels. Note that we have not proven any relation between regular channels and assured channels, but we conjecture that the relation is as implied by Fig. 7 . Finally, we note that neither reference gives a simple, pairwise separability check of the form desired for our code-design methodology. Theorem 1.1: The set of linearly independent channels is a proper subset of the set of regular channels.
Proof: Let the data belong to the finite alphabet and assume the channel is not regular, but is linearly independent. From the definition in [19] , this means that the channel cannot output a zero when the input is drawn from the set (16) Since the channel is not regular, there exist a pair of vectors and with elements from , such that or . However, the entries of the vector take values from the set , therefore cannot be linearly independent. Thus, every linearly independent channel is regular. On the other hand, there exist channels that are regular but not linearly independent. For example, the channel is regular with respect to , but not linearly independent, since . [17] . Denoting by , we define the vectors as the portion of the th column of , starting from the second uppermost element of down to the uppermost element of , e.g.,
The Toeplitz structure implies for with the similar relation holding for . Since it has been assumed that and have the same column space must hold for some choices of coefficients . Two different equations can be written for (26) (27) where (26) follows directly from the assumption that , and (27) follows from (23) and the Toeplitz structure. We now show that (27) and (23) imply that by contradiction. If , (26) and (27) imply (28) Assume that of the coefficients are nonzero, and denote these nonzero coefficients by with denoting the corresponding values of the 's. The all-rows condition implies that all vectors consisting of 1 and 1 occur in . Specifically, and both occur as entries of . However, the entries of are either 1 or 1, so that a simple argument leads to the conclusion that . Applying the same argument to for , we obtain . Since has all permutations in its rows, it will have as a row. Thus, is an entry of , which is possible only if . So , where or and for some . This condition, along with the Toeplitz structure of , implies that (or ) will have a periodicity of length at most . However, all rows cannot be constructed in with such a column with such a period for . Thus, we conclude that the case must hold, which, along with (28) and the linearly independence of , implies (29) Similarly, two different equations can be written for as in (26) and (27) . With a similar reasoning (30)
Applying the same argument times more, we obtain .
APPENDIX II AN ALGORITHM FOR CODE DESIGN (CLIQUE PROBLEM)
The general class of clique problems is known to be NP-hard [25] . However, we present an optimal algorithm which enumerates all cliques in an efficient manner when the maximum number of edges for any vertex is much smaller than . We describe this algorithm via the example in Fig. 8 . The graph shown in Fig. 8 has with a maximum number of edges for a given node of seven. A maximum clique is shown with a solid line and all other edges are shown dashed. The algorithm proceeds as follows. 1) Label the vertices of the graph from 0 to . 2) Let each vertex define the root of a tree. Construct the tree associated with vertex labeled as follows. The children of the root are all vertices with labels , such that there is an edge between and , and . For example, in Fig. 8 , the tree with root label 3 has no child corresponding to label 2 because . The edge between 2 and 3 has been represented in the tree rooted at label 2.
3) To grow each tree from the root level zero to level one, consider the child of with the smallest label, say . The children of this node are determined by the intersection of all other children of root with a larger label than and the children of the tree rooted at . For example, in Fig. 8 , the children of 5 under the tree rooted at 2 are determined by taking the intersection of {6,7,8,9,10} and the children of the root labeled 5, namely {6,8,9,10}; yielding {6,8,9,10}. The children of 6 under the root labeled 2 are determined by taking the intersection of {7,8,9,10} and the children of the root 6, namely, {8,10,11,12}; yielding {8,10}. 4) At level , the tree is extended by the same process, except the set used for intersection can be simplified. Specifically, for any of the -rooted trees, consider extending the vertex at level , which has parent at level . The intersection of two sets provides the children of . The first set is all vertices at level in the same rooted tree with the same parent node , such that . The second set is the children of the vertex label at level in the same rooted tree. For example, the children of vertex 6 at level 2 in the tree rooted by vertex 2 (i.e., ) are {8,10}. This is obtained by intersecting children of 5 (i.e., ) to the right of 6, namely, {8,9,10} (set one), with the children of node 6 at level 1 (i.e., ) in the same rooted tree, namely, {8,10}. Note that one could also use the children of 6 at level one of the tree rooted by vertex 6 for the second set (i.e., {8,10,11,12}, but this is less efficient. 5) This process is repeated on each of the rooted trees until it terminates. The largest clique is determined by the deepest level obtained in one of the trees. Notice that all cliques are enumerated in the collection of trees. In the example, two cliques of size 5 exist: {2,5,6,8,10} from the root 2 and {4,7,10,11,12} from the root 4. The correctness of this algorithm can be formally proven. Also, the running time of this algorithm can be shown to be upper bounded as exponential in , the maximum number of edges associated with any vertex and polynomial in . By comparison, an exhaustive search to check if a clique of size exists has running time . However, even though the complexity relative to an exhaustive search is small, when and/or becomes large, this algorithm becomes prohibitively complex.
A. Greedy Heuristic for Code Design
We propose the following suboptimal algorithm when the above algorithm becomes prohibitively complex. Construct the set of trees as described above. At each level, grow only the tree with the largest number of children. For example, in Fig. 8 , the tree rooted by 2 would be selected to be extended to level 1 because it has seven children, while no other root has more than five children. Only the vertex labeled 5 under the tree rooted at 2 would be extended to level 2 because it has four children, while no other node at level 2 under the tree rooted at 2 has more than three children. When considering the next level, there is a tie condition, because both vertices 6 and 8 at level 2 have two children. In our heuristic, an arbitrary tie breaker is used. If this breaks the tie in favor of 6, then the optimal solution will be found by this heuristic for this example. However, if the tie-breaker selects 8 over 6 at level 2, then two cliques of size four are found (suboptimal), i.e., {2,5,8,9} and {2,5,8,10}.
APPENDIX III PDF OF THE QUADRATIC DETECTOR SIGNAL IN AWGN
For compactness, we use in place of , in place of , and most quantities discussed do not explicitly denote dependence on the two data sequences ( and ) and the actual channel . Before giving the pdf of the decision statistic in (7), wegive threelemmas about the spectral properties of , and one theorem stating that can be represented as the sum of independent chi-square distributed random variables. Lemma 3.1: There exists a set of orthonormal eigenvectors for with real eigenvalues. Proof: This follows from the symmetric structure of . The next lemma provides a coordinate system useful for describing eigenvectors of Lemma 3.1. First, however, we give the definition of principal angles between two subspaces and in [26] . Let and be subspaces in whose dimensions satisfy (31)
The principal angles between and with principal vectors and are defined recursively by subject to:
Intuitively, and define the two directions in and , respectively, that are closest to pointing in the same direction, and characterizes the angle between these directions. The vectors and are similarly interpreted, based on the subspaces of and that are orthogonal to the span of and , respectively.
The principal angles and vectors can be computed using three SVDs. Let the matrix have columns defined by orthonormal basis for the column space of , which can be obtained from an SVD of . 14 For conciseness, we use 6 and 7 to express two equations in one using the standard convention, e.g., x = y 7 z is short for x = y 0 m and x = y + m. 
Since is Gaussian and is an orthonormal set, are independent Gaussian random variables with means and variance . Therefore, are chi-square distributed with means and variances given by (43) and (44), respectively. Proof: Follows directly from the fact that is a set of independent chi-square random variables, and the density of is .
Corollary 3.3:
The conditional mean and the variance of are as stated in (8) and (10), respectively.
Proof: Follows directly from the fact that is the sum of independent random variables with densities given in (48).
Corollary 3.4:
is an monotonically increasing function of . Proof: Note that with the principal angles known, is a function of , as implied by (10) . Using this expression, it is straightforward to verify that the derivative of with respect to is always positive. Corollary 3.5: For a unit norm channel, the mean in (8) is bounded as (49) where and are the minimum and the maximum singular values of , respectively. Proof: It follows from (32) that . Also, for a unit norm , and . Finally, we note that in [28] , the characteristic function of the is given as (50) where .
