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Abstract: Coding is essential in all communications and in all multi-operation devices, and errors do occur. For error control, the method in vogue is to use code words with redundant digits. The number of redundant digits is determined based on two things − the number of messages and the kind of errors that need to be controlled. For efficient coding the redundant digits have to be kept to the minimum.
In this paper we introduce the idea of limited error patters while using the code alphabet { } 
. We define limitations of the errors in a position by substitution of the character there by a specified number of other characters, rather than by any other character. This is not possible through Hamming approach, because there a character in an error could be substituted by any other of the q-1 characters. The firm mathematical base is provided by use of a metric from the class of S-K metrics, Hamming metric being one of these. The paper gives upper bounds on the codeword lengths for various kinds of "random limited error patterns". Examples and discussion bring out the tremendous improvement and generalization of Rao Hamming bound.

Introduction
With the advancement of information technology, coding theory is having new challenges. This is because the communication channels, the automata or the electronic devices, where they find use have varying characteristics. The errors patterns differ. Theory of error control coding started simply with binary code words of fixed length, with basically three parameters, namely the number information digits, the check digit and the Hamming distance between n-tuples. The errors considered were the random errors and the burst errors. When studies were extended to q-nary case, these things continued without further necessary refinement. A single error continued to be an error in any position of any magnitude. The cause for this can be traced in the inbuilt nature of Hamming distance. Lee distance [1] , yet another distance is also fixed in nature, with limited scope for study. The work progressed mainly in two directions, these related to optimality considerations and construction of codes capable of correcting a certain number of random error correcting codes. Practically all designed distance codes, BCH, Goppa, Helgert, turned out to be "bad", with rate falling with increasing length, that is asymptotically [1] .
Since error control coding now is not limited to distant communication only, mathematics was needed which can suitably match the characteristics of the device for which the coding was required and can consider the correction of only those patterns that need to be corrected rather than the wasted capacity of the correcting non-errors by default.
S h a r m a and K a u s h i k [4, 5] conditions that we take up in the next section. This class of S-K distances, beside being rich in choice for properly matching the channel, provides possibilities of handling a wide variety of errors, which was not possible with Hamming distance or even with Lee distance considerations. Hamming and Lee metrics are in fact the particular rather extremal cases of S-K studies, refer to [4] .
With nature of the errors vastly different and S-K metric, it is possible to consider codes which will have well defined error characteristics and will be far more efficient than otherwise possible with Hamming distance consideration. Since only those errors patterns of a given weight, that form a part of the total error patterns of that weight, are considered for correction, we call them "codes correcting partial errors". This is undertaken in this paper.
The paper is organized as follows: Section 2 is preliminary, where we recapitulate basic concepts, definitions and results required for later studies. In Section 3 we introduce the idea of partial error correction and obtain lower bounds for a variety of partial error correction. Section 4 gives examples of the partial error correcting codes.
Preliminaries
We shall be considering vectors over { } , the partition will be called Lee partition, since in that case it leads to Lee-metric, refer to B e r l e k e m p [1] . 
Partial error patterns
We see a partial set of weight 1 for 0 is 1 B and the "partial set of weight 2" for 0 is
Further the weight-1 partial set of another element, say of 5, is set of those elements of Z , in terms of the definitions above. The partial sets of different weights (0, 1, 2 and 3 in the case of L P and of weight 0, 1 in the case of H P ), the elements in H P and L , P as can be seen are differently defined.
Definition 5. Patterns of limited errors. It may be easily realized that errors follow a pattern, which differs from a system to system. A system in which an entry in a code word is received as another symbol, the error may be called "substitution error". With S-K scheme of things, it is possible to consider various different limited kinds of substitution errors that were not possible under Hamming scheme of things. Some of the possible ones are illustratively detailed below:
1. One can easily consider different kinds of substitution errors following modifications depending on the partial set (s) that determines the error patterns.
In obtaining a bound on a necessary number of parity-checks for an e-error correcting code, it is customary to define a volume of a sphere of radius e around every code word and consider their mutual disjointness, etc. In the S-K study that we undertake, this idea can be looked more closely and, given an n-vector u, we can find numbers of patterns which have a specified S-K distance from the vector u.
In the theorems that follow, we consider lower bounds on the number of parity check digits, r = n -k. keys for various numbers and other symbols. Imagine punching a number or an alphabet key on it. While word processing, one may erroneously strike a key on one or two positions on either side of the right key, rather than any key on the keyboard. These likely positions will constitute the partial set of errors for the number or the symbol key pressed.
Next we want to consider e-random errors, where the substitution errors are caused by elements at distances of 1 or 2, that is from two segments of partial errors are handled for correction.
First we obtain the result in Lemma 1. Given a S-K partition P = { } Thus the total, as k varies from 0 to e, gives the required number of vectors as Lemma 2. Given a S-K partition P = { } For calculation of the rate, we have used the usual ratio, n k R = . upper-bound on n for (n, k), r = n -k, is given in Table 2 . Here again, the thing to be observed is the number of messages with the same number of parity checks, correcting the limited patterns. Table 3 . for different values of r, the upper-bound on n for (n, k), r = n -k, is given in Table 4 . 
This is a quadratic Diophantine in-equation. By trial it is quite possible to find the largest value of n satisfying this inequality. For different values of r, the upperbound on n for (n, k), r = n -k, is given in Table 5 . for different values of r, the upper-bound on n for (n, k), r = n -k, is given in Table 6 . Table 6 r Upper bound on n with S-K single error 
Concluding remarks
In this paper we have introduced the idea of limited patterns of errors and have obtained results on the upper bounds on word lengths for specified limited patterns of errors. The use of S-K partitions and distances provides a choice of metrics matching the channel characteristics. It seems quite possible to extend this study to other bounds and to constructions of codes correcting limited patterns of errors.
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