INTRODUCTION
The origins of the discipline of computer algebra can be found in Isaac Newton's Universal Arithmetic (1728) [130] , where methods for manipulating universal mathematical expressions (i.e. formulas containing symbolic indeterminates) and algorithms for solving equations built with these expressions are systematically discussed. One can interpret the mission of computer algebra as the construction of computer systems that enable scientific or engineering users, for instance, to carry out mathematical manipulation automatically.I ndeed, systems with this goal already exist, among them MACSYMA, MAPLE, muMATH, REDUCE, SAC/2, SCRATCH-PAD/II, and SMP.T hese systems carry out scientific computing tasks, whose results are distinguished from numerical computing in twop rinciple aspects. (a) The results are symbolic rather than numerical, as the typical example of the inversion of a symbolic matrix demonstrates. where the actual real root is guaranteed to lie closer than 10 −20 to the givenrational answer.A n important ingredient in such systems is therefore that theycan handle expressions with symbolic variables and that there is no digit overflowi nt he number arithmetic. Hence the basic data objects are arbitrarily long integers, polynomials in several variables with rational coefficients, and matrices with polynomial entries.
Manyalgorithms can be performed by viewing the data objects as abstract algebraic structures; for example, Gaussian elimination is valid overa ny field, be it the rational numbers or Laurent series. Such algebraic algorithms and the corresponding complexity theory constitute the subject of computational algebra. Of course, this is an important part of computer algebra. Long integer arithmetic and associated operations such as integer primality testing are perhaps more number theoretical in nature, but also play a significant role in computer algebra.
Operations on approximate data such as truncated power series, and on perhaps more combinatorical objects, such as finite permutation groups, constitute yet another category of computer algebra activity.Ithink all algorithms discussed in this article have animpact on computerizing mathematical formula manipulation and equation solving, and manyo ft hem are available on existing computer algebra systems.
First I discuss the development of efficient arithmetic algorithms. It hen list fivep roblem areas that have led to major results and implementations: factorization, computational group theory,i ntegration in finite terms, polynomial system solving, and theorem proving in real closed fields. Then Ib riefly note linkages of computer algebra to logic programming, high-levell anguage design, artificial intelligence, and application areas outside computer science.
Computer algebra is a field of wide scope with manyc onnections to other areas in computer science. The reader can get a more extensive introduction from several books (Lipson 1981 [111] ; Buchberger et al 1982) [22] and survey articles (Yun & Stoutemyer 1981 [184] ; Caviness 1986) [31] . References to computational algebra include the book by Borodin & Munro (1975) [15] and the twos urvey articles (Strassen 1984 [168] ; Schö nhage 1986b) [154] . Recent research topics are reported in Caviness (1985) [51], in Char (1986) [52] , and in the Journal of Symbolic Computation. An article in the Scientific American (Pav elle et al 1981) [135] givesaless academic look at the subject.
Notation:By Z Idenote the set of integers, by Q the set of rational numbers, and by C the set of complexn umbers. By 
ARITHMETIC
Aprerequisite to carrying out computer algebra efficiently is the ability to perform arithmetic in the basic domains fast. Fortunately,today algorithms are available whose efficiencysignificantly surpasses the classical methods. Here I report on these algorithms not only for the integer and polynomial domains, but also for power series, floating point numbers, and matrix algebras. A main reference to this subject is Chapter 4 in Knuth'sb ook (1981) [94] .
Integerand Polynomial Addition, Multiplication, and Division with Remainder
Integers and polynomials are usually represented as lists or arrays of digits and coefficients, respectively:
The radix r is usually chosen a suitable power of 2, such that each digit fits into a word of computer memory.T he school methods for addition and subtraction with running time O(n)b it or coefficient domain operations suffice on a sequential computer,b ut for multiplication the O(n 2 )
school algorithm can be significantly improved. The fastest methods today from both a theoretical and a practical point of vieware all based on the discrete Fast Fourier Transformation (Cooley&T ukey 1965) [46] . In fact, if the coefficient domain contains primitive roots of unity,asis true for the complexn umbers, polynomials can be multiplied in O(n log(n)) arithmetic operations. Otherwise, such roots can be synthetically adjoined to the coefficient ring and the best known running time is the asymptotically slightly slower O(n log(n)log(log n)) (Schö nhage 1977 [149] ; Nussbaumer 1980 [132] ; Cantor & Kaltofen 1987 ) [27] . Even earlier these ideas led to the O(n log(n)log(log n)) algorithm for integer multiplication, counting bit operations on a circuit or multitape Turing machine (Schö nhage & Strassen 1971) [156] . It is a major unresolved theoretical problem to improve these running times to O(n log(n)). 1 The FFT-based multiplication algorithms for both polynomial and integer multiplication are also of practical significance.
In the integer case we refer especially to Pollard's"three primes" algorithm (Lipson 1981 [111] , §IX.2.2) or to Schö nhage's(1982a) [150] improvements.
Multivariate polynomial multiplication can be accommodated by the ubiquitous algorithmic paradigm of computing by homomorphic imaging. Figure 1 exhibits the particular instance used in that case, the Kronecker homomorphism. Other imaging schemes appear in the FFTbased multiplication algorithms, in general Chinese remaindering and interpolation (Lipson 1981 [111] , §VIII.2), in the powerful Hensel lifting technique (Yun 1980 [183] , and the references to earlier work there; Lauer 1982 [103] ; Kaltofen 1985b [77] , 1987b) [83] , and in algorithms based on continued fraction (Krishnamurthye ta l1 975 [96] ; Wang 1981) [178] and Pad éa pproximation (Czapor & Geddes 1984) [48] .
An important improvement overt he school method of integer division with remainder are the fast quotient digit prediction techniques (Knuth 1981 , §4.3.1) [94] . Forp olynomial division with remainder overt he integers the novela pplication of Hensel lifting (Lauer 1982) [103] should prove useful.
Integerand Polynomial Greatest Common Divisor (GCD)
Af undamentally important operation in computer algebra is integer and polynomial GCD. The roots of perhaps all algorithms lie in Euclid'sremainder sequence scheme. Substantial computational improvements in the case of integer GCDs are due to Lehmer (Knuth 1981 , §4.5.2) [94] , Knuth (1970) [93] , and Schö nhage (1971) [148] . These improvements carry overtopolynomial GCD (Moenck 1973) [119] in terms of coefficient field operation count. Howeverac ritical problem of exponential coefficient size growth arises in case the coefficients are rational numbers or polynomials themselves, the latter in the multivariate case. The beautiful theory of subresultants (Collins 1967 [41] ; Brown & Traub 1971) [18] explains that the size growth is not inherent 
Image Domain: [164] or employ Chinese remaindering (Brown 1971) [17] or Hensel lifting (Moses & Yun 1973) [127] .
It comes as a surprise that GCDs of integral polynomials can be found efficiently via integer GCDs.
Char et al (1984) [33] first established howt oi nv ert this mapping -that is, deduce g from M.
Although the inventors viewed their method as an efficient heuristic, a rigorous probabilistic analysis has been recently accomplished (Schö nhage 1986a) [155] .
The extended Euclidean problem also entails the determination of multipliers s and t such that GCD( f , g)=sf + tg,a nd most of the mentioned algorithms solvet his problem as well. Tw o immediate applications are the computation of reciprocals modulo N and modulo g(x)from the schemes
These constitute the division operations in the basic domains of integers modulo N and of algebraic number fields in Kronecker representation Q[x]modulo g(x) (Loos 1982) [113] .
Forp olynomials with coefficients in an integral domain, such as F[y], F afi eld, the Euclidean scheme can only be solved by multiplying the GCD by a domain element -that is
. A particularly important multiplier h(y) occurs when GCD( f , g)=1,namely the resultant of f and g with respect to x (van der Waerden 1953, §IV) [176] . The importance of the resultant follows from the fact that if f and g have a common zero point (x 0 , y 0 ), then y 0 is a zero of their resultant h(y), because
Therefore, intersection points of f and g,betheyreal or complex, are projected to roots of their resultant. Clearly,e fficient algorithms to compute resultants are connected to the GCD problem and we refer to Collins (1971) [42] , Schwartz (1980) [157] , and Rothstein (1984) [145] .
Once the GCD algorithms are in place we are in the position of performing exact rational number and function arithmetic ("slash arithmetic") and keep the explicitly found numerators and denominators in lowest terms (Knuth 1981 [94] , §4.5.1). However, slash arithmetic is likely to lose in efficiencyt oc omputing in homomorphic images such as modular or approximating domains.
Floating Point Numbersand Power Series
Although truncated formal power series are well accepted objects in computer algebra (Lipson 1981 [111] [94] , floating point numbers may be thought to belong to numerical computing, where the exactness principle of computer algebra is replaced by numerical error analysis. Indeed, both the floating point number and power series domains can be considered what Knuth calls seminumerical data. The exactness principle must still apply as such data is manipulated in computer algebra, and that means for the power series domain that the computed Taylor series coefficients are correct up to the indicated truncation point. When using floating point numbers in computer algebra we shall at least require that the numbers returned as answers must be guaranteed correct within an explicitly stated tolerance. Computer algebra systems therefore should support floating point operations with arbitrary settable mantissa length, and indeed several systems do. Ag ood example of a problem for this principle is complexr oot approximation of a univariate polynomial, where the ability to select the floating point precision dependent on the input polynomial is important to guaranteeing the desired tolerance. Solutions to this problem go as far back as to Sturm in 1835, and Schö nhage (1982b) [151] recently developed a comprehensive complexity theory for this fundamental problem of algebra. Earlier in 1976, Collins & Loos had already established that for real root isolation Newton iteration is computationally superior to the Sturm bisection method, which was used to find the answer to Equation 2, above.Irefer to [44] for a full account on modern methods.
Several problems in computer algebra, such as computing polynomial GCDs or Jordan normal forms of matrices over C represented as floating point numbers are considered "inherently numerically unstable."S ch önhage's( 1985) [153] quasi-GCD algorithm is a step towards dealing with such problems. Obviously,the semi-numerical approach to computer algebra problem solving must incorporate numerical analysis techniques and is at this time restricted to a few problems. However, ifad ifference scheme leads to a linear system best solved by a conjugate gradient method, this should be done, keeping in mind that a different notion of error analysis applies.
Power series manipulation is probably better understood, perhaps for the lack of carry propagation in the arithmetic. Here I only add newinformation to the discussion by Knuth (1981 [94] , §4.7). The coefficient growth in the Newton algorithm for power series expansion of algebraic functions (Kung & Traub 1978) [98] has been analyzed (Kaltofen 1985c [78] ; Chistov 1986) [37] . It turns out that for a fixed algebraic function the expansion can be computed in linear time in the requested order (Chudnovsky&C hudnovsky1 986) [40] . Closely related to power series are the p-adic numbers (Krisnamurthye ta l1 975) [96] , which can be used as an alternative tofloating point numbers to approximate certain complexnumbers.
Matrix Arithmetic
Algorithms for manipulating matrices form the basis to linear system solving. As mentioned, the great Gaussian elimination algorithm is generic in that it can be carried out overanabstract field. As such, Gaussian elimination constitutes the basis for linear system solving in computer algebra, and homomorphic imaging can then be applied to it (McClellan 1973 [116] ; Moenck & Carter 1979) [120] .
Theoretically,itturns out that the complexity of manymatrix problems is reducible to the complexity of n by n matrix multiplication (Aho et al 1974) [5] . Nowitiswell-known that n by n matrices can be multiplied asymptotically faster than in O(n 3 )a rithmetic steps. In Knuth (1981 [94] , §4.6.4), the developments leading to an O(n 2.498 )algorithm are described. Recently, Strassen (1986) [169] has introduced the new" LASER" technique for aligning a nonmultiplication tensor,w hich has led to the neww orld record of O(n 2.376 )b yC oppersmith & Winograd (1987) [47] . Although the actual algorithms are purely of theoretical interest, the innovations such as the border rank or the asymptotic spectrum of a tensor can be expected to have animpact in computational algebra.
Linear algebra appears to be an important subject of advanced studies in computer algebra, for it is part of the solution to manyproblems, be it to compute a Taylor series solution to a differential equation or to factor integers by the continued fraction method, to name but twov ery distant ones. The work on computing matrix canonical forms (Kaltofen et al 1986 [85] , 1987) [86] , as well as Wiedemann's( 1986) [180] spectral methods for sparse linear system solving overfinite fields demonstrates randomization as a powerful newtool in this area. The control of coefficient growth in diophantine linear system solving (Kannan & Bachem 1981 [88] , Chou & Collins 1982) [39] , as well as the lattice reduction algorithm (Kannan, in this volume) arises as an important issue. And finally,m ethods to manipulate sparse matrices must be introduced to computer algebra. Both the combinatorical approaches (Lipton et al 1979 [112] ; Gentleman & Johnson 1976 [62] ; Pan & Reif 1985) [134] and the algebraic approach (Wiedemann 1986) [180] have high potential to improve significantly the linear system solving capability within computer algebra.
Arithmetic with Concisely Represented Expressions
Sparse polynomials certainly play as important a role in the polynomial calculus as do sparse matrices in large linear system solving. Ar epresentation at hand is the vector of nonzero terms together with the corresponding exponents where a e 1 ,..., e n ≠ 0f or (e 1 ,..., e n ) ∈ J.Amain consideration in addition and multiplication is the sorting of the terms in the answer (Horowitz 1975) [71] . However, the problem of deciding whether polynomials have a common nontrivial divisor becomes NP-hard for evenu nivariate inputs, if exponents are represented in binary (Plaisted 1977) [136] . In general, allowing very large exponents spoils the ability to manipulate such "ultrasparse" polynomials. Neither can the polynomial x The sparse representation becomes more natural if the number of variables n is large, yet the degree stays polynomially bounded. There are
1 ⋅⋅⋅x e n n of total degree e 1 + ... + e n ≤ d -t hat is, exponentially manyi n n,e vent hough the number of nonzero terms can be quite small. GCD and factorization algorithms on such multivariate sparse polynomials were studied both theoretically and empirically as early as a decade ago (Wang 1978 ) [177] , and randomization became one of the major ingredients to sparsity preserving operations (Zippel 1979 ) [188] . Early on Moses (1971b) [125] pointed out, however, that sparsity is not measured in terms of nonzero coefficients alone, as his example
demonstrates. From algebraic complexity theory (Strassen 1973a [166] , b [167] ; Valiant 1982) [174] one can adopt straight-line programs as a concise representation of polynomials. Figure 2 exhibits the straight-line representation for a very dense multivariate polynomial. Moses'sexample (Expression 3) can be recast in these terms as: "Givenastraight-line program of length l for a
Figure2: Straight-line program example for the expression
Following is the program produced for the above expression by the conversion procedure of Freeman et al (1986) [57] . ∫ f (z)dz." Howev er, iti sn ot evenc lear that such programs always exist (Strassen 1986 [168] , Problem X). Again, the high degree may be held responsible for the difficulty of this integration problem. This is not the case in Valiant's(1982) [174] multivariate example:
. . .
Clearly,the argument to the iterated partial derivativesinExpression 4 has a straight-line computation of length O(n 2 ), whereas the general permanent on the right-hand side constitutes a #P complete problem (Valiant 1979 ) [173] . Therefore partial derivativeso ff unctions givenb y straight-line programs are difficult to compute. Il iket ol ook upon Expression 4 as a central infeasible computer algebra problem, and Moses'sproblem may fall into this category as well.
Despite Valiant'sp ermanent example, the polynomial factoring problem of multivariate polynomials in straight-line representation such as the one in Figure 2 could be shown feasible in ev ent he sense of efficient straight-line answer generation (discussed in the next section). Aside from this, there are several other basic operations known to be feasible on multivariate polynomials of polynomially bounded degree givenb ys traight-line programs, such as automatic parallelization (Valiant et al 1983 [175] , Miller et al 1986) [118] , GCD, separation of numerator and denominator of a rational function, and multiple partial derivativesinasingle variable (Kaltofen 1987b ) [84] .
SEMINAL PROBLEMS Five problems have led to a substance of work in computer algebra not found for anyother of its problem areas, if we exclude the arithmetic discussed before. Each of these has also initiated a major implementation effort.
Factorization
The twod omains basic to factorization are the integers Z,a nd multivariate polynomials overa field F[x 1 ,..., x n ]. In the latter, F is typically an algebraic extension of the rationals or the integers modulo a prime number.I nteger factorization is, strictly speaking, a problem in computational number theory,and manyalgorithms utilize number theoretic properties. Refer to the survey byPomerance (1984) [137] for the work until 1984. Recently,the use of elliptic and hyperelliptic curves has led to a newapproach in integer factoring and primality testing (Lenstra 1986 [109]; Goldwasser & Kilian 1986 [63] ; Adleman & Huang 1987) [3] . This approach leads to both a randomized primality test that certifies its inputs ≤ N to be prime and has (log N ) O (1) expected running time, and to a factorization procedure that has constant space requirement and works well on numbers with fairly manyf actors (Montgomery 1987) [122] . Previously known primality testing procedures establish the primality of their inputs either with overwhelming probability of being right [that probability being independent of the input number (Solovay& Strassen 1977 [163] ; Rabin 1980a)] [138] , or with correctness that is subject to an unproven extension of the Riemann hypothesis (Miller 1976 [117] ; Bach 1985) [9] . It is fair to say that today prime numbers can be recognized and generated feasibly in both a strong theoretical and practical sense. These developments are definitely useful in computer algebra tasks -for instance, for probabilistically verifying polynomial identities (Schwartz 1980) [157] . On the other hand, the fact remains that factoring an arbitrary integer ≤ N by anyo ft he fastest known probabilistic methods requires at least exp( √    log(N )log(log N )) 1+o (1) steps. This computational difficulty of integer factoring has led to the belief that integer multiplication is an irreversible process with respect to the resources required to undo it. Modern cryptographyi sb ased on this hypothesis, and with it encoding schemes could be provens ecure (Goldwasser & Micali 1984) [64] .
We now come to the problem of factoring polynomials. Isaac Newton'sclassical approach (see van der Waerden 1953) [176] reduces the problem to integer factorization, but the problem of factoring the arising integers remains computationally difficult. For evidence, see Monagan (1986) [121] , who provides an irreducibility test based on Newton'smethod. It is a fine example of computer algebra work to remove this exponential complexity from the polynomial factoring problem and today multivariate polynomial factorization is theoretically and practically feasible. Consider the following far reaching theorem.
Theorem (Kaltofen 1987a In fact, the algorithm first finds straight-line programs for all irreducible factors of f and then converts those programs to sparse representation, with abortion if the polynomials have more than t terms. A consequence is, for example, that the factorization of the polynomial in Figure 2 can be found automatically event hough the polynomial has 14,379 terms. Ic onsider the above theorem to be the culmination to date of work begun in the mid-1950s on the polynomial factoring problem. Instead of referring to the extensive literature available now, I note belowwhat I consider the stepping stones toward the above theorem. For more detailed information, consult the twosurvey articles (Kaltofen 1982c [74] 4.
An interpolation and lifting scheme for sparse polynomials is introduced using randomization (Zippel 1979 [57] and perform remarkably well. If the reader has a polynomial needing to be factored, I estimate that with 98% chance the appropriate procedure will be able to do the job.F or instance, the factors of the polynomial in Figure 2 were found by our system in 100 seconds. Ibelieve that no other of our seminal problems, with the exception perhaps of some of the group problems discussed next, is as far advanced towards its computational solution.
Computing with Groups
The discovery of the interconnection between finite group theory and solving a single equation by radicals, known as Galois theory,i sa lready 150 years old (van der Waerden 1953, Ch. 7) [176] . The activity on the polynomial factorization problem led to a polynomial-time solution for deciding whether the Galois group of a rational polynomial is solvable (Landau & Miller 1984) [101] . Ih ope this result will open a computational approach to classical Galois theory. However, the fundamental question of finding the Galois group of a polynomial in Q[x]inpolynomial-time remains unsolved. Since the group can have exponentially manye lements in the degree of the equation, we must ask for a concise representation, say a set of permutations generating the group. Notice that there always exists a generating set whose cardinality is the logarithm of the order of the group. Givenagenerating set of a permutation group, problems like Cardinality,M embership, Solvability, are all solvable in polynomial-time. Such results are precisely the theme of the well developed computational group theory (see Neubü ser 1982 [129] and the references there). Computer systems such as CAYLEY (Cannon 1976) [26] and CAMAC (Leon & Pless 1979) [110] provide sophisticated procedures to actually compute such answers.
Computational group theory does not lack of challenging problems such as finding a generating set for the intersection of twop ermutation groups givenb yg enerating sets. Although some applications of this theory are fairly combinatorial, as the relation to the graph isomorphism problem may indicate (Luks 1982) [114] , the link to equation solving grows evenstronger if we include matrix groups. The theory by Picard & Vessiot relates the question of finding Liouvillian solutions of linear ordinary differential equations to the solvability question of (infinite) matrix groups. Recently,this theory has been exploited to construct the remarkable decision procedures by Kovacic (1986) [95] and Singer (1981) [158] . The computational complexity of problems relating to groups multiplicatively generated by matrices overevenfinite fields must be expected to be quite high (Babai & Szemeré di 1984) [8] , and the same may be true for the general case in the Singer algorithm. Nonetheless, the group theory in Kovacic'salgorithm is simple enough to makeitworthwhile to implement it (Saunders 1981 [147] ; Smith 1984) [161] . Forthe special ODE dy/dz = f ,o r y = ∫ f dz,w en eed no group theory but the methods are not less beautiful, as we see next.
Integration in Closed Form
The calculation of a "closed form expression" whose derivative equals a givene xpression, such as
is the subject of extensive study in computer algebra. As the student of ordinary calculus learns, there are several heuristics to aid the solution of such a problem, likes ubstitution or integration by parts. These heuristics entered into the artificial intelligence approach of the pioneers in computerizing integration (Slagle 1961 [160] ; Moses 1967) [124] , but it is Risch's(1969) [140] ingenious recursive descent argument that replaces the heuristics by a full-fledged algorithm. As is known in the folklore of calculus, certain functions likes in(z)/z do not allowc losed form integration in some sense, which we can makeprecise. Let C ⊂ C and let
be a tower of complexfunction fields such that
Then F n is called an elementary Liouvillian extension of C(z).
If no extensions are by algebraics then we call F n purely transcendental. We call the constant field Cc omputable if we have effective procedures for carrying out arithmetic and testing elements for zero and for being integral. In our Expression 5,
Here is the theorem.
Theorem (Risch 1969 All trigonometric, hyperbolic, and inverse tangent functions lie in such fields K ,a nd this theorem therefore covers a wide range of functions. Surprisingly,t he approach is purely algebraic and in fact uses multivariate polynomial domains. Clearly, K is isomorphic as a field to C(z, x 1 ,..., x n )onwhich we can define a formal derivative
With this derivative C(z, x 1 ,..., x n )b ecomes a so-called differential field. An 1834 theorem by Liouville nowa llows us to restrict L and the structure of y.A ne ntirely algebraic proof was devised by Rosenlicht (1968) [143] . Expanding on these ideas (see also Ostrowski 1946 If K in the above theorem is allowed also to contain algebraic functions, the theory becomes substantially more involved and algebraic geometric in flavor. Howev er, Risch (1970) [141] announced a finite decision method in this case as well. Davenport (1981) [49] and Trager (1984) [171] have since then extensively studied this case, and a procedure for integrands built by purely quadratic extensions of Q(z)byDav enport exists for the system REDUCE.
Although ∫ exp(z 2 )dz is not elementary we can express it as − √   π i erf (iz)/2. It is natural to ask which other nonelementary integrals can nowb ee xpressed with the additional help of error function extensions. Generally,w em ay allows pecial functions as extensions from K to L that satisfy certain differential equations. In case of y =e rf (g)t his is y′ = g′ exp(−g 2 ), ignoring the scaling factor.D ecision procedures based on Liouville type theorems and the Risch approach have been devised in this setting, but here we can only refer to Singer et al (1985) [159], Cherry (1985 [36] , 1986) [35] , and Knowles (1986) [92] .
In modeling elementary functions by expressions, the tower of transcendental extensions has to be built before the Risch algorithm can be applied. That means in particular that we must have a transcendence test for exponentials and logarithms. Known algorithms for these are based on so called structure theorems for elementary functions (Epstein & Caviness 1979 [53] ; Rothstein & Caviness 1979 [146] ; Risch 1979) [142] . The computability of arithmetic in the arising constant fields can become a problem. Inote that evenin Q(exp(1), π )zero-testing hinges on the hypothesis of algebraic independence of exp (1) and π .T he interpretation of expressions as meromorphic functions must also account for suitable branch selection of multivalued functions (such as a log), and an appropriate representation for this mathematical knowledge remains a challenge. However, once the embedding into a tower of fields is found, the integration algorithms are independent of the particular meromorphic model of these differential fields (Risch 1969 [140] , Proposition 2.3).
There is a remarkable similarity between the problem of integration in closed form and the problem of summation in closed form, which we only mention in passing (Gosper 1978 [66] ; Karr 1985) [91] .
Solving Systems of Polynomial Equations
In the later half of the last century,t he theory of invariants constituted a main subject of mathematical research. The fundamental insight to solving systems of polynomial equation was obtained in this setting, the Hilbert Nullstellensatz. Let us first establish a bit of modern terminology.T he algebraic variety of a system of polynomial equations f 1 ,..., f r ∈ C[x 1 ,..., x n ]i s the set of their common zeros,
The ideal generated by f 1 ,..., f r over C[x 1 ,..., x n ]isthe set of all linear combinations
Nowaversion of the Nullstellensatz states that
In particular,
By Expression 6 solvability of polynomial systems is related to polynomial ideal membership, the "Hauptproblem:"
The decidability of the ideal membership is long known (Hermann 1926 ) [70] , because the existence of h i with deg
n ,where d =max {deg( f i )},incase of membership can be guaranteed and reduces the problem to solving a (large) linear system in the unknown term coefficients of the h i .T he degree bound has been improvedb yL azard (1977) [104] to
n/2 ). In 1965 Buchberger invented an important newa pproach to polynomial ideal manipulation. First the generating set f 1 ,..., f r is rewritten into a newbasis f * 1 ,..., f * s for the same ideal, which has strong completeness properties. In particular,w ith respect to this so-called Grö bner or standard basis and with a generalized polynomial remainder process we have
Another property of Grö bner bases is best demonstrated by an example (Trinks 1978) 172 . For the input basis, for instance, Gr öbner bases can be used as a tool for manypolynomial ideal theoretic operations, which fortunately has recently been surveyed in the article (Buchberger 1985a ) [20] .
The polynomial ideal membership problem is extremely difficult from a complexity theory point of view. Itcan be shown that ideal membership is exponentially space hard as a function of n,the number of variables (Cardoza et al 1976 [29] , Mayr & Meyer 1982) [115] . Therefore, the Gr öbner basis construction and generalized remaindering is for general inputs a complexp rocedure. In light of the popularity of the Grö bner basis algorithm, surprisingly little is known on classifying ideals according to their computational complexity,ameasure that has yet to be made precise. Bayer &S tillman (1985) [10] have made an attempt to measure ideal complexity in terms of m-regularity,but compared to the notion of straight-line complexity for individual polynomials, we have almost no insight whyc ertain polynomial ideals are difficult and others are easy to manipulate, both of which phenomena have repeatedly been demonstrated by the Gr öbner basis method.
The special and from a geometric point of viewm ore important question whether a polynomial system is solvable -that is, membership of 1 (see Expression 6), can be shown to have much smaller complexity.T he recently announced degree bounds by Brownawell (1986) [19] 
lead to an algorithm of subexponential time with respect to the dense term count of the f i .T his result already followed from the work announced earlier by Grigoryev&C histov( 1984) [67] . Fors parse polynomials, it is relatively easy to showc o-NP hardness of the solvability problem (Agnarsson et al 1984) [4] , and exponential dependence on n will therefore remain.
Even though solvability of polynomial systems is from the complexity point of viewa n easier problem than ideal membership, the best computerized attack on anysuch problem to-date appears the Grö bner basis construction. Indeed, well-tuned implementations are available (Boege et al 1986) [13] , and further speed-ups may be expected from an increased understanding of its relationship to classical elimination by resultants (van der Waerden 1953) [176] and linear system solving.
Gr öbner bases have recently been used in Wu's( 1978) [182] algebraic approach of geometrical theorem proving (Kapur 1986 [89] ; Kutzler & Stifter 1986) [99] ; but when using this method, statements in geometry cannot easily be refuted, since a counterexample has the added restriction that its parameters be real numbers. However, ane venl arger theory encompassing inequalities and first order quantification still remains decidable, which is our last problem.
Decision Methods for Elementary Algebraand Geometry
Sentences in the elementary theory of real numbers are constructed from polynomials f i (x 1 ,..., x n ) ∈ Q[x 1 ,..., x n ]b yt he predicate symbols =0, ≠0, > 0, the Boolean operators and, and or,and the first order quantifiers V -x j ,and  x j .F or example, the sentence
expresses the geometrical statement that the ellipsoid givenbythe real quantities x 0 , y 0 , a,and b lies entirely within the unit circle. It is Tarski'saccomplishment (published in 1948) to showthat the truth or falsehood of a sentence in the theory of real closed fields can be decided by an algorithm in a finite number of steps. One important principle is that of elimination of quantifierse.g., that for the above sentence one can find a quantifier free sentence in x 0 , y 0 , a,and b,whose real solutions, which form a so-called semi-algebraic set, are exactly the quadruples for which the sentence is true.
Tarski'so riginal algorithm has a horrendous complexity,b ut much better algorithms have been found since then. The sophisticated 1975 approach by Collins is based on decomposing a semi-algebraic set into cylindrical cells. Projections by resultants and exact real root isolations (discussed in the arithmetic section above)are a major tool in this cell decomposition algorithm. Irecommended the article by Arnon et al (1984) [7] , which givesanintroductory account of this method, and the one by Collins (1982) [43] which contains a full set of references to the classical and modern literature. Unfortunately,t he general problem again requires at least exponential time in the number of variables (Fischer & Rabin 1974) [54] . Nonetheless, Arnon (1985) [6] has managed to solveselected nontrivial problems by his implementation of the cylindrical algebraic decomposition method. Aquantifier-free formula to Expression 7 can be found in Lauer (1977) [102] . Perhaps entire subtheories, likeW u'st heory of geometry,c an be computerized successfully with these newalgorithms.
LINKAGES
Computer algebra has connections to various areas inside and outside computer science. The major ones, which could themselves be considered as sub-disciplines within computer algebra, are nowdiscussed.
Parallel Algorithms
As parallel computers become available, computer algebra systems will benefit from their increased performance. Some algorithms are obviously executable in parallel -the Chinese remainder imaging scheme, or the probabilistic elliptic curvef actoring algorithm, to name but two. In these applications of parallel computing the task gets distributed to several processors, each of which is required to possess relatively large computing power.T he arithmetic is speeded-up by a finer grain of parallelism available, for example on a vector computer,a nd this will require the redesigning of some of the basic algorithms. Fortunately,c omputer algebra can borrowf rom a significant amount of research done already on this subject. Fore xample, carry save integer addition and multiplication, the systolic algorithms for integer and polynomial GCD (Brent & Kung 1983 [16] ; Yun & Zhang 1986) [185] , for linear system solving Leiserson'swork (1983) [105] , or the FFT algorithm performed on a butterfly network can servea sas tarting point. It is the challenge of the immediate future to adapt such concepts to the needs of computer algebra and to incorporate them into our systems. On the theoretical side, the theory of problem solving by circuits of polylogarithmic depth has receivedmuch attention, refer to the surveysby Cook (1985) [45] and von zur Gathen (1986) [60] . That work may prove useful to computer algebra in the more distant future.
Logic Programming and Simplification
One main task in computer algebra is to transform mathematical expressions into simpler ones. The notion of simplicity itself is subjective,a nd different approaches are compared by [125] and [23] . One such concept prescribes simplification to canonical forms (as in Caviness 1970) [30] , which means that the simplified versions of different expressions with the same meaning must be identical. The generalized remainders of multivariate polynomials computed with respect to Grö bner bases discussed earlier turn out to be such canonical normal forms. Loos observed that the Grö bner basis construction is very similar to the so-called Knuth-Bendix completion procedure for equational theories, and much recent work has been directed to formalizing this relationship (e.g. by Kandri-Rody & Kapur 1983 [87] ; Winkler 1984) [181] . As ound foundation for algebraic simplification is therefore the theory of term rewriting, which is discussed in the survey article by Buchberger (1985b) [21] The logic programming approach to simplification deals with expressions purely syntactically,w hich is both its strength [the algorithms are well suited for computer implementations (Kapur & Sivakumar 1984) ] [90] , and its weakness [the approach is oblivious to additional mathematical knowledge about the problem]. As an example we offer the problem of simplification of expressions with radicals (Caviness & Fateman 1976 [32] ; Borodin et al 1985 [14] ; Zippel 1985) [190] , which is strongly connected to Galois theory.N onetheless, term rewriting is the most powerful general tool for algebraic simplification to date.
Canonical simplifiers can be used to test the equality of twoe xpressions. On the other hand, if we represent expressions by straight-line programs, canonical normal forms are difficult to obtain. However, equality testing can be accommodated by a modern randomized algorithm, which evaluates the programs at random points modulo a large random prime number (Schwartz 1980 [157] ; Ibarra & Moran 1983 [72] ; Gonnet 1984) [65] . Therefore, with respect to the identity problem canonical forms are generally not as important anylonger.
Algebraic simplification is perhaps the trickiest problem in computer algebra, and fully satisfactory solutions can only be expected from future research.
Language and System Design
One of the biggest successes in computer algebra is the fact that the algorithms are not just designed by pencil and paper but are available within systems of substantial dimension. The systems MACSYMA, muMATH, and REDUCE are second-generation general-purpose Computer Algebra systems based on LISP; the system SAC/2 is based on FORTRAN; and the systems MAPLE and SMP are based on C; but all of them are programmable in their own language. For example, the problem in Expression 1 (see the introduction) could be carried out by MACSYMA on a SYMBOLICS 3670 in 38 seconds. In my view, SCRATCHPAD/II (Jenks 1984) [73] begins an ew generation of computer algebra systems because of its abstract data types (at last, a program for Gaussian elimination can be written, in which the entries lie in an abstractly denoted field) and because of its domain building capabilities. Other such systems are NEWSPEAK (Foderaro 1983) [56] and VIEWS (Abdali et al 1986) [2] , but compared to SCRATCHPAD/II these other efforts are still in their experimental stages. Abstraction mechanisms will find their wayi nto most computer algebra implementation efforts, if not on the user levelt hen at least for library package programming.
Aside from general purpose system design, selected specialized efforts are noteworthy, such as generation of optimized FORTRAN code from symbolic solutions (Gates 1986 [58] ; Wang 1986) [179] , or the design of user friendly interfaces custom tailored for formula entry (Smith & Soiffer 1986) [162] .
Activities Outside Computer Science
It is not unreasonable to conjecture that most users of computer algebra systems are not computer scientists. Ia mn ot in a position to survey the application and assess the impact of computer algebra in the mathematical and natural sciences, in engineering, and in mathematical economy,b ut instead refer the reader to the article by Calmet & van Hulzen (1982) [25] and to the application letters in the Journal of Symbolic Computation. As computer algebra systems become available on personal computers (Stoutemyer 1985a) [165] , I expect that teaching the universal arithmetic will be influenced by its automation, perhaps as strongly as calculators have changed education in basic arithmetic. Foranexperimental study,see Char et al (1986) [34] .
CONCLUSION
Anyi ntellectual activity that enlists mathematics as one of its tools ultimately needs to manipulate mathematical expressions. Computer algebra puts the burden of "formula crunching" on computing machines. The design of efficient algorithms and systems that can solves uch symbolic computation tasks successfully requires great ingenuity,b ecause the classical approach is likely to fail, as modern computation complexity theory can evenp rove.H ere I have listed seminumerical arithmetic and fivem ajor problem areas as the hallmarks of today'sc omputer algebra. In order to see these accomplishments at work, the reader is encouraged to test the locally available computer algebra system with his favorite symbolic problem. Eventually,some shortcomings of the algorithms and systems will be revealed to the user.A ttimes, these difficulties are caused by a lack of manpower to refine and implement the best known algorithms. But there are situations for which we have just begun a computerized attack, be it to use parallel computing power or to classify problems according to their intrinsic computational complexity and identify and solvet he easy ones. Clearly,m anyp roblems are temptingly open, but the state of the art in computer algebra might already impress the ghost of Isaac Newton.
