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We consider the quantum first detection problem for a particle evolving on a graph under repeated
projective measurements with fixed rate 1/τ . A general formula for the mean first detected transition
time is obtained for a quantum walk in a finite-dimensional Hilbert space where the initial state
|ψin〉 of the walker is orthogonal to the detected state |ψd〉. We focus on diverging mean transition
times, where the total detection probability exhibits a discontinuous drop of its value, by mapping
the problem onto a theory of fields of classical charges located on the unit disk. Close to the
critical parameter of the model, which exhibits a blow-up of the mean transition time, we get
simple expressions for the mean transition time. Using previous results on the fluctuations of the
return time, corresponding to |ψin〉 = |ψd〉, we find close to these critical parameters that the mean
transition time is proportional to the fluctuations of the return time, an expression reminiscent of
the Einstein relation.
I. INTRODUCTION
A closed quantum system is prepared in some initial
state and evolves unitarily over time. Our aim is to mon-
itor the evolution of this system by repeated projective
measurements until a certain state is detected for the
first time. A corresponding simple classical [1, 2] example
would be to take a picture of a rare animal in the wilder-
ness. For this purpose a remote camera takes pictures
at a fixed rate, and the camera’s software checks imme-
diately whether the rare animal is on the last picture or
not. Once the animal is caught on the last snapshot the
process stops. It is obvious that we may miss the first
appearance of the animal in the process. But when we
continue long enough we might be lucky. The theoretical
question is, what would be “long enough” to detect the
animal at a given measurement rate?
Quantum walks are well investigated both theoretically
and experimentally [3–8]. Also the quantum first detec-
tion problem, for a quantum walk on a graph has been
considered in detail [9–20] , as part of a wider investiga-
tion of unitary evolution pierced by measurements [21–
28]. The rate 1/τ at which we detect the particle on a
given site becomes a crucial parameter, for example, if we
sample too fast the “animal” cannot be detected at all
due to the Zeno effect. This implies that there exist spe-
cial sampling times that are optimal, in the sense that the
detection time attains a minimum. Indeed it was shown
by Krovi and Brun [10–12] that on certain graphs, due to
constructive interference, the quantum search problem is
highly efficient. At the same time, these authors noted
that in other cases, destructive interference may render
the quantum search inefficient in the sense that the hit-
ting time even for a small system can be infinity (unlike
classical random walks on a finite graph). In this paper
we use a recently proposed quantum renewal equation
[19] to find the average time of a quantum walker start-
ing on |ψin〉 to be detected on |ψd〉.
We employ stroboscopic sampling, which allows for
considerable theoretical advance, with generating func-
tion technique. It is hoped that in the long run, this
type of investigation will lead to advances in quantum
search algorithms [9, 29–32]. More importantly, in this
work we map the problem of calculating the averaged
transition time to a classical charge theory. We show
how the mean quantum transition time is related to the
stationary points of a set of classical charges positioned
on the unit circle in the complex plane with locations
exp(iEjτ). This charge picture was previously promoted
in the context of the return problem [13] (|ψin〉 = |ψd〉),
while here we use this method to solve the transition
problem. These two problems exhibit vastly different be-
havior. For the return problem the mean return time
is quantized, since it is given as a topological invari-
ant which is the winding number of the wave function
[13, 33]. In our problem this is equal to the dimensional-
ity of the underlying Hilbert space with non-degenerate
eigenvalues of the back-folded spectrum. Thus, the av-
erage return time is independent of the sampling rate.
In contrast, the transition time is very sensitive, for in-
stance, to the sampling rate 1/τ , and its behaviors are
highly non-trivial [19].
The rest of this paper is organized as follows: In Sec.
II we define our model and the degeneracies caused by
the sampling time τ . Then we derive our first main result
the mean first detected transition (FDT) time in Sec. III.
We find the general relation of the transition time and re-
turn time fluctuations in Sec. IV. In Secs. V,VI,VII, VIII
we study some characteristic diverging transition times,
where special relations for the transition time and the re-
turn fluctuations are found. This includes some examples
to confirm our theory. We close the paper with discus-
sions and a summary in Sec. IX. Detailed calculations
are presented in the appendices.
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2FIG. 1. Schematic plot of the first detected transition problem
in quantum walks. The quantum particle is prepared at the
initial state (black cat) at t = 0 and evolves unitarily (gray
cats) in the detection free interval τ . And measurements (the
magnifying glass) are performed every τ units of time. Here
−/+ means before/after measurement. In the failed attempts
t = τ , the detector collapses the wave function at the detected
state. We repeat this process until the quantum particle is
successfully detected (for example, here t = 2τ). The question
is how long it takes to find the quantum particle.
II. MODEL AND FORMALISM
A. Stroboscopic Protocol
We consider a quantum particle prepared in the state
|ψin〉, for instance on a node of the lattice or other
graphs. The evolution of this quantum particle is de-
scribed by the time-independent Hamiltonian H accord-
ing to the Schro¨dinger equation. As an example consider
a one-dimensional tight-binding model in discrete posi-
tion space with nearest neighbor hopping:
H = −γ
N∑
x=−N
(|x〉〈x+ 1|+ |x+ 1〉〈x|). (1)
However, our general formalism does not rely on a spe-
cific Hamiltonian, as long as we are restricted to a finite-
dimensional Hilbert space.
In a measurement the detector collapses the wave func-
tion at the detected state |ψd〉 by the projection operator
D = |ψd〉〈ψd|. For simplicity one may assume that |ψd〉 is
yet another localized node state of the graph, however our
theory is developed in generality. We perform the mea-
surements with a discrete time sequence τ, 2τ, · · · , nτ un-
til it is successfully detected for the first time. Then the
result of the measurements is a string: “no, no, · · · ,no,
yes”. In the failed measurements the wave function col-
lapses to zero at the detected state, and we renormalize
the wave function after each failed attempt. The event
of detecting the state |ψd〉 for the first time after n at-
tempts implies that n − 1 previous attempts failed and
this certainly must be taken into consideration. Namely
the failed measurements back fire and influence the dy-
namics, by erasing the wave function at the detected
state. Finally, the quantum state is detected and the
experiment is concluded (see Fig. 1). Hence the first
detection time is t = nτ .
The key ingredients of this process are the initial state
|ψin〉 and the detected state |ψd〉, which characterize this
repeated measurements problem. If the initial state is the
same as the detected state, namely 〈ψin|ψd〉 = 1 we call
this case the first detected return (FDR) problem, which
has been well studied by a series of works [13, 16, 33–
35]. In the following we investigate the FDT problem,
where 〈ψin|ψd〉 = 0. This transition problem describes
the transfer of the quantum state from |ψin〉 to |ψd〉 in
Hilbert space. The time this process takes is of elemen-
tary importance. Since the results in each experiment
are random, we focus on the expected FDT time 〈n〉τ ,
which gives the average quantum transition time in the
presence of the stroboscopic measurements.
During each time interval τ the evolution of the wave
function is unitary |ψ(nτ−)〉 = U(τ)|ψ[(n−1)τ+]〉, where
U(τ) = exp (−iHτ) (we set ~ = 1 in this paper) and
−/+ means before/after measurement. Let φn be the
FDT amplitude, the probability of the FDT in the n-
th measurement is Fn = |φn|2. If the particle is de-
tected with probability one (see further details [36]),
which means
∑∞
n=1 |φn|2 = 1, the mean FDT time is〈t〉 = τ∑∞n=1 n|φn|2. As we will soon recap, φn can be
evaluated from a unitary evolution interrupted by projec-
tive measurements. However, there exist a deep relation
between φn and the unitary evolution without interrupt-
ing measurement.
B. Brief summary of the main results
Before we start with the general discussion of the evo-
lution of a closed quantum system under repeated mea-
surements, we would like to summarize the main results:
Repeated measurements interrupt the unitary evolution
by a projection after a time step τ . This has a strong ef-
fect on the dynamical properties, which can be observed
in the transition amplitude φn of Eq. (2). The unitary
evolution exp (−iHτ) is controlled by the energy spec-
trum. The overlaps {pk} and {qk} in Eqs. (22,23) are
crucial in that they connect the eigenstates of H and the
initial and measured states. The non-unitary evolution
is characterized by the zeros of the polynomial Eq. (27)
and these overlap functions. Those zeros are formally
3related to a classical electrostatic problem [13]; namely
they are the stationary points of a test charge in a sys-
tem with charges on the unit circle, which is defined in
Eq. (30). After solving this electrostatic problem, the
zeros are used to calculate, for instance, the first detec-
tion amplitude with Eq. (36), the divergent behavior of
the mean FDT time near degenerate points in Eq. (38),
and a generalized Einstein relation between the mean
FDT time and the FDR variance in Eqs. (41,42). This
leads us to the conclusion that the mean FDT time, i.e.
the mean time to reach a certain quantum state, is very
sensitive to the time step τ of the measurements. In par-
ticular, degeneracies of the back-folded spectrum in Eq.
(19) can lead to extremely long times for the detection of
certain quantum states. Based on this general approach,
we have calculated the mean FDT for a two-level system
in Eq. (56), for a Y-shaped molecule in Eq. (58), and for
a Benzene-type ring in Sec. VII C.
C. Generating function
The FDT amplitude φt,n for the evolution from |ψin〉
to |ψd〉 and the FDR amplitude φr,n for the evolution
from |ψd〉 to |ψd〉 read [13, 16, 18, 19]
φt,n = 〈ψd|(e−iτHP )n−1e−iτH |ψin〉, (2)
φr,n = 〈ψd|(e−iτHP )n−1e−iτH |ψd〉, (3)
with P = 1−D = 1− |ψd〉〈ψd|. As the equations show,
the unitary evolution in the detection free interval τ is
interrupted by the operation P . The combined unitary
evolution and the projection goes with the power n− 1,
corresponding to the n − 1 prior failed measurements.
Moreover, we define the unitary transition amplitude vn
and the unitary return amplitude un as
vn = 〈ψd|e−inHτ |ψin〉, (4)
un = 〈ψd|e−inHτ |ψd〉. (5)
These amplitudes describe transitions from the initial
state to the detected state and from the detected state
back to itself, free of any measurement. Using the vn
and un, we expand Eq. (2) and (3) in P which leads
to an iteration equation known as the quantum renewal
equation [18, 19]:
φt,n = vn −
n−1∑
j=1
φt,jun−j , (6)
φr,n = un −
n−1∑
j=1
φr,jun−j . (7)
Note that the first terms vn, un on the right-hand side
describe the unitary evolution between the initial state
and the detected state and between the detected state
to itself. The second terms describe all the former wave
function returns to the detected state. These recursive
equations, together with the exact function Eq. (38) for
mean transition times, are used in the example section
to find exact solutions of the problem. In order to solve
the recursive equations a direct method is to transform
the quantum renewal equation into the frequency (or ω)
space. Since the renewal equations consist of {vj} and
{uj}, we need to transform these quantities into ω space
first. Using Eqs. (4,5) we have
vˆ(ω) :=
∞∑
n=1
einωvn = 〈ψd|(eiτH−iω − 1)−1|ψin〉, (8)
uˆ(ω) :=
∞∑
n=1
einωun = 〈ψd|(eiτH−iω − 1)−1|ψd〉. (9)
The analogous calculation for the amplitudes φt,n, φr,n
leads to
φˆt(ω) ≡
∞∑
n=1
eiωnφt,n = 〈ψd|Aω|ψin〉, (10)
φˆr(ω) ≡
∞∑
n=1
eiωnφr,n = 〈ψd|Aω|ψd〉. (11)
where Aω = (e
iτH−iω − P )−1. The initial state |ψin〉
distinguishes the return and transition problem. Aω is
related to the Green’s function (eiHτ/z − P )−1 of the
non-unitary evolution [37]. Its poles are the solutions
of det(1/z − PU(τ)) = 0. We will see later that these
poles are essential for the evaluation of the mean FDT
time. This property implies that the repeated measure-
ment protocol can be possibly related to open quantum
systems, in the sense that the measurements acting on
the system is equivalent to the interaction between envi-
ronment and the system [38, 39]. Thus we believe that
further research on this topic is worth while.
Using the identity (1 + B)−1 = 1 − B(1 + B)−1, we
obtain
〈ψd|Aω|ψin〉 = vˆ(ω)− uˆ(ω)〈ψd|Aω|ψin〉, (12)
〈ψd|Aω|ψd〉 = uˆ(ω)− uˆ(ω)〈ψd|Aω|ψd〉. (13)
Then the generating functions for the amplitude φt and
φr read
φˆt(ω) =
vˆ(w)
1 + uˆ(w)
, φˆr(ω) =
uˆ(w)
1 + uˆ(w)
. (14)
In the return problem, the initial state and detected state
coincide, so the generating function only contains uˆ(w).
Whereas in the transition problem the symmetry is bro-
ken leading to the term vˆ(w) in the numerator.
4A continuation of the phase factor exp (iω) from the
unit disk to the parameter z in the complex plane is con-
venient for further calculations. This leads to [19]
φˆt(z) =
〈ψd|Uˆ(z)|ψin〉
1 + 〈ψd|Uˆ(z)|ψd〉
, (15)
φˆr(z) =
〈ψd|Uˆ(z)|ψd〉
1 + 〈ψd|Uˆ(z)|ψd〉
, (16)
where Uˆ(z) =
∑∞
n=1 z
nU(nτ) = zU(τ)/(1 − zU(τ)) is
the Z (or discrete Laplace) transform of U(nτ). The dif-
ference between Eq. (15) and Eq. (16) is again only the
numerator.
D. Pseudo Degeneracy
The degeneracy of the energy levels plays a crucial role
in the problem. For instance, a geometric symmetry of
the graph can introduce such degeneracies. What is spe-
cial here is that the measurement period τ leads to a new
type of degeneracy of the distinct energy levels. This de-
generacy is rooted in the stroboscopic sampling under
investigation.
For an arbitrary Hamiltonian H which has w non-
degenerate energy levels, the eigenvalues {Ek}k=0,...,w−1
of the Hamiltonian H and the corresponding eigenstates
{|Ekl〉}k=0,...,w−1 with 1 6 l 6 gk, where gk is the degen-
eracy, can be used to express the matrix elements of Eq.
(4) and Eq. (5) in spectral representation as
vn =
w−1∑
k=0
{ gk∑
l=1
〈ψd|Ekl〉〈Ekl|ψin〉
}
e−inEkτ , (17)
un =
w−1∑
k=0
{ gk∑
l=1
|〈ψd|Ekl〉|2
}
e−inEkτ . (18)
These expressions are invariant under the change Ekτ →
Ekτ+2pij for integer j. Thus, the eigenvalues Ek, Ek′ are
effectively degenerate if Ekτ = Ek′τ + 2pij. Therefore,
rather than the scaled eigenvalues {Ekτ} (which will be
called simply eigenvalues subsequently), the back-folded
eigenvalues {E¯kτ}
E¯kτ = Ekτ(mod 2pi) − pi 6 E¯kτ < pi, (19)
determine the dynamics at fixed τ . This can also be
understood as the mapping Ekτ → e−iEkτ from the real
axis to the unit circle on the complex plane [13] (see Fig.
2). Here it is possible to change the value of τ until τ = τc
which leads to [13, 19, 36]
|Ek − Ei|τc = 2pij, (20)
where j is an integer. Thus, there are degeneracies of
the back-folds eigenvalues for this critical τc. Since the
back-folded spectrum is relevant for the FDR/FDT and
FIG. 2. Schematic behaviors of (A) the scaled Hamiltonian
spectrum Ekτ and (B) the phase e
−iEkτ under a change of
the sampling time τ . The arrows indicate the movements
of the scaled energy levels (Ekτ) when increasing τ . The
positive (blue dots) and the negative (red dots) energy levels
are well separated in (A). After mapping to the unit circle
Ekτ → e−iEkτ they are not separated all the time, moving
on the unit circle making fusion of the phases possible. In
particular, the case (right) can lead to degeneracies in the
back-folded spectrum and to very large mean transition times.
not the spectrum of H itself, these degeneracies affect
the discrete dynamics, even if the eigenvalues {Ek} of H
are non-degenerate.
The quantum problem has a classical counterpart
known as the first passage problem. The two problems
exhibit vastly different behaviors, as might be expected.
Let Pdet =
∑∞
n=1 |φn|2 be the total detection probability.
Unlike classical random walks on finite graphs, here one
can find the total detection probability less than unity.
The quantum particle will go to some “dark states”,
where they will never be detected [36, 37, 40].
In Ref. [36, 37] it was shown that Pdet < 1 when the
Hilbert space is split into two subspaces dark and bright.
The dark states can arise either from degeneracies of the
energy spectrum or from energy levels that have no over-
lap with the detected state. The main focus of this paper
is on cases where the total detection probability is unity
(otherwise the search is clearly not efficient). Thus In
our system we have Pdet = 1, except for special sampling
times, given by Eq. (20). On these sampling times the
detection probability is sub-optimal. Close to these sam-
pling times the mean time for detection will diverge, and
one of our goals is to understand this behavior.
5E. Zeros and Poles
From φˆ(z) =
∑∞
n=1 z
nφn we extract the amplitude φn
by the inverse transformation [19]
φn =
1
2pii
∮
γ
φˆ(z)z−n−1dz, (21)
where γ is a counterclockwise closed contour around the
circle of the complex plane with |z| < 1, where φˆ(z) is an-
alytic. To perform the integration, we must analyze φˆ(z).
In Eqs. (15,16) the denominators only contain the state
|ψd〉 and not the initial condition |ψin〉, for both the FDR
and FDT case. The poles outside the unit disc in turn
will determine the relaxation pattern of φn (see below).
To progress in our study of the transition problem we
will use recent advances on the properties of the return
problem [13, 33]. For this purpose we study the connec-
tion between the return and the transition problem more
explicitly. First, we define the overlap functions pk and
qk of the initial/detected state as
qk =
gk∑
l=1
〈ψd|Ekl〉〈Ekl|ψin〉, (22)
pk =
gk∑
l=1
|〈ψd|Ekl〉|2, (23)
which correspond to the distinct energy level Ek with de-
generacy gk. qk contains both detected and initial states
while pk is only related to |ψd〉. These expressions in-
dicate that pk is real and non-negative while qk is com-
plex. The normalization of the energy eigenstates imply∑w−1
k=0 pk = 1. On the other hand,
∑w−1
k=0 qk = 0, since
the initial state and detected state are assumed to be
orthogonal in the transition problem.
Next, we write the generating function in spectral rep-
resentation as before, using eigenstates |Ekl〉 and the
corresponding gk-folded eigenvalues Ek. By multiplying
both numerator and denominator
∏w−1
k=0 (e
iEkτ − z), we
express φˆt(z) and φˆr(z) as
φˆt(z) =
Nt(z)
D(z) , φˆr(z) =
Nr(z)
D(z) . (24)
Using qk and pk we can express Nt(z), Nr(z) and D(z)
as
Nt(z) = z
w−1∑
i=0
qi
[ w−1∏
k=0,k 6=i
(eiEkτ − z)
]
, (25)
Nr(z) = z
w−1∑
i=0
pi
[ w−1∏
k=0,k 6=i
(eiEkτ − z)
]
, (26)
D(z) =
w−1∑
i=0
pie
iEiτ
[ w−1∏
k=0,k 6=i
(eiEkτ − z)
]
. (27)
The only difference between the Nr(z) and Nt(z) is that
the qi in the former is replaced with pi in the latter. So pi
and qi characterize the generating function of the return
and the transition problem. Nr(z) and D(z) share the
same multiplication term, each depending on the same
group of real numbers pi and {Ei}. A straightforward
calculation shows that the two polynomials are related
[19]:
D(z) = (−1)w−1ei
∑
j Ejτzw[Nr(1/z∗)]∗. (28)
From Eqs. (15,16) the poles of the return and tran-
sition problem are identical. These poles, denoted
by Zi, are found from the solutions of D(Z) = 0.
We also define the zeros of the generating function
in the return problem, denoted by zr,i. The latter
are given by Nr(z) = 0. From Eq. (28), D(z) =
(−1)w−1ei
∑
j Ejτzw[Nr(1/z∗)]∗ = 0 yields Zi = 1/z∗r,i.
Hence transition poles Zi are given by
Zi =
1
z∗r,i
, zr,i 6= 0. (29)
The key point is that the {Zi} describe both the tran-
sition problem investigated here and the return problem
[13]. Subsequently, we write zr,i as zi for simplicity. Eq.
(29) gives us a way to find the poles Zi which are essential
for the amplitude φn, namely using the return zeros zi,
which have been studied already in the return problem
[13, 33].
F. Charge Theory
As already discussed before, the central goal is to de-
termine the zeros {zi}. A very helpful method in this
regard was proposed by Gru¨nbaum et al. [13], who
mapped the return problem to a classical charge theory.
More importantly, the classical charge theory provides
an intuitive physical picture from which we can under-
stand the behavior of the poles. Using Eq. (26) for
the zeros of Nr(z) with some rearrangement, we have
z
∑w−1
k=0 pk/(e
iEkτ −z) = 0. Neglecting the trivial zero at
the origin we must solve
F(z) =
w−1∑
k=0
pk
eiEkτ − z = 0. (30)
F(z) can be considered as a force field in the complex
plane, stemming from charges pk whose locations are
eiEkτ on the unit circle. Then the zeros {zi} of Nr(z)
are the stationary points of this force field. Since there
are w charges which corresponds to the number of the
discrete energy levels, we get w − 1 stationary points in
this force field from Eq. (30). All the zeros are inside the
unit disc, which is rather obvious since all the charges
have the same sign (pk > 0). The physical significance
of this is that the modes of the problem decay. More
precisely, the zeros are within a convex hull, whose edge
6is given by the position of the charges, hence |zi| < 1.
Then Eq. (29) implies |Zi| > 1, i.e. the poles lie outside
the unit circle.
III. FDT TIME
In this section we focus on finding the general expres-
sion for the mean FDT time. We assume 〈ψd|ψin〉 = 0
which is the definition of “transition”. Since 〈t〉 = τ〈n〉 =
τ
∑∞
n=1 n|φn|2, the first step is to find the amplitudes φn,
describing the detection probability for the n-th attempt.
We start from the generating function of the FDT prob-
lem Eq. (15):
φˆt(z) =
z
∑w−1
i=0 qi
[∏w−1
k=0,k 6=i(e
iEkτ − z)
]
∑w−1
i=0 pie
iEiτ
[∏w−1
k=0,k 6=i(eiEkτ − z)
] , (31)
The numerator Nt(z) reads with the polynomial G(z)
Nt(z) = z
w−1∑
i=0
qi
[ w−1∏
k=0,k 6=i
(eiEkτ − z)
]
= zG(z). (32)
Using
∑
i qi = 0, it is not difficult to show that
deg(D(z)) > deg(G(z)) (see details in Appendix A). We
rewrite the generating function by “general partial de-
composition” for isolated poles of the denominator and
a polynomial G(z) of order smaller than w − 1. Us-
ing the w − 1 poles {Zi} we found before, we rewrite
D(z) = β(z − Z1)(z − Z2) · · · (z − Zw−1) (β is the coeffi-
cient of zw−1, see Appendix A). Then we obtain
G(z)
β(z − Z1)...(z − Zw−1) =
w−1∑
i=1
Ci
Zi(z − Zi) , (33)
where Ci is given by
Ci =
Zi
2pii
∮
γi
G(z)
β(z − Z1) · · · (z − Zw−1)dz
=
Nt(Zi)
β
∏
k 6=i
1
Zi − Zk . (34)
The contours γi enclose only Zi but not {Zk}k 6=i. Since
Zi is the pole of [D(z)]−1, we can rewrite the multiplica-
tion as β−1
∏
k 6=i(Zi − Zk)−1 = [∂zD(z)]−1|z=Zi , hence
Ci =
Nt(Zi)
∂zD(z)|z=Zi
. (35)
This allows us to rewrite the generating function as
φˆt(z) =
∑w−1
i=1 zCi/[Zi(z − Zi)], where φˆt(z) is decom-
posed into the summation of the zCi/[(z−Zi)Zi] in which
there is only one pole in the denominator. With Eq. (21)
the first detection amplitude reads
φn =
w−1∑
i=1
Ci
2pii
∮
γ
z−n
Zi(z − Zi)dz = −
w−1∑
i=1
CiZ
−n−1
i . (36)
The probability of finding the quantum state |ψd〉 at the
nth attempt is Fn = |φn|2. Summing the geometric series
the total detection probability Pdet =
∑∞
n=1 Fn is
Pdet =
w−1∑
i,j=1
CiC
∗
j
(ZiZ∗j − 1)ZiZ∗j
. (37)
As mentioned before, other methods for finding Pdet were
considered in Ref. [36]. For a finite system, it was shown
that Pdet is independent of the measurement interval τ
except for the special resonant points in Eq. (20) where
new degeneracy appears. In finite-dimensional Hilbert
space, the total detection probability is Pdet = 1 when
all the energy levels have projection on the detected state
and the back-folded spectrum is not degenerate.
If the total detection probability is one, the detection
of the quantum state in an experiment is guaranteed.
We can define the mean FDT time 〈t〉 = 〈n〉τ , where 〈n〉
is the mean of the number of detection attempts. For
convenience, we call 〈n〉 the mean of FDT time in the
rest of the paper due to the simple relation between the
〈t〉 and 〈n〉. From 〈n〉 = ∑∞n=1 n|φn|2, together with Eq.
(36), we find
〈n〉 =
w−1∑
i,j=1
CiC
∗
j
(ZiZ∗j − 1)2
. (38)
Eqs. (30,35,38) expose how the mean FDT time depends
on the spectrum of H, the initial state |ψin〉, the detected
state |ψd〉 and the sampling time τ . Since in general the
denominator of Eq. (38) is vanishing when some Zk is
approaching the unit circle, we may have some critical
scenarios, where the 〈n〉 can be asymptotically computed
by neglecting non-diverging terms in the formal formula
Eq. (38). This leads to simpler formulas but with more
physical insights. We will investigate these cases in the
following sections.
IV. RELATION OF THE MEAN FDT TIME
AND THE FDR VARIANCE
There is a general relation between the mean FDT time
〈n〉 and the matrix {Vi,j}, describing the variance of the
FDR problem. The relation is rather general, but be-
comes especially useful when both 〈n〉 and Vr are large.
First we reformulate some of the main equations which
we will use later. The variance of the FDR time is [13]
Vr = 〈n2〉r − 〈n〉2r =
w−1∑
i,j=1
Vi,j , (39)
where Vi,j = 2/(ZiZ
∗
j − 1). Also Pdet can be written in
terms of summations over matrix elements of Pi,j :
Pdet =
∑
i,j
Pi,j , Pi,j =
CiC
∗
j
(ZiZ∗j − 1)ZiZ∗j
. (40)
7Using Eq. (38), the matrices Pi,j and Vi,j give also the
mean FDT time:
〈n〉 = 1
2
w−1∑
i,j=1
ZiZ
∗
j Pi,jVi,j . (41)
This equation relates the 〈n〉 and terms Vi,j of the Vr,
which indicates that the fluctuations of the FDR time
reveal the characteristics of the mean FDT time. Below
we show cases where one element of the summation is
dominating Vr ∼ Vs,s and |Zs| → 1 (subscript s stands
for single.), such that
〈n〉 ∼ Ps,s
2
Vs,s ∼ Ps,s
2
Vr. (42)
This is similar to the Einstein relation in the sense that
diffusivity (a measure of fluctuations) is related to mo-
bility (a measure of the average response). In the Sec.
VII we will find the exact expression for the different
scenario.
After obtaining the general results Eqs. (38,41), we
will focus on the diverging mean FDT time, where the
asymptotic 〈n〉 and its relation to Vr are developed. Eq.
(38) implies a divergent mean FDT time when |Zs| → 1.
Since |Zs| = 1/|zs|, where zs is the stationary point on
the electrostatics field, the question is whether a station-
ary point is close to the unit circle. Next we will inves-
tigate three scenarios where |Zs| → 1, using the electro-
static picture. We distinguish them into the following
cases: 1) a weak charge scenario, 2) two charges merging
picture, and finally 3) one big charge theory.
V. WEAK CHARGE
In electrostatics, when one charge becomes much
smaller than all other charges, one of the stationary
points will be close to the weak charge [13] (see Fig. 3,
where the yellow charge indicates the weak charge, and
its corresponding pole is Z0). In analogy, the station-
ary point of the moon-earth system is much closer to the
moon than to the earth. We denote this charge p0 and
the stationary point z0. The corresponding energy level
of this weak charge is E0 and its location is exp (iE0τ)
on the unit circle. Since z0 → eiE0τ , from Eq. (29) the
reciprocal pole |Z0| = 1/|z0| → 1. Using Eq. (38), the
asymptotic mean of the mean FDT time is
〈n〉 ∼ |C0|
2
(|Z0|2 − 1)2 , (43)
when p0 → 0 and |q0|/p0  1. Here we assume
|C0|2/(|Z0|2 − 1) is the dominating part of 〈n〉, and all
other terms in Eq. (38) are negligible. To find the exact
expression of 〈n〉, we first need to find the pole Z0. Using
Eq. (30) together with perturbation theory presented in
the Appendix B, we get
Z0 ∼ eiτE0 + ∗e2iτE0 , (44)
with
 =
p0∑w−1
k=1 pk/(e
iτE0 − eiτEk) . (45)
Since p0  1, eiE0τ is the leading part of Z0. Hence the
pole Z0 is located very close to the weak charge as we
expect from basic electrostatics. The other w−1 charges
give a small disturbance to Z0 if they are not close to
the weak charge. Substituting Z0 into Eq. (35), the
coefficient C0 reads (see Appendix B):
C0 ∼ − q0
p0
∗e2iτE0 . (46)
C0 is determined by the fraction of q0 and p0, the pa-
rameter  and the phase e2iτE0 which comes from the
location of the weak charge. The small parameter ep-
silon is the effect of the remaining charges in the system,
excluding the weak charge, acting on a test charge, where
the stationary point is found.
Finally, using the normalization condition
∑
k pk = 1
and 1/(1−exp[ix]) = 1/2+ i cot [x/2]/2, we get from Eq.
(43) the mean FDT time
〈n〉 ∼ |q0|
2
4p20
{
1 +
[w−1∑
k=1
pk cot [(Ek − E0)τ/2]
]2}
. (47)
The prefactor |q0|2/4p20 depends on q0 and p0 defined
in Eqs. (22,23), and they rely only on the stationary
states with energy level E0 the initial and final states,
but not on the other energy states of the system. This
prefactor is the envelope of the mean FDT time as the
cot() solution is oscillating when we modify τ . From our
assumption |q0|/p0  1 the value of this envelope is large.
The summation in the bracket shows that 〈n〉 depends on
all charges as expected.
As mentioned when Eq. (20) holds we get the merging
of two phases on the unit circle a case we will study in
detail in the next section. In the vicinity of this point
the mean FDT time diverges. So what is the physics for
this divergence? We have shown before when two energy
levels coalesce, the total detection probability Pdet is not
unity, which means the quantum particle goes to “dark
states” in the Hilbert space [36]. This divergence reflects
that the total detection probability Pdet deviates from 1,
indicating that one or more states are not accessible by
the quantum walker. We will see this connection in some
examples below.
VI. TWO MERGING CHARGES
Another case with a pole close to the unit circle is
when the phases of two charges, denoted by pa and pb,
satisfy the resonance condition exp (iEaτ) ' exp (iEbτ)
(see Fig. 3, the merging charges are colored green). As
mentioned, this means that we are close to a degener-
acy of the backfolded spectrum. It can be achieved by
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FIG. 3. Schematic plot of the cases where the poles are close to the unit disk. From electrostatics if a charge (yellow) is weak,
one stationary point denoted z0 will be close to this weak charge, hence we have one pole Z0 that is close to the unit circle (left).
Another case presented on the right is when two charges (green) are merging we also have one zero zp (or pole |Zp| = |zp|−1
close to the unit circle.
modifying H or the sampling time τ . Then the small pa-
rameter δ = (E¯b− E¯a)τ/2 measures the angular distance
between the two phases. When the two charges merge, a
related pole denoted Zp (subscript p is for pair of merging
charges), will approach the unit circle |Zp| → 1. Using
Eq. (38), for the mean FDT time 〈n〉, we get
〈n〉 ∼ |Cp|
2
(|Zp|2 − 1)2 , δ → 0. (48)
To find the pole Zp, we first treat the charge field as a
two-body system. Because by our assumption all other
charges are far away from the two merging charges. Then
we take the background charges into consideration. Using
the two-body hypothesis together with Eq. (29), we find
in perturbation theory (see Appendix C)
Zp ∼ Z(0)p + Z(1)p , (49)
here Z
(0)
p and Z
(1)
p are defined in Appendix C in Eq.
(C7). Plugging Zp into Eq. (35) yields for the coefficient
Cp
|Cp| ∼ 2δ |qapb − qbpa|
(pa + pb)2
, (50)
where |Cp| is determined by the phase difference, charges
and qk. Since δ is a small parameter, |Cp| also becomes
small when two charges merge. Substituting Cp and Zp
into Eq. (48), the mean FDT time becomes
〈n〉 ∼ (pa + pb)
2|qapb − qbpa|2
p2ap
2
b
1
τ2(E¯b − E¯a)2 . (51)
It should be noted that this formula does not include
the background, which is quite different from the weak
charge case. When two charges are merging, the expected
transition time 〈n〉 diverges since (E¯b − E¯a)2τ2 is small.
The term |qapb − qbpa|2 comes from the interference. At
the special case |qapb−qbpa|2 = 0 we have an elimination
of the resonance, meaning that the effect of divergence
might be suppresses.
VII. RELATION BETWEEN MEAN FDT TIME
AND FDR FLUCTUATIONS
When there is only one pole dominating, simple rela-
tions between the mean FDT time and the fluctuations
of the FDR time are found. We start from the general
relation Eq. (41). When the pole |Zs| → 1 we have Eq.
(42). Here Zs is a single pole approaching the unit cir-
cle, it could be either Zp for two merging charges or Z0
for one weak charge. Ps,s is the diagonal term of the
matrix {Pi,j}, which is real and positive. Based on Secs.
V,VI we can get exact expressions for Ps,s under different
circumstances.
In the weak charge regime, Ps,s ∼ |C0|2/(|Z0|2 − 1).
Substituting the C0 and Z0 into Ps,s, the ratio of the
mean FDT time and the FDR variance reads
〈n〉
Vr
∼ |q0|
2
2p0
, (52)
when energy level E0 is not degenerate, we have:
〈n〉
Vr
∼ |〈ψin|E0〉|
2
2
. (53)
From Eq. (52) and Eq. (47), we can get the expres-
sion of Vr, which confirms the result for Vr in [33]. The
beauty of this simple relation is that it only depends on
9FIG. 4. Schematic models. We perform the calculations on
different graphs. The quantum particle is prepared in the
initial state |ψin〉 and we set the detector to detect the state
|ψd〉. U is the strength of potential well or potential barrier
we set in the system. (a) Two level model. (b) Y-shaped
molecule. (c) Benzene-like ring. (d) Linear five-site molecule.
the overlap of the initial state |ψin〉 and |E0〉. So how we
prepare the quantum particle is of great importance for
the mean FDT time. The quantum particle will remem-
ber its history. Furthermore, |〈ψin|E0〉|2/2 < 1/2 implies
that the mean FDT time is bounded by one half of the
FDR variance.
For the two merging charges scenario we have Ps,s ∼
|Cp|2/(|Zp|2 − 1). Using Eqs. (49,50) gives us the ratio
〈n〉
Vr
∼ |qapb − qbpa|
2
2(pa + pb)papb
. (54)
From Eqs. (51,54) we get an expression for Vr, which was
also derived in [33]. Here the initial state |ψin〉 plays an
important role because qa and qb are related to the initial
state (unlike pa and pb). Under some special symmetry
of the system we can get pa/qa = pb/qb, such that |qapb−
qbpa|2 = 0. As mentioned, this is reflects a elimination of
the resonance because 〈n〉 will tend to some small values,
while the mean FDR variance diverges.
Remark: We may start from Eqs. (38,39), if one of
the poles is denoted Zs and is close to the unit circle.
Then we have roughly 〈n〉 ∼ |Cs|2/(|Zs|2− 1)2 and Vr ∼
2/(|Zs|2−1). The relation of the mean FDT time and the
FDR variance is 〈n〉 ∼ |Cs|2V 2r /4, i.e., 〈n〉 is proportional
to V 2r . This intuition does not reveal the real physics,
since for a divergent Vr we get |Cs| → 0.
A. Two-level System
As an application of our general theory we consider
tight-binding models on simple graphs. The first example
is a quantum walk on a two-site graph (see Fig. 4(a))
(i.e. a two-level system). The Hamiltonian of this system
reads
H = −γ(|0〉〈1|+ |1〉〈0|+ U |0〉〈0|). (55)
It describes a quantum particle hopping between two
sites 0 and 1, where a potential U is added at site 0.
This model also presents a spin 1/2 in a field.
We prepare the initial quantum state as |0〉, which
means that the particle is on site 0. The detector is set
to detect the particle at site 1; i.e. the detected state is
|1〉. From Eq. (55) the energy spectrum of the system is
(we set γ = 1 subsequently): E0 = (−U −
√
U2 + 4)/2
and E1 = (−U+
√
U2 + 4)/2. In the large U limit, where
E0 → −U and E1 → 0, the two energy levels E0 and E1
are separated. From Eq. (23) the charge p0 = 1/(E
2
0 +1)
and from normalization p1 = 1 − p0. When we increase
the value of the potential U , the charge p0 → 0, which
represents a weak charge in the system. From Eq. (22)
we have q0 = E0/(E
2
0 + 1) and q1 = E1/(E
2
1 + 1). The
ratio |q0|/p0 is |E0| ,which is our dimensionless variable
growing with the potential U . From Eq. (47) the mean
FDT time of this simple two-level system is
〈n〉 ∼ U
2
4
[1 + cot2 (Uτ/2)]. (56)
〈n〉 becomes larger as we increase U , indicating the po-
tential well blocks the propagation of the wave function,
making it hard to find the particle at the detected state.
In Eq. (56), when Uτ is close to 2pik, k = 1, 2, · · · the
mean FDT time diverges. Note that Uτ = 2pik is the
condition for exceptional points (Eq. (20)), in the limit
of large U . At these exceptional points, the total detec-
tion probability Pdet drops from 1 to 0.
Choosing the sampling frequency 1/τ = 1/3, the ex-
act 〈n〉 can be obtained either from the quantum renewal
equation Eq. (6) or our first main result Eq. (38). Here
we use the latter formula, and the result is visualized
in Fig. 5 (left y axis). In the vicinity of the excep-
tional points the total detection probability drops from
the unity and the mean FDT time diverges.
B. Y-shaped Molecule
The next example is the Y-shaped molecule, where the
quantum particle can jump from states |0〉, |1〉, |2〉 to
state |3〉 and vice versa (see schematics in Fig. 4 (b)). We
add a potential U at site 0. Then the Hamiltonian of the
Y-shaped molecule reads
H = −γ(U |0〉〈0|+
3∑
i=1
|3〉〈i|+
3∑
j=1
|j〉〈3|). (57)
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FIG. 5. The mean FDT time 〈n〉 (left y axis) and total de-
tection probability Pdet (right y axis) versus the potential U
of the two level system for the transition from |1〉 → |0〉 in
Fig. 4(a). Here we fix τ = 3. The exact mean FDT time
(black dashed line) meets quite well with our theoretical re-
sult Eq. (56) (cyan line). Close to the exceptional points
U ∼ 2pik/τ, k = 1, 2, · · · , where the back-fold energy levels are
degenerate, the total detection probability (red line) drops to
Pdet = 0 and 〈n〉 diverges as we expected.
We prepare the quantum particle in the state |ψin〉 = |0〉
and the detection is performed in the state |1〉. Due to the
mirror symmetry of Y-shaped molecule, the energy level
E3 = 0. Other energy levels E0, E1 and E2 are given by
the roots of the equation E3+UE2−3E−2U = 0. When
U is large, we have E0 ∼ −U , E1 ∼
√
2 and E2 ∼ −
√
2.
From Eq. (23) the charges are p0 → 0, p1 → 1/4, p2 →
1/4 and p3 → 1/2. The appearance of the weak charge p0
is because one of the eigenstate is nearly localised on |0〉,
more specifically |E0〉 ' |0〉. The exact numerical values
of both energy levels {Ei} and charges {pi} are shown in
Appendix A in Fig. 10. Using Eq. (47) the mean FDT
time of the Y-shaped molecule reads
〈n〉 ∼ |q0|
2
4p20
{
1 +
[ 3∑
i=1
pi cot [(Ei − E0)τ/2]
]2}
. (58)
The initial site and detected site are not symmetric be-
cause of the potential U . This implies |〈E0|0〉|  |〈E0|1〉|
and |q0|/p0  1. When two energy levels are coalescing
Eq. (58) diverges. The prefactor in Eq. (58) indicates
the asymptotic tendency of the mean FDT time versus
the potential U (see Fig. 6), which should be observed
experimentally. We denote this prefactor as the weak
charge envelope 〈n〉e
〈n〉e ∼ |q0|
2
4p20
=
1
4
|〈0|E0〉|2
|〈1|E0〉|2 . (59)
The weak charge envelope is determined by the overlaps
of the initial and detected state. From Eq. (53) the rela-
tion between the mean FDT time and the FDR variance
gives
〈n〉
V
∼ 1
2
. (60)
To plot an example, we solve the quantum renewal
equations exactly, as was done in Sec. VII A, here we
choose the sampling period τ = 3. The value of potential
well U goes from 2 to 12. As shown in Fig. 6, Eqs. (58,
59, 60) work well in the weak charge regime where U is
large.
C. Benzene-type ring
For the third model we consider the Benzene-type
ring which has six spacial states |0〉, |1〉, · · · , |5〉 (see Fig.
4(c)). We use periodic boundary conditions and thus
from the site labeled x = 5 the particle may hop either
to the origin x = 0 or to the site labeled x = 4. Then
the Hamiltonian of the ring reads
H = −γ[
5∑
x=0
(|x〉〈x+ 1|+ |x+ 1〉〈x|)]. (61)
We prepare our quantum particle in the state |0〉 and
perform the detection in the state |3〉, which monitors the
travel of the quantum particle from site 0 to the opposing
site. In this case Pdet = 1 except for special sampling
times.
The Hamiltonian of the benzene-type ring has the en-
ergy spectrum Ek = −2 cos (θk) and the eigenstates are
|Ek〉T = (1, eiθk , e2iθk , e3iθk , e4iθk , e5iθk)/
√
6 with θk =
2pik/6 and k = 0, 1, 2, 3, 4, 5 (the superscript T is the
transpose). In this case we have four distinct energy lev-
els so w = 4. From Eqs. (22,23) the charges and qk
read
p1 =
1
6
, p2 =
1
6
, p3 =
1
3
, p4 =
1
3
;
q1 =
1
6
, q2 = −1
6
, q3 = −1
3
, q4 =
1
3
.
As mentioned, The energy spectrum of the ring is de-
generate and the sampling time τ will introduce effective
degeneracies to the problem. From Eq. (20), the excep-
tional sampling times are τ = pi/2, 2pi/3, pi, 4pi/3, 2pi in
the time interval {τ |0 6 τ 6 2pi}. Close to these ex-
ceptional points we will have the scenario of two charges
merging, where we can employ our equations to give the
theoretical predictions (see Fig. 7).
1. When τ is close to pi/2 or 3pi/2 we have |E1−E2|τ ∼
2pik. The charges p1 and p2 coalesce (see Fig.
7(B)). For the mean transition time 〈n〉 and 〈n〉/Vr,
using Eqs. (51,54) we have
〈n〉 ∼ 1
36
1
(τ − pi/2)2 ,
〈n〉
Vr
∼ 1
6
. (62)
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FIG. 6. The mean FDT time 〈n〉 (left) and the ratio of the mean FDT time and the FDR variance 〈n〉/Vr (right) versus U for
the Y-shaped model. Here we choose τ = 3. The quantum particle travels from |0〉 to |1〉. The 〈n〉 diverges when U is close to
the exceptional points. The weak charge envelope (blue line) clearly gives the tendency of the transition time. The theoretical
result Eq. (58) (cyan line) fits quite well with the exact 〈n〉 (black dished line). For 〈n〉/Vr, the exact result (red dished line)
gradually approaches to our theoretical value (green solid line), while 〈n〉/Vr 6 1/2 in the whole regime. The fluctuations of
the FDR give the upper bound of the corresponding mean FDT time in this example.
2. When τ is close to the 2pi/3 or 4pi/3 we have |E1−
E4|τ ∼ 2pik and |E2 − E3|τ ∼ 2pik. Two pairs of
charges are merging separately (see Fig. 7(C) and
(D)). From Eqs. (50,51), due to the elimination
q1p4 − q4p1 = 0 and q2p3 − q3p2 = 0 we have
〈n〉 ∼ O(1), 〈n〉/Vr → 0. (63)
The leading order of 〈n〉 vanishes, so 〈n〉 drops to
some small values, leading to a small “discontinu-
ity” on the graph. Close to these points we find
that it takes less time for the walker to reach the
detected state.
3. When τ is close to pi we also have two groups of
charges merging Fig. 7(E), i.e. p1 is close to p2,
and p3 is close to p4. Eq. 51 gives
〈n〉 ∼ 1
36
1
(τ − pi)2 +
4
9
1
(τ − pi)2 . (64)
For the ratio of 〈n〉 and Vr there are two groups of
charges which we treat separately. The first group
we use Eq. (54) to obtain 〈n〉1,2/V1,2 = 1/6. Sim-
ilarly, for the second group we have 〈n〉3,4/V3,4 =
1/3. The return variance Vr = V1,2 + V3,4 and the
mean FDT time 〈n〉 = 〈n〉1,2 + 〈n〉3,4 = V1,2/6 +
V3,4/3. We can measure the fluctuations Vr but
not the terms V1,2 and V3,4. So here we do not
have a direct relation between 〈n〉 and Vr. Using
Eqs. (48,54), we first calculate V1,2 and V3,4 (then
Vr = V1,2 + V3,4). Comparing Vr and Eq. (64), we
have 〈n〉/Vr = 5/18.
As shown in Fig. 7, we plot the exact results of the 〈n〉
for the τ from 0 to 2pi. The theoretical predictions meet
the exact values quite well close to the exceptional points
where the total detection probability exhibits a sudden
jump in its value.
So far we deal with one zero close to unit circle, and
now we switch to the more complicated cases where we
have more than one pole in the vicinity of the unit circle.
We find the mean FDT time, but an Einstein like relation
is not achieved in such case (as an example, see part 3 of
the Benzene-type ring).
VIII. BIG CHARGE THEORY
Another scenario which leads to divergences of the
mean FDT time 〈n〉 is when all the poles are close to the
unit circle. This comes from the fact that the detected
state is close to one of the eigenstates of Hamiltonian
H, leading to a big charge appearing in the theory (Eq.
(23). Using Eq. (38), the off-diagonal terms in 〈n〉 are
negligible compared with the diagonal terms, then we get
〈n〉 ∼
w−1∑
i=0,i6=b
|Ci|2
(−1 + |Zi|2)2 , |Zi| ∼ 1. (65)
The big charge, denoted pb ∼ 1, associated to the energy
level Eb, is large in comparison with the other charges.
Since the sum of all the charges is unity
∑w−1
k=1 pk = 1 and
each of them is positive we have 1 − pb =
∑
k 6=b pk ∼ 0.
Hence there is one big charge pb and w−1 weak charges.
Basic electrostatics indicates that the w − 1 stationary
points will lie close to the w − 1 weak charges. From
Eq. (29) we have |Zi| = 1/|zi|, such that all the poles
|Zi| → 1 in this case. As visualized in Fig. 8, the w
charges have w− 1 poles and all of them are close to the
weak charges.
Because all the charges are weak except for pb, we find
a stationary point zi when we consider only a pair of
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FIG. 7. The mean FDT time 〈n〉 versus γτ of the Benzene-type ring. The quantum particle is prepared at |0〉 and the detector
is set on the opposite site (see Fig. 4(c)). When τ → pi/2 or 3pi/2, the charges p1 (blue) and p2 (red) come close to each other
(B). The Pdet (F) drops to 2/3, so both the two-charge theory Eq. (62) (red curve) and the exact result (blue curve) diverge.
When τ → 2pi/3 or 4pi/3, there are two groups of charges merging (C) and (D). However because of the elimination of the
resonance the leading term in the mean FDT time 〈n〉 vanishes (see Eqs. (51,63)) and it jumps to some small value instead
of diverging as usual. The total detection probability remains unity. In the graph we have the “discontinuity” close to these
points. The blue point represents the charge p1, the red is p2, the yellow is p3 and the black is p4. (B) τ → pi/2 or 3pi/2. (C)
τ → 2pi/3. (D) τ → 4pi/3. (E)τ → pi.
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FIG. 8. Schematic plot of the zeros {zi} in the complex plane
for the big charge theory. Here pb → 1 is the big charge and
hence from normalization all other charges are weak. The
stationary points ({zi}) are close to the weak charges, so as
mentioned in the main text the poles |Zi| = 1/|zi| → 1, and
they are all out side the unit circle.
charges, i.e. pb and one of the w − 1 weak charges pi.
This problem becomes a two-body problem (the charge pb
and the weak charge pi) for finding the stationary point
between them, and all other charges are negligible. Using
Eq. (30), the zeros are given by the root of pb/(e
iEbτ −
zi) + pi/(e
iEiτ − zi) = 0, which yields zi = (pieiEbτ +
pbe
iEiτ )/(pi + pb). From the relation between zeros and
poles in Eq. (29) we have
Zi ∼ eiEiτ + (eiEiτ − ei(2Ei−Eb)τ ) pi
pb
. (66)
The i goes from i = 0 to w − 1 but i 6= b, so all w − 1
poles are found. The first part of Zi is just the location
of the charge pi, the second part is small and comes from
the net field of pi and pb. We put the Zi into Eq. (35)
to get the coefficient
Ci ∼ − qi
pb
(1− ei(Ei−Eb)τ )eiEiτ . (67)
Here enters the ratio of qi and the big charge qi/pb, which
is a small parameter. ei(Ei−Eb) measures the phase dif-
ference between them. Substituting both Zi and Ci into
Eq. 35, the mean FDT time for the big charge scenario
reads
〈n〉 ∼
w−1∑
i=0,i6=b
|qi|2
4p2i sin
2 [(Ei − Eb)τ/2]
. (68)
It is very interesting to recall that in our weak charge
theory (see Eq. (47)) the envelope is given by |q0|2/4p20,
where p0 is a weak charge. For the big charge we have
|qi|2/4p2i , where pi is also small.
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A. Localized wave function
A good example for the big charge theory is when the
wave function is effectively localized at the detected state
by a strong potential. For instance, we localize the wave
function at one node of the graph, and then we set our
detector at this node. To establish a specific example, we
choose a five-site linear molecule put the detector at the
site x = 0 and prepare the initial state at |4〉. In order to
localize the wave function at the detected state, we add
a potential barrier U at site x = 0 (see Fig. 4(d)). Then
the Hamiltonian of this five-site molecule reads
H = −γ[
4∑
x=0
(|x〉〈x+ 1|+ |x+ 1〉〈x|) + U |0〉〈0|]. (69)
Here the boundary conditions are that from the site la-
beled x = 4 one can only hop to the site labeled x = 3,
and from the site labeled x = 0 one can only hop to the
site labeled x = 1.
For the energy spectrum we consider the regime where
the wave function is effectively localized. As we increase
the value of U , the energy level E0 → −U . At the same
time, this large potential well makes it difficult for the
quantum particle to hop to the state |0〉. So the re-
maining four energy levels are given by the new Hamil-
tonian Hl = −γ
∑4
x=1(|x〉〈x + 1| + |x + 1〉〈x|) with the
same boundary condition as Eq. (69). Hence the en-
ergy spectrum reads E0 ∼ −U , E1 ∼ (1 +
√
5)/2, E2 ∼
−(1 +√5)/2, E3 ∼ (−1 +
√
5)/2 and E4 ∼ (1 −
√
5)/2.
Notice that the energy levels are non-degenerate hence
w = 5. The exact values of the energy levels are calcu-
lated and depicted in Appendix A in Fig. 10 (C).
Next we prepare the quantum particle in the state |4〉,
such that the system describes the movement of the par-
ticle from site x = 4 to x = 0 on a linear molecule. From
Eq. (23) it follows that the big charge p0 → 1 and the
remaining weak charges pi 6=0 → 0. With Eq. (68) we get
for the mean FDT time
〈n〉 ∼
4∑
i=1
|qi|2
4p2i sin
2 [(Ei − E0)τ/2]
. (70)
In Fig. 9 we compare the numerical result with our big
charge theory, choosing the sampling time τ = 1 and the
potential well from 0 to 15. In the limit of large U the four
weak charges are fixed on the unit circle, their positions
are given by their U independent phase exp (iEiτ). When
we increase U the strong charge p0, is thus crossing the
location of the other charges and in the range 0 < U < 15
which happens twice (15/2pi ∼ 2). As shown in Fig. 9,
we have two groups of divergencies each with four peaks.
The number of peaks in each group is w − 1 = 4.
IX. DISCUSSION
We have used the quantum renewal equation [19] to
investigate the mean FDT time, for systems in a finite-
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U
101
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n
FIG. 9. The mean FDT time 〈n〉 versus U for the five-site
molecule. Here the sampling time is τ = 1 and the quantum
particle moves from |4〉 to |0〉, see Fig 4 (d). The exact values
(black dashed line) are calculated from Eq. (38). The cyan
line is our big charge theory result Eq. (70). Close to the
exceptional points given by Eq. (20), the mean FDT times
diverge. Since the strong charge p0 rotates two laps on the
unite circle, there are two clusters of peaks. In each cluster the
big charge passes through the remaining four charges, leading
to the four peaks in the graph.
dimensional Hilbert space. A general formula for mean
FDT time is developed. Then we focus on the diverging
mean FDT times and find a relation similar as the Ein-
stein relation, which relates the mean FDT time and the
fluctuations of the FDR time.
The problem of the mean FDR time was considered in
[13]. For quantum walks which are subject to repeated
measurements, the return to the initial state and the
transition to another state have quite different dynam-
ical properties. First, both the return and the transition
properties are very sensitive to the back-folded spectrum
of Eq. (19). The mean FDR time is topologically pro-
tected and equal to the number of non-degenerate back-
folded eigenvalues in [13, 33]. We have not found such
a topologically protected time scale for the FDT prop-
erties. The mean FDT time is divergent near the de-
generacies, in the presence of 1) a very small overlap
p0 = |〈E0|ψd〉|2, 2) merging of two phases, and 3) the
big charge theory. We note that other scenarios for di-
verging mean FDT times can be found for example in
the Zeno limit [16, 41] and when three or more charges
are merging [33]. Another difference between the return
and the transition problem is that, for instance, the total
detection probability Pdet for the return is always unity,
while the transition probability to another state is sen-
sitive, e.g. to the geometric symmetry of the underly-
ing graph [40]. The qualitative difference between return
and transition properties originates in the fact that the
return properties are based on the amplitude un alone,
whereas the transition properties depend on both ampli-
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tudes un and vn. This implies a more complex physical
behavior for the transition properties. Although a uni-
tary evolution without the projective measurements is
already complex due to the different energy levels, the
interruption by the measurement adds another timescale
τ to the dynamics. This fact implies that the degeneracy
of two or more of the phase factors affects the dynamics
substantially and that the dynamics depends strongly on
the back-folded spectrum. It also explains why a small
coefficient p0 has a similar effect: the effective dimension-
ality of the available Hilbert space is either reduced by
the degeneracy of the phase factors or by the vanishing
overlap p0, since each phase factor carries the coefficient
p0 as p0 exp(−iE0τ). This observation and the results of
the calculations in Secs.V, VI and VIII can be summa-
rized to the statement that divergent mean FDT times
are caused by the proximity to a change of the effective
Hilbert space dimensionality.
We have found that when a single stationary point,
z (or the pole Z = 1/z∗) approaches the unit circle in
the complex plane, we get a relation between the mean
FDT time and the fluctuations of the FDR time, see Eqs.
(53,54). This is because the slow relaxations of φn, which
are controlled by a single pole Zi, making all others ir-
relevant.
Our results also indicate that a quantum walk, inter-
rupted by repeated measurements, is quite different from
classical diffusion. The divergent mean FDT time re-
flects the fact that the transition to certain states can
be strongly suppressed. In this sense the dynamics is
controllable by choosing the time step τ . This could
be important for applications, for instance, in a quan-
tum search process: the search time for finding a certain
quantum state depends significantly on the choice of the
time step τ . Trapping of the quantum state by an ex-
ternal potential also influences strongly the value of the
mean FDT time 〈n〉, as we have seen in our examples.
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Appendix A: Order of G(z) and D(z)
In this section we proof deg(D(z)) > deg(G(z))
used in the main text. Since G(z) ' ∑ qizw−1 + · · · ,
the highest order of G(z) is (∑w−1i=0 qi)zw−1. How-
ever, what is special in the transition problem is∑w−1
i=0 qi = 〈ψd|ψin〉 = 0, namely that the highest or-
der vanishes, such that deg(G) < w−1 for the numerator.
Using Eq. (27), D(z) '∑ pieiEiτzw−1 + · · · the lead-
ing order of z is βzw−1 = (
∑w−1
i=0 pie
iEiτ )zw−1.
w−1∑
i=0
pie
iEiτ = 〈ψd|eiHˆτ |ψd〉 6= 0. (A1)
Hence deg(D(z)) > deg(G(z)).
Appendix B: Weak charge
In this section we derive Eqs. (44,46,47) of the main
text. Following the same procedure, we can derive Eqs.
(50,51) in the Sec. VI.
As we mentioned in the main text, the weak charge
p0 ∼ 0 and the corresponding energy level is E0. Using
Eq. (30), we have:
0 =
w−1∑
k=0
pk
eiτEk − z =
p0
eiτE0 − z +
w−1∑
k=1
pk
eiτEk − z . (B1)
Assuming that z0 = e
iE0τ − . The  is the first order
approximation. Using Eq. (B1), we have:
0 ≈ p0

+
w−1∑
k=1
pk
eiτEk − eiτE1 , (B2)
hence
 ∼ p0∑w−1
k=1 pk/(e
iτE1 − eiτEk) . (B3)
Using Eq. (29), the pole Z0 in the main text reads:
Z0 =
1
z∗0
=
1
e−iτE0 − ∗ ∼ e
iτE0(1 + ∗eiτE0). (B4)
The index Ci is defined in Eq. (35). Plugging the pole
Z0 into Eq. (35), we obtain
N (Z0) ∼ −eiE0τ
[
q0
−∗e2iE0τ +
w−1∑
j=1
qj
(eiEjτ − eiE0τ )
]
∼ q0
∗eiE0τ
,
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FIG. 10. (A): the energy levels versus the potential U of the Y-shaped molecule. (B): the energy levels versus the potential U
of the linear five-site molecule. (C): the charges pk versus the potential U of the Y-shaped molecule. (D): the charges pk versus
the potential U of the linear five-site molecule.
and
D′(Z0) ∼ p0e
iE0τ
∗2e4iE0τ
+
w−1∑
j=1
pje
iEjτ
(eiEjτ − eiE0τ )2
∼ p0
∗2e3iE0τ
.
Hence the coefficient C0 used in the main text reads:
C0 ∼ q0
p0
∗e2iE0τ . (B5)
Substituting C0 and Z0 into Eq. (43), the mean FDT
time becomes
〈n〉 ∼ |C0|
2
(|Z0|2 − 1)2 ∼
|q0|2
p20
||2
(2Re[ ∗ e−iE0τ ])2 . (B6)
Using the mathematical property 1/(1−exp [ix]) = 1/2+
i cot [x/2]/2 and the normalization condition
∑w−1
k=1 pk =
1 − p0 ∼ 1, we can simplify the parameter . From Eq.
(B3), we have:
 ∼ p0∑w−1
k=1 pk/(e
iτE0 − eiτEk)
= eiE0τ
p0∑w−1
k=1 pk/(1− eiτ(Ek−E0))
= eiE0τ
2p0∑w−1
k=1 pk(1 + i cot [τ(Ek − E0)/2])
∼ eiE0τ 2p0
1 + i
∑w−1
k=1 pk cot [τ(Ek − E0)/2]
.
Plugging  into Eq. (B6), the mean FDT time reads
〈n〉 ∼ |q0|
2
4p20
{
1 +
[w−1∑
k=1
pk cot [(Ek − E0)τ/2]
]2}
. (B7)
Appendix C: Two-charge pole Zp
In this section we derive Eq. (49) of the main
text. When a pair of charges is nearly merging, say
exp (iEaτ) ' exp (iEbτ), one of the zeros denoted zp will
be close to the unit circle. We define 2δ = (E¯b − E¯a)τ,
hence δ is a order parameter measuring this process. We
first consider the two merging charges. Using Eq. (30)
we have
pa
eiEaτ − z = −
pb
eiEbτ − z , (C1)
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which yields
z(0)p =
pae
iEbτ + pbe
iEaτ
pa + pb
. (C2)
Now we take the background charges into consideration.
zp = z
(0)
p − z(1)p . (C3)
Plugging zp into Eq. 30, we have
0 =
w−1∑
k=0
pk
eiEkτ − z ≈
pa
eiEaτ − z(0)p + z(1)p
+
pb
eiEbτ − z(0)p + z(1)p
+
w−1∑
k 6=a,b
pk
eiEkτ − z(0)p
. (C4)
The third part on the right-hand side is the effect of the background charges. We define it as B.
B =
w−1∑
k 6=a,b
pk
eiEkτ − z(0)p
≈
w−1∑
k 6=a,b
pk
eiEkτ − eiτ E¯A+E¯B2
. (C5)
Using Eqs. (C4,C5), we obtain
z(1)p ∼
Bpapb(e
iEaτ − eiEbτ)2
(pa + pb)3 +B(p2a − p2b)(eiEaτ − eiEbτ)
∼ Bpapb(e
iEaτ − eiEbτ)2
(pa + pb)3
. (C6)
Since eiEBτ − eiEAτ ∼ δ, z(1)p ∼ δ2. The background charges give only a second order effect O(δ2) to the zero zp as
we expected. Using Eq. (29) we have
Zp = Z
(0)
p + Z
(1)
p =
1
z∗p
≈ pA + pB
pAe−iEBτ + pBe−iEAτ
+
B∗pApB(e−iEAτ − e−iEBτ)2
(pA + pB)(pAe−iEBτ + pBe−iEAτ)2
. (C7)
