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In this paper, a pair of Wolfe type higher-order symmetric nondiﬀerentiable
multiobjective programs over arbitrary cones is formulated and appropriate duality
relations are then established under higher-order-K-(F,α,ρ ,d)-convexity assumptions.
A numerical example which is higher-order K-(F,α,ρ ,d)-convex but not higher-order
K-F-convex has also been illustrated. Special cases are also discussed to show that this
paper extends some of the known works that have appeared in the literature.
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1 Introduction
Mangasarian [] introduced the concept of second- and higher-order duality for nonlinear
problems. He has also indicated that the study is signiﬁcant due to the computational
advantage over the ﬁrst-order duality as it provides tighter bounds for the value of the
objective function when approximations are used. Motivated by the concept in [], several
researchers [–] have worked in this ﬁeld.
Multiobjective optimization has a large number of applications. As an example, it is gen-
erally used in goal programming, risk programming etc.Optimality conditions for multi-
objective programming problems can be found in Miettinen [] and Pardalos et al. [].
Recently, Chinchuluun and Pardalos [] discussed recent developments in multiobjec-
tive optimization. These include optimality conditions, applications, global optimization
techniques, the new concept of epsilon pareto optimal solutions and heuristics.
Chen [] considered a pair of symmetric higher-order Mond-Weir type nondiﬀeren-
tiable multiobjective programming problems and established usual duality results under
higher-order F-convexity assumptions. Gulati and Gupta [] proved duality theorems for
a pair of Wolfe type higher-order nondiﬀerentiable symmetric dual programs. Ahmad et
al. [] formulated a general Mond-Weir type higher-order dual for a nondiﬀerentiable
multiobjective programming problem and established usual duality results.
Gulati and Geeta [] pointed out certain omissions in some papers on symmetric du-
ality in multiobjective programming and discussed their corrective measures. Later on,
Ahmad and Husain [] and Gulati et al. [] formulated second-order multiobjective sym-
metric dual programs with cone constraints and established duality results under second-
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order invexity assumptions. An omission in the strong duality theorem in Yang et al. []
has been rectiﬁed in Gupta and Kailey [].
The concept of (F ,ρ)-convexity was introduced by Preda [] as an extension of F-
convexity [] and ρ-convexity []. Yang et al. [] formulated several second-order du-
als for scalar programming problem and proved duality results involving generalized F-
convex functions. Zhang and Mond [] extended the class of (F ,ρ)-convex functions to
second-order and obtained duality relations for multiobjective dual problems.
Motivated by various concepts of generalized convexity, Liang et al. [] introduced
a uniﬁed formulation of generalized convexity, called (F ,α,ρ,d)-convexity and obtained
corresponding optimality conditions and duality relations for a single objective fractional
problem. This was later on extended to multiobjective fractional programming problem
in Liang et al. []. Inspired by the concept given in [, , ], Ahmad and Husain
[] introduced second-order (F ,α,ρ,d)-convex functions and proved duality relations
for Mond-Weir type second-order multiobjective problems. In the recent work of Ahmad
and Husain [], an attempt is made to remove certain omissions and inconsistencies in
the work of Mishra and Lai [].
Agarwal et al. [] achieved duality results for a pair of Mond-Weir type multiobjec-
tive higher-order symmetric dual programs over arbitrary cones under higher-order K-
F-convexity assumptions. Recently, Agarwal et al. [] have ﬁlled some gap in the work of
Chen [] and proved a strong duality theorem forMond-Weir type multiobjective higher-
order nondiﬀerentiable symmetric dual programs.
In this paper, we formulate a pair of symmetric higher-order Wolfe type nondiﬀeren-
tiable multiobjective programs over arbitrary cones and prove weak, strong and converse
duality theorems under higher-order-K-(F ,α,ρ,d)-convexity assumptions. We also give
a nontrivial example of a function lying in the class of higher-order K-(F ,α,ρ,d)-convex
but not in the class of higher-order K-F-convex. Our study extends some of the known
results that appeared in [, , , ].
2 Notations and preliminaries
Consider the following multiobjective programming problem:
K-minimize φ(x)
subject to x ∈ X = {x ∈ S : –g(x) ∈ C}, (P)
where S ⊆ Rn is open, φ : S → Rk , g : S → Rm, K is a closed convex pointed cone in Rk with
intK = φ and C is a closed convex cone in Rm with nonempty interior.
Deﬁnition  [] The positive polar cone C* of C is deﬁned as
C* =
{
z : ξTz , for all ξ ∈ C}.
Deﬁnition  [] A point x¯ ∈ X is a weak eﬃcient solution of (P) if there exists no other
x ∈ X such that
φ(x¯) – φ(x) ∈ intK .
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Deﬁnition  [] A point x¯ ∈ X is an eﬃcient solution of (P) if there exists no other
x ∈ X such that
φ(x¯) – φ(x) ∈ K\{}.
Deﬁnition  [, , ] Let D be a compact convex set in Rn. The support function of D is
deﬁned by
S(x |D) =max{xTy : y ∈D}.
A support function, being convex and everywhere ﬁnite, has a subdiﬀerential, that is, there
exists z ∈ Rn such that
S(y |D) S(x |D) + zT (y – x) for all y ∈D.
The subdiﬀerential of S(x |D) is given by
∂S(x |D) = {z ∈D : zTx = S(x |D)}.
For any set S ⊂ Rn, the normal cone to S at a point x ∈ S is deﬁned by
NS(x) =
{
y ∈ Rn : yT (z – x)  for all z ∈ S}.
It can be easily seen that for a compact convex set D, y is in ND(x) if and only if S(y |D) =
xTy, or equivalently, x is in ∂S(y |D).
Deﬁnition  [, ] A functional F : X × X × Rn → R (where X ⊆ Rn) is sublinear with
respect to the third variable if, for all (x,u) ∈ X ×X,
(i) F(x,u;a + a) F(x,u;a) + F(x,u;a) for all a,a ∈ Rn, and
(ii) F(x,u;αa) = αF(x,u;a), for all α ∈ R+ and a ∈ Rn.
For notational convenience, we write
F(x,u;a) = Fx,u(a).
Let F : S × S × Rn → R be a sublinear functional with respect to the third variable. Now,
we recall the concept of higher-order K-F-convexity introduced in [].
Deﬁnition  A diﬀerentiable function φ : S → Rk is said to be higher-order K-F-convex
at u on S with respect to ζ : S× Rn → Rk if, for all x ∈ S and q ∈ Rn, we have
{
φ(x) – φ(u) – ζ(u,q) + qT∇qζ(u,q) – Fx,u
[∇xφ(u) +∇qζ(u,q)], . . . ,
φk(x) – φk(u) – ζk(u,q) + qT∇qζk(u,q) – Fx,u
[∇xφk(u) +∇qζk(u,q)]} ∈ K .
Remark 
(i) If K = Rk+, then the above deﬁnition reduces to higher-order F-convexity given in [,
, ].
(ii) If K = Rk+ and ζi(u,q) = qT∇xxφi(u)q, i = , , . . . ,k, then Deﬁnition  becomes
second-order F-convexity as considered in [, ].
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(iii) Taking K = Rk+, ζi(u,q) = qT∇xxφi(u)q and Fx,u(a) = η(x,u)Ta, then the deﬁnition
reduces to second-order invexity (or η bonvexity) given in [, , ].
Deﬁnition  A diﬀerentiable function φ : S → Rk is said to be higher-order K-(F ,α,ρ,d)-
convex at u on S with respect to ζ : S × Rn → Rk if for all x ∈ S and q ∈ Rn, there exist
vector ρ ∈ Rk , a real valued function α : S× S → R+\{} and d : S× S → Rk such that
{








(∇xφk(u) +∇qζk(u,q))] – ρkdk (x,u)} ∈ K .
Remark 
(i) If K = R+, α(x,u) =  and ζi(u,q) = qT∇xxφi(u)q, i = , , . . . ,k, the deﬁnition of
higher-order K-(F ,α,ρ,d)-convexity reduces to second-order (F ,ρ)-convexity
given by Srivastava and Bhatia [].
(ii) If K = R+, α(x,u) =  and ρ = , then Deﬁnition  reduces to higher-order
F-convexity (see [, ]).
(iii) If we take K = R+, α(x,u) = , ρ = , ζ(u,q) = qT∇xxφ(u)q and Fx,u(a) = η(x,u)Ta,
where η is a function from S× S to Rn, then the above deﬁnition becomes
second-order η-convexity given in [].
Next, we illustrate a nontrivial example of higher-order K-(F ,α,ρ,d)-convex functions
which are not higher-order K-F-convex.
Example  Let X = [–.,–.] ⊂ R, n =m = , k = , K = {(x, y) : x , y }. Consider
the function ψ : X → R to be deﬁned by ψ(x) = (ψ(x),ψ(x)), where
ψ(x) = x sin

x , ψ(x) = x
,
and α : X × X → R+\{} to be identiﬁed by α(x,u) = (u + ). Let the functional F : X ×
X × R→ R be deﬁned by
Fx,u(a) = ( – u)a.










and ζ : X × R→ R is deﬁned by ζ (u,q) = (ζ(u,q), ζ(u,q)), where
ζ(u,q) = u + q, ζ(u,q) = sin u + q.
To show ψ is higher-order (F ,α,ρ,d)-convex, we need to prove
L =
{





Gupta et al. Journal of Inequalities and Applications 2012, 2012:298 Page 5 of 16
http://www.journaloﬁnequalitiesandapplications.com/content/2012/1/298




(∇xψ(u) +∇qζ(u,q))] – ρd(x,u)} ∈ K ,
which for ρ = – and ρ = – gives
L =
{
x sin x – u
 sin


















= {L,L} ∈ K ,
where


















  ∀x,u ∈ X as can be seen from Figure  (E)
and










= L + L.
Figure 1 Graph of L1 (Expression (E1)) against x and u.
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Figure 2 Graph of L21 (Expression (E2)) against x and u.
But










  ∀x,u ∈ X as can be seen from Figure  (E)
and






  ∀u ∈ X and q ∈ (–, ) as can be seen from Figure . (E)
Hence, L  . Therefore, ψ is higher-order K-(F ,α,ρ,d)-convex with respect to ζ .
Next, we need to show that ψ is not higher-order K-F-convex with respect to ζ . To
prove it, we will show that
M =
{
ψ(x) –ψ(u) – ζ(u,q) + qT∇qζ(u,q) – Fx,u
[∇xψ(u) +∇qζ(u,q)],
ψ(x) –ψ(u) – ζ(u,q) + qT∇qζ(u,q) – Fx,u
[∇xψ(u) +∇qζ(u,q)]} /∈ K
i.e., either
ψ(x) –ψ(u) – ζ(u,q) + qT∇qζ(u,q) – Fx,u
[∇xψ(u) +∇qζ(u,q)] 
or
ψ(x) –ψ(u) – ζ(u,q) + qT∇qζ(u,q) – Fx,u
[∇xψ(u) +∇qζ(u,q)] .
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Figure 3 Graph of L22 (Expression (E3)) against q and u.
Since
M = ψ(x) –ψ(u) – ζ(u,q) + qT∇qζ(u,q) – Fx,u
[∇xψ(u) +∇qζ(u,q)]
= x sin x – u
 sin

u – u – ( – u)
[





= –. <  (for x = – and u = –). (E)
In fact,M <  for all x,u ∈ X as can be seen from Figure . Therefore,ψ is not higher-order
K-F-convex with respect to ζ .
3 Wolfe type higher-order symmetric duality
In this section, we consider the following Wolfe type nondiﬀerentiable multiobjective
higher-order symmetric dual programs.
Primal problem (HNWP) K-minimize




















{∇y(λT f )(x, y) – z +∇p(λTh)(x, y,p)} ∈ C*, ()
z ∈ E, ()
λTek = , ()
λ ∈ intK *, x ∈ C. ()
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Figure 4 Graph ofM (Expression (E4)) against x and u.
Dual problem (HNWD) K-maximize



























(u, v, r) ∈ C*, ()
w ∈D, ()
λTek = , ()
λ ∈ intK *, v ∈ C, ()
where
(i) C and C are closed convex cones with nonempty interiors in Rn and Rm,
respectively,
(ii) S ⊆ Rn and S ⊆ Rm are open sets such that C ×C ⊂ S × S,
(iii) f : S × S → Rk , h : S × S × Rm → Rk and g : S × S × Rn → Rk are diﬀerentiable
functions, ek = (, . . . , )T ∈ Rk , λ ∈ Rk ,
(iv) r and p are vectors in Rn and Rm, respectively,
(v) D and E are compact convex sets in Rn and Rm, respectively, and
(vi) S(x |D) and S(v | E) are the support functions of D and E, respectively.
Remark  The problems (HNWP) and (HNWD) stated above are nondiﬀerentiable be-
cause their objective function contains the support function S(x |D) and S(v | E).
We now prove the following duality results for the pair of problems (HNWP) and
(HNWD).
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Theorem  (Weak duality) Let (x, y,λ, z,p) be feasible for the primal problem (HNWP)
and (u, v,λ,w, r) be feasible for the dual problem (HNWD). Let the sublinear functionals
F : Rn × Rn × Rn → R and G : Rm × Rm × Rm → R satisfy the following conditions:
Fx,u(a) + α– aTu , for all a ∈ C*, (A)
Gv,y(b) + α– bTy , for all b ∈ C*. (B)










i (v, y))]  or ρ()   and ρ()  ,
(ii) f (·, v) + (·)Twek is higher-order K-(F ,α,ρ(),d())-convex at u with respect to g(u, v, r),
and (iii) –{f (x, ·) – (·)Tzek} is higher-order K-(G,α,ρ(),d())-convex at y with respect to
–h(x, y,p). Then
G(x, y,λ,p) –H(u, v,λ, r) /∈ –K\{}. ()
Proof Since f (·, v) + (·)Twek is higher-order K-(F ,α,ρ(),d())-convex with respect to
g(u, v, r), we have
{




(∇xf(u, v) +w +∇rg(u, v, r))] – ρ() (d() (x,u)), . . . ,




(∇xfk(u, v) +w +∇rgk(u, v, r))] – ρ()k (d()k (x,u))} ∈ K .

















(u, v, r) – Fx,u
[
α(x,u)









)  . ()
As –{f (x, ·) – (·)Tzek} is higher-order K-(G,α,ρ(),d())-convex with respect to –h(x, y,p),
therefore we get
{




(∇yf(x, y) – z +∇ph(x, y,p))] – ρ() (d() (v, y)), . . . ,




(∇yfk(x, y) – z +∇phk(x, y,p))] – ρ()k (d()k (v, y))} ∈ K .





























)  . ()
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) + ρ()i (d()i (v, y))]. ()
Now, since (x, y,λ, z,p) is feasible for the primal problem (HNWP) and (u, v,λ,w, r) is fea-
sible for the dual problem (HNWD), α(x,u) > , by the dual constraint (), the vector
a = α(x,u)[∇x(λT f )(u, v) + w + ∇r(λTg)(u, v, r)] ∈ C*, and so from the hypothesis (A), we
obtain
Fx,u(a) + α– aTu . ()
Similarly,
Gv,y(b) + α– bTy , ()
for the vector b = –α(v, y)[∇y(λT f )(x, y) – z +∇p(λTh)(x, y,p)] ∈ C*.

























(u, v, r) –α– aTu – α– bTy.







































































(u, v, r). ()
Now, suppose contrary to the result that () does not hold, that is,
G(x, y,λ,p) –H(u, v,λ, r) ∈ –K\{},








































































which contradicts (). Hence the result. 
Theorem  (Strong duality) Let f : S × S → Rk be a twice diﬀerentiable function and let
(x¯, y¯, λ¯, z¯, p¯) be a weak eﬃcient solution of (HNWP). Suppose that
(i) the matrix ∇pp(λ¯Th)(x¯, y¯, p¯) is nonsingular,
(ii) the vectors {∇yf(x¯, y¯), . . . ,∇yfk(x¯, y¯)} are linearly independent,
(iii) the vector {∇y(λ¯Th)(x¯, y¯, p¯) –∇p(λ¯Th)(x¯, y¯, p¯) +∇yy(λ¯T f )(x¯, y¯)p¯} /∈
span{∇yf(x¯, y¯), . . . ,∇yfk(x¯, y¯)}\{},
(iv) ∇y(λ¯Th)(x¯, y¯, p¯) –∇p(λ¯Th)(x¯, y¯, p¯) +∇yy(λ¯T f )(x¯, y¯)p¯ =  implies p¯ = ,
(v) (λ¯Th)(x¯, y¯, ) = (λ¯Tg)(x¯, y¯, ), ∇y(λ¯Th)(x¯, y¯, ) = , ∇p(λ¯Th)(x¯, y¯, ) = ,
∇x(λ¯Th)(x¯, y¯, ) =∇r(λ¯Tg)(x¯, y¯, ) and
(vi) K is a closed convex pointed cone with Rk+ ⊆ K .
Then
(I) there exists w¯ ∈D such that (x¯, y¯, λ¯, w¯, r¯ = ) is feasible for (HNWD), and
(II) G(x¯, y¯, λ¯, p¯) =H(x¯, y¯, λ¯, r¯).
Also, if the hypotheses of Theorem  are satisﬁed for all feasible solutions of (HNWP) and
(HNWD), then (x¯, y¯, λ¯, w¯, r¯ = ) is an eﬃcient solution for (HNWD).
Proof Since (x¯, y¯, λ¯, z¯, p¯) is a weak eﬃcient solution of (HNWP), by the Fritz John neces-
sary optimality conditions [], there exist α¯ ∈ K *, β¯ ∈ C, η¯ ∈ R, such that the following
conditions are satisﬁed at (x¯, y¯, λ¯, z¯, p¯):
{
α¯T
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(λ – λ¯) , for all λ ∈ intK *, ()
β¯T







γ¯ ∈D, γ¯ T x¯ = S(x¯ |D), ()
(α¯, β¯ , η¯) = . ()





(y¯ + p¯). ()






















If α¯ = , then () yields β¯ = . Further, the above equality gives η¯ek =  or η¯ = . Conse-
quently, (α¯, β¯ , η¯) = , contradicting (). Hence, α¯ = .
Since Rk+ ⊆ K ⇒ K * ⊆ Rk+, therefore α¯ ∈ K * ⇒ α¯  .
But α¯ = ⇒ α¯ ≥  or
α¯Tek > . ()

























which, by the hypotheses (iii) and (iv), implies
p¯ = . ()
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Using () and ()-() in (), we have
{∇x(λ¯T f )(x¯, y¯) + γ¯ +∇x(λ¯Th)(x¯, y¯, p¯)}(x – x¯) , for all x ∈ C.
From the hypothesis (v), for r¯ = , the above inequality yields
{∇x(λ¯T f )(x¯, y¯) + γ¯ +∇r(λ¯Tg)(x¯, y¯, r¯)}(x – x¯) . ()
Let x ∈ C. Then x + x¯ ∈ C, and so () implies
{∇x(λ¯T f )(x¯, y¯) + γ¯ +∇r(λ¯Tg)(x¯, y¯, r¯)}Tx , for all x ∈ C.
Therefore,
{∇x(λ¯T f )(x¯, y¯) + γ¯ +∇r(λ¯Tg)(x¯, y¯, r¯)} ∈ C*. ()
Also, from (), () and β¯ ∈ C, we obtain y¯ ∈ C. Thus (x¯, y¯, λ¯, w¯ = γ¯ , r¯ = ), satisﬁes the
dual constraints from () to () in (HNWD), and so it is a feasible solution for the dual
problem (HNWD). Now, letting x =  and x = x¯ in (), we get
x¯T
[∇x(λ¯T f )(x¯, y¯) + γ¯ +∇r(λ¯Tg)(x¯, y¯, r¯)] = , or
x¯T
[∇x(λ¯T f )(x¯, y¯) +∇r(λ¯Tg)(x¯, y¯, r¯)] = –x¯T γ¯ = –S(x¯ |D). ()
From () and (), (α¯Tek)y¯ ∈ NE(z¯). Since α¯Tek > , y¯ ∈ NE(z¯). Also, as E is a compact
convex set in Rm, y¯T z¯ = S(y¯ | E).
Further, from (), () and () and the above relation, we obtain
y¯T
[∇y(λ¯T f )(x¯, y¯) +∇p(λ¯Th)(x¯, y¯, p¯)] = y¯T z¯ = S(y¯ | E). ()
Therefore, using (), (), () and the hypothesis (v), for r¯ = , we get



































(x¯, y¯, r¯)ek ,
that is, the two objective values are equal.
Now, let (x¯, y¯, λ¯, w¯, r¯ = ) be not an eﬃcient solution of (HNWD), then there exists
(u¯, v¯, λ¯, w¯, r¯ = ) feasible for (HNWD) such that


































(u¯, v¯, r¯)ek ∈ –K\{}.
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As x¯T [∇x(λ¯T f )(x¯, y¯)+∇r(λ¯Tg)(x¯, y¯, r¯)] = –S(x¯ |D), y¯T [∇y(λ¯T f )(x¯, y¯)+∇p(λ¯Th)(x¯, y¯, p¯)] = S(y¯ |
E) and from the hypothesis (v), for r¯ = , we obtain
{








































which contradicts Theorem . Hence, (x¯, y¯, λ¯, w¯, r¯ = ) is an eﬃcient solution of (HNWD).

Theorem  (Converse duality) Let f : S × S → Rk be a twice diﬀerentiable function and
let (u¯, v¯, λ¯, w¯, r¯) be a weak eﬃcient solution of (HNWD). Suppose that
(i) the matrix ∇rr(λ¯Tg)(u¯, v¯, r¯) is nonsingular,
(ii) the vectors {∇xf(u¯, v¯), . . . ,∇xfk(u¯, v¯)} are linearly independent,
(iii) the vector {∇x(λ¯Tg)(u¯, v¯, r¯) –∇r(λ¯Tg)(u¯, v¯, r¯) +∇xx(λ¯T f )(u¯, v¯)r¯} /∈ span{∇xf(u¯, v¯), . . . ,
∇xfk(u¯, v¯)}\{},
(iv) ∇x(λ¯Tg)(u¯, v¯, r¯) –∇r(λ¯Tg)(u¯, v¯, r¯) +∇xx(λ¯T f )(u¯, v¯)r¯ =  implies r¯ = ,
(v) (λ¯Tg)(u¯, v¯, ) = (λ¯Th)(u¯, v¯, ), ∇x(λ¯Tg)(u¯, v¯, ) = , ∇r(λ¯Tg)(u¯, v¯, ) = ,
∇y(λ¯Tg)(u¯, v¯, ) =∇p(λ¯Th)(u¯, v¯, ) and
(vi) K is a closed convex pointed cone with Rk+ ⊆ K .
Then
(I) there exists z¯ ∈ E such that (u¯, v¯, λ¯, z¯, p¯ = ) is feasible for (HNWP), and
(II) G(u¯, v¯, λ¯, p¯) =H(u¯, v¯, λ¯, r¯).
Also, if the hypotheses of Theorem  are satisﬁed for all feasible solutions of (HNWP) and
(HNWD), then (u¯, v¯, λ¯, z¯, p¯ = ) is an eﬃcient solution for (HNWP).
Proof It follows on the lines of Theorem . 
4 Special cases
In this section, we consider some of the special cases of the problems studied in Sec-
tion . In all these cases, K = Rk+, C = Rn+, C = Rm+ , (λTh)(x, y,p) = pT∇yy(λT f )(x, y)p and
(λTg)(u, v, r) =  rT∇xx(λT f )(u, v)r.
(i) For k = , D = {Ay : yTAy }, E = {Bx : xTBx }, where A and B are positive
semideﬁnite matrices, (xTAx)/ = S(x |D) and (yTBy)/ = S(y | E). In this case,
(HNWP) and (HNWD) reduce to the problems considered in Ahmad and Husain
[].
(ii) Let k = , D = {} and E = {}, then our problems (HNWP) and (HNWD) become
the problems studied in Gulati et al. [].
(iii) If k = , then our problems (HNWP) and (HNWD) reduce to the programs studied
in Yang et al. [].
(iv) Let D = {} and E = {}, our problems reduce to (MP) and (MD) considered in
Yang et al. [] along with nonnegativity restrictions x  and v . However,
taking Fx,u(a) = (x – u)Ta and Gv,y(b) = (v – y)Tb along with the hypotheses (A) and
(B) of Theorem  in [] gives x  and v .
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5 Conclusions
Apair ofWolfe-typemultiobjective higher-order symmetric dual programs involving non-
diﬀerentiable functions over arbitrary cones has been formulated. Further, an example
of higher-order K-(F ,α,ρ,d)-convex which is not higher-order K-F-convex has been il-
lustrated. Weak, strong and converse duality theorems under higher-order K-(F ,α,ρ,d)-
convexity assumptions have also been established. It is to be noted that some of the known
results, including those of Ahmad and Husain [], Gulati et al. [] and Yang et al. [, ],
are special cases of our study. This work can be further extended to study nondiﬀerentiable
higher-order multiobjective symmetric dual programs over arbitrary cones with diﬀerent
pi ’s and diﬀerent support functions.
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