ABSTRACT Made possible by the availability of spatio-temporal data collected by smart phones and other smart devices, understanding people's mobility patterns has become one of the most promising locationbased services in the past few years, providing various businesswise application possibilities. The simplest version of possibilities is to predict where a user will go next. In this paper, we present a novel approach that goes beyond predicting users' next location and is able to predict their entire mobility patterns. Building on previous work, our models are based on statistical Markov state-space models. In our approach, however, we add temporal information (''arrival profiles'' and ''probability of stay'' profiles) explicitly to the models. Using Monte Carlo simulations on these models enables us to predict multiple future locations, including residence times. We evaluate the models on real-world data sets (1.5 year personally collected mobile phone raw GPS logs and a publicly available Nokia Mobile Data Challenge data set) using different evaluation metrics. An extensive evaluation shows that our proposed methods have better predictive power (higher recall) than standard state-space models.
I. INTRODUCTION
With the proliferation of personal sensors, we are increasingly able to track habits and behaviors of people. Since smart phones are being equipped with an ever growing number of sensors, they have become a powerful Internet of Things (IoT) platform. This makes the development of personalized context-aware services possible, with one of the most prevalent contexts, being location.
Accurate location-related information enables applications the ability to provide relevant information, such as smart traffic notifications and suggesting nearby social events. By knowing a user's current, and proactively predicting a user's movement patterns, traffic notifications can be tailored to their location at a specific time(s) and mobile assistant applications can provide additional suggestions based on likely future locations. For example, the user can be informed a day in advance about road closures on the route to work, he or she usually takes each morning.
The paper proposes an approach to predicting the movement of a person based on historic data on their prior movements (see Figure 1) . We refer to this as next location(s) prediction. Note that we do not restrict ourselves to only the next location, but consider the problem of predicting likely locations over any future time window. At first glance, this resembles the classical problem of learning a distribution over time and frequent locations. There are several important obstacles which make this direct approach infeasible. First, raw GPS coordinates are far too noisy to be used to directly learn movement patterns. To overcome this problem, we pre-process the data into staypoints, or locations where the user has stayed for some period of time. This provides a discretization of space into a fixed set of locations, vastly simplifying the computation required for prediction. As the sampling rate of the data is relatively high (1 Hz on average for most smart phones), computationally efficient methods are critical to ensure the problem remains feasible.
Efficiently computing predictions is non-trivial due to the large number of dependencies in the system, i.e. the user's movements are not independent of the user's current location, day of the week, time of day, etc. Handling these FIGURE 1. We begin by extracting staypoints from raw GPS data points. We then build space transition models, enhanced with additional temporal information and Monte Carlo simulations. The models are used to predict next location, time of arrival and residence time for multiple jumps into the future.
dependencies, while maintaining a reasonable model size, is a significant challenge that we address in this paper. Highly uneven sampling is another important challenge. Despite a large amount of the available data, certain locations are heavily sampled (e.g. users' home and/or work), while others are sparsely sampled (e.g. restaurants or doctors appointments). This complicates the prediction problem, as the user's ''standard routine'' may be predicted every time. We address these challenges through the main contribution of this paper: two novel algorithms, based on statistical state space transition models, which are suitable for handling sparse spatio-temporal (GPS) data-highly unevenly sampled records for different locations. The key contributions are:
• a lightweight dynamic algorithm for next location prediction, that takes spatial-temporal information into account and can additionally estimate the time of arrival to the next location
• a novel Monte Carlo integration based predictor, which is able to predict beyond the next location''-i.e. a step towards predicting mobility patterns (predicting multiple location switches, location at certain hours, etc.)
• an evaluation of the proposed methods on real world datasets (1.5 year of personally collected GPS logs, and publicly available Mobile Data Challenge (MDC) dataset [1] with 170 users) using several evaluation metrics: accuracy, precision, recall, F1. Finally, while our methods are aimed at GPS data and toward predicting an individual's movements, the overall framework is general and can be adapted to any prediction problem under highly irregular sampling where there are numerous dependencies.
II. RELATED WORK
The interest in study of human mobility and location based services has rapidly increased in the last two decades, due to the wide accessibility of smart phones and emergence of personal sensors. As proposed by Etter et al. [2] , the work may be divided into two types: descriptive approaches and predictive approaches. The work in both approaches uses the same data and tackles related problems, but uses different techniques to achieve different objectives. The main purpose of descriptive approaches is to study the characteristics and statistical properties of human mobility patterns. The outcome of these studies are very informative and useful (especially when developing new models), yet making any explicit predictions for individuals is beyond the goals of these studies, which, however is the main focus of the studies in predictive approach group. This paper falls into the latter group, but we review both for completeness.
A. DESCRIPTIVE APPROACHES
One of the important discoveries in human mobility research was reported by Brockmann et al. [3] in 2006, where they report that the distribution of traveling distances decays as a power law, indicating that human mobility patterns are similar to scale-free random walks, one example of which is the Lèvy flight model. In practice, this model suggests that a human movement consists of many short trips (i.e. flights), followed by occasional longer trips. The analysis was first done by studying traces of bank notes, but similar outcomes were later reported by using also other data sources, such as GSM locations [4] , and more recently GPS data [5] , [6] . The latest studies [6] reveal that a power-law distribution (characteristic for Lèvy flight models) is the result of mixture of different transportation modes (i.e. car, bicycle, walking, etc.). If the mobility patterns for different transportation modes are analyzed separately, the movements approximately follow a log-normal distribution .
By studying geospatial data at the individual trajectories level (using mobile phones traces for 100,000 individuals whose position was tracked for a six-month period), Gonzalez et al. [4] reports that in contrast with the random trajectories prevailing in Lèvy flight models, human trajectories show a high degree of temporal and spatial regularity. The study reveals that individuals tends to travel mostly among a few highly frequent locations-with high probability of returning to one-indicating that in general, people follow a simple reproducible location patterns.
Song et al. [7] presented results on the predictability of human mobility. By measuring users entropy from 45,000 mobile users from mobile carriers, they claim that, on average, over the entire testing population, 93% of human mobility is predictable, and that a significant share of predictability is encoded in the temporal order of the visitation pattern. They also report that the predictability distribution over all users is heavy tailed, as a result of the fact that individuals who travel less are more predictable (lower entropy) than users who travel often (higher entropy).
B. PREDICTIVE APPROACHES
One of the pioneer papers on developing models for making explicit predictions of people's future whereabouts is Ashbrook and Starner [8] . The authors develop a probabilistic model by first clustering raw GPS data into ''places'' and later into frequent locations. They then construct various orders of Markov Chain models to predict the users most probable next location. The paper discusses the usefulness of predictions, but does not contain an evaluation of the prediction accuracy.
Two later papers by Song et al. [9] , [10] , used the publicly available Dartmouth WiFi dataset [11] , which contains the WiFi logs of approximately 6000 users over 2 years. By using different evaluation measures (accuracy, earlinesslateness, and under/over provision), they exhaustively evaluate four different next location predictors (Markov-based model, compression based model, PPM [12] and SPM [13] ). Their analysis indicated that users with highly non-stationary mobility patterns are the main cause of poor performance of predictors. This led the authors to introduce aging mechanisms into the models, improving their performance. Additionally, their experiments showed that low-order Markov predictors performed as well or better than more complex predictors.
The work up to this point focused on predicting only either the location, or time. In [14] , the authors present an approach based on non-linear time series analysis [15] , which is able to predict the users' next location, as well as his/her arrival and residence time, i.e. time spent on that location. The paper reports an accuracy performance improvement over Markov-based predictors [10] , tested on four different publicly available datasets (Cabspotting [16] , CenceMeGPS [17] , Dartmouth WiFi [11] , Ile Sans Fils [18] ). Furthermore, their results show that focusing solely on spatial movements, may only be useful for short-term predictions. Hence, also considering temporal information proves to be beneficial for both short-term and long-term predictions.
Another approach based on temporal information was presented in Mathew et al. [19] . The proposed method first clusters human location histories according to their characteristics (the temporal period in which the visits where made) and then trains a Hidden Markov Model for each cluster, where location characteristics were used as the observable parameter. The proposed model was tested and evaluated on another publicly available dataset from the GeoLife project [20] , reporting a prediction accuracy of about 13.85%.
Etter et al. [2] won the Nokia Mobile Data Challenge contest [21] , by blending the results of 3 different predictors: a Dynamic Bayesian Network, an Artificial Neural Network, and Gradient Boosted Decision Trees. The idea behind blending results from 3 completely different approaches is to exploit their diversity. The authors report a relative improvement of up to 4% over the individual predictors. The models were evaluated on the MDC dataset [1] , which we also use in this paper. In order to reduce the problems caused by non-stationarity in the dataset, they used the aging algorithm proposed by [9] , although the improvement in accuracy due to this algorithm was not quantified. Unfortunately, authors only presented results of first order models (stateless models), as this was one of the restrictions of the contest.
In recent work, there is a trend toward using additional heterogeneous data sources in order to improve the models' prediction accuracy. Since several human mobility studies showed that predictability is often encoded in temporal information [7] , [4] , it is natural that temporal information has become the most commonly used additional data source, as it often leads to better prediction accuracies and conceptually meaningful results. In addition to temporal information, social relationship-based data has also been considered. Reported results differ with [22] reporting no systematic improvement of prediction accuracy, while [23] and [24] reporting a minor improvement (approximately 2%). Finally, in order to improve to context-sensitive location prediction reliably, Cho [25] used smart phones to identify transportation mode (classified by exploiting accelerometer, magnetic and orientation sensors) as an additional data source.
Overall, we observe that Markov models remain the most common approach in next location prediction and it is also a fundamental building block underlying our proposed methods. Likewise, the idea to include temporal information to improve prediction accuracy is not new, but we incorporate it in a fundamentally different way-in the form of arrival profiles, which is well-suited for highly unevenly sampled datasets. Furthermore, we extend our model with a Monte Carlo integration based method, which (to the best of our knowledge) is the first model that enables simulating entire human mobility patterns. This allows us to predict multiple locations several steps in the future (with times of arrivals and departures), as well as answer complex questions regarding individual's mobility patterns, such as: ''What is the most probable location at time hh:mm?'', and ''What is the probability of being at location X, at time hh:mm?''.
III. PRELIMINARIES
In this section we introduce some notation and assumptions underlying our approach to modeling mobility patterns for an individual user.
A. DETECTING STAYPOINTS
To be able to predict the exact locations (places) of the users in their future, we first need to understand their location visits and their past mobility patterns. To some extent, raw GPS data contains this information through the distribution and density of points over time. However, the data is noisy and does not explicitly specify where (and how long) the user had stayed. For these reasons, we first employ a staypoint detection (SPD) algorithm, which is able to filter out GPS errors, pinpointing the location and accurately tracking the residence time at each location.
For this step, we extended and significantly improved the original SPD [26] depicted on the Figure 2 . The improvements are similar to [27] , but we took a different approach (a separate paper on this problem is in preparation). The algorithm clusters raw GPS data with all its anomalies and inaccuracies into dense groups of points where the user stayed for some time. This is done through the use of two threshold parameters Tt (time threshold) and Td (distance threshold). A group of GPS points constitutes a (Tt, Td) staypoint if all pairwise distances are less than Tdt meters and the time difference between the first and the last point exceeds Tt seconds.
As seen on the sample GPS coordinates in Figure 2 , the original SPD algorithm would detect 4 trajectories (points T 1 [1, 2, 3] , T 2 [10] , T 3 [16] , T 4 [20, 21, 22] ) and 3 staypoints (points: S1 [4 − 9] , S2 [11 − 15] , S3 [17 − 19] ). This is not ideal, so our SPD improves this result by going over the data twice. In the first pass, it performs the standard SPD algorithm [26] , then on the second pass it goes over the detected activities (staypoints and trajectories), eliminating T 2 and T 3 because their durations are too short and the points afterwards return to the same cluster. This approach merges S1, S2 and S3 into a single staypoint and thus eliminating the errors. Additional differentiation from the original SPD algorithm is, that our approach also keeps trajectories, while original SPD discards all other points that are not part of the staypoints.
The results of our two-pass SPD algorithm is a list of cleaned (as opposed to raw GPS data) staypoints and trajectories of user movement (geo-activities). Besides the location, the descriptions of these activities also contain residence time (start time at the location and duration). These geo-activities represent the input data for the prediction algorithm.
B. ARRIVAL SEQUENCES
Once staypoints are extracted from the raw GPS data, we define an arrival sequence.
Definition 1: An arrival sequence is sequence of pairs Our hypothesis is that having the temporal information is beneficial to modeling a user's mobility and that daily/weekly patterns can be exploited (e.g. arriving at work at 8:00 on Sunday is less likely than on Monday).
We focus on two inference problems. 1) Predicting the next arrival time and location:
2) Predicting the next location when the arrival time is known:
The random variables t i capture the randomness in arrival times and the events of the probability space are arrivals to particular locations at particular times. The model (P1) is able to extend paths, i.e. if we know the all past data, we can generate the next location and arrival time, whereas (P2) is not. For our application, we do not model the prior distribution P(L 0 , T 0 ) (P1 is not fully generative).
We make several assumptions on the conditional distributions in order to simplify parameter estimation.
C. SIMPLIFYING ASSUMPTIONS
Time Discretization: We have already assumed that location data is represented by a discrete set (the data is obtained by using stay point detection and frequent location algorithms (Section III-A)). In order to capture the periodic behavior, we also discretize the temporal information in a straightforward way. We first set the period p (e.g. one week) then select granularity g (e.g. one hour), split the period into p g bins (e.g. 168 bins) and form the set of bin labels τ = {τ 1 VOLUME 5, 2017 for some k ∈ N. We thus focus on modeling:
where each T i ∈ τ and each L i ∈ L. Note that since we are modeling arrivals, there is a natural constraint on the location sequence, namely that consecutive locations should be different:
Stationarity: We assume that the stochastic process is stationary, that is, the model does not evolve through time:
This assumption simplifies the estimation, but may be often violated in practice when longer periods are considered (e.g. work status change, activity starts or ends). This effect is demonstrated in the experimental section (see Figure 15 for examples of non-stationarity in real data). Independence: We further impose a first order Markov structure on the pairs of locations and times:
We will also discuss higher order Markov structures in the experimental section (Section V). An additional Markov-like assumption is that:
which roughly states that the duration of the stay in last location (L i−1 ) is not needed when predicting the next location (L i ), given that we know the arrival time (T i ). A third Markov-like assumption is that:
which states that the arrival times (T i ) given next location (L i ) are independent of the previous location (L i−1 ). The main consequence of the assumptions is that a complex inference problem (P2) gets highly simplified. As we will show, the parameter estimation will be simplified to estimating three matrices -one for location-location transitions, one for arrival profiles and one for stay profiles.
Remark on the Assumptions: One of the main simplifications that allows our models to successfully deal with highly unevenly sampled data is the assumption in Equation A4. The idea behind this assumption is that we can build useful arrival profiles for specific location while ignoring the previous location. In order to test this assumption, we have conducted a statistical test with two different simple models: the null model P 0 , based only on arrival profiles P(T i |L i ), and the alternative model P 1 , based on localized arrival profiles
Since the alternative model has more parameters and generalizes the simpler null model, we can expect that it will fit more closely to the data. To compare the goodness of the fit, we can compute the log of likelihood ratios between two generative models: the null model:
and the alternative:
Both models can be used to generate arrival sequences and assign likelihoods to arrival sequences if the starting location is known. For example, under the null model, knowing L 0 , we can sample L 1 using P(L 1 |L 0 ) and from that we can sample T 1 using P(T 1 |L 1 ).
Using the standard framework of statistical testing, we can then check if similar increases in the likelihood can be obtained under the null hypothesis-that is, we fit both models on the dataset and measure the log of the likelihood ratio α. We then use the simpler model to generate similar datasets, each time fitting only the alternative model and each time computing a likelihood ratio, which gives us the distribution of ratios. If α lies in the top 5% of the distribution, we reject the null model with a confidence of 0.05. We experimented with three different sizes of the initial training set: 1398, 500 and 50. The significance level was set to 0.05 and the number of samples to estimate the statistic under the null hypothesis was set to 100.
The statistical test results indicate (see Figure 3 ) that we have to reject our null hypothesis (A4) under all three experimental conditions, which indicates that our alternative model with localized arrival profiles holds more information than our null model. We can also observe that with less data available, the difference between log-likelihoods of the models becomes less significant-and indicates possible over-fitting problems with the richer model. Nevertheless, the space complexity of model P 1 grows quadratically with number of locations, while the space complexity of model P 0 grows linearly. In order to be able to deal with estimation problems due to high sparsity and also considering the scalability of the approach, we have focused on the validation of the model under the assumption A4, which we will present in Section V. Profiles encode information on the most probable arrival time to a specific location. We can observe different weekly and daily mobility habits in the profiles.
D. MODELS
We will now present the prediction models related to the assumptions that we have presented.
1) CONDITIONAL MODEL (P2)
As a consequence of the assumptions, the problem (P2) is vastly simplified:
The quantity P(L i |L i−1 ) represents the standard Markov transition matrix (with the condition that the location changes) and P(L i ) can be interpreted as the arrival location prior. The main temporal information is captured in arrival profiles -a (|L| × |τ |)-table of coefficients representing Figure 4 shows weekly arrival profiles (represented as arrival frequency histogram over hours of the week) for five common locations from individual's mobility habits, i.e. work, home, groceries and recreational habits. The distinct difference between these locations are clearly seen and illustrate the important temporal information that they contain.
2) PROBABILITY OF STAY
The model (P1) requires an additional ingredient -the probability of stay model:
This governs when the next arrival will occur (shown in Figure 5 ), or alternatively that the user will stay at location FIGURE 5. Probability of stay profiles for 5 common locations for an individual. These profiles encode the probability of stay at a certain location for a specific hour of the week.
L i−1 for T i −T i−1 time units before traveling to a new location.
Our approach is based on modeling the event of the staying at a particular location at a given hour of week. We denote by s i,j the probability that the user will be observed at location i at time τ j + 1 given that he was observed at the same location at time τ j . The probability of stay model is then expressed as:
for τ k > τ u + 1 and
This means that for each time of week and each location, the duration of stay is distributed as a negative binomial distribution with a single parameter. All s i,j parameters form a |L| × |τ | matrix of coefficients that have to be estimated from the data.
3) NEXT LOCATION AND ARRIVAL TIME MODEL (P1)
Given L i−1 and T i−1 , we first generate T i using the probability of stay model, and then generate L i using the model (P2):
where the first factor represents (P2) and the second factor models stay duration. VOLUME 5, 2017
4) REMARK
The main advantage of applying the simplifying assumptions to (P2) is that the number of parameters to estimate is drastically reduced: P1 + A1, A2 requires roughly |L| 2 |τ | 2 parameters, whereas P1 + A1, A2, A3, A4 combined with the stay point model requires:
IV. PREDICTORS
We now present three different predictors (i.e. prediction models), based on statistical state space transition models described in the previous section. We begin with the basic, commonly used predictor, based on modeling the system as a first order Markov Chain. We propose an extension to this method by incorporating additional temporal information (arrival profiles at the next possible locations), which improves the next location predictions and additionally enables us to predict also the time of the users movement to the next location. Finally, we propose an approach which models the users' entire mobility patterns based on Monte Carlo simulation. This enables answering more complex time related questions regarding users' mobility habits, as well as the prediction of multiple locations ahead in the future.
A. MARKOV CHAIN TRANSITION MATRIX (TM)
Markov chain models are one of the most commonly used methods in the field of next location prediction. Each entry of the transition matrix represents the probability of next state (location), estimated based on users' historical transitions (provided as model input, arrSeq -arrival sequence). Given current location (also provided as model input, startLoc -start location), in order to find the next most likely location, one only needs to find the location that maximizes the conditional probability using the transition matrix.
We estimate the transition matrix P(L i | L j ) from the arrival sequence described in Definition 1, as the frequency of transitions between location L i and L j , normalized by the count of all transitions n from arrival sequence.
For the purposes of prediction, normalization is actually not needed -the next location with maximal number of visits from current location will always be predicted. This yields the first baseline algorithm (see Algorithm 1).
The main advantage of this method is that it is computationally inexpensive. Due to this property, the model (transition matrix) for a specific location can be computed ''on the fly'' (at each query) which is elaborated next. The cost of updating the model per each observed transition is constant as it involves only incrementing a counter. Querying the next location, given the current location, involves simply finding a maximum transition count over a set of previously observed next locations (small set for a single user).
The downside of this approach is that it lacks flexibility, since it always predicts the next location which has the highest transition probability for a particular current location. For example, if the model learned that the next most probable location for ''Home'' is ''Work'', it will always predict ''Work'' as the next location, regardless of the fact that we may have just returned from work, or if for example, it is a Sunday. We can overcome this drawback to some extent by using a higher order Markov model, which additionally takes k-previously visited locations into consideration [9] . Nevertheless, building a higher order Markov model has the drawback that it also substantially increases the model complexity with the size of required training dataset, growing exponentially in the order of the model (i.e k). It also drastically increases computation time, making it to expensive to compute the model ''on the fly'' at each query.
Another shortcoming of the basic Markov chain transition matrix method is that it does not take into consideration any temporal information (e.g. time of arrivals, departures, duration of stay, time of prediction) and predicts the same next location, regardless of the time of day or day of week. To overcome this, below we propose a predictor that is able to incorporate such temporal information, making the model much more flexible (dynamic) while still preserving simplicity and responsiveness.
B. TRANSITION MATRIX + ARRIVAL PROFILES (TMAP)
To overcome some of the drawbacks of the basic transition matrix method presented above (TM), we present a method which incorporates temporal information, since it is known that a significant share of predictability is encoded also in the temporal order of visitation patterns [7] . Here, temporal information is included in the form of local arrival profile (AP) histograms, computed from the historical data set, for each specific location (See Figure 4) . Arrival profiles are computed for each specific location L i , as an arrival hour histogram for each ''hour of week'' (7 days × 24 hours = 168 bins). Note that the arrival profiles themselves could already be used as simple predictors, giving the most probable location at a given hour of week, without considering the current location. The intuition is that this type of information reveals user's daily and weekly habits, helping with predicting the next location. For example, Figure 4 reveals that it is a lot more likely that we will go ''Home'' in the afternoon than to ''Work''.
The main idea for combining the transition matrix (TM) with the arrival profiles (AP) is to use the original transition matrix (as in the basic method in Section IV-A) (i.e. prior), then modify it using the arrival profiles to obtain a timespecific transition matrix (i.e. posterior). The result of this combination is a more flexible dynamic predictor (TMAP), which adapts predictions to each hour of the day.
The pseudo-code of TMAP method is presented in Algorithm 2. Due to inclusion of new temporal information, model has two additional (time based) input parameters; start time (h)-which is the current time when prediction is made, and time window ( h)-as the size of time window during which we expect the next transition (usually set between 12 and 24 hours).
The method consists of three main steps:
1) First is the initialization step, where we compute P(L i |L j ) transition matrix (3) and arrival profiles from the arrival sequences. Based on a current location, we set a transition vector p which is used as prior, and smooth the arrival profiles (with Laplacian smoothing). 2) In the second step, we compute the arrival profile weights, based on the current hour h and time window h. Weights are computed as sums of rows from localized (in time) arrival profiles that are within a prescribed window. 3) In the last step, we update the prior transition vector with the arrival profile weight, and obtain the new transition vector (posterior), which now includes temporal information. In the first example (Figure 6a ), we make a prediction at 4pm and in the second scenario (Figure 6b ) at 6am. For example, if our current location is ''Home'', we observe that in both examples, our original transition matrix would predict ''Work'' as the most probable next location, no matter the time of prediction. In contrast, for the first example (Figure 6a ), the posterior transition matrix would predict ''Sport'' as the next location. This is correct, since we can see from the data that our test user usually goes to location ''Sport'' on Tuesday evenings (see Figure 4 ). This is due to the arrival profile graph providing a high weight for location ''Sport''.
Algorithm 2 TMAP (Transition
The weights are obtained by summing the bins inside the sliding window (marked in yellow), defined by the hour of prediction and prediction horizon (e.g. 24 hours into the future). Additionally, we also determine the most probable time of next transition, which is the hour with the maximal probability weight inside the sliding window. In the second example (Figure 6a ), prediction was done on a different day at 6am in the morning. Here, the posterior distribution matrix makes the same prediction as the original transition matrix, predicting ''Work'' as the next most probable location after ''Home''.
Another advantage of this method is that it can be also modified to estimate the time at which the transition will occur. Note that there is relatively little previous work on predicting the time of transition, rather than only the next location (see SectionII). The time of transition can be estimated by selecting the maximum values from the arrival profile rows (rather than computing sums) in a sliding time window, defined by the time of query and horizon time (see Algorithm 2, step 1.b).
C. MONTE CARLO INTEGRATION METHOD (MC)
We introduce the Monte Carlo integration (MC) based predictor with the aim of answering more complex mobility related questions, beyond predicting the next most probable location (and the time of transition). While the first two methods (Section IV-A and IV-B) can answer questions such as ''What is the next most probable location?'', our goal here is to answer questions of the form, ''What is the most probable location at time hh:mm?'' and ''What is the probability of being at location X at time hh:mm?''. To answer such questions, we have to take into account that the user can change more than one location before arriving to the final location VOLUME 5, 2017 FIGURE 6. This example illustrates the main concept of TMAP method (Section IV-B), with weekly arrival profiles (for three different locations) on the left, and transition probabilities on the right. The original transition probabilities computed from basic first order Markov chain are shown in blue (used as prior), the weights derived from arrival profiles are green, and the updated transition probabilities (posterior) are yellow. (a) Predictions made on Tuesday afternoon at 4pm. We observe that both, basic TM and TMAP predictors, estimate that the next location from ''Work'' will be ''Home'', which is probably correct due to the time of prediction. But given that ''Home'' is our current position, basic TM predicts ''Work'' as the next location, while TMAP uses the available temporal information (arrival profile) and therefore predicts ''Sport'' as the next most probable location, which according to the users commute habits seen from arrival profile, is more sensible for this time of day and day of the week. (b) Predictions made on Thursday morning at 6am. The figure shows that the basic TM method produces the same prediction as in the case above (regardless of the different time of prediction), but the TMAP prediction changes with the time of prediction.
at the query time. Thus, we must be able to model users' entire mobility patterns, as opposed to modeling only users' location transitions. We achieve this by using a Monte Carlo simulation technique for modeling users' mobility in combination with the previously described Transition Matrix + Arrival Profiles (TMAP) method.
The central idea of this predictor is to perform multiple mobility simulations, by using the Markov chain model and probability of stay distribution for sampling, in order to obtain a new location change distribution. Number of simulations is provided as an input parameter to the model. Optimal number of simulations is discussed at the end of this chapter (convergence analysis). The probability of stay for certain location at a specific time, is computed as the ratio between the number of occurrences of remaining at a particular location and the number of occurrences of transitioning to another location at a given time (see section III-D2). The example in Figure 5 shows how for the location ''Work'' it is clear that probability of stay is very low during the weekend (''Work'' during weekends is typically shorter for the user) and during working days at around 5pm (likely transition to another location).
The pseudo-code of Monte Carlo simulation based predictor is shown in Algorithm 3 and can be divided into the following three main steps:
1) As initialization, we first compute the probability of stay model P(T i |T i−1 , L i−1 ) from the arrival sequence (input data). 2) For each iteration of the simulation we generate a path as an alternating sequence of stays and transitions based on the probability of stay model and the conditional model (P2 + A1,A2,A3,A4). We stop the sequence generation if the time of location change falls out of the time window horizon ( h parameter). 3) We repeat this simulation for a fixed number of iterations iters and return the distribution of final location distribution by hour and location (see the lower graph in Figure 7a ). From this distribution, we can estimate the next most probable locations and times (e.g. by computing maximums from obtained distributions). Example: Figure 7 demonstrates the MC-based method, with the same examples as in Section IV-B. For the prediction from location ''Home'' at 4pm, recall that the basic transition matrix algorithm naively predicts ''Work'' as the next location even though we usual come back from ''Work'' at this time, while the TMAP predictor more intuitively returned ''Sport'' as the next location. Using the MC method (Figure 7a) , besides correctly predicting the next location (''Sport''), we can additionally estimate the time of location switch, as well as the residence time-in this case 7pm and 3 hours respectively.
Algorithm 3 MC (Monte
The probability of stay weekly profile (the top graph in Figure 7 ) is what enables us to perform the Monte Carlo simulation. This profile represents how likely it is that one will stay at the specific location at certain time. We can see that for location ''Home'', the probability of stay is higher during the night and lower during the day, which is intuitively what we would expect. By performing multiple transition simulations, we can obtain the entire probability distributions for location changes for the next few hours (the amount of time into the future we consider is the prediction horizon).
The middle graph in Figure 7 shows the location change distribution derived from Monte Carlo simulations, compared to the distribution derived from historical data. We can observe that both, simulated and real data, yield the highest probability of location switch in 3 hours (from the hour when prediction was made -4pm), that is at 7pm.
Furthermore, using the TMAP method, the lower graph in Figure 7 shows the actual next most probable locations predictions for the next few hours (based on the current location ''Home''), along with the probabilities of location change for two known scenarios: Tuesday 4pm and Thursday 6am. The prediction results for Tuesday 4pm (Figure 7a) shows that for the next four hours (from 4pm to 7pm), our model predicts the location ''Sport'' as the most probable location, with the highest probability peak at 7pm. From 8pm on, prediction results shows ''Work'' as the most probable location, with the highest probability peak at 7am (and low probability at night). The prediction for Thursday 6am (Figure 7b) shows ''Work'' as the next most probable prediction at 7am, followed by much less probable location ''Groceries'' at 9am. Figure 18 in the Appendix additionally shows empirical results of predictions from location ''Work'', demonstrating the practical applicability of the proposed model. Figure 18 (a) exhibits the example of prediction from current location ''Work'' on Tuesday at 4pm, where the model predicts ''Home'' as the next most probable location in the next five hour, which seems reasonable. While in the second example (Figure 18b ), the prediction is made on Thursday at 6am, also from the location ''Work'', where we can observe that ''Restaurant'' is the most probable next location 5 hours after the query time (11am). Second most probable location is ''Groceries'', between the hours of 7am to 10am, and finally (Figure 7b ). (Top) The probability of stay profile which enables mobility simulation using MC. (Middle) By performing multiple Monte Carlo transition simulations, we obtain the entire location change probability distribution, which is compared to the probability distribution from actual historical data for comparison. (Bottom) By performing next location prediction at each simulation, we also obtain a distribution of predictions for the next few hours. We observe that for Tuesday 4pm (Figure 7a ), the next most probable location is ''Sport'' at 7pm, followed by ''Work'' at 7am the next morning. Prediction for Thursday 6am (Figure 7b ) reasonably shows ''Work'' as next most probable prediction at 7am, followed by the much less probable location ''Groceries'' at 9am. the location ''Home'' after 12pm has the smallest probability. Recall that this prediction applies to the next location, therefore the fact that ''Home'' has a small probability, implies that it is unlikely that the user will go directly home without visiting one of the previously mentioned locations first.
Convergence Analysis: In order to test the convergence properties of our proposed MC predictor we measure how various next state probability distributions-obtained by using different number of simulations (10 1 , 10 2 , 10 3 , 10 4 )-differ from the ''ground truth'' probability distributions (estimated by using 10 6 simulations). For each distinct group (characterized by the same number of simulations), we generate 100 different distributions with the same initial parameters (i.e. starting location and starting date). To measure the distance between these simulated probability distributions and the ''ground truth'', we use L 1 distance measure, which is simply twice the total variation distance between the distributions. Figure 8 shows the average distance and standard deviation, over all 100 simulations for each distinct group. Analyses were performed for various starting locations, as well as for different starting dates. As expected, results show that the distance from ''ground truth'', as well as the standard deviation, decreases with the number of simulations. By taking into consideration also the computational time component (which increases linearly with the number of simulations), we decided to use 10 3 simulations per prediction, which in our case seems to be the optimal trade-off between performance and computation time.
V. EVALUATION ON REAL-WORLD SCENARIO DATA
Two real-world datasets are used for evaluation. First is based on the personal data (PCD) collected by one of the authors, while second is the publicly available Mobile Data Challenge (MDC) dataset with 170 users [1] .
We evaluated the performance of our methods on the problem of predicting individual's next locations. We used a standard hold out (90:10) cross-validation method. The models are built using 90% of the data, while the performance is measured over the remaining 10% of the dataset. To quantify the quality of predictions we used multiple performance measures, including accuracy, recall, precision combined F1 score. Together, these give a more complete picture of the algorithms' performance.
A. DATA DESCRIPTION 1) PERSONALLY COLLECTED DATASET (PCD)
Dataset was gathered by one of the authors, using Google's Location History tool, over an 18 month time period (July 2012 -December 2013). The original dataset contained raw GPS coordinates with UNIX timestamps, therefore the dataset was first preprocessed into a sequence of trajectories and location visits (using the SPD method described in Section III-A). After preprocessing, the dataset contains 101 unique locations and 1604 staypoint visits.
Not surprisingly, the location distribution in the data set is extremely heavy tailed (see Figure 9) . Over 90% of all visits belongs to one of the top 10 most frequent locations, which makes this dataset highly unevenly sampled dataset. This is known to be typical for human mobility behavior [4] . A large location bias is one of the main issues when analyzing individual mobility patterns. . Visit frequency analysis histogram shows a heavy tailed class distribution, which is typical for human mobility behavior [4] .
Additional analysis of the user's mobility patterns (Figure 10 ), reveals that we are also dealing with an extremely non-stationary dataset. We observe 2 longer gaps in the data (missing data), as well as a few short trips and several longer distance trips. It is known that it is much harder to predict mobility patterns for individuals who travel often, compared to those with more stationary mobility patterns [7] . Nevertheless, some frequent daily patterns can be readily seen (Figure 10 ). For example, the home location is clearly prevailing (blue color) especially during night-time hours (from 8pm to 5am), while the work location is more prominent during the day (yellow color).
Though the visualization fails to highlight less frequent location mobility patterns, they can be observed in the arrival profiles (Figure 4 in Section III-D1). Beside the daily mobility patterns (''Home'' and ''Work''), we can also observe some periodic weekly habits of the user, such as recreation (''Sport 1'' on Tuesdays and Sundays, and ''Sport 2'' on Thursday evenings), as well as grocery shopping habits which are spread over the entire week, but are most common on Thursdays and Fridays. As we will see later, one of the main advantages of our proposed approach is being able to capture these less frequent habits.
2) NOKIA MDC DATASET
To put the evaluation results obtained by PCD dataset into perspective, we have also tested and evaluated the proposed methods by using a well known Nokia Mobile Data Challenge (MDC) dataset. This dataset was gathered during Lausanne Data Collection Campaign [1] by 170 participants. It consists of sequences of location visits for each participant, where each record contains an unique location id, as well as a starting and ending timestamp, making it comparable to the PCD dataset. The number of records per participant varies from less than 100 records to almost 6000 records, and time-wise from 6 months to 17 months. A subset of this dataset (50 users) was used in Nokia Mobile Data Challenge, where the task was to predict the next place visited by the Figure clearly shows some main daily patterns (location ''Home'' in blue, and ''Work'' in yellow), but also reveals some non stationarity in data which pose a challenge for the model. For example, two longer missing data gaps are obvious from the data, as well as few short trips (orange color) and several longer distance trips over different time zones (green color).
user, with some restrictions (due to contest rules), such as user specificity and memoryless predictors [21] .
B. EVALUATION METRICS
The most commonly used measure to evaluate the performance of next location predictors is the overall accuracy measure (number of correctly predicted locations across all the predictions). While the accuracy measure is informative and easily interpretable, it can also be misleading and is not sufficient for determining if the model is appropriate for a specific problem [28] . A classical example is the accuracy paradox [29] . In cases where there is a large class imbalance-as is in our case-a model can achieve high accuracy results by predicting only the most frequent class(es). In many cases, such models are not very good at predicting non-frequent next locations, despite achieving high accuracy scores. It may be more desirable to select a model with lower average accuracy if it has a greater predictive power for the problem.
We thus apply a set of additional evaluation metrics (beside accuracy measure), commonly used in multi-class classification problems: precision (measure of classifiers exactness), recall (measure of completeness) and F1 score (a harmonic mean of precision and recall).
C. EVALUATING NEXT LOCATION PREDICTION 1) PERSONALLY COLLECTED DATASET (PCD)
We first evaluate next location prediction for the different predictors described in Section IV. For a reference, we also included a frequently used baseline method-majority class prediction, usually referred to as a ''0-order'' -O(0) Markov predictor. Since each of the predictors can use either first order -O(1), or second order -O(2) transition matrices as a basis, we have evaluated both types.
Intuitively, we would assume that second order model O(2) will have better accuracy performance, since higher order models holds more historical information (about previously visited locations). Somewhat surprisingly, the results show that there is no significant accuracy improvement when using higher order models O(2) when compared to the simpler O(1) models (Figure 11 ). However, this is inline with what has also been reported in other work [9] , [10] , [30] , [31] . The two underlying causes for this seem to be non-stationarity and sparsity of data, both of which result in many unseen (or rarely seen) combinations of location transitions in the test set (i.e. transitions which do not appear in the training data). Figures 11b and 11a illustrate the effect of unknown locations on the accuracy scores: Figure 11b shows the accuracy where unknown locations were filtered out compared to where no filtering was applied (Figure 11a) . Naturally, this filtering leads to higher scores, since we have no way of predicting locations which do not appear in the training dataset.
Although no significant improvements can be observed when using higher orders models, minor accuracy improvements can be observed between different predictor models (see Figure 11) . However, the main improvement of our proposed methods can be seen from the results on Figure 12 . Here, the accuracy is computed separately for five commonly visited locations from the user's commute routine (using both O(1) and O(2) models). Figure 12 highlights the biggest drawback of the baseline methods (majority classifier and TM); they are inherently biased toward predicting only the most common classes-in this case ''Home'' and ''Work''. In contrast, our proposed methods (TMAP and MC) include predictions also for other, less frequent, but still regularly visited locations such as ''Groceries'' and ''Sport''. The results show that the second order TM somewhat reduces this effect (see Figure 12b ), but it is much more computationally demanding than our proposed methods (TMAP and MC) and requires more data to return meaningful results.
As discussed earlier, analyzing only overall accuracy measure, can bias our models towards doing well on frequently visited locations, but ignoring less frequent locations. By measuring accuracy results individually by class, only for true positive instances, actually means that what we are measuring is recall, which is clearly higher for our proposed methods (see Figure 13) . As known, a lot of predictability is encoded in the sequence order of place visits (as done in the baseline models), but a significant share of predictability is also encoded in a temporal order of visitation pattern [7] , implying that the models can be improved by inclusion of temporal information (as in our proposed models). This makes the model dynamic (generates different predictions at different times) and enables predicting much broader range of locations, which is a big contributor to higher recall scores seen in Figure 13 , implying a much higher predictive power. Additionally, the model also makes conceptually more meaningful predictions. For example, our proposed models does not predict ''Work'' as the next location during the weekends (as it is clear from the arrival histograms that location ''Work'' is not frequently visited during the weekends. Figure 20 in the Appendix shows the accuracy scores measured only for weekends. We can see that our methods clearly outperform the baseline methods that use only sequential information about locations.
Another clear example where temporal information is beneficial is, when the users next location is ''Sport 1'' or ''Sport 2'' ( Figure 12 ). The weekly arrival histogram (see Figure 4 ) clearly shows that these two locations are regularly visited once or twice per week. The results for these two locations show that both methods which include temporal information (i.e. TMAP and MC), perform better than the FIGURE 13. Additional evaluation metrics reveals that even though the accuracy was not significantly improved by using our proposed method, recall (also called sensitivity) is significantly higher. This implies that predictive power of our methods is greater, which can be beneficial in many real world scenarios (i.e. target advertisement), where it is more beneficial to have generally good results versus predicting only the most frequent locations (i.e. higher average accuracy).
FIGURE 14.
Histogram of accuracy scores on MDC dataset reveals high variance in scores per user. Even though high prediction accuracy was achieved for many users, there are also many users with low accuracy (due to low-quality data logs with consequently lower quality temporal profiles).
baselines (i.e. majority classifier and TM). An improvement in accuracy can also be observed for the location ''Groceries'', which does not have a narrowly peaked arrival distribution as in the case of the ''Sport'' locations. Rather, it has a spread out distribution during the day, with some small peaks during lunch time and more or less zero occurrences during the night. We observe that such ''spread-out'' temporal information is still beneficial and improves the accuracy of the model, compared to only relying on previous/current location information.
2) NOKIA MDC DATASET
A similar evaluation was performed using the MDC dataset which contains data from several different users (see Figure 16 ). The various evaluation metrics were computed for each user independently and the results were then averaged over all the users. The results show that our best model achieves an average accuracy score of 0.54, which is comparable to the winning model of the Nokia Mobile Data Challenge [2] , that achieved accuracy score of 0.56.
Furthermore, most of the findings from the evaluation using the PCD dataset were also confirmed by this dataset. We observe slightly better accuracy results when using additional temporal information (TMAP and MC), compared to only using spatial data (TM). Additional improvement in the recall measure can also be observed, however, the differences are not as significant as in the case of our PCD dataset. The reason is that we incorporate temporal information using arrival profiles, which require a good quality data logs for each individual, which is not the case for all users in the MDC dataset. For some users, we have enough quality data (Figure 15a ), while for several other users this is not the case (e.g. highly non-stationary data - Figure 15b , or concept drift - Figure 15c) . Therefore, the quality of the computed arrival profiles varies greatly, which consequently leads to high variances in accuracy scores among individual users (see Figure 14) . Since the results are averaged over all 170 users, this lowers the overall scores presented in Figure 16 .
Further investigation of users' mobility patterns and arrival profiles revealed the dependence of our proposed methods on the ability to compute informative location arrival profiles. Figure 17 shows the discrepancy between the basic TM method and TMAP method (where TM is updated with arrival profiles). Figure reveals two distinct group of users: one where using the arrival profiles clearly improves predictions (informative arrival profiles), and one where arrival profiles deteriorates predictions (uninformative arrival profiles). By selecting one of the users from the group where predictions was improved -user 5947, and by investigating his mobility patterns (Figure 15a ) and arrival profiles ( Figure 21 in the Appendix), we can confirm that the key to success was the quality extracted arrival profiles, which successfully updated the prior TM method. On the other hand, since TMAP method is based on updating a basic transition matrix with arrival profiles, poorly extracted profiles results into poor updates, which even worsens the prior prediction. This usually happens when dealing with non-stationary data (Figure 15c ), or data with concept drift (Figure 15b ). An example of poor quality arrival profiles can VOLUME 5, 2017 be observed for user 6028 in Figure 24 in the Appendix.
As a final remark, similar observations regarding high variance in the results between users were also reported in the winning paper of MDC challenge [2] . The authors raised the question if this unpredictability is mainly rooted in the users' personality, or if it is a consequence of the data characteristics. According to our analysis, we conclude that the reason for unpredictability lies in both; see the concept drift example in Figure 15b and the non-stationarity example in Figure 15c . The difference between these is that the first (concept drift) could be overcome by using more adaptive models (e.g. using an online learning-streaming approach), but it is less clear how to overcome the problem of poor data quality. We conclude that in order to be able to take full advantage of our method, one must possess enough high-quality data so that good arrival profiles can be computed for at least the most frequent locations. This also puts a lot of pressure on the quality and robustness of SPD algorithm (see section III-A), which transforms raw GPS data into staypoints, used as input data in prediction models. We will address this topic in an upcoming paper.
VI. CONCLUSIONS
In this paper, we present two novel approaches for predicting human mobility patterns (next locations with times of arrivals and departures): TMAP (Section IV-B) and MC (Section IV-C). We take a common approach in this area, basing our models on statistical Markov state space models, which are additionally enhanced with temporal information; arrival profiles and probability of stay. Due to this enhancement, we are able to dynamically predict the time of arrival to the next location (i.e. the predictions change over time, with respect to when it was calculated). Including additional temporal information enables prediction from less visited, or even previously unknown locations. Furthermore, it reduces the bias of basic Markov state space models, which tend to predict only the most frequent locations. Finally, we include the probability of stay profile (Section III-D2) that allows us to perform Monte Carlo simulations and predict users' longer term mobility patterns. To the best of our knowledge, this is the first method which is able to predict locations several ''hops'' into the future and enables answering complex questions regarding individuals' mobility patterns, such as: ''What is the most probable location at time hh:mm'', and ''What is the probability of being at location X , at time hh:mm''.
We have evaluated our methods on two real world datasets. To make a fair comparison with the baseline approach, we restrict ourselves to predicting the next location. Using only prediction accuracy, we do not observe any significant improvement over the baseline-since the dataset is highly unbalanced, only the most frequent locations are ever predicted. Additional evaluation measures (i.e. recall and F1 measure) highlight the increased prediction power (higher recall) of our approach. Predicting less frequent locations can often be more informative. For example, for targeted advertisements, predictions such as ''Home'' and ''Work'' will not be as useful as occasional predictions for ''Groceries'', ''Restaurants'', or ''Fitness''.
Additional evaluation on the much broader MDC dataset [1] reveals that performance depends on the quality of data being available for individual users, which allows us to learn informative arrival profiles and probability of stay profiles. The results also show that higher order Markov models O(2) do not significantly improve the results in comparison to O(1), hence not justifying the significant increase in model complexity.
There are several directions for further research. First, all the proposed methods are based on locations which have been seen in the past (i.e. places a user has visited before). An interesting possibility is to use additional data sources, such as other users or social media [22] , to compensate for under-sampling of locations in the data. Secondly, our understanding of the theoretical implications of the simplifying assumptions (Section III-C) remains largely unexplored (e.g. in terms of rates of convergence, bias, etc.). Finally, we could further localize our models. For example, we could consider arrival profiles which are based on the current location. Currently, it is unclear whether this would improve performance significantly enough to warrant the increase in model complexity. Figure 18 shows an additional example of the MC method (described in Section IV-C in the main paper), when the prediction is made from the location ''Work'', in order to demonstrate model's versatile functionality. The predictions are made at the same time as in the example in Figure 7 from the main body, where predictions were made from the location ''Home'' -i.e. Tuesday afternoon (see Figure 18a ) and FIGURE 18. An example of MC prediction results from the location ''Work'', for the same scenarios as in Figure 7 from the main body, where prediction was made from location ''Home''. In A.1a (prediction on Tuesday at 4pm), we observe that the most likely next location in the next few hours is ''Home''. In A.1b we see the predictions at 6am on Thursday. The most probable next location is ''Restaurant'' at 11am, which makes sense, since this is the usual lunch time of the user. After 11am, ''Home'' is predicted as the next location with much less probability, since it is not very likely that the user will skip lunch and go directly home. Thursday morning (see Figure 18b) . The results show that the predictions are meaningful. In the first example (Figure 18a) , we can observe that the model predicted ''Home'' as next location on Tuesday at 4pm, which is consistent with the users' behavior. In the second example (Figure 18b) , the model predicted ''Restaurant'' on Thursday at 11am as the FIGURE 20. Accuracy results with testing set filtered to weekends only. Normal transition matrix accuracy is lower than than the baseline, while methods that incorporate temporal information (TMAP and MC) perform better than the simple majority classifier. Although overall accuracy is not very high, results indicate that temporal information can improve the models.
APPENDIX
next location, which is reasonable, since this is typically the user's lunch time during working days. Figures 19 and 20 show additional evaluation scenarios, apart from those presented in Section V. Figure 19 shows . This is an example of good quality data logs from which good quality arrival profiles can be extracted. We can observe users daily as well as weekly patters for different locations. an example where we test and evaluate our model on the same set of data as it was trained on. We can observe that the second order models O(2) clearly outperform the first order O(1) models, but this is due to the model over-fitting to the training example. Therefore, this should not be considered . Example of quality arrival profiles, but with concept drift (permanent change of home or work location, which can be observed in Figure 15b in the main paper) that can inaccurately update the prior prediction. representative of model's capabilities in real world scenarios. Additionally, Figure 20 presents the evaluation results of a specific experimental example where testing set is filtered to weekends only. As expected, results show that basic TM method make poor predictions during the weekends, since temporal features are disregarded. Figure 15c) . Results demonstrate that poor quality arrival profiles are extracted from poor quality data logs (e.g. non-stationarity or concept drift), which do not add additional informative temporal information into the model and can therefore deteriorate models' prediction accuracy. LUKA BRADEŠKO is currently pursuing the Ph.D. degree in computer science, with the thesis titled ''Knowledge Acquisition through Natural Language Conversation and Crowdsourcing.'' He is also a Software and Electrical Engineer and an AI, ML Researcher with the Artificial Intelligence Laboratory, Joef Stefan Institute. He has been involved in various EU FP7 and H2020 projects. His recent projects include a concept of an intelligent motor-home (reasoning engine software interacting with sensors and actuators) for Adria Mobil, a European motor-home producer and a named entity disambiguation algorithm, which is a work in progress in a collaboration with Bloomberg LP, USA. His entrepreneurial activities have led to a few small business start-ups and the founding of an AI assistant start-up, called Curious Cat. 
