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Abstract
We define the model of two-dimensional random interlacements
using simple random walk trajectories conditioned on never hitting
the origin, and then obtain some properties of this model. Also, for
random walk on a large torus conditioned on not hitting the origin
up to some time proportional to the mean cover time, we show that
the law of the vacant set around the origin is close to that of random
interlacements at the corresponding level. Thus, this new model pro-
vides a way to understand the structure of the set of late points of the
covering process from a microscopic point of view.
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1 Introduction
We start by an informal description of our purpose.
1.1 Random interlacements in two dimensions
Random interlacements were introduced by Sznitman in [20], motivated by
the problem of disconnection of the discrete torus Zdn := Z
d/nZd by the trace
of simple random walk, in dimension 3 or higher. Detailed accounts can
be found in the survey [4] and the recent book [10]. Loosely speaking, the
model of random interlacements in Zd, d ≥ 3, is a stationary Poissonian soup
of (transient) doubly infinite simple random walk trajectories on the integer
lattice. There is an additional parameter u > 0 entering the intensity measure
of the Poisson process, the larger u is the more trajectories are thrown in.
The sites of Zd that are not touched by the trajectories constitute the vacant
set Vu. The random interlacements are constructed simultaneously for all
u > 0 in such a way that Vu1 ⊂ Vu2 if u1 > u2. In fact, the law of the vacant
set at level u can be uniquely characterized by the following identity:
P[A ⊂ Vu] = exp (− u cap(A)) for all finite A ⊂ Zd, (1)
where cap(A) is the capacity of A. Informally, the capacity measures how
“big” the set is from the point of view of the walk, see Section 6.5 of [13] for
formal definitions, as well as (13)–(14) below.
At first glance, the title of this section seems to be meaningless, just
because even a single trajectory of two-dimensional simple random walk a.s.
visits all sites of Z2, so the vacant set would be always empty. Nevertheless,
there is also a natural notion of capacity in two dimensions (cf. Section 6.6
of [13]), so one may wonder if there is a way to construct a decreasing family
(Vα, α > 0) of random subsets of Z2 in such a way that a formula analogous
to (1) holds for every finite A. This is, however, clearly not possible since
the two-dimensional capacity of one-point sets equals 0. On the other hand,
it turns out to be possible to construct such a family so that
P[A ⊂ Vα] = exp (− πα cap(A)) (2)
holds for all sets containing the origin (the factor π in the exponent is just
for convenience, as explained below). We present this construction in Sec-
tion 2.1. To build the interlacements, we use trajectories of simple random
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walks conditioned on never hitting the origin. Of course, the law of the va-
cant set is no longer translationally invariant, but we show that it has the
property of conditional translation invariance, cf. Theorem 2.3 below. In
addition, we will see that (similarly to the d ≥ 3 case) the random object we
construct has strong connections to random walks on two-dimensional torus.
All this makes us believe that “two-dimensional random interlacements” is
the right term for the object we introduce in this paper.
1.2 Cover time and late points of simple random walk
on a discrete torus
Consider the simple random walk on the two-dimensional discrete torus Z2n
with the starting point chosen uniformly at random. Let Tn be the first
moment when this random walk visits all sites of Z2n; we refer to Tn as the
cover time of the torus. It was shown in [7] that Tn
n2 ln2 n
→ 4
π
in probability;
later, this result was refined in [9], and then even finer results on the first
correction to this limit were obtained in [2] for the similar problem of covering
the (continuous) torus with a Brownian sausage.
The structure of the set of late points (i.e., the set of points that are still
unvisited up to a given time) of the random walk on the torus is rather well
understood in dimensions d ≥ 3, see [1, 15], and also [12] for the continuous
case. On the other hand, much remains to be discovered in two dimensions.
After the heuristic arguments of [3] revealing an intriguing random set, it
was shown in [8] that this set has interesting fractal-like properties when
the elapsed time is a fraction of the expected cover time. This particular
behaviour is induced by long distance correlations between hitting times due
to recurrence. In this paper, we prove that the law of the uncovered set
around the origin at time 4α
π
n2 ln2 n conditioned on the event that the origin
is uncovered, is close to the law of two-dimensional random interlacements at
level α (Theorem 2.6). We hope that this result will lead to other advances
in understanding the structure of the uncovered set.
We now explain why conditioning is necessary to observe a meaningful
point process. In two dimensions, if we know that simple random walk has
visited a given site by a large time, then it is likely, by recurrence, that it has
has visited all the nearby sites as well. This means that a fixed-size window
around the origin will be typically either full (on the event that the origin
was visited) or empty (if the origin was not yet visited). Therefore, we need
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to condition on a rare event to obtain a nontrivial limit.
As a side note, observe that the two-dimensional random interlacements
relate to the simple random walk on the torus at a time proportional to the
cover time. In higher dimensions, one starts to observe the “interlacement
regime” already at times below the cover time by a factor of lnn.
Organisation of the paper: In Section 2.1 we construct the model of
random interlacements and present some of its properties. In Section 2.2
we formulate a result relating this model and the vacant set of the simple
random walk on the discrete torus. We prove some results on the spot –
when short arguments are available – postponing the proof of the other ones
to Section 4. Section 3 contains a number of auxiliary facts needed for the
proof of the main results.
2 Definitions and results
We start by defining the two-dimensional random interlacement process,
which involves some potential-theoretic considerations.
2.1 Random interlacements: definitions, properties
Let ‖ · ‖ be the Euclidean norm. Define the (discrete) ball
B(x, r) = {y ∈ Z2 : ‖y − x‖ ≤ r}
(note that x and r need not be integer), and abbreviate B(r) := B(0, r). We
write x ∼ y if x and y are neighbours on Z2. The (internal) boundary of
A ⊂ Z2 is defined by
∂A = {x ∈ A : there exists y ∈ Z2 \ A such that x ∼ y}.
Let (Sn, n ≥ 0) be two-dimensional simple random walk. Write Px for the
law of the walk started from x and Ex for the corresponding expectation.
Let
τ0(A) = inf{k ≥ 0 : Sk ∈ A}, (3)
τ1(A) = inf{k ≥ 1 : Sk ∈ A} (4)
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be the entrance and the hitting time of the set A by simple random walk S
(we use the convention inf ∅ = +∞). For a singleton A = {x}, we will write
τi(A) = τi(x), i = 0, 1, for short. Define the potential kernel a by
a(x) =
∞∑
k=0
(
P0[Sk=0]− Px[Sk=0]
)
. (5)
It can be shown that the above series indeed converges and we have a(0) = 0,
a(x) > 0 for x 6= 0, and
a(x) =
2
π
ln ‖x‖+ γ′ +O(‖x‖−2) (6)
as x → ∞, cf. Theorem 4.4.4 of [13] (the value of γ′ is known1, but we will
not need it in this paper). Also, the function a is harmonic outside the origin,
i.e.,
1
4
∑
y:y∼x
a(y) = a(x) for all x 6= 0. (7)
Observe that (7) immediately implies that a(Sk∧τ0(0)) is a martingale, we will
repeatedly use this fact in the sequel. With some abuse of notation, we also
consider the function
a(r) =
2
π
ln r + γ′
of a real argument r ≥ 1. The advantage of using this notation is e.g. that,
due to (6), we may write, as r →∞,∑
y∈∂B(x,r)
ν(y)a(y) = a(r) +O
(‖x‖ ∨ 1
r
)
(8)
for any probability measure ν on ∂B(x, r). The harmonic measure of a finite
A ⊂ Z2 is the entrance law “starting at infinity”,
hmA(x) = lim‖y‖→∞
Py[Sτ1(A) = x]. (9)
The existence of the above limit follows from Proposition 6.6.1 of [13]; also,
this proposition together with (6.44) implies that
hmA(x) =
2
π
lim
R→∞
Px
[
τ1(A) > τ1
(
∂B(R)
)]
lnR. (10)
1γ′ = pi−1(2γ + ln 8), where γ = 0.5772156 . . . is the Euler-Mascheroni constant
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Intuitively, (10) means that the harmonic measure at x ∈ ∂A is proportional
to the probability of escaping from x to a large sphere. Observe also that,
by recurrence of the walk, hmA is a probability measure on ∂A. Now, for a
finite set A containing the origin, we define its capacity by
cap(A) =
∑
x∈A
a(x) hmA(x); (11)
in particular, cap
({0}) = 0 since a(0) = 0. For a set not containing the
origin, its capacity is defined as the capacity of a translate of this set that
does contain the origin. Indeed, it can be shown that the capacity does not
depend on the choice of the translation. A number of alternative definitions
are available, cf. Section 6.6 of [13]. Intuitively, the capacity of A represents
the difference in size between the set A and a single point, as seen from
infinity: From (6.40) and the formula above Proposition 6.6.2 in [13], we can
write
Px
[
τ1
(
∂B(r)
)
< τ1(A)
]
=
ln ‖x‖ + πγ′
2
− π
2
cap(A) + εA(x) + ε
′
A,x(r)
ln r
,
where εA(x) vanishes as ‖x‖ → ∞ and ε′A,x(r) vanishes as r → ∞ keeping
fixed the other variables. Observe that, by symmetry, the harmonic measure
of any two-point set is uniform, so cap
({x, y}) = 1
2
a(y−x) for any x, y ∈ Z2.
Also, (8) implies that
cap
(
B(r)
)
= a(r) +O(r−1). (12)
Let us define another random walk (Ŝn, n ≥ 0) on Z2 (in fact, on Z2\{0})
in the following way: the transition probability from x to y equals a(y)
4a(x)
for
all x ∼ y (this definition does not make sense for x = 0, but this is not a
problem since the walk Ŝ can never enter the origin anyway). The walk Ŝ
can be thought of as the Doob h-transform of the simple random walk, under
condition of not hitting the origin (see Lemma 3.3 and its proof). Note
that (7) implies that the random walk Ŝ is indeed well defined, and, clearly,
it is an irreducible Markov chain on Z2 \ {0}. We denote by P̂x, Êx the
probability and expectation for the random walk Ŝ started from x 6= 0. Let
τ̂0, τ̂1 be defined as in (3)–(4), but with Ŝ in the place of S. Then, it is
straightforward to observe that
• the walk Ŝ is reversible, with the reversible measure µx := a2(x);
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• in fact, it can be represented as a random walk on the two-dimensional
lattice with conductances (or weights)
(
a(x)a(y), x, y ∈ Z2, x ∼ y);
• (a(x), x ∈ Z2 \ {0}) is an excessive measure for Ŝ (i.e., for all y 6= 0,∑
x a(x)P̂x(Ŝ1 = y) ≤ a(y)), with equality failing at the four neighbours
of the origin. Therefore, by e.g. Theorem 1.9 of Chapter 3 of [17], the
random walk Ŝ is transient;
• an alternative argument for proving transience is the following: let N
be the set of the four neighbours of the origin. Then, a direct calculation
shows that 1/a(Ŝk∧τ̂0(N )) is a martingale. The transience then follows
from Theorem 2.2.2 of [11].
Our next definitions are appropriate for the transient case. For a fi-
nite A ⊂ Z2, we define the equilibrium measure
êA(x) = 1{x ∈ A}P̂x[τ̂1(A) =∞]µx, (13)
and the capacity (with respect to Ŝ)
ĉap(A) =
∑
x∈A
êA(x). (14)
Observe that, since µ0 = 0, it holds that ĉap(A) = ĉap(A ∪ {0}) for any
set A ⊂ Z2.
Now, we use the general construction of random interlacements on a
transient weighted graph introduced in [21]. In the following few lines we
briefly summarize this construction. Let W be the space of all doubly infi-
nite nearest-neighbour transient trajectories in Z2,
W =
{
̺ = (̺k)k∈Z : ̺k ∼ ̺k+1 for all k;
the set {m : ̺m = y} is finite for all y ∈ Z2
}
.
We say that ̺ and ̺′ are equivalent if they coincide after a time shift, i.e.,
̺ ∼ ̺′ when there exists k such that ̺m+k = ̺m for all m. Then, let
W ∗ =W/ ∼ be the space of trajectories modulo time shift, and define χ∗ to
be the canonical projection from W to W ∗. For a finite A ⊂ Z2, let WA be
the set of trajectories in W that intersect A, and we write W ∗A for the image
of WA under χ
∗. One then constructs the random interlacements as Poisson
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point process on W ∗ × R+ with the intensity measure ν ⊗ du, where ν is
described in the following way. It is the unique sigma-finite measure on the
cylindrical sigma-field of W ∗ such that for every finite A
1W ∗A · ν = χ∗ ◦QA,
where the finite measure QA on WA is determined by the following equality:
QA
[
(̺k)k≥1∈F, ̺0=x, (̺−k)k≥1∈G
]
= êA(x) · P̂x[F ] · P̂x[G | τ̂1(A)=∞].
The existence and uniqueness of ν was shown in Theorem 2.1 of [21].
Definition 2.1. For a configuration
∑
λ δ(w∗λ,uλ) of the above Poisson process,
the process of random interlacements at level α (which will be referred to as
RI(α)) is defined as the set of trajectories with label less than or equal to πα,
i.e., ∑
λ:uλ≤πα
δw∗λ .
Observe that this definition is somewhat unconventional (we used πα
instead of just α, as one would normally do), but we will see below that it
is quite reasonable in two dimensions, since the formulas become generally
cleaner.
It is important to have in mind the following “constructive” description of
random interlacements at level α “observed” on a finite set A ⊂ Z2. Namely,
• take a Poisson(πα ĉap(A)) number of particles;
• place these particles on the boundary of A independently, with distri-
bution eA =
(
(ĉapA)−1êA(x), x ∈ A
)
;
• let the particles perform independent Ŝ-random walks (since Ŝ is tran-
sient, each walk only leaves a finite trace on A).
It is also worth mentioning that the FKG inequality holds for random
interlacements, cf. Theorem 3.1 of [21].
The vacant set at level α,
Vα = Z2 \
⋃
λ:uλ≤πα
ω∗λ(Z),
8
Figure 1: A realization of the vacant set (dark blue) of RI(α) for different
values of α. For α = 1.5 the only vacant site is the origin. Also, note that
we see the same neighbourhoods of the origin for α = 1 and α = 1.25; this is
not surprising since just a few new walks enter the picture when increasing
the rate by a small amount.
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is the set of lattice points not covered by the random interlacement. It
contains the origin by definition. In Figure 1 we present a simulation of the
vacant set for different values of the parameter.
As a last step, we need to show that we have indeed constructed the
object for which (2) is verified. For this, we need to prove the following fact:
Proposition 2.2. For any finite set A ⊂ Z2 such that 0 ∈ A it holds that
cap(A) = ĉap(A).
Proof. Indeed, consider an arbitrary x ∈ ∂A, x 6= 0, and (large) r such that
A ⊂ B(r − 2). Write using (6)
P̂x
[
τ̂1(A) > τ̂1
(
∂B(r)
)]
=
∑
̺
a(̺end)
a(x)
(1
4
)|̺|
=
(
1 + o(1)
) 2
π
ln r
a(x)
∑
̺
(1
4
)|̺|
=
(
1 + o(1)
) 2
π
ln r
a(x)
Px
[
τ1(A) > τ1
(
∂B(r)
)]
,
where the sums are taken over all trajectories ̺ that start at x, end at ∂B(r),
and avoid A∪∂B(r) in between; ̺end ∈ ∂B(r) stands for the ending point of
the trajectory, and |̺| is the trajectory’s length. Now, we send r to infinity
and use (10) to obtain that, if 0 ∈ A,
a(x)P̂x[τ̂1(A) =∞] = hmA(x). (15)
Multiplying by a(x) and summing over x ∈ A (recall that µx = a2(x)) we
obtain the expressions in (11) and (14) and thus conclude the proof.
Together with formula (1.1) of [21], Proposition 2.2 shows the funda-
mental relation (2) announced in introduction: for all finite subsets A of Z2
containing the origin,
P[A ⊂ Vα] = exp (− πα cap(A)).
As mentioned before, the law of two-dimensional random interlacements is
not translationally invariant, although it is of course invariant with respect
to reflections/rotations of Z2 that preserve the origin. Let us describe some
other basic properties of two-dimensional random interlacements:
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Theorem 2.3. (i) For any α > 0, x ∈ Z2, A ⊂ Z2, it holds that
P[A ⊂ Vα | x ∈ Vα] = P[−A + x ⊂ Vα | x ∈ Vα]. (16)
More generally, for all α > 0, x ∈ Z2 \ {0}, A ⊂ Z2, and any lattice
isometry M exchanging 0 and x, we have
P[A ⊂ Vα | x ∈ Vα] = P[MA ⊂ Vα | x ∈ Vα]. (17)
(ii) With γ′ from (6) we have
P[x ∈ Vα] = exp
(
− παa(x)
2
)
= e−γ
′πα/2‖x‖−α(1 +O(‖x‖−2)). (18)
(iii) For A such that 0 ∈ A ⊂ B(r) and x ∈ Z2 such that ‖x‖ ≥ 2r we have
P[A ⊂ Vα | x ∈ Vα] = exp
(
−πα
4
cap(A)
1 +O
(r ln r ln ‖x‖
‖x‖
)
1− cap(A)
2a(x)
+O
(
r ln r
‖x‖
)). (19)
(iv) For x, y 6= 0, x 6= y, we have P[{x, y} ⊂ Vα] = exp (− παΨ), where
Ψ =
a(x)a(y)a(x− y)
a(x)a(y) + a(x)a(x− y) + a(y)a(x− y)− 1
2
(
a2(x) + a2(y) + a2(x− y)) .
Moreover, as s := ‖x‖ → ∞, ln ‖y‖ ∼ ln s and ln ‖x− y‖ ∼ β ln s with
some β ∈ [0, 1], we have
P
[{x, y} ⊂ Vα] = s− 4α4−β+o(1),
and polynomially decaying correlations (cf. (3) in Remark 2.4 for the
definition),
Cor
({x ∈ Vα}, {y ∈ Vα}) = s− αβ4−β+o(1). (20)
(v) Assume that ln ‖x‖ ∼ ln s, ln r ∼ β ln s with β < 1. Then, as s→∞,
P
[
B(x, r) ⊂ Vα] = s− 2α2−β+o(1). (21)
These results invite a few comments.
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Remark 2.4. 1. The statement in (i) describes an invariance property
given that a point is vacant. We refer to it as the conditional station-
arity
2. We can interpret (iii) as follows: the conditional law of RI(α) given that
a distant site x is vacant, is similar – near the origin – to the uncondi-
tional law of RI(α/4). Combined with (i), the similarity holds near x as
well. Moreover, one can also estimate the “local rate” away from the
origin, see Figure 2. More specifically, observe from Lemma 3.9 (ii)
that cap(A2)≪ ln s with s = dist(0, A2) large implies cap
({0}∪A2) =
a(s)
2
(1+o(1)). If x is at a much larger distance from the origin than A2,
say ln ‖x‖ ∼ ln(s2), then (19) reveals a “local rate” equal to 2
7
α, that
is, P[A2 ⊂ Vα | x ∈ Vα] = exp
( − 2
7
πα cap
({0} ∪ A2)(1 + o(1)));
indeed, the expression in the denominator in (19) equals approximately
1− cap({0}∪A2)
2a(x)
≈ 1− a(s)/2
2a(s2)
≈ 7
8
.
3. Recall that the correlation between two events A and B,
Cor(A,B) =
Cov(1A, 1B)
[Var(1A) Var(1B)]1/2
∈ [−1, 1],
can be viewed as the cosine of the angle between the vectors 1A −
P(A), 1B − P(B) in the corresponding Hilbert space L2. Then, equa-
tion (20) relates the geometry of the lattice with the geometry of the
random point process: For points x and y at large distance s making a
small angle s1−β with the origin, the random variables 1{x ∈ Vα} and
1{y ∈ Vα} make, after centering, an angle of order s− αβ4−β in the space
of square integrable random variables.
4. By symmetry, the conclusion of (iv) remains the same in the situation
when ln ‖x‖, ln ‖x− y‖ ∼ ln s and ln ‖y‖ ∼ β ln s.
Proof of (i) and (ii). To prove (i), observe that
cap
({0, x} ∪ A) = cap ({0, x} ∪ (−A+ x))
by symmetry. For the second statement in (i), note that, forA′ = {0, x}∪A, it
holds that cap
(
A′
)
= cap
(
MA′
)
= cap
({0, x}∪MA). Item (ii) follows from
the above mentioned fact that cap
({0, x}) = 1
2
a(x) together with (6).
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A1
A2
x
0
s2
s
α1 ≈
1
4
α
α2 ≈
2
7
α
Figure 2: How the “local rate” looks like if we condition on the event that a
“distant” site is vacant.
We postpone the proof of other parts of Theorem 2.3, since it requires
some estimates for capacities of various kinds of sets. We now turn to esti-
mates on the cardinality of the vacant set.
Theorem 2.5. (i) We have
E
(|Vα ∩ B(r)|) ∼

2π
2−αe
−γ′πα/2 × r2−α, for α < 2,
2πe−γ
′πα/2 × ln r, for α = 2,
const, for α > 2.
(ii) For α > 1 it holds that Vα is finite a.s. Moreover, P[Vα = {0}] > 0
and P
[Vα = {0}]→ 1 as α→∞.
(iii) For α ∈ (0, 1), we have |Vα| =∞ a.s. Moreover,
P
[Vα ∩ (B(r) \B(r/2)) = ∅] ≤ r−2(1−√α)2+o(1). (22)
It is worth noting that the “phase transition” at α = 1 in (ii) corresponds
to the cover time of the torus, as shown in Theorem 2.6 below.
Proof of (i) and (ii) (incomplete, in the latter case). Part (i) immediately fol-
lows from Theorem 2.3 (ii).
The proof of the part (ii) is easy in the case α > 2. Indeed, observe first
that E|Vα| < ∞ implies that Vα itself is a.s. finite. Also, Theorem 2.3 (ii)
actually implies that E|Vα \ {0}| → 0 as α → ∞, so P[Vα = {0}] → 1 by
the Chebyshev inequality.
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Now, let us prove that, in general, P
[|Vα| <∞] = 1 implies that P[Vα =
{0}] > 0. Indeed, if Vα is a.s. finite, then one can find a sufficiently large R
such that P
[|Vα ∩ (Z2 \B(R))| = 0] > 0. Since P[x /∈ Vα] > 0 for any x 6= 0,
the claim that P
[Vα = {0}] > 0 follows from the FKG inequality applied to
events {x /∈ Vα}, x ∈ B(R) together with {|Vα ∩ (Z2 \B(R))| = 0}.
As before, we postpone the proof of part (iii) and the rest of part (ii) of
Theorem 2.5. Let us remark that we believe that the right-hand side of (22)
gives the correct order of decay of the above probability; we, however, do
not have a rigorous argument at the moment. Also, note that the question
whether V1 is a.s. finite or not, is open.
Let us now give a heuristic explanation about the unusual behaviour of
the model for α ∈ (1, 2): in this non-trivial interval, the vacant set is a.s. finite
but its expected size is infinite. The reason is the following: the number of Ŝ-
walks that hit B(r) has Poisson law with rate of order ln r (recall (12)). Thus,
decreasing this number by a constant factor (with respect to the expectation)
has only a polynomial cost. On the other hand, by doing so, we increase the
probability that a site x ∈ B(r) is vacant for all x ∈ B(r) at once, which
increases the expected size of Vα ∩B(r) by a polynomial factor. It turns out
that this effect causes the actual number of uncovered sites in B(r) to be
typically of much smaller order then the expected number of uncovered sites
there.
2.2 Simple random walk on a discrete torus and its
relationship with random interlacements
Now, we state our results for random walk on the torus. Let (Xk, k ≥ 0) be
simple random walk on Z2n with X0 chosen uniformly at random. Define the
entrance time to the site x ∈ Z2n by
Tn(x) = inf{t ≥ 0 : Xt = x}, (23)
and the cover time of the torus by
Tn = max
x∈Z2n
Tn(x). (24)
Let us also define the uncovered set at time t,
U
(n)
t = {x ∈ Z2n : Tn(x) > t}. (25)
14
Denote by Υn : Z
2 → Z2n, Υn(x, y) = (x mod n, y mod n), the natural
projection modulo n. Then, if S0 were chosen uniformly at random on any
fixed n × n square, we can write Xk = Υn(Sk). Similarly, B(y, r) ⊂ Z2n is
defined by B(y, r) = ΥnB(z, r), where z ∈ Z2 is such that Υnz = y. Let also
tα :=
4α
π
n2 ln2 n
(recall that, as mentioned in Section 1.2, α = 1 corresponds to the leading-
order term of the expected cover time of the torus). In the following theorem,
we prove that, given that 0 is uncovered, the law of the uncovered set around 0
at time tα is close to that of RI(α):
Theorem 2.6. Let α > 0 and A be a finite subset of Z2 such that 0 ∈ A.
Then, we have
lim
n→∞
P[ΥnA ⊂ U (n)tα | 0 ∈ U (n)tα ] = exp
(− πα cap(A)). (26)
Let us also mention that, for higher dimensions, results similar to the
above theorem have appeared in the literature, see Theorem 0.1 of [19] and
Theorem 1.1 of [23]. Also, stronger “coupling” results are available, see
e.g. [1, 5, 18, 22].
The proof of this theorem will be presented in Section 4. To give a brief
heuristic explanation for (26), consider the excursions of the random walk X
between ∂B
(
n
3 lnn
)
and ∂B(n/3) up to time tα. We hope that Figure 3 is
self-explanatory; formal definitions are presented in Section 3.4. It is possible
to prove that the number of these excursions is concentrated around N =
2α ln2 n
ln lnn
. Also, one can show that each excursion hits a finite set A (such that
0 ∈ A) approximately independently of the others (also when conditioning
on 0 ∈ U (n)tα ), with probability roughly equal to p = π ln lnn2 ln2 n cap(A). This
heuristically gives (26) since (1− p)N ≈ exp (− πα cap(A)).
3 Some auxiliary facts and estimates
In this section we collect lemmas of all sorts that will be needed in the sequel.
3.1 Simple random walk in Z2
First, we recall a couple of basic facts for the exit probabilities of simple
random walk.
15
AX0
Xtα
Z
2
n
0
∂B
(
n
3
)
∂B
(
n
3 lnn
)
Figure 3: Excursions (depicted as the solid pieces of the trajectory) of the
SRW on the torus Z2n
16
Lemma 3.1. For all x, y ∈ Z2 and R > 0 with x ∈ B(y, R), ‖y‖ ≤ R − 2,
we have
Px
[
τ1(0) > τ1
(
∂B(y, R)
)]
=
a(x)
a(R) +O
(‖y‖∨1
R
) , (27)
and for all y ∈ B(r), x ∈ B(y, R) \B(r) with r + ‖y‖ ≤ R − 2, we have
Px
[
τ1(∂B(r)) > τ1
(
∂B(y, R)
)]
=
a(x)− a(r) +O(r−1)
a(R)− a(r) +O(‖y‖∨1
R
+ r−1
) , (28)
as r, R→∞.
Proof. Both (27) and (28) are easily deduced from the following argument:
recall that the sequence a(Sk∧τ0(0)), k ≥ 0, is a martingale, and apply the
Optional Stopping Theorem together with (6) and (8). For the second state-
ment, with
τ = τ1(∂B(r)) ∧ τ1
(
∂B(y, R)
)
and q = Px
[
τ1(∂B(r)) > τ1
(
∂B(y, R)
)]
,
we write
a(x) = Ex
[
a(Sτ ); τ = τ1(∂B(y, R))
]
+ Ex
[
a(Sτ ); τ = τ1(∂B(r))
]
= q
(
a(R) +O
(‖y‖∨1
R
))
+ (1− q)(a(r) +O(r−1)),
yielding (28). The first statement has a similar proof.
We have an estimate for more general sets.
Lemma 3.2. Let A be a finite subset of Z2 such that A ⊂ B(r) for some
r > 0. We have for r + 1 ≤ ‖x‖ ≤ R − 2, ‖x‖+ ‖y‖ ≤ R− 1
Px
[
τ1(A) > τ1
(
∂B(y, R)
)]
=
a(x)− cap(A) +O(r ln r ln ‖x‖‖x‖ )
a(R)− cap(A) +O(‖y‖∨1
R
+ r ln r ln ‖x‖‖x‖
) . (29)
Proof. First, observe that, for u ∈ A,
Px
[
Sτ1(A) = u
]
= hmA(u)
(
1 +O
(
r ln ‖x‖
‖x‖
))
. (30)
Indeed, from (6.42) and the last display on page 178 of [13] we obtain
Px
[
Sτ1(A) = u
]
Px′
[
Sτ1(A) = u
] = 1 +O(r ln ‖x‖‖x‖ )
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for all x′ ∈ ∂B(‖x‖). Since hmA(u) is a linear combination of Px′
[
Sτ1(A) = u
]
,
x′ ∈ ∂B(‖x‖), (30) follows.
Then, we can write
Px
[
Sτ1(A) = u, τ1(A) < τ1
(
∂B(y, R)
)]
= Px
[
Sτ1(A) = u
]− Px[Sτ1(A) = u, τ1(A) > τ1(∂B(y, R))]
= hmA(u)
(
1 +O
(r ln ‖x‖
‖x‖
))− Px[τ1(A) > τ1(∂B(y, R))]
×
∑
z∈∂B(y,R)
Pz
[
Sτ1(A) = u
]
Px
[
Sτ1(∂B(y,R)) = z | τ1(A) > τ1
(
∂B(y, R)
)]
= hmA(u)
(
1 +O
(r ln ‖x‖
‖x‖
))− Px[τ1(A) > τ1(∂B(y, R))] hmA(u)(1 +O(r lnRR ))
= hmA(u)Px
[
τ1(A) < τ1
(
∂B(y, R)
)](
1 +O
(r ln ‖x‖
‖x‖
))
,
using twice the above observation and also that B(‖x‖) ⊂ B(y, R), yielding
Px
[
Sτ1(A) = u | τ1(A) < τ1
(
∂B(y, R)
)]
= hmA(u)
(
1 +O
(
r ln ‖x‖
‖x‖
))
. (31)
Abbreviating q := Px
[
τ1(A) > τ1
(
∂B(y, R)
)]
, we have by the Optional Stop-
ping Theorem and (31)
a(x) = q
(
a(R) +O
(‖y‖∨1
R
))
+ (1− q)∑u∈A\{0} a(u) hmA(u)(1 +O(r ln ‖x‖‖x‖ ))
= q
(
a(R) +O
(‖y‖∨1
R
))
+ (1− q)(1 +O(r ln ‖x‖‖x‖ )) cap(A),
and (29) follows (observe also that cap(A) ≤ cap(B(r)) = 2
π
ln r + O(1),
see (12)).
3.2 Simple random walk conditioned on not hitting the
origin
Next, we relate the probabilities of certain events for the walks S and Ŝ.
For M ⊂ Z2, let Γ(x)M be the set of all nearest-neighbour finite trajectories
that start at x ∈ M \ {0} and end when entering ∂M for the first time;
denote also Γ
(x)
y,R = Γ
(x)
B(y,R). For A ⊂ Γ(x)M write S ∈ A if there exists k such
that (S0, . . . , Sk) ∈ A (and the same for the conditional walk Ŝ). In the
next result we show that Px
[ · | τ1(0) > τ1(∂B(R))] and P̂x[ · ] are almost
indistinguishable on Γ
(x)
0,R (that is, the conditional law of S almost coincides
with the unconditional law of Ŝ). A similar result holds for excursions on a
“distant” (from the origin) set.
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Lemma 3.3. (i) Assume A ⊂ Γ(x)0,R. We have
Px
[
S ∈ A | τ1(0) > τ1
(
∂B(R)
)]
= P̂x
[
Ŝ ∈ A](1 +O((R lnR)−1)).
(32)
(ii) Assume that A ⊂ Γ(x)M and suppose that 0 /∈ M , and denote s =
dist(0,M), r = diam(M). Then, for x ∈M ,
Px[S ∈ A] = P̂x[Ŝ ∈ A]
(
1 +O
( r
s ln s
))
. (33)
Proof. Let us prove part (i). Assume without loss of generality that no
trajectory from A passes through the origin. Then, it holds that
P̂x[Ŝ ∈ A] =
∑
̺∈A
a(̺end)
a(x)
(1
4
)|̺|
,
with |̺| the length of ̺. On the other hand, by (27)
Px[S ∈ A | τ1(0) > τ1
(
∂B(R)
)
] =
a(R) +O(R−1)
a(x)
∑
̺∈A
(1
4
)|̺|
.
Since ̺end ∈ ∂B(R), we have a(̺end) = a(R) +O(R−1), and so (32) follows.
The proof of part (ii) is analogous (observe that a(y1)/a(y2) = 1+O
(
r
s ln s
)
for any y1, y2 ∈ M).
As observed in Section 1.1, the random walk Ŝ is transient. Next, we
estimate the probability that the Ŝ-walk avoids a ball centered at the origin:
Lemma 3.4. Assume r ≥ 1 and ‖x‖ ≥ r + 1. We have
P̂x
[
τ̂1
(
B(r)
)
=∞] = 1− a(r) +O(r−1)
a(x)
.
Proof. By Lemma 3.3 (i) we have
P̂x
[
τ̂1
(
B(r)
)
=∞] = lim
R→∞
Px
[
τ1(∂B(r)) > τ1
(
∂B(R)
) | τ1(0) > τ1(∂B(R))].
The claim then follows from (27)–(28).
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Remark 3.5. Alternatively, one can deduce the proof of Lemma 3.4 from the
fact that 1/a(Ŝk∧τ̂0(N )) is a martingale, together with the Optional Stopping
Theorem.
We will need also an expression for the probability of avoiding any finite
set containing the origin:
Lemma 3.6. Assume that 0 ∈ A ⊂ B(r), and ‖x‖ ≥ r + 1. Then
P̂x[τ̂1(A) =∞] = 1− cap(A)
a(x)
+O
(r ln r ln ‖x‖
‖x‖
)
. (34)
Proof. Indeed, using Lemmas 3.2 and 3.3 (i) together with (27), we write
P̂x[τ̂1(A) =∞] = lim
R→∞
Px
[
τ1(A) > τ1
(
∂B(R)
) | τ1(0) > τ1(∂B(R))]
= lim
R→∞
a(R) +O(R−1)
a(x)
×
a(x)− cap(A) +O(r ln r ln ‖x‖‖x‖ )
a(R)− cap(A) +O(R−1 + r ln r ln ‖x‖‖x‖ ) ,
thus obtaining (34).
It is also possible to obtain exact expressions for one-site escape proba-
bilities, and probabilities of (not) hitting a given site:
P̂x[τ̂1(y) <∞] = a(x) + a(y)− a(x− y)
2a(x)
, (35)
for x 6= y, x, y 6= 0 and
P̂x[τ̂1(x) <∞] = 1− 1
2a(x)
(36)
for x 6= 0. We temporarily postpone the proof of (35)–(36). Observe that, in
particular, we recover from (36) the transience of Ŝ. Also, observe that (35)
implies the following surprising fact: for any x 6= 0,
lim
y→∞
P̂x[τ̂1(y) <∞] = 1
2
.
The above relation leads to the following heuristic explanation for Theo-
rem 2.3 (iii) (in the case when A is fixed and ‖x‖ → ∞). Since the proba-
bility of hitting a distant site is about 1/2, by conditioning that this distant
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site is vacant, we essentially throw away three quarters of the trajectories
that pass through a neighbourhood of the origin: indeed, the double-infinite
trajectory has to avoid this distant site two times, before and after reaching
that neighbourhood.
Let us state several other general estimates, for the probability of (not)
hitting a given set (which is, typically, far away from the origin), or, more
specifically, a disk:
Lemma 3.7. Assume that x /∈ B(y, r) and ‖y‖ > 2r ≥ 1. Abbreviate also
Ψ1 = ‖y‖−1r, Ψ2 = r ln r ln ‖y‖‖y‖ , Ψ3 = r ln r
(
ln ‖x−y‖
‖x−y‖ +
ln ‖y‖
‖y‖
)
.
(i) We have
P̂x
[
τ̂1(B(y, r)) <∞
]
=
(
a(y) +O(Ψ1)
)(
a(y) + a(x)− a(x− y) +O(r−1))
a(x)
(
2a(y)− a(r) +O(r−1 +Ψ1)
) .
(37)
(ii) Consider now any nonempty set A ⊂ B(y, r). Then, it holds that
P̂x
[
τ̂1(A) <∞
]
=
(
a(y) +O(Ψ1)
)(
a(y) + a(x)− a(x− y) +O(r−1 +Ψ3)
)
a(x)
(
2a(y)− cap(A) +O(Ψ2)
) .
(38)
Observe that (37) is not a particular case of (38); this is because (28)
typically provides a more precise estimate than (29).
Proof. Fix a (large) R > 0, such that R > max{‖x‖, ‖y‖+ r}+ 1. Denote
h1 = Px
[
τ1(0) < τ1
(
∂B(R)
)]
,
h2 = Px
[
τ1
(
B(y, r)
)
< τ1
(
∂B(R)
)]
,
p1 = Px
[
τ1(0) < τ1
(
∂B(R)
) ∧ τ1(B(y, r))],
p2 = Px
[
τ1
(
B(y, r)
)
< τ1
(
∂B(R)
) ∧ τ1(0)],
q12 = P0
[
τ1
(
B(y, r)
)
< τ1
(
∂B(R)
)]
,
q21 = Pν
[
τ1(0) < τ1
(
∂B(R)
)]
,
where ν is the entrance measure to B(y, r) starting from x conditioned on the
event
{
τ1
(
B(y, r)
)
< τ1
(
∂B(R)
) ∧ τ1(0)}, see Figure 4. Using Lemma 3.1,
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0
y
B(y, r)
x
p1
p2
1− p1 − p2
q12
q21
Figure 4: On the proof of Lemma 3.7
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we obtain
h1 = 1− a(x)
a(R) +O(R−1)
, (39)
h2 = 1− a(x− y)− a(r) +O(r
−1)
a(R)− a(r) +O(R−1‖y‖+ r−1) , (40)
and
q12 = 1− a(y)− a(r) +O(r
−1)
a(R)− a(r) +O(R−1‖y‖+ r−1) , (41)
q21 = 1− a(y) +O(‖y‖
−1r)
a(R) +O(R−1‖y‖) . (42)
Then, as a general fact, it holds that
h1 = p1 + p2q21,
h2 = p2 + p1q12.
Solving these equations with respect to p1, p2, we obtain
p1 =
h1 − h2q21
1− q12q21 , (43)
p2 =
h2 − h1q12
1− q12q21 , (44)
and so, using (39)–(42), we write
Px
[
τ1(B(y, r)) < τ1
(
∂B(R)
) | τ1(0) > τ1(∂B(R))]
=
p2(1− q21)
1− h1
=
(h2 − h1q12)(1− q21)
(1− h1)(1− q12q21)
=
(
a(x)
a(R) +O(R−1)
+
a(y)− a(r) +O(r−1)
a(R)− a(r) +O(R−1‖y‖+ r−1)
− a(x− y)− a(r) +O(r
−1)
a(R)− a(r) +O(R−1‖y‖+ r−1) +O
( ln ‖x− y‖ ln‖y‖
ln2R
))
× a(y) +O(‖y‖
−1r)
a(R) +O(R−1‖y‖) ×
( a(x)
a(R) +O(R−1)
)−1
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×
(
a(y)− a(r) +O(r−1)
a(R)− a(r) +O(R−1‖y‖+ r−1) +
a(y) +O(‖y‖−1r)
a(R) +O(R−1‖y‖) +O
( ln2 ‖y‖
ln2R
))−1
.
Sending R to infinity, we obtain the proof of (37).
To prove (38), we use the same procedure. Define h′1,2, p
′
1,2, q
′
12, q
′
21 in
the same way but with A in place of B(y, r). It holds that h′1 = h1, q
′
21 is
expressed in the same way as q21 (although q
′
21 and q21 are not necessarily
equal, the difference is only in the error terms O(·)) and, by Lemma 3.2,
h′2 = 1−
a(x− y)− cap(A) +O(r ln r ln ‖x−y‖‖x−y‖ )
a(R)− cap(A) +O(R−1‖x− y‖+ r ln r ln ‖x−y‖‖x−y‖ ) ,
q′12 = 1−
a(y)− cap(A) +O(r ln r ln ‖y‖‖y‖ )
a(R)− cap(A) +O(R−1‖y‖+ r ln r ln ‖y‖‖y‖ ) .
After the analogous calculations, we obtain (38).
Proof of relations (35)–(36). Formula (36) rephrases (15) with A = {0, x}.
Identity (35) follows from the same proof as in Lemma 3.7 (i), using (27)
instead of (28).
3.3 Harmonic measure and capacities
Next, we need a formula for calculating the capacity of three-point sets:
Lemma 3.8. Let x1, x2, x3 ∈ Z2, and abbreviate v1 = x2 − x1, v2 = x3 − x2,
v3 = x1 − x3. Then, the capacity of the set A = {x1, x2, x3} is given by the
formula
a(v1)a(v2)a(v3)
a(v1)a(v2) + a(v1)a(v3) + a(v2)a(v3)− 12
(
a2(v1) + a2(v2) + a2(v3)
) . (45)
Proof. By Proposition 6.6.3 and Lemma 6.6.4 of [13], the inverse capacity
of A is equal to the sum of entries of the matrix
a−1A =
 0 a(v1) a(v3)a(v1) 0 a(v2)
a(v3) a(v2) 0
−1 = 1
2
−
a(v2)
a(v1)a(v3)
1
a(v1)
1
a(v3)
1
a(v1)
− a(v3)
a(v1)a(v2)
1
a(v2)
1
a(v3)
1
a(v2)
− a(v1)
a(v2)a(v3)
 ,
and this implies (45).
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Before proceeding, let us notice the following immediate consequence of
Lemma 3.6: for any finite A ⊂ Z2 such that 0 ∈ A, we have
cap(A) = lim
‖x‖→∞
a(x)P̂x[τ̂1(A) <∞]. (46)
Next, we need estimates for the Ŝ-capacity of a “distant” set, and, in
particular of a ball which does not contain the origin. Recall the notations
Ψ1,2,3 from Lemma 3.7.
Lemma 3.9. Assume that ‖y‖ > 2r ≥ 1.
(i) We have
cap
({0} ∪ B(y, r)) = (a(y) +O(Ψ1))(a(y) +O(r−1))
2a(y)− a(r) +O(r−1 +Ψ1) . (47)
(ii) Suppose that A ⊂ B(y, r). Then
cap
({0} ∪ A) = (a(y) +O(Ψ1))(a(y) +O(r−1 +Ψ2))
2a(y)− cap(A) +O(Ψ2) . (48)
Proof. This immediately follows from (46) and Lemma 3.7 (observe that
a(x)− a(x− y)→ 0 as x→∞ and Ψ3 becomes Ψ2).
We also need to compare the harmonic measure on a set (distant from
the origin) to the entrance measure of the Ŝ-walk started far away from that
set.
Lemma 3.10. Assume that A is a finite subset of Z2, 0 /∈ A, x 6= 0, and
also that 2 diam(A) < dist(x,A) < 1
4
dist(0, A). Abbreviate u = diam(A), s =
dist(x,A). Assume also that A′ ⊂ Z2 (finite, infinite, or even possibly empty)
is such that dist(A,A′) ≥ s + 1 (for definiteness, we adopt the convention
dist(A, ∅) =∞ for any A). Then, for y ∈ A, it holds that
P̂x
[
Ŝτ̂1(A) = y | τ̂1(A) <∞, τ̂1(A) < τ̂1(A′)
]
= hmA(y)
(
1 +O
(u ln s
s
))
.
(49)
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Proof. Let z0 ∈ A be such that ‖z0 − x‖ = s, and observe that A′ ∩
B(z0, s) = ∅. Define the discrete circle L = ∂B(z0, s); observe that x ∈ L
and dist(z′, A) ≥ s/2 for all z′ ∈ L. Let
σ = sup
{
0 ≤ k ≤ τ̂1(A) : Ŝk ∈ L
}
be the last time before τ̂1(A) when the trajectory passes through L. Note
also that for all z ∈ L (recall (31))
Pz
[
Sτ1(A) = y | τ1(A) < τ1(L)
]
= hmA(y)
(
1 +O
(u ln s
s
))
. (50)
Using the Markov property of Ŝ, we write
P̂x
[
τ̂1(A) <∞, τ̂1(A) < τ̂1(A′), Ŝτ̂1(A) = y
]
=
∑
k≥0,z∈L
P̂x
[
τ̂1(A) <∞, τ̂1(A) < τ̂1(A′), σ = k, Ŝσ = z, Ŝτ̂1(A) = y
]
=
∑
k≥0,z∈L
P̂x
[
Ŝk = z, Ŝℓ /∈ A ∪ A′ for all ℓ ≤ k
]
× P̂z
[
τ̂1(A) <∞, τ̂1(A) < τ̂1(A′), Ŝτ̂1(A) = y, Ŝℓ /∈ L for all ℓ ≤ τ̂1(A)
]
.
(51)
Abbreviate r = dist(0, A). Now, observe that the last term in (51) only
involves trajectories that lie in B(z0, s), and we have dist
(
0, B(z0, s)
) ≥ r/2.
So, we can use Lemma 3.3 (ii) together with (50) to write
P̂z
[
τ̂1(A) <∞, τ̂1(A) < τ̂1(A′), Ŝτ̂1(A) = y, Ŝℓ /∈ L for all ℓ ≤ τ̂1(A)
]
= Pz
[
Sτ1(A) = y, Sℓ /∈ L for all ℓ ≤ τ1(A)
](
1 +O
( u
r ln r
))
= Pz
[
Sτ1(A) = y | τ1(A) < τ1(L)
]
Pz[τ1(A) < τ1(L)]
(
1 +O
( u
r ln r
))
= hmA(y)P̂z
[
τ̂1(A) < τ̂1(L)
](
1 +O
( u
r ln r
+
u ln s
s
))
.
Inserting this back to (51), we obtain
P̂x
[
τ̂1(A) <∞, τ̂1(A) < τ̂1(A′), Ŝτ̂1(A) = y
]
= hmA(y)
(
1 +O
( u
r ln r
+
u lnu
s
))
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×
∑
k≥0,z∈L
P̂x
[
Ŝk = z, Ŝℓ /∈ A ∪ A′ for all ℓ ≤ k
]
P̂z
[
τ̂1(A) < τ̂1(L)
]
= hmA(y)P̂z
[
τ̂1(A) <∞, τ̂1(A) < τ̂1(A′)
](
1 +O
( u
r ln r
+
u ln s
s
))
,
and this concludes the proof of Lemma 3.10 (observe that the first term
in O(·) is of smaller order than the second one).
3.4 Random walk on the torus and its excursions
First, we define the entrance time to a set A ⊂ Z2n by
Tn(A) = min
x∈A
Tn(x).
Now, consider two sets A ⊂ A′ ⊂ Z2n, and suppose that we are only
interested in the trace left by the random walk on the set A. Then, (apart
from the initial piece of the trajectory until hitting ∂A′ for the first time) it is
enough to know the excursions of the random walk between the boundaries
of A and A′. By definition, an excursion ̺ is a simple random walk path
that starts at ∂A and ends on its first visit to ∂A′, i.e., ̺ = (̺0, ̺1, . . . , ̺m),
where ̺0 ∈ ∂A, ̺m ∈ ∂A′, ̺k /∈ ∂A′ and ̺k ∼ ̺k+1 for k < m. With some
abuse of notation, we denote by ̺st := ̺0 and ̺end := ̺m the starting and
the ending points of the excursion. To define these excursions, consider the
following sequence of stopping times:
D0 = Tn(∂A
′),
J1 = inf{t > D0 : Xt ∈ ∂A},
D1 = inf{t > J1 : Xt ∈ ∂A′},
and
Jk = inf{t > Dk−1 : Xt ∈ ∂A},
Dk = inf{t > Jk : Xt ∈ ∂A′},
for k ≥ 2. Then, denote by Z(i) = (XJi, . . . , XDi) the ith excursion of X
between ∂A and ∂A′, for i ≥ 1. Also, let Z(0) = (X0, . . . , XD0) be the
“initial” excursion (it is possible, in fact, that it does not intersect the set A
at all). Recall that tα :=
4α
π
n2 ln2 n and define
Nα = max{k : Jk ≤ tα}, (52)
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N ′α = max{k : Dk ≤ tα} (53)
to be the number of incomplete (respectively, complete) excursions up to
time tα.
Next, we need also to define the excursions of random interlacements in
an analogous way. Assume that the trajectories of the Ŝ-walks that inter-
sect A are enumerated according to their u-labels (recall the construction in
Section 2.1). For each trajectory from that list (say, the jth one, denoted Ŝ(j)
and time-shifted in such a way that Ŝ
(j)
k /∈ A for all k ≤ −1 and Ŝ(j)0 ∈ A)
define the stopping times
Jˆ1 = 0,
Dˆ1 = inf{t > Jˆ1 : Ŝ(j)t ∈ ∂A′},
and
Jˆk = inf{t > Dˆk−1 : Ŝ(j)t ∈ ∂A},
Dˆk = inf{t > Jˆk : Ŝ(j)t ∈ ∂A′},
for k ≥ 2. Let ℓj = inf{k : Jˆk = ∞} − 1 be the number of excursions
corresponding to the jth trajectory. The excursions of RI(α) between ∂A
and ∂A′ are then defined by
Zˆ(i) = (Ŝ
(j)
Jˆm
, . . . , Ŝ
(j)
Dˆm
),
where i = m +
∑j−1
k=1 ℓk, and m = 1, 2, . . . ℓj . We let Rα to be the number
of trajectories intersecting A and with labels less than απ, and denote Nˆα =∑Rα
k=1 ℓk to be the total number of excursions of RI(α) between ∂A and ∂A
′.
Observe also that the above construction makes sense with α =∞ as well;
we then obtain an infinite sequence of excursions of RI (=RI(∞)) between ∂A
and ∂A′.
Finally, let us recall a result of [8] on the number of excursions for the
simple random walk on Z2n.
Lemma 3.11. Consider the random variables Jk, Dk defined in this section
with A = B
(
n
3 lnn
)
, A′ = B
(
n
3
)
. Then, there exist positive constants δ0, c0
such that, for any δ with c0
lnn
≤ δ ≤ δ0, we have
P
[
Jk ∈
(
(1− δ)2n
2 ln lnn
π
k, (1 + δ)
2n2 ln lnn
π
k
)]
≥ 1− exp (− cδ2k), (54)
and the same result holds with Dk on the place of Jk.
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Proof. This is, in fact, a particular case of Lemma 3.2 of [8].
We observe that (54) means that the “typical” number of excursions by
time s is πs
2n2 ln lnn
. In particular, a useful consequence of Lemma 3.11 is that
for all uniformly positive α and all large enough n
P
[
(1− δ)2α ln
2 n
ln lnn
≤ Nα ≤ (1 + δ)2α ln
2 n
ln lnn
]
≥ 1− exp
(
− cδ2 ln
2 n
ln lnn
)
, (55)
and the same result holds with N ′α on the place of Nα, where Nα, N
′
α are
defined as in (52)–(53) with A = B
(
n
3 lnn
)
, A′ = B
(
n
3
)
.
4 Proofs of the main results
We first prove the results related to random interlacements, and then deal
with the connections between random interlacements and random walk on
the torus in Section 4.2.
4.1 Proofs for random interlacements
First of all, we apply some results of Section 3 to finish the proof of Theo-
rem 2.3.
Proof of Theorem 2.3, parts (iii)–(v). Recall the fundamental formula (2) for
the random interlacement and the relation (6). Then, the statement (iv) fol-
lows from Lemma 3.8 and from (18), while (v) is a consequence of Lemma 3.9 (i).
Finally, observe that, by symmetry, Theorem 2.3 (ii), and Lemma 3.9 (ii)
we have
P[A ⊂ Vα | x ∈ Vα] = exp
(
− πα( cap(A ∪ {x})− cap({0, x})))
= exp
(
− πα
( (a(x) +O(r ln r ln ‖x‖‖x‖ ))2
2a(x)− cap(A) +O(r ln r ln ‖x‖‖x‖ ) −
a(x)
2
))
= exp
(
− πα
4
cap(A)
1 +O
(r ln r ln ‖x‖
‖x‖
)
1− cap(A)
2a(x)
+O
(
r ln r
‖x‖
)),
thus proving the part (iii).
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Proof of Theorem 2.5 (iii). We start by observing that the first part of (iii)
follows from the bound (22) and Borel-Cantelli. So, let us concentrate on
proving (22). Recall the following elementary fact: let N be a Poisson
random variable with parameter λ, and Y1, Y2, Y3, . . . be independent (also
of N) random variables with exponential distribution E(p) with parameter p.
Let Θ =
∑N
j=1 Yj be the corresponding compound Poisson random variable.
Its Crame´r transform b 7→ λ(√b − 1)2 is easily computed, and Chernov’s
bound gives, for all b > 1,
P[Θ ≥ bλp−1] ≤ exp (− λ(√b− 1)2). (56)
Now, assume that α < 1. Fix β ∈ (0, 1), which will be later taken close
to 1, and fix some set of non-intersecting disks B′1 = B(x1, r
β), . . . , B′kr =
B(xkr , r
β) ⊂ B(r) \ B(r/2), with cardinality kr = 14r2(1−β). Denote also
Bj := B
(
xj,
rβ
ln3 rβ
)
, j = 1, . . . , kr.
Before going to the heart of the matter we briefly sketch the strategy of
proof (also, one may find it helpful to look at Figure 5). We start to show
that at least a half of these balls Bj will receive at most b
2α ln2 r
3 ln ln rβ
excursions
from ∂Bj to ∂B
′
j up to time tα, where b > 1 is a parameter (the above
number of excursions is larger than the typical number of excursions by
factor b). Moreover, using the method of soft local times [6, 16], we couple
such excursions from RI(α) with a slightly larger number of independent
excursions from the Ŝ-walk: with overwhelming probability, the trace on
∪jBj of the latter excursion process contains the trace of the former, so the
vacant set Vα restricted to balls Bj is smaller than the set of unvisited points
by the independent process. Now, by independence, it will be possible to
estimate the probability for leaving that many balls partially uncovered, and
this will conclude the proof.
Let us observe that the number of Ŝ-walks in RI(α) intersecting a given
disk Bj has Poisson law with parameter λ = (1 + o(1))
2α
2−β ln r. Indeed, the
law is Poisson by construction, the parameter πα cap(Bj∪{0}) is found in (2)
and then estimated using Lemma 3.9 (i).
Next, by Lemma 3.7 (i), the probability that the walk Ŝ started from any
y ∈ ∂B′j does not hit Bj is (1 + o(1)) 3 ln ln r
β
(2−β) ln r . This depends on the starting
point, however, after the first visit to ∂Bj , each Ŝ-walk generates a number of
excursions between ∂Bj and ∂B
′
j which is dominated by a geometric law G(p
′)
(supported on {1, 2, 3, . . .}) with success parameter p′ = (1 + o(1)) 3 ln ln rβ
(2−β) ln r .
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B(r) \B(r/2)
Bj
B′j
Figure 5: On the proof of Theorem 2.5 (iii). With high probability, at least
a positive proportion of the inner circles is not completely covered.
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Recall also that the integer part of E(u) is geometric G(1 − e−u). So, with
p = − ln(1 − p′), the total number Nˆ (j)α of excursions between ∂Bj and ∂B′j
in RI(α) can be dominated by a compound Poisson law with E(p) terms in
the sum with expectation
λp−1 = (1 + o(1))
2α ln2 r
3 ln ln rβ
.
Then, using (56), we obtain for b > 1
P
[
Nˆ (j)α ≥ b
2α ln2 r
3 ln ln rβ
]
≤ exp
(
− (1 + o(1))(√b− 1)2 2α
2− β ln r
)
= r−(1+o(1))(
√
b−1)2 2α
2−β . (57)
Now, let Wb be the set
Wb =
{
j ≤ kr : Nˆ (j)α < b
2α ln2 r
3 ln ln rβ
}
.
Combining (57) with Markov inequality, we obtain
kr
2
P
[|{1, . . . , kr}\Wb| > kr/2] ≤ E∣∣{1, . . . , kr}\Wb∣∣ ≤ krr−(1+o(1))(√b−1)2 2α2−β ,
so
P
[|Wb| ≥ kr/2] ≥ 1− 2r−(1+o(1))(√b−1)2 2α2−β . (58)
Assume that 1 < b < α−1 and β ∈ (0, 1) is close enough to 1, so that
bα
β2
< 1. As in Section 3.4, we denote by Zˆ(1),j , . . . , Zˆ(Nˆ
(j)
α ),j the excursions of
RI(α) between ∂Bj and ∂B
′
j . Also, let Z˜
(1),j , Z˜(2),j , Z˜(3),j , . . . be a sequence
of i.i.d. Ŝ-excursions between ∂Bj and ∂B
′
j , started with the law hmBj ; these
sequences themselves are also assumed to be independent.
Abbreviate m = b 2α ln
2 r
3 ln ln rβ
. Next, for j = 1, . . . , kr we consider the events
Dj =
{{
Zˆ(1),j , . . . , Zˆ(Nˆ
(j)
α ),j
} ⊂ {Z˜(1),j , . . . , Z˜((1+δ)m),j}}.
Lemma 4.1. It is possible to construct the excursions
(
Zˆ(k),j , k = 1, . . . , Nˆ
(j)
α
)
,(
Z˜(k),j , k = 1, 2, 3, . . .
)
, j = 1, . . . , kr, on a same probability space in such a
way that for a fixed C ′ > 0
P
[
D∁j
] ≤ exp (− C ′ ln2 r
(ln ln r)2
)
, (59)
for all j = 1, . . . , kr.
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Proof. This coupling can be built using the method of soft local times of [16];
in this specific situation, the exposition of [6] is better suited. Roughly
speaking, this method consists of using a marked Poisson point process on(⋃
j ∂Bj
) × R+, where the “marks” are corresponding excursions; see Sec-
tion 2 of [6] for details. Then, the Z˜-excursions are simply the marks of the
points of the Poisson processes on ∂Bj ×R+ ordered according to the second
coordinate, so they are independent by construction. The Zˆ-excursions are
also the marks of the points of these Poisson processes, but generally taken
in a different order using a special procedure; Figure 1 of [6] is, hopefully,
self-explanating and may provide some quick insight.
The inequality (59) then follows from Lemma 2.1 of [6] (observe that, by
Lemma 3.10, the parameter v in Lemma 2.1 of [6] can be anything exceeding
O(1/ ln2 r), so we choose e.g. v = (ln ln r)−1; also, that lemma is clearly valid
for Ŝ-excursions as well).
We continue the proof of part (iii) of Theorem 2.5. Define
D =
⋂
j≤kr
Dj ;
using (59), we obtain by the union bound the subpolynomial estimate
P
[
D∁
] ≤ 1
4
r2(1−β) exp
(
− C ′ ln
2 r
(ln ln r)2
)
. (60)
Let δ > 0 be such that (1 + δ) bα
β2
< 1. Define the events
G˜j =
{
B′j is completely covered by Z˜
(1),j ∪ · · · ∪ Z˜((1+δ)m),j}.
Then, for all j ≤ kr it holds that
P[G˜j] ≤ 1
5
(61)
for all large enough r. Indeed, if the Z˜’s were independent SRW-excursions,
the above inequality (with any fixed constant in the right-hand side) could be
obtained as in the proof of Lemma 3.2 of [6] (take H˜ = hmBj and n = 3r
β+1
there). On the other hand, Lemma 3.3 (ii) implies that the first (1 + δ)m Ŝ-
excursions can be coupled with SRW-excursions with high probability, so (61)
holds for Ŝ-excursions as well.
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Next, define the set
W˜ =
{
j ≤ kr : G˜∁j occurs
}
.
Since the events (G˜j , j ≤ kr) are independent, by (61) we have (recall that
kr =
1
4
r2(1−β))
P
[
|W˜ | ≥ 3
5
kr
]
≥ 1− exp (− Cr2(1−β)) (62)
for all r large enough.
Observe that, by construction, on the event D we have Vα ∩ B′j 6= ∅ for
all j ∈ W˜ ∩Wb. So, using (58), (62), and (60), we obtain
P
[
Vα ∩ (B(r) \B(r/2)) = ∅]
≤ P
[
|Wb| < kr
2
]
+ P
[
D∁
]
+ P
[
|W˜ | < 3kr
5
]
≤ 2r−(1+o(1))(
√
b−1)2 2α
2−β + exp
(− Cr2(1−β))+ 1
4
r2(1−β) exp
(
− C ′ ln
2 r
(ln ln r)2
)
.
Since b ∈ (1, α−1) can be arbitrarily close to α−1 and β ∈ (0, 1) can be
arbitrarily close to 1, this concludes the proof of (22).
Proof of Theorem 2.5 (ii). To complete the proofs in Section 2.1, it remains
to prove that |Vα| < ∞ a.s. for α > 1. First,we establish the following
elementary fact. For x ∈ ∂B(2r) and y ∈ B(r) \B(r/2), it holds
P̂x
[
τ̂1(B(y)) < τ̂1
(
B(r ln r)
)]
=
ln ln r
ln r
(
1 + o(1)
)
. (63)
Indeed, define the events
G0 = {τ1(B(0)) < τ1
(
B(r ln r)
)},
G1 = {τ1(B(y)) < τ1
(
B(r ln r)
)};
then, Lemma 3.1 implies that
Px[G0] =
ln ln r
ln r
(
1 + o(1)
)
= Px[G1]
(
1 + o(1)
)
.
Observe that
Px[G0 ∩G1] = Px[G0 ∪G1]Px[G0 ∩G1 | G0 ∪G1]
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≤ (Px[G0] + Px[G1])(P0[G1] + Py[G0])
≤ 4
( ln ln r
ln r
)2(
1 + o(1)
)
.
So,
Px[G1 | G∁0] =
Px[G1]− Px[G0 ∩G1]
1− Px[G0]
=
ln ln r
ln r
(
1 + o(1)
)
,
and we use Lemma 3.3 to conclude the proof of (63).
Now, the goal is to prove that, for α > 1
P
[
there exists y ∈ B(r) \B(r/2) such that y ∈ Vα] ≤ r−α2 (1−α−1)2(1+o(1)).
(64)
This would clearly imply that the set Vα is a.s. finite, since
{Vα is infinite} = {Vα∩(B(2n)\B(2n−1)) 6= ∅ for infinitely many n}, (65)
and the Borel-Cantelli lemma together with (64) imply that the probability
of the latter event equals 0.
Let Nα,r be the number of Ŝ-excursions of RI(α) between ∂B(r) and
∂B(r ln r). Analogously to (57) (using Lemma 3.4 in place of Lemma 3.7 (i)),
it is straightforward to show that, for b < 1,
P
[
Nα,r ≤ b2α ln
2 r
ln ln r
]
≤ r−2α(1−
√
b)2(1+o(1)). (66)
Now, (63) implies that for y ∈ B(r) \B(r/2)
P
[
y is uncovered by first b
2α ln2 r
ln ln r
excursions
]
≤
(
1− ln ln r
ln r
(1 + o(1))
)b 2α ln2 r
ln ln r
= r−2bα(1+o(1)), (67)
so, using the union bound,
P
[
∃y ∈ B(r) \B(r/2) : y ∈ Vα, Nα,r > b2α ln
2 r
ln ln r
]
≤ r−2(bα−1)(1+o(1)). (68)
Using (66) and (68) with b = 1
4
(
1 + 1
α
)2
we conclude the proof of (64) and
of Theorem 2.5 (ii).
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4.2 Proof of Theorem 2.6
Let us first give a more detailed heuristic argument for (26). As usual,
we consider the excursions of the random walk X between ∂B
(
n
3 lnn
)
and
∂B(n/3) up to time tα. Recall that Nα denotes the number of these excur-
sions. Lemma 3.11 shows that this (random) number is concentrated around
2α ln2 n
ln lnn
, with deviation probabilities of subpolynomial order. This is for un-
conditional probabilities, but, since the probability of the event {0 ∈ U (n)tα }
is only polynomially small (actually, it is n−2α+o(1)), the same holds for the
deviation probabilities conditioned on this event. So, let us just assume for
now that the number of the excursions is exactly 2α ln
2 n
ln lnn
a.s., and see where
will it lead us.
Assume without restriction of generality that 0 ∈ A. Then, Lemmas 3.1
and 3.2 imply that
• the probability that an excursion hits the origin is roughly ln lnn
ln(n/3)
;
• provided that cap(A)≪ lnn, the probability that an excursion hits the
set A is roughly ln lnn
ln(n/3)
(
1 + π cap(A)
2 ln(n/3)
)
.
So, the conditional probability p∗ that an excursion does not hit A given that
it does not hit the origin is
p∗ ≈
1− ln lnn
ln(n/3)
(
1 + π cap(A)
2 ln(n/3)
)
1− ln lnn
ln(n/3)
≈ 1− π ln lnn
2 ln2 n
cap(A),
and then we obtain
P[ΥnA ⊂ U (n)tα | 0 ∈ U (n)tα ] ≈ pNα∗
≈
(
1− π ln lnn
2 ln2 n
cap(A)
) 2α ln2 n
ln lnn
≈ exp (− πα cap(A)),
which agrees with the statement of Theorem 2.6.
However, turning the above heuristics to a rigorous proof is not an easy
task. The reason for this is that, although Nα is indeed concentrated around
2α ln2 n
ln lnn
, it is not concentrated enough: the probability that 0 is not hit during k
excursions, where k varies over the “typical” values of Nα, changes too much.
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Therefore, in the proof of Theorem 2.6 we take a different route by considering
the suitable h-transform of the walk, as explained below.
Define for x ∈ Z2n and any t
h(t, x) = Px[Tn(0) > t]
(so that h(t, x) = 1 for t < 0). To simplify the notations, let us also assume
that tα is integer. We will represent the conditioned random walk as a time-
dependent Markov chain, using the Doob’s h-transform. Indeed, it is well
known and easily checked that the simple random walk on Z2n conditioned
on the event {0 ∈ U (n)tα } is a time-dependent Markov chain X˜ with transition
probabilities given by
P[X˜s+1 = y | X˜s = x] = h(tα − s− 1, y)
h(tα − s, x) ×
1
4
, (69)
if x and y are neighbours, and equal to 0 otherwise. For simpler notations, we
do not indicate the dependence on tα in the notation X˜ . In order to proceed,
we need the following fact (its proof can be skipped on a first reading).
Lemma 4.2. For all λ ∈ (0, 1/5), there exist c1 > 0, n1 ≥ 2, σ1 > 0 (depend-
ing on λ) such that for all n ≥ n1, 1 ≤ β ≤ σ1 lnn, ‖x‖, ‖y‖ ≥ λn, |r| ≤ βn2
and all s ≥ 0, ∣∣∣ h(s, x)
h(s+ r, y)
− 1
∣∣∣ ≤ c1β
lnn
. (70)
Proof. Denote
h(t, µ) := Pµ[Tn(0) > t],
where Pµ[·] is the probability for the simple random walk on Z2n starting from
the initial distribution µ.
Using the local CLT for the two-dimensional SRW (e.g., Theorem 2.3.11
of [13]) it is straightforward to obtain that for a large enough κ > 2 and all
t > n2 and x ∈ Z2n
P0[Xt = x] ≤ κ
n2
. (71)
Let us define the set M of probability measures on Z2n in the following
way:
M = {ν : ν(B(j)) ≤ 7κj2n−2 for all j ≤ λn};
observe that any probability measure concentrated on a one-point set {x}
with ‖x‖ ≥ λn belongs to M. Assume from now on that n is odd, so that
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the simple random walk on Z2n is aperiodic (the case of even n can be treated
essentially in the same way, with some obvious modifications). Recall that
the uniform measure µ0 on Z
2
n, i.e., µ0(x) = n
−2 for all x ∈ Z2n, is the invariant
law of simple random walk X on Z2n. It is straightforward to observe that
µ0 ∈ M; moreover, it holds in fact that µ0
(
B(j)
) ≤ 7j2n−2 for all j ≤ λn
(i.e., with κ = 1). Thus, for any probability measure ν such that ν(x) ≤
κµ0(x) for all x ∈ B(λn) it holds that ν ∈M. So, (71) implies that
νP (t) ∈M for any ν and all t ≥ n2. (72)
Let us abbreviate νP (s)(·) = Pν [Xs ∈ · ]. Recall that the mixing time ofX
is of order n2 (e.g., Theorem 5.5 in [14]). Using the bound on the separation
distance provided by Lemma 19.3 of [14], it is clear that for any ε ∈ (0, 1) one
can find large enough c′ (in fact, c′ = O(ln ε−1)) such that for any probability
measure ν it holds that νP (s) ≥ (1− ε)µ0 for all s ≥ (c′ − 1)n2. Using (72),
we obtain for all s ≥ c′n2,
νP (s) = (1− ε)µ0P (n2) +
(
νP (s−n
2) − (1− ε)µ0
)
P (n
2)
= (1− ε)µ0 + εν ′, with ν ′ ∈M. (73)
We are now going to obtain that there exists some c2 > 0 such that for
all b ∈ {1, 2, 3, . . .} and all ν ∈M,
h(bn2, ν) = Pν [Tn(0) > bn
2] ≥ 1− bc2
lnn
. (74)
To prove (74), let us first show that there exists c3 = c3(λ) > 0 such that
Pν
[
Tn(0) < Tn
(
∂B(λn)
)] ≤ c3
lnn
(75)
for all ν ∈ M. Abbreviate Wj = B
(
λn
2j−1
) \B(λn
2j
)
and write, using (27)
∑
x∈Wj
ν(x)Px
[
Tn(0) < Tn
(
∂B(λn)
)] ≤ ∑
x∈Wj
ν(x)
(
1− a(x)
a(λn) +O(n−1)
)
≤ 7κn−2 × λ
2n2
22(j−1)
×
(
1− lnλn− j ln 2
lnλn+O(n−1)
)
≤ 1
lnλn
× 7κjλ
2 ln 2
22(j−1)
.
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Let j0 be such that
λn
2j0
≤ n√
lnn
. Write
Pν
[
Tn(0) < Tn
(
∂B(λn)
)]
≤ ν
(
B
( n√
lnn
))
+
j0∑
j=1
∑
x∈Wj
ν(x)Px
[
Tn(0) < Tn
(
∂B(λn)
)]
≤ 7κ
lnn
+
1
lnλn
j0∑
j=1
7κjλ2 ln 2
22(j−1)
for ν ∈M, which proves (75). To obtain (74), let us recall that νP (n2) ∈M
for any ν by (72). Observe that the number of excursions by time n2 be-
tween ∂B(λn) and ∂B(n/3) is stochastically bounded by a Geometric random
variable with expectation of constant order. Since (again by (27)) for any
x ∈ ∂B(λn)
Px
[
Tn(0) < Tn
(
∂B(n/3)
)] ≤ c4
lnn
,
for some c4 = c4(λ), and, considering a random sum of a geometric number
of independent Bernoulli with parameter c4/ lnn, using also (75) it is not
difficult to obtain that for any ν ∈M
Pν [Tn(0) ≤ n2] ≤ c5
lnn
. (76)
The inequality (74) then follows from (76) and the union bound,
Pν [Tn(0) ≤ kn2] ≤
k−1∑
j=0
PνP (jn2 )[Tn(0) ≤ n2] ≤
kc5
lnn
. (77)
Now, let c′ ∈ {1, 2, 3, . . .} be such that ε < 1/3 in (73). Assume also
that n is sufficiently large so that
(
1 − c′c2
lnn
)−1 ≤ 2. Then, (74) implies that
for all s ≤ c′n2 and ν ∈M
h(s, µ)
h(s, ν)
− 1 ≤ 1
1− c′c2
lnn
− 1 =
(
1− c
′c2
lnn
)−1
× c
′c2
lnn
,
and therefore
h(s, µ)
h(s, ν)
− 1 ≤ 3c
′c2
lnn
for any ν ∈M and arbitrary µ, (78)
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1− h(s, µ)
h(s, ν)
≤ 3c
′c2
lnn
for any µ ∈M and arbitrary ν. (79)
We now extend (78)–(79) from times s ≤ s0 = c′n2 to all times using
induction. Let sk = (k + 1)c
′n2, and consider the recursion hypothesis
(Hk) : (78) and (79) hold for s ≤ sk,
that we just have proved for k = 0. Assume now (Hk) for some k. Define
the event Gr,s = {Xj 6= 0 for all r + 1 ≤ j ≤ s}, and write
h(s + t, µ) = Pµ[Gt,s+t]Pµ[Tn(0) > t | Gt,s+t]
= h(s, µP (t))Pµ[Tn(0) > t | Gt,s+t]. (80)
Abbreviate t = c′n2 for the rest of the proof of the Lemma. Let us estimate
the second term in the right-hand side of (80). Let Γ[0,t] be the set of all
nearest-neighbour trajectories on Z2n of length t. For ̺ ∈ Γ[0,t] we have
Pµ[̺] = µ(̺0)
(
1
4
)|̺|
and
Pµ[̺ | Gt,s+t] = µ(̺0)
(1
4
)|̺|
× h(s, ̺end)
h(s, µP (t))
≤ µ(̺0)
(1
4
)|̺|(
1 +
3c′c2
lnn
)
using the relation (78) for s ≤ sk. Summing over ̺ such that Tn(0) ≤ t and
using (74), we obtain, for µ ∈M,
Pµ[Tn(0) > t | Gt,s+t] ≥ 1− c
′c2
lnn
(
1 +
3c′c2
lnn
)
. (81)
Now, we use (73) and (80) to obtain that, with µ′, ν ′ defined in (73),
h(s+ t, µ)
h(s+ t, ν)
=
h(s, µP (t))Pµ[Tn(0) > t | Gt,s+t]
h(s, νP (t))Pν [Tn(0) > t | Gt,s+t]
=
(
1− ε+ ε h(s,µ′)
h(s,µ0)
)
Pµ[Tn(0) > t | Gt,s+t](
1− ε+ ε h(s,ν′)
h(s,µ0)
)
Pν [Tn(0) > t | Gt,s+t]
,
for s ≤ sk. We now use (Hk) for the two ratios of h’s in the above expression,
we also use (81) for the conditional probability in the denominator – simply
bounding it by 1 in the numerator – to obtain
h(s+ t, µ)
h(s+ t, ν)
≤
(
1− ε+ ε(1 + 3c′c2
lnn
))(
1− ε+ ε(1− 3c′c2
lnn
))(
1− c′c2
lnn
(
1 + 3c
′c2
lnn
)) ,
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that is,
h(s+ t, µ)
h(s+ t, ν)
− 1 ≤ (6ε+ 1) c
′c2
lnn
+ o
(
(lnn)−1
)
for ν ∈M. Since ε < 1/3, for large enough n we obtain that (78) also holds
for all s ≤ sk+1. In the same way, we prove the validity of (79) for s ≤ sk+1.
This proves the recursion, which in turn implies (70) for the case r = 0.
To treat the general case, observe that
h(s + r, y) = h(r, y)h(s, ν), where ν(·) = Py[Xr = · | Tn(0) > r]. (82)
Note that, by (77), we can choose σ1 in such a way that Py[Tn(0) > r] ≥ 12 .
Now, without loss of generality, we can assume that r ≥ c˜n2, where c˜ is such
that 2Py[Xt = · ] ∈M for all t ≥ c˜n2 (clearly, such c˜ exists; e.g., consider (73)
with ε = 1/2). Then, the general case in (70) follows from (77) and (82).
Now we are able to prove Theorem 2.6.
Proof of Theorem 2.6. Abbreviate δn,α = Cα
√
ln lnn
lnn
and
Iδn,α =
[
(1− δn,α)2α ln
2 n
ln lnn
, (1 + δn,α)
2α ln2 n
ln lnn
]
.
Let Nα be the number of excursions between ∂B
(
n
3 lnn
)
and ∂B(n/3) up to
time tα. It holds that P
[
0 ∈ U (n)tα
]
= n−2α+o(1), see e.g. (1.6)–(1.7) in [6].
Then, observe that (55) implies that
P
[
Nα /∈ Iδn,α
∣∣ 0 ∈ U (n)tα ] ≤ P[Nα /∈ Iδn,α ]
P[0 ∈ U (n)tα ]
≤ n2α+o(1) × n−C′α2 ,
where C ′ is a constant that can be made arbitrarily large by making the
constant C in the definition of δn,α large enough. So, if C is large enough,
for some c′′ > 0 it holds that
P
[
Nα ∈ Iδn,α
∣∣ 0 ∈ U (n)tα ] ≥ 1− n−c′′α. (83)
We assume that the set A is fixed, so that cap(A) = O(1) and diam(A) =
O(1). In addition, assume without loss of generality that 0 ∈ A. Recall
that with (83) we control the number of excursions between ∂B
(
n
3 lnn
)
and
∂B(n/3) up to time tα. Now, we estimate the (conditional) probability that
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an excursion hits the set A. For this, observe that Lemmas 3.1, 3.2 and 3.3
imply that, for any x ∈ ∂B( n
3 lnn
)
P̂x
[
τ̂1(A) > τ̂1(∂B(n/3))
]
=
Px
[
τ1(A) > τ1(∂B(n/3)), τ1(0) > τ1(∂B(n/3))
]
Px
[
τ1(0) > τ1(∂B(n/3))
] (1 +O((n lnn)−1)))
=
a(x)− cap(A) +O( ln2 n
n
)
a(n/3)− cap(A) +O( ln2 n
n
)
× a(n/3) +O(n
−1)
a(x)
(
1 +O((n lnn)−1))
)
=
1− cap(A)
a(x)
1− cap(A)
a(n/3)
(
1 +O(n−1 lnn)
)
= 1− π
2
cap(A)
ln lnn
ln2 n
(
1 + o(1)
)
. (84)
Note that the above is for Ŝ-excursions; we still need to transfer this result
to the conditioned random walk on the torus.
Recall the notation Γ
(x)
0,R from the beginning of Section 3.2. Then, for a
fixed x ∈ ∂B( n
3 lnn
)
let us define the set of paths
Λj =
{
̺ ∈ Γ(x)0,n/3 : (j − 1)n2 < |̺| ≤ jn2
}
.
It is straightforward to obtain that (since, regardless of the starting posi-
tion, after O(n2) steps the walk goes out of B(n/3) with uniformly positive
probability)
max
(
Px[Λj], P̂x[Λj]
) ≤ e−cj (85)
for some c > 0.
To extract from (84) the corresponding formula for the X˜-excursion, we
first observe that, for x ∈ ∂B( n
3 lnn
)
and s ≥ n2√lnn
h(s, x) = Px[Tn(0) > Tn(∂B(n/3))]× Px[Tn(0) > s | Tn(0) > Tn(∂B(n/3))]
+ Px[Tn(∂B(n/3)) ≥ Tn(0) > s]
=
a(x)
a(n/3) +O(n−1)
Px[Tn(0) > s | Tn(0) > Tn(∂B(n/3))] + ψx,s,n
=
a(x)
a(n/3) +O(n−1)
∑
y∈∂B(n/3),
k≥1
h(s− k, y)ℓy,k + ψx,s,n, (86)
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where ℓy,k = Px
[
XTn(∂B(n/3)) = y, Tn(∂B(n/3)) = k | Tn(0) > Tn(∂B(n/3))
]
and ψx,s,n = Px[Tn(∂B(n/3)) ≥ Tn(0) > s]. Clearly, by (85), ψx,s,n ≤
maxx Px[Tn(∂B(n/3)) > s] ≤ e−Cs/n2 for some C > 0.
Also, we need the following fact: there exist c6, c
′
6 > 0 such that
h(s, x) ≥ c
′
6
lnn
exp
(
− c6s
n2 lnn
)
(87)
for all s and all x ∈ Z2n \ {0}. To prove (87), it is enough to observe that
• a particle starting from x will reach ∂B( n
3 lnn
)
without hitting 0 with
probability at least O
(
1
lnn
)
;
• the number of (possibly incomplete) excursions between ∂B( n
3 lnn
)
and
∂B(n/3) until time s does not exceed ⌈ 3s
n2 ln lnn
⌉ with at least constant
probability by Lemma 3.11; and
• regardless of the past, each excursion hits 0 with probability ln lnn
lnn
(1 +
o(1)), by (27).
Observe that Lemma 4.2 and (87) imply that for any y, y′ ∈ ∂B(n/3) and
any t, r ≥ 0 (in the following, ν(·) = Py′[Xt = · | Tn(0) > t])
h(t, y)
h(t + r, y′)
=
h(t, y)
h(t, y′)h(r, ν)
≤ c′′ lnn× exp
( c6r
n2 lnn
)
. (88)
Now, going back to (86) and setting a
(n)
j =
c1j
lnn
with c1 from Lemma 4.2,
observe that for any y0 ∈ ∂B(n/3) (recall that tα = 4απ n2 ln2 n)∑
y∈∂B(n/3),
1≤k≤tα
h(s− k, y)ℓy,k
=
∑
1≤j≤σ1 lnn
∑
y∈∂B(n/3),
(j−1)n2<k≤jn2
h(s− k, y)ℓy,k +
∑
y∈∂B(n/3),
σ1n2 lnn<k≤n2 ln4/3 n
h(s− k, y)ℓy,k
+
∑
y∈∂B(n/3),
n2 ln4/3 n<k≤tα
h(s− k, y)ℓy,k
=
∑
1≤j≤σ1 lnn
∑
y∈∂B(n/3),
(j−1)n2<k≤jn2
ℓy,kh(s, y0)
(
1 +O
(
a
(n)
j
))
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+
∑
y∈∂B(n/3),
σ1n2 lnn<k≤n2 ln4/3 n
c′′ℓy,kh(s, y0) exp
(
c6 ln
1/3 n
)
lnn
+
∑
y∈∂B(n/3),
n2 ln4/3 n<k≤tα
c′′ℓy,kh(s, y0) exp
(4αc6r lnn
π
)
lnn
= h(s, y0)
(
1 +O
(∑
j≥1
e−cja(n)j
)
+O
(
exp
(− (Cσ1 lnn− c6 ln1/3 n)) lnn)
+O
(
exp
(
− C ln4/3 n+ 4αc6r lnn
π
)
lnn
))
= h(s, y0)
(
1 +O
( 1
lnn
))
, (89)
due to Lemma 4.2, (85) and (88).
We plug (89) into (86), divide by h(s, y0), and use (87) to obtain, for
x ∈ ∂B( n
3 lnn
)
and s ≥ n2√lnn
h(s, x)
h(s, y0)
=
a(x)
a(n/3) +O(n−1)
(
1 +O
( 1
lnn
))
+ ψ′s,n,
where |ψ′s,n| ≤ (c′6)−1 exp
(− s
n2
(
c− c6
lnn
))
. Equivalently,
h(s, y0)
h(s, x)
=
a(n/3)
a(x)
(
1 +O
( 1
lnn
))
. (90)
For A ⊂ Z2, let us define also the hitting times of the corresponding set
on the torus for the X˜-walk after a given time s:
T˜ (s)n (A) = min{k ≥ s : X˜k ∈ ΥnA};
we abbreviate T˜n(A) = T˜
(0)
n (A). Write
P
[
T˜ (s)n (A) < T˜
(s)
n (∂B(n/3)) | X˜s = x
]
=
∑
̺
h(tα − s− |̺|, ̺end)
h(tα − s, x)
(1
4
)|̺|
=
( ∑
̺:
|̺|
n2
≤√lnn
+
∑
̺:
√
lnn<
|̺|
n2
≤ln4/3 n
+
∑
̺:
|̺|
n2
>ln4/3 n
)
h(tα − s− |̺|, ̺end)
h(tα − s, x)
(1
4
)|̺|
,
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where the sums are over paths ̺ that begin in x, end on the first visit
to ∂B(n/3), and touch A without touching 0.
Using Lemma 4.2, (85) and (90) for the first sum, and dealing with the
second and third sums as in the derivation of (89), we obtain (recall that the
term P̂x
[
τ̂1(A) < τ̂1(∂B(n/3))
]
is of order ln lnn
ln2 n
)
P
[
T˜ (s)n (A) < T˜
(s)
n (∂B(n/3)) | X˜s = x
]
=
∑
̺
a(n/3)
a(x)
(1
4
)|̺|(
1 +O
( 1√
lnn
))
+O
(
exp(−C
√
lnn)
)
+O
(
exp(−C ln−4/3 n))
= P̂x
[
τ̂1(A) < τ̂1(∂B(n/3))
](
1 +O
( 1√
lnn
))
;
again, the sum is over all paths ̺ that begin in x, end on the first visit
to ∂B(n/3), and touch A without touching 0 (observe that the last equality
comes from the definition of Ŝ). So, using (84), we obtain for all s ≤ tα −
n2
√
lnn and all x ∈ ∂B( n
3 lnn
)
,
P
[
T˜ (s)n (A) > T˜
(s)
n (∂B(n/3)) | X˜s = x
]
= 1− π
2
cap(A)
ln lnn
ln2 n
(1+ o(1)). (91)
Before we are able to conclude the proof of Theorem 2.6, we need another
step to take care of times close to tα. Consider any x ∈ ∂B
(
n
3 lnn
)
and
any s ≥ 0 such that tα−s ≤ n2
√
lnn. Then, (69) and (87) together with the
fact that h(·, ·) is nonincreasing with respect to the first (temporal) argument
imply that
Px
[
(X˜0, . . . , X˜|̺|) = ̺
]
=
h(tα − s− |̺|, ̺end)
h(tα − s, x) Px
[
(X0, . . . , X|̺|) = ̺
]
≤ c8Px
[
(X0, . . . , X|̺|) = ̺
]
(92)
for any path ̺ with ̺0 = x. Then, similarly to Section 3.4, define J˜k D˜k to
be the starting and ending times of kth excursion of X˜ between ∂B
(
n
3 lnn
)
and ∂B(n/3), k ≥ 1. Let
ζ = min{k : J˜k ≥ tα − n2
√
lnn}
be the index of the first X˜-excursion that starts after time tα−n2
√
lnn. Let
ξ′1, ξ
′
2, ξ
′
3, . . . be a sequence of i.i.d. Bernoulli random variables independent
of everything, with
P[ξ′k = 1] = 1− P[ξ′k = 0] = 1−
π
2
cap(A)
ln lnn
ln2 n
.
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For k ≥ 1 define two sequences of random variables
ξk =
{
1{X˜j /∈ A for all j ∈ [J˜k, D˜k]}, for k < ζ,
ξ′k, for k ≥ ζ,
and
ηk = 1{X˜j /∈ A for all j ∈ [J˜ζ+k−1, D˜ζ+k−1]}.
Now, observe that (91) and the strong Markov property imply that
P[ξk = 1 | ξ1, . . . , ξk−1] = 1− π
2
cap(A)
ln lnn
ln2 n
(1 + o(1)). (93)
Also, the relation (92) together with Lemma 3.2 imply that
P[ηk = 0 | η1, . . . , ηk−1] ≤ c8 ln lnn
lnn
. (94)
Denote
ζ ′ = max{k : J˜k ≤ tα}.
Then, (92) and Lemma 3.11 imply that (note that π/2 < 3)
P
[
ζ ′ − ζ ≥ 3
√
lnn
ln lnn
]
≤ exp
(
− c9
√
lnn
ln lnn
)
. (95)
Recall the notation δn,α from the beginning of the proof of this theorem.
We can write (recall (53))
P
[
ξk = 1 for all k ≤ (1− δn,α)2α ln
2 n
ln lnn
− 3
√
lnn
ln lnn
]
≥ P
[
T˜n(A) > tα, N
′
α ≥ (1− δn,α)
2α ln2 n
ln lnn
, ζ ′ − ζ ≤ 3
√
lnn
ln lnn
]
so
P
[
T˜n(A) > tα
] ≤ P[ξk = 1 for all k ≤ (1− δn,α)2α′ ln2 n
ln lnn
− 3
√
lnn
ln lnn
]
+ P
[
N ′α < (1− δn,α)
2α ln2 n
ln lnn
]
+ P
[
ζ ′ − ζ > 3
√
lnn
ln lnn
]
.
(96)
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Also,
P
[
T˜n(A) > tα
]
≥ P
[
ξk = 1 for all k ≤ (1 + δn,α)2α ln
2 n
ln lnn
,Nα ≤ (1 + δn,α)2α ln
2 n
ln lnn
,
ηk = 1 for all k ≤ 3
√
lnn
ln lnn
, ζ ′ − ζ ≤ 3
√
lnn
ln lnn
, X˜0 /∈ B
( n
3 lnn
)]
≥ P
[
ξk = 1 for all k ≤ (1 + δn,α)2α ln
2 n
ln lnn
]
− P
[
Nα > (1 + δn,α)
2α ln2 n
ln lnn
]
− P
[(
ηk = 1 for all k ≤ 3
√
lnn
ln lnn
)∁]
− P
[
ζ ′ − ζ > 3
√
lnn
ln lnn
]
−O
( 1
ln2 n
)
.
(97)
Using (93), we obtain that the first terms in the right-hand sides of (96)–(97)
are both equal to(
1− π
2
cap(A)
ln lnn
ln2 n
(1 + o(1))
) 2α ln2 n
ln lnn
= (1 + o(1)) exp
(− πα cap(A)).
The other terms in the right-hand sides of (96)–(97) are o(1) due to (83),
(94), and (95). Since, by (69),
P[ΥnA ⊂ U (n)tα | 0 ∈ U (n)tα ] = P
[
T˜n(A) > tα
]
,
the proof of Theorem 2.6 is concluded.
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