Abstract. In this paper, we study the dynamics of solutions of a q-difference first Painlevé equation in the asymptotic limit as the independent variable approaches infinity. In particular, we consider the solutions in the initial-value space, after compactification and resolution of singularities, and show that the exceptional lines are repellers for the flow.
Introduction
We consider solutions of the q-difference equation qP I : w n+1 w n−1 = w n − 1/ξ w 2 n , as ξ → ∞, where ξ = q n ξ 0 , w n = w(ξ), w n+1 = w(qξ), w n−1 = w(ξ/q) with q = 0, 1. Equation qP I becomes the first Painlevé equation P I : y tt = 6 y 2 + t, in a continuum limit [5] . In this paper, we study the solutions in the initial-value space S defined by {(w n , w n−1 ) ∈ P 1 × P 1 } resolved after blowing up 8 base points. In particular, we focus on the singular dynamics of the flow near divisors and exceptional lines in this space.
For conciseness and convenience, we use the notation w = w n+1 , w = w n , and w = w n−1 , and assume that q is given and fixed with |q| > 1. In this notation, qP I becomes ww = w − 1/ξ w 2 .
(1.1)
Our goal in this paper is to deduce information about the dynamics of the general solution of (1.1). The special cases where the solutions approach a steady state as |ξ| → ∞ have been considered in other works [5, 7] . Nishioka [6] has studied the transcendental nature of the general solutions and found that they cannot be expressed in terms of basic or q-special functions that are defined as solutions of first-order or linear second-order difference equations. In this paper, we provide information about the qualitative behaviours of such general solutions. Equation (1.1) can be considered as a mapping on the initial value space S. This point of view was originated by Sakai [8] , who also showed that the space S associated with Equation (1.1) is a rational surface of type A (1) 7 . We construct S explicitly in this paper, in order to describe the flow in detail. The structure of the paper is as follows. In Section 2 we construct the initialvalue space and identify the explicit coordinate charts to describe it completely; key points are illustrated here, while the full details are recorded in Appendix A. Section 3 provides information about the underlying geometry of the system, demonstrates its place in the classification of Sakai [8] , and describes how the mapping acts on divisors; the full details are included in Appendix B. In Section 4 we examine how the mapping acts on exceptional lines; the full details are included in Appendix C. We also construct approximate solutions near exceptional lines, and describe the global behaviour of the system for large times. Section 5 contains some concluding remarks.
Resolution of singularities
Equation (1.1) is a discrete dynamical system, which defines a solution w(t) by iterating a given pair of initial values (w, w) forward to obtain w or iterating (w, w) backward to obtain w. However, there exist points at which both numerator and denominator of the rational expression for the iterate simultaneously vanish. We call such points base points, following [1] . We consider Equation (1.1) as a dynamical system in P 1 × P 1 and explicitly resolve base points to regularise its space of initial values. In this section, we construct all the charts explicitly at each stage of the resolution in order to study the solutions of Equation (1.1) in this space.
We define u := w, v := w, then we have forward and backward evolution of There are four coordinate charts which cover the space P 1 × P 1 . They are shown in Figure 1 . In what follows, we denote the coordinates by u ij , v ij , where i corresponds to the number of blow-ups and j corresponds to the chart. 
Region 3:
Region 4:
and
(2.2d)
In Region 1, we have 2 base points:
In Region 2, we have one base point
In this region, there appears to be an additional base point at u 02 = ξ, v 02 = 1/ξ. However, after changing variables to Region 1, it becomes clear that this is actually the base point already found in that region and we do not need to consider this again separately in Region 2. The case of Region 3 is similar to that of Region 2: we have also one base point:
Again there appears to be an additional base point at u 03 = ξ/q, v 03 = q/ξ, but this is a base point already found Region 1, and so we do not need to consider it in Region 3. In Region 4 there are no base points. These base points are drawn schematically in Figure 2 .
Figure 2. Configuration of base points.
We recall here that blowing up a base point at (α, β) means that we define new
which has the effect of replacing the problematic point (α, β) by a line. In the first (or˜-) coordinate chart , this line is parametrized by the variableũ and given bỹ v = 0, whilst in the second (orˆ-) coordinate chart, the line is parametrized bŷ v and given byû = 0. The new lineṽ = 0 orû = 0 is called an exceptional line and by convention is defined to have negative self-intersection number given by −1. Each time a point on a line j is blown up, the self-intersection number of this line decreases by one. For this and other standard constructions of algebraic geometry, the reader is referred to [4] .
2.1. Blow up of base points b 1 and b 2 . Consider the base point b 1 . The blow-up operation is equivalent to defining new coordinates
In these coordinates, the point b 1 becomes the line v 11 = 0, with u 11 free. Accompanying this, we have a second coordinate chart
where b 1 is seen as the line u 12 = 0 with v 12 free (note that v 12 = 1/u 11 ). The line defined by v 11 = 0 in the first chart, or equivalently u 12 = 0 in the second chart, is called the exceptional line, and we will label it E 1 , since it is the blow-up of the point b 1 . The equations for u, v in these coordinate charts become 8) in the first chart, and in the second chart
We see that there are no more points at which u, v are undefined, and the space of initial conditions is resolved at the base point b 1 . With the addition of this new coordinate, at the point b 1 the system splits into an exceptional line E 1 , together with the strict transform of the equations, the expressions given in (2.8) and (2.9).
The process is analogous for the base point b 2 , from which backward iteration is undefined; we add another copy of P 1 , and the system splits into an exceptional line E 2 , together with transformed equations as given in §A.2 of Appendix A. . Both forward and backward iterations from this point are undefined, but we proceed in exactly the same way as in the cases of b 1 and b 2 , adding a copy of P 1 , and seeing the system split into an exceptional line E 3 together with the strict transform of the equations. Explicitly, the first of the new charts has coordinates defined by
and the system becomes
together with the exceptional line E 3 defined by v 31 = 0. Under forward iteration there are no new base points; the only point of indeterminacy arises in the second chart (where u 31 becomes infinite), but that is easily seen to be exactly b 1 on transforming back to original coordinates. So the problem of indeterminacy under forward iteration is resolved. Under backward iteration, however, v is undetermined at the point
The process is analogous for the base point b 4 , where we find another base point b 6 under forward iteration. The details are given in Appendix A. can be blown up in the same fashion, after which all problems in these charts are fully resolved. Similarly the base point b 6 can be blown up to fully resolve the space of initial conditions at that point.
We have found all apparent base points that can be seen from looking at the forward and backward shifts of the equation. However, the space of initial conditions Figure 3 . Configuration of exceptional lines after 8 blow-ups.
is not yet fully resolved. While we do not see any more points of indeterminacy by looking at the equation, if we look at how the exceptional lines are mapped under forward and backward iteration, we note that E 2 is send under forward iteration to a point on E 5 , and E 1 is send under backward iteration to a point on E 6 . This provides the missing base points b 7 and b 8 . These can be blown up to obtain a fully resolved space of initial conditions, which is a compact smooth rational surface X. The explicit coordinate charts for all of the blow-ups is contained in Appendix A, and the final configuration of exceptional lines can be displayed as in Figure 3 , where H u denotes a line where u is constant, and similarly H v denotes a line where v is constant.
Divisors and the root lattice
In this section we construct the divisors, that is, lines of self-intersection number −2, in the initial value space, in order to consider the dynamics of (1.1) near such curves. This construction also allows us to see the Dynkin diagram associated with Equation (1.1), and thus see where the system sits in the classification of Sakai [8] .
3.1. Divisors. The components H u , H v , and E i for i = 1, .., 8 form the standard basis of the Picard group P ic(X) [4] . We can define a bilinear form (·, ·) on elements of P ic(X) by the rules
(E i , E j ) = −δ ij . This defines the intersection number of any 2 curves in P ic(X). Then it is easy to see that we have 8 curves with self-intersection -2, the divisors, which we will denote by D i :
Labelling divisors with a node, joined with a line if they intersect, we get the Dynkin diagram of A
7 , shown in Figure 4 .
3.2. Reconstruction of the system. It is possible from here to reconstruct the system in the form of its symmetries and translation in time, by constructing vectors orthogonal to the divisors, and defining corresponding actions which leave the set of divisors invariant. To find vectors orthogonal to the divisors, we consider a vector of general form
and require that (α, D i ) for all i = 1, .., 8. Note that by the defining rules of the bilinear form,
Then we have
3)
and hence
Thus α becomes
(3.9) The new vectors F 1 , F 2 intersect in the following way: if we define B i,j := 2(F i , F j )/(F j , F j ), we can express the information in the generalised Cartan matrix B := (B ij )
given by
This can be displayed as the Dynkin diagram shown in Figure 5 , and it corresponds to the root lattice A
1 . For each vector F i , we define the action as follows:
The action of w F1 on P ic(X) is 
12) and the action of w F2 on P ic(X) is 
Note that the action of w Fi on each of the divisors is the identity, i.e.,
and taking either of these actions to the second power gives the identity, so the w Fi are indeed reflections; the span of these reflections forms the Weyl group W . Including a reflection σ : F 1 ↔ F 2 , we obtain the extended Weyl group W . In particular, the action σ • (w F1 w F2 ) 4 • σ has the same effect on the elements of the Picard group as does the 8th power of the mapping (1.1). That is, if we denote the operation of forward shift in the discrete time variable by ϕ, we have
for K an element of the Picard group.
Dynamics near divisors.
The set of divisors is closed under the action of qP I ; the evolution of the divisors under forward iterations is computed in Appendix B, and shown in Figure 6 . Figure 6 . Action of qP I on divisors.
From a starting point near a divisor, one is immediately sent away from that divisor to another in a different region. However, after 8 time-steps one returns to near that divisor. For example, suppose that at some ξ 0 we are near the exceptional line D 1 ; i.e., we are near the line v 01 = 0, so that v 01 (ξ 0 ) = δv 01 (ξ 0 ) + O(δ 2 ) for some finite v 01 (ξ 0 ), and some small 0 < δ 1. After making a complete orbit (8 time-steps), it can be shown that
So for fixed ξ 1 , after 8 time steps we return to near the divisor D 1 , although not near exactly the same point from which we started; the value of the coordinate u 01 has changed significantly provided |q| is not close to unity. The evolution is only periodic on the level of the divisors.
Dynamics near exceptional lines corresponding to final blow-ups
In this section, we consider the dynamics of equation (1.1) near the exceptional lines. Of the eight exceptional lines, we need only consider E 1 , E 2 , E 7 , E 8 , because the dynamics in the neighbourhood of the remaining four are the same as those near the divisors (see §3).
The limit in which we approach an exceptional line competes with the limit ξ → ∞. To enable us to consider the dynamics arbitrarily close to an exceptional line, we assume that ξ is large but fixed. Given 0 < ε < 1/2, define D r (ξ k ) = {ξ : |ξ − ξ k | < r}, where r < 1/ε, lying in the exterior of the disc of radius 1/ε in the ξ-plane. We start with initial values defined at ξ k ; note that we are taking ξ k also to be large but fixed.
As calculated in Appendix C, we have the following behaviour under forward iteration
and under backward iteration we have
Here H v=1/ξ −E 2 is the line in regular (u, v)-space where v = 1/ξ, and H u=q/ξ −E 1 is the line in regular (u, v)-space where u = q/ξ. This means that under forward and backward iterations of this chain, we are sent eventually to regular points. There is one special case: under the assumptions given for ξ above, (u 11 , v 11 ) = (0, 0) on E 1 is mapped under forward iteration to the point (u 22 , v 22 ) = (0, 0) on E 2 (and similarly (u 22 , v 22 ) = (0, 0) on E 2 is mapped under backward iteration to the point (u 11 , v 11 ) = (0, 0) on E 1 ). This point is mapped through the chain (4.1) once more, before emerging into regular space. Thus after a finite number of steps, we are sent to a regular point away from exceptional lines. In the following subsections, we deduce approximate solutions near the exceptional lines E 1 and E 2 , at the end of the chains (4.1),(4.2).
4.1. Approximate solutions near E 1 . Consider forward iteration here; under backward iteration we know from Equations (C.2),(C.3) in Appendix C that we are sent to a region near E 8 .
In the chart (u 11 , v 11 ), we have
Noting that
we find that v 11 is mapped to a value that is bounded below by a fixed non-zero number. Consequently, a point arbitrarily close to E 1 is mapped away from it. The forward iteration of u 11 is u 11 = ξ qξ 2 u 11 − (u 11 v 11 + 1)
assuming u 11 is not close to zero, which is the special case mentioned earlier. The solution is 6) where θ(x) is the Jacobi theta function
for x ∈ C * . (See Jacobi's triple product identity [3] .) This function satisfies the relation
Since the Jacobi theta function (4.7) is analytic, it maps open sets to open sets and so the solution u 11 (ξ) takes values in a non-empty disc around u 11 (ξ k ).
We can estimate the size of this disc as follows. Let q m ξ k be the largest iterate of ξ k such that q m ξ k ∈ D r (ξ k ) for some m ≥ 1. (We can always adjust and r if needed so that such an m exists.) Then using relation (4.8) we have that
which is large, since |ξ k | is large and m > 0. Consider this in the chart (u 01 , v 01 ). Using (2.8), we see that 
Using relation (4.8) as before, we find
showing that the size of the image disk is large, relative to its centre u 01 (qξ k ). Note that since v 11 := v 01 we also have
Collecting these results together, we find that the iteration of initial values (u 11 , v 11 ) in a polydisk close to E 1 , for ξ ∈ D r (ξ k ), maps the polydisk to a open neighbourhood around the line H v=1/ξ . We find similar results under backward iteration of initial values near the line E 2 .
4.2. Summary of behaviours. Appendix B contains explicit calculations of the mappings of the divisors, and Appendix C contains explicit calculations of the mappings of the remaining exceptional lines. The information is summarised in the following table:
Backward iteration
Forward iteration
We can express the action of qP I in matrix form, by how they act on elements of the standard basis of the Picard group, in the following way:
where ϕ : P ic(X) → P ic(X) is the action of forward iteration in n. Note that all the eigenvalues of this matrix are roots of unity.
Conclusions
We have shown that it is possible to deduce information about the dynamics of the q-difference Painlevé equation qP I for arbitrarily large values of the independent variable. We have explicitly constructed the coordinate charts of the natural space of initial conditions of the system, identifying the exceptional lines, enabling us to examine the behaviour of the system under iterates of the independent (time) variable on and near these exceptional lines.
We found that the union of exceptional lines is a repeller for the flow; i.e., if a solution is near an exceptional line at any given time, after one time step it is immediately sent away to a different region. This is analogous to the continuous case of Painlevé I [2] . The set of divisors is invariant under the time flow.
Since qP I can be viewed as a degeneration of qP II and qP III , an interesting question would be to investigate the singular dynamics of the latter equations in the limit as the independent variable approaches infinity.
Appendix A. Blow up of base points
Here we record the process of blowing up at each of the 8 (A.4) The equations in these coordinates become
(A.5) whereas the base point b 1 itself becomes the exceptional line which in these coordinates is defined by u 12 = 0. We see that we have another point of indeterminacy, or base point, arising under backward iterations at
however, we note that in the original coordinates this is again exactly b 2 . Thus there are no more base points in this chart.
A.2. Blow up of base point b 2 . This base point arises in Region 1 when we iterate the map backward.
Define new coordinates
(A.7) The equations in these coordinates become
(A.8) whereas the base point b 2 itself becomes the exceptional line E 2 defined by v 21 = 0. We see that we have another point of indeterminacy arising under forward iterations at u 21
but in the original coordinates we see this is exactly b 1 .
To look in the other chart, define new coordinates (A.11) whereas the base point b 2 itself becomes the exceptional line which in these coordinates is defined by u 22 = 0. We see that we have another point of indeterminacy arising under forward iterations at In terms of the original variables, this is
14)
The equations in these coordinates become In terms of the original variables, this is
The equations in these coordinates become
and In terms of the original variables, this is
The equations in these new coordinates become Define new coordinates
In terms of the original variables, this is
whereas the base point b 5 itself becomes the exceptional line E 5 defined by v 51 = 0. There are no further base points in this chart.
To look in the other chart, define new coordinates
The equations in these coordinates become Define new coordinates
The equations in these new coordinates become
(A.37) whereas the base point b 6 itself becomes the exceptional line E 6 defined by v 61 = 0. There are no further base points in this chart.
(A.39)
(A.40)
whereas the base point b 6 itself becomes the exceptional line E 62 defined by u 62 = 0.There are no further base points in this chart.
A.7. Find and blow up base point b 7 . The exceptional line E 2 is sent by the mapping as follows:
where t := ξ/(q 2 u 21 ) = ξv 22 /q 2 is free. This can be seen by taking the limit as v 21 → 0 in equations (A.8), or by taking the limit as u 22 → 0 in equations (A.11). We see that under forward iteration the exceptional line E 2 is sent to the point b 3 in Region 2, and under backward iteration it is sent to another line. Thus under forward iteration we have a problem, where a line is mapped to a point; this needs to be resolved. The point b 3 is blown up to the line E 3 , so we should find out where the line E 2 is mapped in terms of the local coordinates of E 3 . Note that
Therefore we have
This is in fact the point b 5 , which is blown up to the exceptional line E 5 . So we need to look at the mapping in terms of the coordinate charts of E 5 . Note that
, and
Thus we have uncovered a new base point lying on the line E 5 :
To blow this point up, define new coordinates
.
(A.48) The equations in these coordinates become
(A.49) whereas the base point b 7 itself becomes the exceptional line E 7 defined by v 71 = 0. There are no further base points in this chart.
In terms of the original variables, this is where t := ξu 11 = ξ/v 12 is free. This can be seen by taking the limit as v 11 → 0 in the equations (A.2), or by taking the limit as u 12 → 0 in the equations (A.5). We see that under forward iteration the exceptional line E 1 is sent to another line, and under backward iteration it is mapped to the point b 4 in Region 3. The the point b 4 is blown up to the line E 4 , so we should find out where it is mapped in terms of the local coordinates of E 4 . Note that
This is in fact the point b 6 , which is blown up to the exceptional line E 6 . So we need to look at the mapping in the local coordinate charts of E 6 . Note that Thus we have discovered a new base point lying on the line E 6 :
In terms of the original variables, this is In terms of the original variables, this is Suppose that at a time ξ 2 we are near this divisor; i.e., v 31 (ξ 2 ), u 32 (ξ 2 ) are close to zero. We can expand the variables v 31 , u 32 as follows
for some finite v 31 (ξ 2 ), u 32 (ξ 2 ). Substituting this in to the equations for forward iteration (2.2), we see that in the coordinates of the first chart
and in the coordinates of the second chart
,
We see that this is near the line v 03 = 0, or rather the divisor D 5 .
B.3. Behaviour near D 3 . The divisor D 3 is the line E 5 − E 7 that arises under the second blow-up at the point b 3 in the region where u is infinite, v is finite. It is defined in local coordinates by v 51 = 0, u 52 = 0, where u 51 = −q.
Suppose that at a time ξ 3 we are near this divisor; i.e., v 51 (ξ 3 ), u 52 (ξ 3 ),are close to zero. We can expand the variables v 51 , u 52 as follows
for some finite v 51 (ξ 3 ), u 52 (ξ 3 ). Substituting this in to the equations for forward iteration (2.2), we see that in the coordinates of the first chart 8) and in the coordinates of the second chart Suppose that at a time ξ 4 we are near this divisor; i.e., u 02 (ξ 4 ) = u 04 (ξ 4 ) is close to zero. We can expand the variables u 02 , u 04 as follows 
for some finite v 03 (ξ 5 ), v 04 (ξ 5 ). Substituting this in to the equations for forward iteration (2.2), we see that in the coordinates of the first chart
(B.14)
and in the coordinates of the second chart Suppose that at a time ξ 6 we are near this divisor; i.e., v 61 (ξ 6 ), u 62 (ξ 6 ) are close to zero. We can expand the variables v 61 , u 62 as follows Suppose that at a time ξ 7 we are near this divisor; i. We see that this is near the line v 51 = 0, or rather the divisor D 3
Appendix C. Mappings of exceptional lines
In this appendix, we analyse the dynamics of initial values near all exceptional lines. For simplicity and conciseness, we focus on the local results of iterating a neighbourhood near each exceptional line and, to do so, we assume that initial values in a neighbourhood of E i are analytic functions of ξ close to a point ξ i , for each i = 1, . . . , 8. Estimates similar to those in §4.1 show that the closed sequence of disks, obtained by iteration of a neighbourhood of each exceptional line, ends with a disk of non-zero size. We see that under forward iteration this is near the line v 11 = 0, or rather E 1 . Under backward iteration, we are mapped to near the line v 71 = 0, or rather E 7 .
