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要旨
本研究では、小論文やレポートの自動評価を目標に、教師なし学習の一つである敵対生成ネットワーク
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緒言





GAN は、生成器である Generator と識別機である Discriminator という 2 つの機構を有し、それら 2
つを敵対させ、競わせながら学習を進める（Fig. 1 ）。具体的に、Generator は与えられた訓練データを
基にそれらの特徴を反映した類似のデータを目指してデータ生成を行うように学習する。それに対して、
Discriminator には Generator が生成したデータと訓練データが与えられ、与えられたデータそれぞれが
Generator によって生成されたものなのか、訓練データなのか、を正確に鑑別できるように学習する。こ










GAN は、訓練データのラベルを 1 、Generator の生成画像のラベルを 0 とした際に、以下の損失関数
V について、Discriminator である D に対しては最大化、Generator である G に対しては最小化すること
を目指して、学習を行う 1 ）。
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ここで、x は訓練データ、G（z）は生成データを示している。また、IE は期待値を意味しており、x~pt（x）
は訓練データからの抽出、z~pz（z）は Generator が生成のシードとする z 空間のノイズからの抽出を意味
する。
まず、Generator を固定して考えると、右辺第 1 項において、D（x）は入力が訓練データなので全て 1
を出力するのが理想であり、一方、G（z）は生成データなので D（G（z））は全て 0 を出力するのが理想で
ある。その結果、理想的な Discriminator において上式の V は最大値の 0 となる。（ラベルが 0 と 1 しか
なく、その対数を取るので、V は正の値になることはありえない。）それに対し、Discriminator を固定し
て考えると、上式の右辺第 2 項の D（G（z））が全て 1 であるときに Discriminator を完全に騙せている理
想的な Generator となるので、第 1 項に関わらず、V は最小値、－∞になる。実際には、理想的とはなり




トワーク（Convolutional Neural Network；CNN）が用いられることが多い 2 ）。CNN は、位置など局在
的な変化に堅牢な局在不変性を仮定可能なニューラル・ネットワークのモデルで、最近の機械学習分野に






























本研究では、GAN をベースとした小論文やレポートの自動評価の実現を目指し、それによる 1 文の識







また、「教師あり学習」の識別機との性能比較を行うために、代表的な識別モデルである Long term 
Short Memory（LSTM）構造、CNN 構造、TextCNN 構造の識別器も作成し検討した。なお、GAN の






表現を有さないので、文書は単語毎に ID が振られてはじめて機械の分析対象となる。ID が振られた後、
単語をベクトルとして扱うことになるが、ニューラル・ネットワーク・ベースなどでは one hot ベクトル
と呼ばれる、次元を登場単語数、そして、自らの ID を要素番号とする要素のみが 1 のベクトルに変換し






ラル・ネットワーク・ベースの処理においては、その親和性から word 2 vec 表現 7 ）を用いる場合が多い。
本研究においても分散表現には、word 2 vec 表現を用い、圧縮後の次元は100次元とした。
Long Short-Term  Memory（LSTM）
LSTM の説明の前に、系列データを扱うニューラル・ネットワークの 1 つである再帰的ニューラル・
ネットワーク（Recurrent Neural Network；RNN）について述べる 8 ）。先ず、RNN の内部構造を Fig. 
2 に示す。Fig. 2 において、X=（x→0  , x→1  , x→2  … x→t ）は系列を有するベクトルの入力データで、 0  → 1  
→ 2  … → t の順番を有する。本研究においては、分散表現された単語のベクトルがこれに該当する。ま
た、A はニューラル・ネットワーク、H=（h 0  , h 1  , h 2  …ht）は入力 x→i （ 0 ≤ i ≤ t ）に出力値（hi）、W 
は系列間の重みを意味する。なお、図 2 は概念図であるため、系列間のバイアス項は省略している。そし




ただ、この RNN モデルには W の積とみなされる項があるため、W が 1 付近でない場合、系列情報が
0 になってしまったり（W < 1 ）、逆に、発散してしまったり（W > 1 ）する問題があった。この問題を
「忘却ゲート」「入力ゲート」「出力ゲート」と呼ばれる 3 つの機構を用いて改善したモデルが Long Short-
Term Memory（LSTM）と呼ばれるものである 9 ）。LSTM の概念図を Fig. 3 に示す。ここで、σはシグ
モイド関数、tanh は双曲線正接・余接関数を意味する。
枠で囲まれた部分が t=t における LSTM の処理の部分であり、単純な RNN との大きな違いは、前の枠
Fig. 2 　シンプルな RNN の内部構造
Fig. 3 　LSTM の内部構造
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（t-1）から 2 つの情報（ 2 つの矢印）を引き継ぎ、同じく、t+ 1 に 2 つの情報を渡す点である。大まかに
言って、RNN では下方の矢印のみである。ゲートとは基本的にシグモイド関数の部分で、シグモイド関
数が（0, 1 ）の出力であるため、それとの積（×）の箇所においては、引数に対してシグモイド関数の出






も利用される10）。本研究においても、この LSTM を文書識別、および、GAN おいて Generator として用
いている。
識別タスクにおける LSTM の構造は one hot ベクトルを100次元に圧縮する分散表現層、LSTM 層、出
力層とし、入力→分散表現層（100）→ LSTM 層（セルサイズ：256）→出力層（2）とした。最後の出力
層の出力が 2 なのは、タスクが夏目漱石の文か、そうでないかの 2 値分類タスクだからである。また、学





は、次に述べる TextCNN を用いるが、本研究では実験的に、分散表現した文書を Fig. 4 で示した 2 次
元配列（画像）として捉え、画像を処理する際の手法でも文書分類を行った。
1 文の最大長は20単語、分散表現で100次元とし、 1 文を20 pix、100 pix の画像と等価に扱い、CNN




マイザに RMSprop を学習係数0.001で用い、学習回数は500 epochs とした。
Fig. 4 　CNN の概念図
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TextCNN
TextCNN は CNN を使ってテキスト分類に取り込んだ手法で、文分類を目的としている 4 ）。したがっ
て、長い文書の分類よりは、 1 文まだは複数の文からなる短い文書の分類に適しており、感情分析、評判
分析や質問タイプの分類などの短い文書を対象とするタスクに用いられる。
TextCNN のネットワーク構造の概念図を Fig. 5 に示す。左から右へ、入力から出力となっていて、左
から、分散表現層、畳み込み層、Max プーリング、全結合層、出力層となっている。上記の CNN との違
いは、上記 CNN が分散表現された 1 文を “画像” として取り扱い、一般的な CNN 構造で処理している
のに対して、TextCNN は畳み込みに用いるフィルタが、フィルタに入れる単語数×分散表現のベクトル
次元となっている点と、Max プーリング層において、 1 文全体から最大値を取得し、それを最後の全結
合層への 1 入力としている点である。
CNN と同じく、文の最大長は20として、TextCNN 構造は、入力層→分散表現層→ 2 次元配列化
（20x100）→畳み込み層→ Max Pooling 層→出力層（2）である。なお、畳み込み層において、 1 フィル
タに入る連続する単語数は [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20] で、それぞれに対応するフィルタ数は [100, 
200, 200, 200, 200, 100, 100, 100, 100, 100, 160, 160] である。具体的には、連続する 2 単語のフィルタは
2 x100のフィルタ、 3 単語のフィルタは 3 x100などのカーネルサイズとなる。そして、その 1 つの畳み
込みの結果全体で Max Pooling を取るので、Max Pooling 層の出力は1,720となり、それから出力層の 2
を得る構造になっている。学習は、オプティマイザに RMSprop を学習係数0.0001で用い、学習回数は500 
epochs とした。
なお、この構造は次項で説明する、SeqGAN における Discriminator と同じである。
Fig. 5 　TextCNN の概念図（5）から引用
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SeqGAN
本研究で検討すべき Discriminator を得るための GAN には、文章生成を目的としている SeqGAN を用
いた10）, 11）。SeqGAN は、系列を有さない画像のようなデータを対象とした GAN と異なり、文のような系
列（順番がある）データを扱うモデルである。そのため、Generator には系列データの取り扱いが可能な
上記で説明した LSTM を先行研究から用い、Discriminator には TextCNN を用いた。また、教師あり学
習時の TextCNN との比較ができるよう、TextCNN の構造は前節の構造で統一している。
SeqGAN の特徴は、系列データを生成するにあたって、 1 文字目から t-1文字目までの単語系列：Y 1 :t-1
から t 番目の単語 yt を予測するために、Fig. 6 の概念図にあるように yt+ 1 以降をモンテカルロ法（乱数）
により規定回数回生成し、その結果も含めて真偽を識別器に判定させ、それらを元に、Y 1 :t-1から yt を生
成した結果の評価値を決定する点である。このように処理をする理由は、順番を有さない、例えば、画像
データであれば、単に Generator の出力に対して、Discriminator が評価を行えばよいが、系列がある場
合、Generator は文全体を 1 回に生成するのではなく、 1 単語目から 1 単語ずつ順番に生成していくため
である。一方、Discriminator は 1 文全体に対して真贋の判定をするため、生成中途中を扱うことが出来
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TextCNN を用いた識別器、Q は報酬関数である。この誤差関数は、Y 1 :t-1から yt を生成する尤度を報酬
関数で表し、それを生成器によって Y 1 :t-1から yt を生成される確率で期待値をとることに相当する。また、




Fig. 6 　SeqGAN の概念図（6）から引用
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一方、識別器は一般の GAN と同様に、
V = 𝔼𝔼�~�����log𝐷𝐷�(Y)�+ 𝔼𝔼�~�� �log �1− 𝐷𝐷�(Y)��. 
が最大になるようφを更新する。なお、この式は識別器が全ての入力に対して真偽を正しく識別した際に
最大値 0 となる。
本研究における SeqGAN の Generator は 6 ）と同じネットワーク構造とし、Discriminator は
TextCNN の説明したものと同じ構造を用いた。また、学習は10）の文献を参照し、Generator のプレトー
ニングを200回、Discriminator のプレトレーニングを 5 回、敵対学習は500回行った。また、Generator、

















価指標には、精度（Accuracy）、適合率（Precision）、再現率（Recall）、F 値（F 1  Score）を用いた。
以下では、それぞれについて簡単に説明を加える。
精度は全データの内、正しく予測した割合を測定した指標で、混同行列の要素を使用し表す。ここで、
混同行列とは分類したデータの正解・不正解の件数をまとめた表であり、 2 値分類の場合、 4 つに区分分
けされる（Fig. 7 ）。
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学習を行っている LSTM 識別器、CNN 識別器、TextCNN 識別器においては、夏目漱石の著書（ 4 冊）
に含まれている文に 1 のラベルを付け、その他の太宰治、および、芥川龍之介の著書（合計13冊）に含ま
れた文には 0 のラベルを付けた後に学習を行っている。一方、識別機の構築に GAN を用いる際には、教
師あり学習で用いたものと同じ夏目漱石の著書（ 4 冊）に含まれている文のみを訓練データに用いてい













学習済み LSTM 識別器の評価データに対する識別結果の混同行列を Table 1 に示す。この時の正解率
は0.732、適合率が0.669、再現率が0.911、F 値が0.771である。なお、学習データに対しては、正解率で0.998
であった。





学習済み CNN 識別器の評価データに対する識別結果の混同行列を Table 2 に示す。この時の正解率は
0.740、適合率が0.831、再現率が0.607、F 値が0.702である。なお、学習データに対しては、正解率で0.997
であった。





学習済み TextCNN 識別器の評価データに対する識別結果の混同行列 Table 3 に示す。この時の正解
率は0.735、適合率が0.683、再現率が0.870、F 値が0.765である。なお、学習データに対しては、正解率で
0.997であった。














以上、 4 つの識別機における指標をまとめると Table 5 となる。
Table 5 　評価データに対する各識別器の評価指標のまとめ
LSTM CNN TextCNN TextCNN（GAN）
正解率 0.732 0.74 0.735 0.494
適合率 0.669 0.831 0.638 0.497
再現率 0.911 0.607 0.87 0.407
F 値 0.771 0.702 0.702 0.447
考察




また、混同行列からは教師あり学習で構築した 3 つのモデルに共通した特徴として、False Positive の
数が False Negative と比較して少ないことが見て取れる。つまり、その他の作家の文を夏目漱石の文と
識別することは少ないが、夏目漱石の文をその他に識別することは多いということである。この特徴が、
本研究の作家の組み合わせに特有のものなのか、一般的に、 1 文の識別タスクにおいて教師あり学習を採














Generator と Discriminator が敵対的に競うことによって、Discriminator が “夏目漱石らしい” かどうか
を識別できるようになる』となるが、Generator が “夏目漱石らしい” 文を生成できるようになっていな
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いので、Discriminator が十分に学習できていない可能性があるということである。
そこで、Generator の学習が Discriminator の学習よりも相対的に速く進むよう、Rollout の回数を128
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