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ABSTRACT
We investigate the dynamics of linear perturbations in Keplerian flow under external stochas-
tic force. To abstract from the details of flow structure and boundary conditions, we consider
the problem in the shearing box approximation. An external force is assumed to have zero
mean, even so, induced perturbations form a steady-state, which provides angular momentum
transfer to the periphery of the flow. The most effective scenario is based on the transient am-
plification of induced vortices with the following emission of shearing sound wave, wherein
the maximum of the flux linearly depends on Reynolds number. Thus such a mechanism is
significant for astrophysical flows, for which enormous Reynolds numbers are typical. At the
same time, addressing the problem analytically, we found that for incompressible fluid in the
shearing box approximation stochastic forcing does not lead to average angular momentum
transfer. Thus the compressibility of the fluid plays an important role here, and one cannot
neglect it.
Key words: hydrodynamics— accretion, accretion discs — protoplanetary discs
1 INTRODUCTION
Starting from the pioneering papers Shakura (1972) and
Shakura & Sunyaev (1973), the mechanism giving rise to effec-
tive viscosity and the related angular momentum transfer in the
accreting flows is on the agenda. The application of magnetoro-
tational instability (Velikhov (1959); Chandrasekhar (1960)) to
accretion theory by Balbus & Hawley (1991); Hawley & Balbus
(1992); Balbus & Hawley (1992) provided a powerful mechanism
of effective viscosity origin due to the turbulization of the flow.
However MRI requires high gas ionization as well as the ini-
tial magnetic field (see (Mukhopadhyay et al. 2005, section 1)
for a more detailed discussion). Another branch of turbulization
mechanisms, such as vertical shear instability Nelson et al. (2013),
subcritical baroclinic instability Lesur & Papaloizou (2010) and
zombie vortex instability Marcus et al. (2015), provide dimen-
sionless angular momentum flux of only about α ∼ 10−3 (for
a more detailed review with respect to protoplanetary disks see
(Armitage & Kley 2019, section 1.5)).
So, in the current paper we look back onto a purely hydro-
dynamic model but take into account that accretion disks are not
isolated from their surrounding. We approximate the action of
the surrounding as an external stochastic force with zero mean
value (a discussion of possible sources of forcing can be found in
(Ioannou & Kakouris 2001, section 4)). In such a model, external
action induces perturbations capable of transient amplification. The
main aim of the current paper is to study the possibility of angular
momentum transfer by them.
⋆ E-mail: d.razdoburdin@gmail.com
A similar approach was previously successfully applied while
investigating the rotating Couette flow by Chen et al. (1987), chan-
nel flow by Bamieh & Dahleh (2001) and plane Couette flow by
Farrell & Ioannou (1993) and Khujadze et al. (2006). In the astro-
physical context, Farrell & Ioannou (1999) used similar method for
investigating large scale magnetic fields generation. Angular mo-
mentum flux that occurs due to the generation of perturbations by
external stochastic forcing was investigated in Ioannou & Kakouris
(2001) for the 2D incompressible fluid.
In the current paper we set the goal to generalize the results
of Ioannou & Kakouris (2001) by taking compressibility and ver-
tical spatial dimension into account. At the same time, we reduce
the model of flow structure to the shearing box. Such approxima-
tion allows us to avoid the influence of boundary conditions and
global flow structure, which are model dependent. Another advan-
tage of the shearing box model consists in the possibility of transit
from coordinate description to spatial Fourier harmonics (SFH) in
dynamical equations. This allows not only to simplify the equa-
tions significantly (in SFH description we get ordinary differential
equations instead of equations in partial derivatives) but also to an-
alyze the resulting solutions in more detail. On the other hand, for
a single SFH non-trivial steady state solution with external action
does not exist. For that reason, the additional procedure of transi-
tion from non-steady state solution for single SFH to steady state
for the ensemble of harmonics is described.
This paper is organised as follows. In section 2 we present the
equation for the dynamics of single SFH under stochastic forcing.
The way of transition from the dynamics of the single SFH to the
spectrum of perturbations in the flow is described in section 3. An
analytical solution for the subcase of small scale 2D perturbations
c© 2020 The Authors
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is introduced in section 4. In section 5 we collect the results of
both numerical and analytical calculations and analyze them, and
in section 6 we sum up the results of the investigation.
2 EQUATIONS FOR SINGLE SPATIAL FOURIER
HARMONIC
We solve the equation for Eulerian perturbations in shear-
ing box approximation, i.e. in local Cartesian frame corotating
with angular velocity Ω0 (see Goldreich & Lynden-Bell (1965),
Umurhan & Regev (2004)). We neglect details of energy balance
in the fluid and adopt polytropic equation of state; this allows us
to use continuity equation for enthalpy perturbation W . Dissipa-
tion is described both by kinematic and bulk viscosity coefficients.
External stochastic forcing is represented by heterogeneous terms
ζx,y,z,w in the dynamic equations.
(
∂
∂t
− qΩ0x
∂
∂y
)
ux − 2Ω0uy +
∂W
∂x
− hx − gx = ζx, (1)
(
∂
∂t
− qΩ0x
∂
∂y
)
uy+(2−q)Ω0ux+
∂W
∂y
−hy−gy = ζy , (2)
(
∂
∂t
− qΩ0x
∂
∂y
)
uz +
∂W
∂z
− hz − gz = ζz, (3)
(
∂
∂t
− qΩ0x
∂
∂y
)
W + c2s
(
∂ux
∂x
+
∂uy
∂y
+
∂uz
∂z
)
= ζw, (4)
hx,y,z = ν
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
ux,y,z, (5)
gx,y,z = (νb + ν/3)
∂
∂x, ∂y, ∂z
(
∂ux
∂x
+
∂uy
∂y
+
∂uz
∂z
)
, (6)
ζw = 0, (7)
where ux, uy , uz and W are Eulerian perturbations of veloc-
ity components and enthalpy, ζx,y,z are components of external
stochastic force. Component ζw represents stochastic addition to
continuity equation. In the present paper we always set ζw = 0 (we
add such a variable to the equation, in spite of its equality to zero
to further rewrite the set in matrix form). Shear rate q, rotation fre-
quency Ω0, sound speed cs = H/Ω0, half thickness of the flowH ,
kinematic viscosity ν and bulk viscosity νb are constants.
In the current study, we focus on the case of Keplerian rota-
tion, so the shear rate is always equal to Keplerian q = 3/2. Below
we always use dimensionless form of equations (1 – 6). This means
that we transit to new coordinates
x′ = x/H, y′ = y/H, z′ = z/H, t′ = Ω0t. (8)
Moreover, we made parameterization of viscosity coefficients by
dimensionless Reynolds numbers:
R ≡ H2Ω0/ν (9)
Rb ≡ H
2Ω0/νb (10)
Following Ioannou & Kakouris (2001) we represent each
component of ζ as a linear combination of spatially δ-correlated,
temporally Gaussian stochastic process η. Each of the processes η
has zero ensembles mean.
ζi =
∑
k
fikηk, (11)
〈
ηi(x1, y1, z1, t1), η
∗
j (x2, y2, z2, t2)
〉
=
= δijδ(x1 − x2)δ(y1 − y2)δ(z1 − z2)δ(t1 − t2),
(12)
〈ηj(x, y, z, t)〉 = 0 (13)
(here running indexes i, j, k denote one of the components
x, y, z, w). Such representation of external force allows to set non-
zero covariance between force’s components〈
ζi(x1, y1, z1, t1), ζ
∗
j (x2, y2, z2, t2)
〉
=
=
(
z∑
k=x
fikfjk
)
δ(x1 − x2)δ(y1 − y2)δ(z1 − z2)δ(t1 − t2),
(14)
and at the same time, guarantees their zero ensemble mean
〈ζj(x, y, z, t)〉 = 0. (15)
The covariance properties of the external forcing have a great
influence on the induced perturbations. We denote the matrix of
forcing covariance as follows:
(FF†)ij =
∑
k
fikfjk. (16)
Note that since ζw = 0 the corresponding column and row of FF
†
are vanished.
A common way (starting from Goldreich & Lynden-Bell
(1965)) for solving the equations for perturbations in shearing box
consists in transition to spatial Fourier harmonic (SFH). We made
such a transition by integral transformation:

ux
uy
uz
W
ηx
ηy
ηz
ηw


=
∫


uˆx(t)
uˆy(t)
uˆz(t)
Wˆ (t)
ηˆx(t)
ηˆy(t)
ηˆz(t)
ηˆw(t)


exp
(
i
[
k˜xx+ kyy + kzz
])
dk3, (17)
Here k˜x is the x-component of the wavevector, which is
changed in time due to the shear
k˜x = kx + qkyt. (18)
Fourier amplitudes of external force
ζˆi =
∑
k
fik ηˆk (19)
have zero ensembles mean
〈
ζˆx,y,z,w(t)
〉
= 0, (20)
and their covariance equals to〈
ζˆi(t1)ζˆ
∗
j (t2)
〉
= (FF†)ijδ(t1 − t2). (21)
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Now we can write equations for spatial Fourier harmonics un-
der external stochastic forcing:
duˆx
dt
= 2uˆy − ik˜xWˆ −R
−1k2uˆx−
(R−1/3 +R−1b )k˜x(k˜xuˆx + kyuˆy + kzuˆz)+
fx,xηˆx + fx,y ηˆy + fx,zηˆz + fx,wηˆw , (22)
duˆy
dt
= −(2− q)uˆx − ikyWˆ −R
−1k2uˆy−
(R−1/3 +R−1b )ky(k˜xuˆx + kyuˆy + kzuˆz)+
fy,xηˆx + fy,yηˆy + fy,z ηˆz + fy,wηˆw , (23)
duˆz
dt
= −ikzWˆ −R
−1k2uˆz−
(R−1/3 +R−1b )kz(k˜xuˆx + kyuˆy + kzuˆz)+
fz,xηˆx + fz,yηˆy + fz,zηˆz + fz,wηˆw , (24)
dWˆ
dt
= −i ( k˜xuˆx + kyuˆy + kzuˆz )+
fw,xηˆx + fw,y ηˆy + fw,z ηˆz ++fw,wηˆw , (25)
where k2 = k˜2x + k
2
y + k
2
z .
Note again that we save w-component of forcing only for
rewriting the equation set in matrix form, thus the corresponding
components of fi,j are always vanished: fi,w = fw,i = 0. The
matrix form of that set of equations is quite simple:
dqˆ
dt
= Aqˆ+ Fηˆ, (26)
where qˆ = {uˆx, uˆy , uˆz, Wˆ} is state vector, and A is matrix of
the dynamical operator for noiseless case. For perturbations in
SFH-representation operator A is time dependent, i.e. it is non-
autonomous (see Farrell & Ioannou (1996b) for a more detailed de-
scription of non-autonomus operators).
One can decompose the set (22 – 25) for complex-valued
state vector qˆ into two independent equivalents: real-valued equa-
tion for state vectors qˆR = {ℜuˆx,ℜuˆy ,ℜuˆz ,ℑWˆ } and qˆ
I =
{ℑuˆx,ℑuˆy ,ℑuˆz ,−ℜWˆ}. Thus we can solve it only for one of
the real-valued state vectors (that property significantly simplifies
numerical solver).
Following Ioannou & Kakouris (2001) and Farrell & Ioannou
(1999) we solve the equation (26) for covariance matrixC
Cij(t) = 〈qˆi(t), qˆj(t)〉 , (27)
where brackets denote averaging over an ensemble of realizations.
The dynamic equation for matrix C is the same as
was found in the previous studies (Farrell & Ioannou (1996a),
Farrell & Ioannou (1999), Ioannou & Kakouris (2001)) for the case
of authonomus operators:
dC
dt
= FF† +AC+CA† (28)
That is the so-called differential Lyapunov equation. We place its
detailed derivation for the case of non-autonomous operators in ap-
pendix A. The explicit view ofA andA† can be found in appendix
B.
Thereby in the course of the transition from equation (26) to
equation (28), we lost information about the values of perturba-
tion’s Fourier amplitudes: from equation (28), we can derive only
the values of ensemble-averaged quadratic forms. On the other
hand, we got rid of stochastic terms in the equation. Such an ex-
change looks quite reasonable since both the quantities that interest
us (energy and angular momentum flux) can be derived frommatrix
C:
e(t) =
〈
uˆ2x + uˆ
2
y + uˆ
2
z + Wˆ
2
〉
= traceC, (29)
φ(t) = 〈uˆxuˆy〉 = Cx,y. (30)
Combining the equations (28) and (29) we get the following
expression for e˙:
e˙ = trace FF† + trace
(
AC+CA†
)
(31)
The first term in the expression (31) is associated with the energy
injected in the flow by forcing, and the second one, in its turn, is
associated with energy exchange processes due to the dynamical
evolution of perturbation. We denote the injected energy as e˙in:
e˙in = trace FF
†
(32)
The equation (28) represents an ordinary differential equation
for symmetric 4 × 4 matrix (thus it is equivalent to the set of 10
independent ODE). To solve it we wrote a solver on C++ with the
help of boost library Boost (2019) 1. See also appendix C for the
details of solver tests.
We pay most of the attention to the case of uncorrelated exter-
nal forcing components. That corresponds to the diagonal form of
matrix FF† (see expression 14). We also assume that the external
force is isotropic, i.e FF†x,x = FF
†
y,y = FF
†
z,z . And since in-
jected power represents natural normalization of the equations, we
set e˙in = 1. These three assumptions uniquely determine the form
of the covariance matrix of forcing:
FF
†
uncorr =


1/3 0 0 0
0 1/3 0 0
0 0 1/3 0
0 0 0 0

 . (33)
In the current paper we are interested in the steady state of per-
turbations under external forcing. Such a state occurs when the ac-
tion of external force is balanced by dissipations in the flow. How-
ever, for single SFH steady state can only be a trivial:
C
∞ = lim
t→∞
C(t) = 0, (34)
since viscous force becomes infinite for k2 → ∞ (see expression
18). Steady-state arises only when the whole spectrum of harmon-
ics is considered. We describe the transition from non-steady solu-
tion for one SFH to a steady spectrum of perturbations in the next
section.
In subsequent sections we will always deal with ensemble av-
eraged quantities, thus we will no longer mention this.
MNRAS 000, 1–?? (2020)
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e
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Figure 1. Energy and radial wavenumber evolution of the SFHs set is plot-
ted here. Squares, filled squares, circles, filled circles and diamonds corre-
spond to time moments t = 0, 5, 10, 15, 20. Initially, harmonics differ only
by the value of k˜x: from k˜x = −10 to k˜x = 10 with step dkx = 2 for
t = 0, initial values of covariance matrices are zero C(0) = 0 for all SFHs
(thus, initial energy for all SFHs is zero). The dashed rectangle denotes the
spectral interval of the external forcing. kFmin = −3.5, k
F
max = 3.5,
ky = 1, kz = 0, R = 1000, Rb =∞.
3 STEADY STATE SPECTRA OF INDUCED
PERTURBATION
In the previous section, we presented equations for the dynamics
of single SFH. The goal of the current one is to describe an algo-
rithm for calculating steady-state spectra under temporary invariant
forcing.
First of all, let us calculate the evolution of the set of SFH
with zero initial condition. This case corresponds to the turning-on
of the forcing in an initially unperturbed flow. Solving the equation
(28) for each of the SFHs we calculate the evolution of covariance
matrices.
As an example, we set uncorrelated forcing covariance ma-
trix with unit injected power (equation (33)) in the range of ra-
dial wavenumber kFmin < k˜x < k
F
max and zero forcing covari-
ance matrix outside it. Figure 1 shows the evolution of SFH set
energy under such external action. The increasing of the harmonics
wavenumber is physically caused by the shear in the unperturbed
flow (expression 18). During their evolution, SFHs go through the
region of non-zero forcing (denoted by the dashed rectangle in the
figure) and here acquire non-zero amplitude (note that harmonics
do not interact with each other due to the linearity of the prob-
lem and thus their evolution can be calculated independently). After
leaving the forcing region, harmonics evolve as a free SHF taking
part in energy exchange processes with the unperturbed flow (see
Razdoburdin & Zhuravlev (2018) for a brief review). Finally, all
the harmonics under consideration lose their energy by the action
of the viscosity.
Now let us take into account that in the flow there exists
an infinite number of zero amplitude SFHs with all wavenum-
bers −∞ < kx < ∞. Denoting mean energy of all SFHs with
wavenumbers in the range from k to k + dk as Ek, we found
the spectrum of perturbations under stochastic forcing. We plot
1 the source code is available by link
http://xray.sai.msu.ru/˜dima/
DynamicsOfKeperianFlowUnderStochasticForcing.html
 0
 5
 10
 15
 20
 25
−10 KFmin 0 K
F
max 10 20 30
E k
Kx
Figure 2. The evolution of perturbations energy spectrum under stochastic
forcing for the same parameters as in figure 1 (Ky = 1, Kz = 0, R =
1000, Rb = ∞, K
F
min = −3.5, K
F
max = 3.5) is plotted here. Initially,
energy Ek is equal to zero in all range of Kx. Dashed, dot-dot-dashed,
dot-dashed and solid lines denote spectrum at moments t = 5, 10, 15, 20.
Filled squares denote Ek for SFH which initially has kx equal to K
F
min.
The dashed rectangle denotes the spectral interval of forcing.
the evolution of the spectrum in figure 2 (the initial time moment
corresponds to the forcing turning on). Since the number of zero-
amplitude harmonics with kx < k
F
min is inexhaustible and forcing
is stationary, then steady state spectrum is formed after some re-
laxation period. To avoid confusion, wave vector is denoted as K
when we talk about the spectrum of perturbations (instead of k for
wave vector of single SFH).
However, one can calculate the spectrum of perturbations in
the steady state much easier. Let us have a close look at the SFH
with the initial value of k˜x equals to the left boundary of the forcing
interval: k˜x(0) = k
F
min (it corresponds to the far left filled rectan-
gle in figure 2). Since after turning on the forcing is stationary, the
dynamic of all SFHs having k˜x(0) < k
F
min repeats the dynamic of
the harmonic having k˜x(0) = k
F
min, with time shift that equals to
∆t = [kFmin − k˜x(0)]/(qky). Therefore in moment t the spectrum
Ek(Kx) comes to a steady-state forKx < K
F
min+qKyt. Thus for
the calculation of the steady state spectra it is not necessary to inte-
grate equation (28) for numerous SFH as we did above. It is enough
just to integrate equation (28) for SFH with kx = k
F
min. We plot
the evolution of such a harmonic in figure 2 by filled rectangles to
illustrate that its evolution precisely repeats the steady-state spec-
trum.
Repeating similar reasoning for the whole of covariance ma-
trix (to avoid confusion we denote spectral density of covariance
matrix for steady state as Ck) leads to the following procedure of
calculating Ck. The first step is solving the equation (28) for SFH
with kx = k
F
min saving all of the intermediate values ofC(t). The
next step is to find the steady state solution by expression:
Ck(Kx) = C
(
t˜
)
, (35)
where t˜ is the moment that corresponds to k˜x = Kx (see expres-
sion 18).
In contrast to the radial wavenumber k˜x, azimuthal and ver-
tical wavenumbers ky , kz stay permanent during the evolution of
SFHs. Thus in the steady state all the values of Ck(Ky,Kz) are
independent of each other. At the same time values of Ck(Kx) are
coupled by the equation of SFH dynamics. For that reason we focus
on the characteristics of the steady state integrated over Kx (in the
MNRAS 000, 1–?? (2020)
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denotation of such integrated quantities we omit the subscript ”k”).
So, integrated overKx the covariance matrix of the steady-state is
C =
∞∫
−∞
CkdKx, (36)
spectral energy density integrated overKx is
E = trace C (37)
and spectral density of angular momentum flux integrated overKx
is
Φ = Cx,y. (38)
In the next section we present an analytical solution for steady
state in important subcase of 2D vortical dynamics. The results of
E and Φ calculations are presented in section 5.
4 SUBCASE OF SMALL SCALE 2D DYNAMICS
In this section we find an analytical solution of the equation (28)
for the case of 2D small scale perturbations. General assumptions
for that subcase consist of a columnar structure of perturbations i.e
kz = 0 as well as of incompressible character of the perturbations
dynamics.
Equations (22 - 25) in that case take the following form:
duˆx
dt
= 2uˆy − ik˜xWˆ −R
−1k2uˆx + Fx,xηˆx +Fx,yηˆy , (39)
duˆy
dt
= −(2−q)uˆx−ikyWˆ−R
−1k2uˆy+Fy,xηˆx+Fy,yηˆy (40)
k˜xuˆx + kyuˆy = 0 (41)
Additionally, we should add the limitation of the forcing ma-
trix F, since the expression (41) must be valid at every moment
in time and the general form of the F does not conserve incom-
pressible character of perturbations dynamics. By differentiating
the expression (41) over t
d
dt
(
k˜xuˆx + kyuˆy
)
= 0 (42)
we get:
k˜x (Fx,xηˆx + Fx,yηˆy) + ky (Fy,xηˆx + Fy,yηˆy) = 0. (43)
Since ηˆx and ηˆy are independent noise components, the following
pair of equations must be valid independently:
k˜xFx,x + kyFy,x = 0 (44)
k˜xFx,y + kyFy,y = 0. (45)
And, as in expression (33), we add a requirement
trace FF† = 1, (46)
that corresponds to the case of white noise (i.e. spectral density of
injected energy does not depend on wavevector).
Conditions (44 - 46) determine the matrix FF† uniquely:
FF
†
div free =
(
k2y/k
2 −k˜xky/k
2
−k˜xky/k
2 k˜2x/k
2
)
. (47)
Note that since the set of equations (39 - 41) has only two inde-
pendent variables, the matrix FF† has two rows and two columns.
We call such forcing divergence-free forcing as far as it is obtained
from the equation (42).
For the finding of the covariance matrix in that subcase we
use the method of variation of parameters. First of all, we find a
solution for the absence of the external action, i.e. for FF† = 0.
The set of equations (39 - 41) in the absence of forcing has the
analytical solution (see Lominadze et al. (1988) for inviscid case):
uˆx(t) = u0
√
k2x + k2y
k2
ky exp [−γ(t)] , (48)
uˆy(t) = −u0
√
k2x + k2y
k2
k˜x exp [−γ(t)] (49)
with
γ(t) =
3k2y
(
k˜x − kx
)
+
(
k˜3x − k
3
x
)
3qRky
(50)
and u0 =
√
ux(0)2 + uy(0)2 as the initial condition.
The expression for covariance matrix, in that case, has the
form:
C0(t) = u
2
0
k20
k4
exp [−2γ(t)]
(
k2y −k˜xky
−k˜xky k˜
2
x
)
(51)
The expression (51) is the solution for equation (28) in the
case of 2D incompressible fluid without external forcing. Now we
can find solution for the case of FF† determined by expression
(47), varying the integration constant u0:
C(t) = u20(t)
k20
k4
exp [−2γ(t)]
(
k2y −k˜xky
−k˜xky k˜
2
x
)
. (52)
Setting the expression (52) to the equation (28) results in the
equation for u20:
du20
dt
k20
k4
exp [−2γ(t)]
(
k2y −k˜xky
−k˜xky k˜
2
x
)
=
(
k2y/k
2 −k˜xky/k
2
−k˜xky/k
2 k˜2x/k
2
)
. (53)
Simplifying the equation (53) we find:
du20
dt
k20
k2
exp [−2γ(t)] = 1. (54)
This equation has the following solution:
u20 =
R
2k2
0
exp [2γ(t)] (55)
Thus we found the solution for the set (39 - 41, 47):
C(t) =
R
2k4
(
k2y −k˜xky
−k˜xky k˜
2
x
)
. (56)
Now we easily find the spectral distribution of covariance ma-
trix in the steady-state with expression (35):
Ck(Kx) =
R
2K4
(
K2y −KxKy
−KxKy K
2
x
)
. (57)
The corresponding spectral energy density and spectral angu-
lar momentum flux density of induced perturbations are equal to:
Ek =
R
2K2
, (58)
MNRAS 000, 1–?? (2020)
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Φk = −
KxKyR
2K4
(59)
The specral density of energy and angular momentum flux of
the induced perturbation integrated over Kx are equal to:
E =
∞∫
−∞
EkdKx =
piR
2Ky
, (60)
Φ =
∞∫
−∞
ΦkdKx = 0. (61)
Thus we found that small scale 2D perturbations under
stochastic forcing do not produce a flux of angular momentum.
Moreover, the explicit form of the covariance matrix (57) does not
depend on the share rate q. So we found that in the case of small
scale 2D dynamics steady-states of perturbations under external
stochastic forcing for solid body rotation and non-solid body ro-
tation are equivalent. Wherein in the presence of shear in the flow,
the dynamic of single SFH fundamentally differs from the shearless
case (SFH in the absence of shear are not liable to transient ampli-
fication). In the next section, we numerically solve the Lyapunov
equation for more complicated cases: first, we take compressibility
into account and then consider the 3D dynamics of the perturba-
tions.
5 RESULTS
5.1 Two-dimensional case
In this subsection we analyze the properties of steady-state in the
2D case while taking compressibility into account. First of all, let
us make cross-verification of the analytical solution we found in
the previous section with the results of numerical integration of the
differential Lyapunov equation. Such cross-verification is possible
forKy ≫ 1, i.e. in the case of small scale perturbations.
Wherein for the correct comparison the covariance matrix of
the external forcing should have the same form as was used in
the analytical solution (expression (47)). Otherwise, external action
will induce perturbations with non-zero divergence whose dynamic
is not described by the analytical solution we found. Since the nu-
merical solver is for 3D compressible dynamics, we should pad the
matrix FF† with zeros:
FF
†
div free =


k2y/k
2 −k˜xky/k
2 0 0
−k˜xky/k
2 k˜2x/k
2 0 0
0 0 0 0
0 0 0 0

 . (62)
Moreover, we should note that we found the analytical solu-
tion for unlimited spectral diapason of the forcing. The numerical
solver cannot reproduce that feature exactly since it should have fi-
nite limits of integration. However, if the limits are quite large, their
subsequent increasing would not change the result.
Insofar as the illustrative comparison of covariance matrices
is impossible, we limit ourselves to the comparison of energy den-
sity spectra. In figure 3 we plot Ek(Kx) both for analytical (ex-
pression 58) and numerical solutions for different values of az-
imuthal wavenumber. One can see that the difference between an-
alytical and numerical spectra becomes negligible for Ky ≫ 1.
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Figure 3. Comparison of analytical and numerical energy density spectra
of induced perturabtions forR = 1000. Solid, dashed and dot-dashed lines
represent analytical spectra (equation (58)) for Ky = 1, 2.5, 10 respec-
tively. Squares, circles and triangles represent numerically found spectra
with Rb =∞ forKy = 1, 2.5, 10, respectively.
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Figure 4. Comparison of analytical and numerical energy density spectra
of induced perturbations for R = 1000 and Ky = 1, Kz = 0. The dot-
dashed line represents analytical spectra (equation (58)). Squares, circles
and triangles represent numericaly found spectra for Rb = ∞, 100, 1,
respectively.
Thus we conclude that the two solutions are cross-verified for the
case of small-scale perturbations. Moreover, one can note that,
when two solutions differ from each over, the difference occurs
in the region of positive radial wavevectors Kx > 0. This fea-
ture is the key to understanding the physical reason for the differ-
ence. As we discussed in section 3, the spectrum of induced per-
turbations is connected to the evolution of single SFH by expres-
sion (35). Thus we conclude that the difference between analyti-
cal and numerical solutions occurs at the swing interval of SFH
(region of k˜x ∼ 0). At this interval, transiently amplified vortex
acquires the properties of sound wave, and it becomes impossi-
ble to separate one from another. As a result, the vortices emit
sound waves (see Chagelishvili et al. (1997), Bodo et al. (2005),
Heinemann & Papaloizou (2009)).
To check this hypothesis, we vary the bulk-viscosity by de-
creasing the corresponding Reynolds number Rb. Bulk viscosity
acts only on sound waves but not on vortices. Thus, if our interpre-
MNRAS 000, 1–?? (2020)
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Figure 5. The comparison of induced perturbations energy density spectra
for divergence-free forcing (solid line), rotor-free forcing (dot-dashed line)
both for Ky = 1, Kz = 0, R = 1000, Rb = ∞. The analytical solution
(expression 58) for the same parameters is denoted by the dashed line.
tation is correct, the difference between the two solutions should
decrease with the decreasing of Rb. In figure 4 we plot the analyt-
ical spectrum for Ky = 1 and numerical spectra for the same Ky
with different values of Rb. One can find the difference disappear
for Rb = 1. That perfectly fits the proposed interpretation.
The covariance matrix of the forcing that is determined by the
expression (62) does not cover all the possibilities in the case of
a 2D compressible fluid. Matrix FF† for the case of uncorrelated
forcing (2D analog of expression 33)
FF
†
uncorr =


1/2 0 0 0
0 1/2 0 0
0 0 0 0
0 0 0 0

 (63)
is equal to half-sum of (62) and another matrix:
FF
†
rot free =


k˜2x/k
2 k˜xky/k
2 0 0
k˜xky/k
2 k2y/k
2 0 0
0 0 0 0
0 0 0 0

 . (64)
We call the forcing determined by such a matrix rotor-free forc-
ing since one can derive it from saving the irrotational character of
perturbation velocities.
Due to the linearity of the equation (28), one can represent co-
variance matrix of the steady-state Ck for the forcing determined
by the matrix (63) as a half-sum of solutions found for divergence-
free and rotor-free forcing matrices. In figure 5 we plot the compari-
son of induced perturbations spectra for the divergence-free forcing
with the rotor-free one. The comparison of energy E and angular
momentum flux Φ integrated over Kx for the cases of divergence-
free and rotor-free forcing are plotted in figure 6. Despite of equal
forcing power,
trace FF†divfree = trace FF
†
rotfree = 1, (65)
the total induced perturbations energy for divergence-free forcing
significantly exceeds that of the rotor-free case for all values of az-
imuthal wavevectorKy . Wherein,Φ for the divergence-free forcing
quickly decreases during the increasing ofKy , Φ for the rotor-free
case, however, stays constant.
Thus for the 2D compressible dynamics with external forc-
ing, there are two mechanisms of angular momentum transfer to
102
103
104
 0  2  4  6  8  10
E
Ky
1
10
102
103
104
Φ
Figure 6. On the top and bottom panels spectral density of angular mo-
mentum flux and energy integrated over Kx are plotted. Both are in the in
steady state forKz = 0, R = 1000, Rb =∞. The dashed line represents
analytical solutions for small-scale dynamics (expression (60). Solid and
dot-dashed lines represent numerical solutions with forcing determined by
expression (62) and (64) respectively.
the flow’s periphery. The first one dominates for perturbations with
large azimuthal scale. The action of that mechanism is the follow-
ing:
• Divergence-free component of the forcing generates shearing
vortices.
• These vortices do not provide angular momentum transfer by
themselves, but their amplitude significantly increases by the swing
amplification.
• At the swing interval (that corresponds to the maximum of
these amplitudes) vortices emit sound waves that provide positive
angular momentum flux.
The second mechanism dominates for small-scale perturbations,
for which the emission of sound waves by vortices is suppressed.
This mechanism operates due to the generation of shearing sound
waves by the rotor-free component of the forcing. The waves trans-
fer angular momentum as such, but the magnitude of the flux is
much smaller than in the case of large-scale perturbations.
The last question we want to touch upon for the 2D case is
the role of spectral localization of the forcing. We have previously
considered that external action operated at the whole diapason of
radial scales. Now we set the covariance matrix of the forcing FF†
non-zero only in certain diapason of radial wavenumbers:KFmin <
Kx < K
F
max. This case is better physically motivated than the
previous one since now the injected power
E˙in =
∞∫
−∞
e˙indKx =
KFmax∫
KF
min
trace FF†dKx (66)
is finite.
We denote the size of spectral diapason of the forcing as
∆KF = KFmax − K
F
min. The center of that diapason is denoted
as KFx = (K
F
min + K
F
max)/2. Similarly, we denote azimuthal
wavenumber of the forcing as KFy . As far as we consider (see the
explanation before equation 33) that the trace of the covariance ma-
trix of the forcing is equal to the unit, injected power numerically
equals to∆Kx.
As far as injected power is finite now, we can use the rela-
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Figure 7. Colormap of E/E˙in for different spectral diapasons of forcing.
Dotted line shows analytically predicted values of optimal Kx as function
of Ky (equation 67). Solid lines denote iso-levels equal to the power of
2. Covariance matrix of the forcing is determined by the expression (63).
R = 1000, Rb =∞,Kz = 0,∆K = 0.02.
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Figure 8. Colormap of Φ/E˙in for the same parameters as in figure 7. The
dotted line shows analytically predicted values of optimal Kx as function
ofKy (equation 67). Solid lines denote iso-levels equal to the power of 2.
tion of the energy of perturbations or angular momentum flux in-
tegrated over Kx provided by them in steady-state to the injected
power (E/E˙in and Φ/E˙in respectively). The relations are conve-
nient since they demonstrate the effectiveness of forcing. We plot
E/E˙in and Φ/E˙in for varying K
F
y and K
F
x in figures 7 and 8.
In those figures, one can easily see spectral diapasons in which the
external action is most effective.
Previously we found that swing amplification of the vortices
plays an essential role in the shaping of steady-state. Thus we mark
an optimal for swing relation between KFx and K
F
y (see estima-
tions for the maximum transient growth in (Afshordi et al. 2005,
section 5)):
KFx,opt = −
(
qRKFy
)1/3
. (67)
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Figure 9. Colormap of E/E˙in for different spectral diapasons of forcing.
Solid lines denote iso-levels equal to the power of 2. Covariance matrix of
the forcing is determined by the expression (33). R = 1000, Rb = ∞,
∆K = 0.02,KFx = K
F
x,opt (equation 67).
by the dotted line in figures 7 and 8. One can make sure that the
maximuma of both E/E˙in and Φ/E˙in in the figures are close to
that line.
5.2 Three-dimensional case
In this subsection we investigate the steady-state of perturbations
under external stochastic forcing in the 3D case. The main interest
is to find certian 3D mechanisms that can provide angular momen-
tum transfer and to check how the efficiency of the 2D one will
degrade in presence of vertical non-homogeneousness.
Our approach for both these goals is calculating E/E˙in and
Φ/E˙in as function of K
F
y and K
F
z (see figures 9 and 10). At the
same time, we associateKFx andK
F
y by expression (67). With such
approach the mechanism of angular momentum transfer that differs
from the 2D one manifests itself in the form of local maximum with
KFz 6= 0.
One can find that the effectiveness of the 2D mechanism de-
creases with the increasing ofKFz . On the other hand, induced per-
turbation still provides angular momentum flux up to KFz ∼ 1. So
the 2D mechanism we discussed above stays significant even for
vertical scales comparable to disk thickness.
Moreover by a close look at figure 9 one can find a local max-
imum of E/E˙in for K
F
z ∼ 1, K
F
y ≪ 1. For a more detailed in-
vestigation of the process resulting in that local maximum, we plot
energy and angular momentum spectra of induced perturbations for
the corresponding azimuthal and vertical wavenumbers (see figure
11). Dot-dashed curves in the figure correspond to the absence of
the bulk-viscosity in the flow. As in the 2D case, maxima of the
spectra have been shifted at the region of positive radial wavenum-
bers. Moreover the comparison of the spectra for Rb = ∞ and
Rb = 0.1 demonstrate that the difference is most prominent in
the region of Kx > 0. Comparing these features with the ones
for the 2D case we assume that for SFHs with kz ∼ 1 these ex-
ists the process of density waves emission that is a 3D analogue of
the 2D emission (see Chagelishvili et al. (1997), Bodo et al. (2005),
Heinemann & Papaloizou (2009)). A more detailed investigation of
MNRAS 000, 1–?? (2020)
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Figure 10. Colormap of Φ/E˙in for the same parameters as in figure 9.
Solid lines denote iso-levels equal to the power of 2.
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Figure 11. Spectra of induced perturbations energy (bottom panel) and
angular momentum flux (top panel). Solid and dashed lines correspond to
Rb = 0.1 and Rb = ∞, respectively. K
F
z = 1, K
F
y = 0.1, K
F
min =
−5,KFmax = 5, R = 1000.
the process is beyond the goals of the current paper. Thus, we leave
this subject for future research.
5.3 Dependence on the Reynolds number
In the previous subsections we focused on the physical interpreta-
tion of the mechanisms giving rise to angular momentum transfer
by linear perturbations. To make the comparison clear, we fixed
Reynolds number to be R = 103 in all the antecedent calcula-
tions. However, in real accretion flows, Reynolds numbers can ex-
ceed 1010. Thus, the dependence of the effectiveness of the mecha-
nisms on Reynolds number is critically essential. For that reason in
the current subsection we calculate the dependence of E/E˙in and
Φ/E˙in on R (see figure 12).
Since we found that for both cases the dependencies are
102
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/ E
.
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102
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Φ
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in
Figure 12. Integrated over Kx energy of induced perturbations under ex-
ternal stochastic forcing (bottom panel) and angular momentum flux pro-
vided by those perturbations (top panel) plotted vs Reynolds number. The
cicrcles correspond to the 2D case with KFz = 0, K
F
y = 0.6, Rb = ∞,
KFx = K
F
x,opt (eq. 67) and forcing covariance matrix determined by the
expression (63). The solid lines power functions that provide an optimal fit
of the circles. The rectangles correspond to the 3D case with KFz = 1,
KFy = 0.1, Rb = ∞, K
F
x = K
F
x,opt (eq. 67) and the forcing covari-
ance matrix determined by the expression (33). The dashed lines are power
functions that provide the optimal fit of the rectangles.
power-law-like, we also make the fitting of the exponents (least
squares algorithm was used 1 ).
• For the 2D case (KFz = 0,K
F
y = 0.6), the dependencies are
E/E˙in ∼ R
4/3, Φ/E˙in ∼ R. (68)
• For the 3D case (KFz = 1,K
F
y = 0.1), the dependencies are:
E/E˙in ∼ R, Φ/E˙in ∼ R
2/3. (69)
One can find that both the angular momentum transfer pro-
duced by the induced perturbations and their energy fastly increase
with Reynolds number. Thus, since typical Reynolds numbers in
accretion disks can exceed 1010, external action with even small
amplitude can provide significant transfer of angular momentum to
the periphery of the flow.
6 SUMMARY
In the current paper, we investigated the steady-state of linear per-
turbations that arise in local compressible Keplerian flow under ex-
ternal stochastic forcing. We do not touch upon the source of the ex-
ternal action, as far as for a variety of accretion flows such sources
can be completely different. Wherein, if certain natural limitations
are imposed on the properties of the forcing, the steady-state of the
perturbations can be described without taking the source of forcing
in consideration. Here is the list of these limitations:
(i) The external force is spatially δ-correlated, temporally Gaus-
sian stochastic process with zero ensembles mean.
1 We use Gnuplot (Thomas et al. (2016)) for least squares fitting as well as
for plotting of all the figures).
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(ii) Stochastic addition to the continuity equation is zero.
(iii) The ensemble averaged covariance matrix of the forcing is
time-independent.
The main goal of the paper consisted in investigating the angu-
lar momentum transfer by the induced perturbations in the steady
state. We found several mechanisms that can give rise to the angular
momentum transfer to the periphery of the flow. The most power-
ful of them is based on the swing amplification of induced vortices
with the followed emission of density waves. In spite of the fact
that this scenario is based on the 2D processes, it remains effective
even for vertical scales comparable to disk thickness.
We also found that if the injected power is fixed, the amount of
transferred angular momentum is a linear function of the Reynold
number. That makes the proposed scenario important for accre-
tion and protoplanetary disks which are characterized by enormous
Reynold numbers.
Thus an external action with even small amplitude can provide
significant angular momentum transfer to the periphery of the flow.
Wherein, the mechanism of the flux providing is independent of the
boundary conditions and global flow structure. For that reason, we
suggest that the scenario under investigation become considered as
an additional source of angular momentum flux in accreting flows.
Moreover, stochastic forcing can be looked upon as the reason
for the effective viscosity fluctuations that is required in the model
of Lyubarskii (1997) for describing the flicker noise oscillations.
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APPENDIX A: DERIVATION OF EQUATION FOR
DYNAMIC OF COVARIANCEMATRIX
The main idea of equation derivation is the same as used
in Farrell & Ioannou (1996a), Farrell & Ioannou (1999),
Ioannou & Kakouris (2001) for autonomous operators. How-
ever, the time-dependence of the operator leads to change in some
details of the derivation procedure.
First of all, let us write the solution for the homogeneous form
of equation (26) (see section 2 of Farrell & Ioannou (1996b)):
q(t) = lim
δt→0
n∏
j=1
exp [A(tj)δt]q0, (A1)
here t = t0 + nδt, t0 + (j − 1)δt < tj < t0 + jδt, q0 = q(t0).
The production of the infinite small propagators is marked as
B(t, t0) = lim
δt→0
n∏
j=1
exp [A(tj)δt] . (A2)
The inverse propagator is equal to
B
−1(t, t0) = lim
δt→0
1∏
j=n
exp [−A(tj)δt] (A3)
Further, the following properties of the propagator will be required:
dB(t, t0)
dt
= A(t)B(t, t0) (A4)
and for t > s > t0
B(t, t0)B
−1(s, t0) = B(t, s). (A5)
Substituting solution (A1) into inhomogeneous equation (26)
we get:
dq0
dt
= B−1(t, t0)F(t)η(t). (A6)
Thus
q0(t) =
t∫
t0
B
−1(s, t0)F(s)η(s)ds (A7)
and
q(t) =
t∫
t0
B(t, s)F(s)η(s)ds (A8)
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Since we have an explicit solution, the derivation of expres-
sion for the covariance matrix (27) does not provide any difficul-
ties:
Cij(t) = Cij(0) +
{〈 t∫
0
ds
t∫
0
ds′B(t, s)F(s)η(s)×
η†(s′)F†(s′)B†(t, s)
〉}
ij
. (A9)
HereCij are components of the matrixC.
After taking the equation (12) into account, we get the final
expression forC:
Cij(t) = Cij(0) +
{ t∫
0
B(t, s)F(s)F†(s)B†(t, s)ds
}
ij
.
(A10)
By the differentiation of expression (A10) by t we get the
equation (28):
dC
dt
= FF† +AC+CA† (A11)
APPENDIX B: ADJOINT DYNAMICAL OPERATOR
Here we present the derivation for the adjoint operator A†.
The technique of derivation is the same as has been used in
(Razdoburdin & Zhuravlev 2018, section 6.3.4).
First of all we write a scalar product of the two state vectors,
f and g.
(f , g) = fxg
∗
x + fyg
∗
y + fzg
∗
z + fwg
∗
w, (B1)
where subscripts x, y, z, w correspond to the components of the
perturbation. It is easy to note that the norm generated by that scalar
product represents the acoustic energy of the perturbation.
We decompose operatorA into three components
A = D+ S+B, (B2)
whereD corresponds to the action of non-viscous terms, S – to the
action of kinematic viscosity, B – to the bulk viscosity.
An explicit view ofD, S andB matrix representations can be
easily obtained from the equation (26) and the set (22 – 25):
D =


0, 2, 0, −ik˜x
−(2− q), 0, 0, −iky
0, 0, 0, −ikz
−ik˜x, −iky, −ikz, 0

 (B3)
S = −R−1


k2, 0, 0, 0
0, k2, 0, 0
0, 0, k2, 0
0, 0, 0, 0

 (B4)
B = −
(
R−1/3 +R−1b
)


k˜xk˜x, k˜xky, k˜xkz, 0
k˜xky , kyky, kykz, 0
k˜xkz, kzky , kzkz, 0
0, 0, 0, 0


(B5)
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Figure C1. The energy of single SFH plotted vs radial wavenumber. The
points represent the numerical solution of the set (22 – 25) with the ini-
tial conditions (C1 – C3). The solid line represents the numerical solution
of matrix equation (28) with the initial condition (C4). Both solutions are
obtained for the same set of parameters: R = 10000, Rb = 4, ky = 1,
kz = 0, kx = −20.
Now we can get the explicit form of adjoint equations directly from
the definition:
(f ,Ag) =
(
A
†
f , g
)
. (B6)
with help of equation (B1).
A
† = D† + S+B, (B7)
with
D
† =


0, −(2− q), 0, ik˜x
2, 0, 0, iky
0, 0, 0, ikz
ik˜x, iky , ikz, 0

 . (B8)
Here we take into account that S and B are self-adjoint.
APPENDIX C: TESTING OF EQUATION SOLVER
WITHOUT STOCHASTIC FORCING
Here we examine our numerical solver for matrix equation (28)
comparing it with the solution for the set of equations for the dy-
namics of single SFH (see equations (22 – 25)). If the external ac-
tion is absent (case ofF = 0), two solutions should reproduce each
other for the same initial conditions.
For our test, we choose the initial conditions in the form of
leading spirals with the initial norm equal to the unit:
uˆx(0) =
ky√
k2x + k2y
(C1)
uˆy(0) = −
kx√
k2x + k2y
(C2)
Wˆ (0) = 0. (C3)
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This corresponds to the following initial covariance matrix:
C(0) =


k2y
k2x+k
2
y
−
kxky
k2x+k
2
y
0 0
−
kxky
k2x+k
2
y
k2x
k2x+k
2
y
0 0
0 0 0 0
0 0 0 0

 (C4)
For an illustrative comparison, we use the energy of the SFH
(see equation 29). By varying the problem parameters (R, Rb, ky
and kx) and comparing the energy of the SHF we made sure that
the two solutions are equivalent (see figure C1 for illustration).
Note once again that everywhere outside this paragraph the
initial condition for covariance matrix equals to zero.
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