Abstract-Analyzing unknown data sets such as multispectral images often requires unsupervised techniques. Data clustering is a well known and widely used approach in such cases. Multi-spectral image segmentation requires pixel classification according to a similarity criterion. For this particular data, partitional clustering seems to be more appropriate. Classical K-means algorithm has important drawbacks with regard to the number and the shape of clusters. Probability density function based methods overcome these drawbacks and are investigated in this paper. Two main steps in data clustering are dimension reduction and data representation. Methods like PCA and ICA often perform dimension reduction step. To achieve a complete and more reliable representation of the data, a magnitude-shape representation is described, it takes into account both the magnitude and shape similarities between pixels vectors. The bases of PCA and magnitude-shape representation are explored to highlight the main differences and the advantages of our method over PCA. Experimental results confirm that this method is a reliable alternative to classical linear projection methods for dimension reduction. a)
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I. INTRODUCTION
The knowledge of biological structures in plants is a very important task to valorize agronomical resources. Our work is in keeping with the identification and the repartition of various tissues in cereals. Actually cereal grains are constituted by tissues which are superimposed. The central part contains starch and the external layers serve as protection. Those contain pure natural fluorescent components : cutin, ferulic acid, lignin whose signatures recover partially. Confocal laser microspectrofluorometry enables to visualize autofluorescence of tissues. Many laser excitations associated with a set of various filters in reception allow to get pseudo multi-spectral images. In a former work, techniques of Independent Component Analysis (ICA) have been applied to isolate pseudospectra of pure chemical compounds and their proportion map from a multispectral image of a barley grain [1] , [2] .
In [3] , the relationship between Blind Source Separation (BSS) methods and classification was examined through an application in teledetection. In this example, it was possible to compare both approaches because the result was known by direct land observation. Now, in the framework of the study of the barley grain, two pixel classification methods are compared, they do not make any assumption neither on the shape of classes nor on their number.
The accuracy of a clustering method for multidimensional data is strongly depending on data representation. A representation in a lower dimension feature space requires dimension reduction techniques. The most popular algorithms for dimension reduction are linear projections such as Principal Component Analysis (PCA), KarhunenLoeve transform (KL) or Factor Analysis (FA). ICA algorithms [4] can also be used for this purpose with multiple advantages: besides the implicit dimension reduction these methods perform a more suitable transformation of the data by imposing a more general constraint: the independence. Linear projection methods such as PCA and Non Negative Matrix Factorization (NNMF) [5] are tested as pre-processing methods to achieve a two-dimensional data representation.
We also propose a "magnitude-shape representation", where each data is defined by its magnitude (its relative distance from the origin of the working basis) and its "shape" (its relative linear correlation with a reference vector). We must state that the linear correlation does not completely define a vector's shape but it is a good approximation for this purpose.
A more deep insight in the bases of PCA and magnitude-shape representation will serve like argument to validate our method. It is well known that the magnitude and the orientation offer complementary information about multi-component data. We show that PCA merges these information into a single coefficient, while the magnitude-shape representation uses magnitude and orientation independently to provide a more discriminant representation.
The next section briefly recalls the principle of the linear projection methods; it includes the magnitude-shape representation like a dimension reduction method and also discuses its advantages over PCA. In the third section, two partitional clustering methods based on the estimation of the pdf are described : one estimates the entire pdf over a feature space while the second estimates only its support. These methods are applied on a multispectral image of a cross-section of a barley grain to identify the tissues, results are presented and discussed in section IV.
II. DATA PRE-PROCESSING
Cluster analysis is a tool for exploring multi-component data and it must be supplemented with techniques for visualizing data. The most direct visualization is the twodimensional plot showing the objects to be clustered as points. A two-dimensional representation of multivariate data is not always valid but when does, it is helpful to verify the results of the clustering algorithm [6] . The principle of the linear projection methods for dimension reduction of multivariate data as well as the twodimensional magnitude-shape representation of data are presented below.
A. Dimension reduction
Dimension reduction is a common pre-processing step for clustering analysis. It consists in mapping a ddimensional set of patterns onto a m-dimensional space, where m < d, usually m = 2. The main motivation is to allow visual inspection of multivariate data. When a reasonably accurate representation is obtained, data are clustered and results are validated [6] . The most popular dimension reduction techniques are orthogonal linear projections. A linear projection is expressed as follows:
where
Among these, Karhunen-Loeve method and PCA are commonly used.
BSS methods are a reasonable alternative to the linear projection methods mentioned above. The orthogonality condition is replaced by the independence constraint which is more general and which may render the results meaningful. Moreover, specific applications impose physical constraints. In the case of the multi-spectral images, the non-negativity of the data was already evoked in several frameworks [1] , [2] . Here the NNMF [5] algorithm performs dimension reduction and the results of clustering are presented in section IV.
B. Magnitude-shape representation
In the following we consider pixels as pseudo-spectra and pseudo-spectra as vectors. The mathematical definition of vectors identity states that two identical vectors have the same magnitude and the same direction; the assumption that the vector magnitude is independent of its direction is also true, meaning that the magnitude and the direction offer complementary information about vectors. Moreover, vectors are uniquely and completely defined by their magnitude and their direction (or shape). When comparing two spectra or two pixels we compare their magnitude and their direction or their shape. The most common way to compare vectors magnitude is to use the Euclidian distance as a similarity measure, which is nothing else but one instance of the Minkowski metric.
where k R and A, B are two vectors.
The Euclidian distance is often cited in the literature regarding image classification and unsupervised learning, it is characterized as "...the simplest measure of vector distance, but not an accurate one" [7] . Euclidian distance is depending on the magnitude of the square subtractive differences vector but not on its shape. It is the basic similarity measure used by Isodata and K-means clustering.
Shape information is not commonly used for multivariate clustering because in most applications the main dissimilarities between objects depend on their magnitude not their shape. But ignoring the shape information may induce severe errors in the overall result. The shape information is justified and even of high importance "for the situations where all variables have been measured on the same scale and the precise values taken are important only to the extent that they provide information about the object's relative profile" [8] . Our strategy is to combine magnitude and shape information into a unique data representation.
There are several measures which test the similarity of shape between two vectors. Spectral angle is the d-dimensional extension of two-dimensional geometric angle and it is used as the spectral distance criterion for the supervised classification algorithm Spectral Angle Mapper (SAM). The spectral angle is defined as follows:
The correlation coefficient is a common statistic measure of the strength of the linear relationship between two random variables. Although it does not describe completely the shape similarities between two random variables, it is commonly used for this purpose by the data analysis community. The correlation coefficient is defined as follows:
where µ A , µ B , σ A , σ B are respectively the mean and the standard deviation of A and B.
To achieve our magnitude-shape representation of data, we firstly express the vectors magnitude and their shape relatively to some reference vectors. Magnitude is computed like the distance from every d-dimensional point of the data set to the origin, while the linear correlation is expressed by considering any d-dimensional strictly monotone vector as reference. Thus each data is described by these two values, one expressing its distance from the origin and one expressing (even though not in a complete manner) its shape, or more precisely its linear correlation with a reference vector. Now, data is represented into a two-dimensional feature space, visualized and analyzed by specific methods.
C. Magnitude-shape representation versus PCA
The Principal Component Analysis can be expressed as:
where X is the data matrix and eig i is the i th eigen vector of the covariance matrix of X.
The dot product eig i · X k is written as:
Suppose that |eig i | = 1, then the new data is computed as the product between the euclidian norm of the pattern vector and its relative direction to the principal components.
Since the magnitude and data orientation offer complementary information, one may expect to use both of them independently to describe the data. In PCA, these information are merged into a single coefficient which is the data projection onto the principal components.
In our magnitude -shape representation, both magnitude and orientation information are used independently to describe the data. The aim is to obtain a more discriminating representation which could lead to a more reliable data grouping. The magnitude -shape representation expresses each pattern according to functions which intervene in the PC transform: the magnitude and the directions relatively to the principal components. So instead of m new attributes, there are m+1, m attributes representing the patterns direction relatively to the principal components and another attribute representing the patterns norm.
So, the final data can be written as:
. . .
The cosine between two vectors is nothing but the geometrical interpretation of the correlation coefficient between them, so the magnitude -shape representation is achieved. eig 1 ) . . . r(X n , eig 1 ) . . .
III. PARTITIONAL CLUSTERING METHODS
The clustering problem has been addressed in many contexts and by researchers in many disciplines. Recent frameworks in the domain of image analysis use this tool in applications such as image segmentation by pixel grouping. Among the existing methods, the partitional clustering algorithms are the most appropriate for such applications. This section focuses on partitional clustering algorithms based on the probability density function estimation.
A. Principe
In [6] the problem of partitional clustering is stated as follows: "given n patterns in a d -dimensional metric space, determine a partition of the patterns into K groups or clusters such that the patterns in a cluster are more similar to each other than patterns in different clusters". A cluster criterion (global or local) must be adopted to. Global criteria require some prototypes to assign each pattern to a cluster but often they are not available. Then local criteria, which form clusters by means of local structure such as high-density areas or by assigning a particular pattern and its k nearest neighbors to the same cluster, are the most appropriate.
B. Schölkopf et al. [9] argued that "an extreme point a view is that unsupervised learning is about estimating densities". They also stated that "knowledge of the density of a data set would allow us to solve whatever problem can be solved on the basis of the data". This is why, we focus on the density based clustering methods.
There are several ways to estimate a density from a data distribution. The simplest way is to evaluate its histogram. One of the most known density estimation methods in the statistical literature is the Parzen method [10] . B. Schölkopf et al. [9] proposed a method based on the support vector theory that "computes a binary function that is supposed to capture regions in input space where the probability density lives, or its support". Parzen-watershed clustering algorithm is a clustering technique which does not make any assumption concerning the shape nor the number of classes [12] , [13] , [14] . The first step of this approach consists in estimating the pdf p(x i ) of the whole data set in the feature space. This is done according to the Parzen method [10] for which the point distribution (one object corresponds to one point x i in feature space) is transformed into a quasi-continuous distribution p(x i ) through a convolution by a smoothing kernel:
B. Parzen-Watershed Algorithm
where K is a smoothing kernel of size h and λ is a normalizing factor. The estimated pdf p(x i ) is generally characterized by several modes, or local maxima, separated by valleys or local minima. Each mode is considered to match with a class of objects. a b Figure 2 . SCV results on simulated data. Thus, the next step consists in estimating the position of the boundaries between the different classes in the feature space. Although this task is trivial for a onedimensional feature space, it is much complicated for an n-dimensional feature space, (n > 1). To split the feature space, the watershed function issued from mathematical morphology [15] or the SKIZ (SKeleton by Influence Zones) method [16] is used.
We used the SKeleton by Influence Zones procedure but the watershed method has been applied and has given similar results. This procedure consists in detecting firstly the connected components using an iterative threshold of the estimated pdf. The connected components are defined as one-piece subsets partitioning the whole data space. For a two-dimensional data space eight-connected neighbors are considered to define these subsets. These connected components are used as seeds to determinate the influence zones. Each point in the feature space belongs to the influence zone of that connected component which is the closest to the current point. The number of influence zones is equal to the number of connected components.
The last step consists in returning to the real image space. It is done easily because one knows where any pixel x i was mapped in the feature space, when the scatterplot was built. Thus, for any pixel of the image space, it only needs to carry back the label c found in the feature space, to the real space.
As for any clustering method, the question of selecting a number of classes is relevant. A stability criteria is proposed in [14] for which the number of classes is the number of modes of the estimated pdf. The number of modes itself is related to the width of the smoothing kernel h. Estimating the number of classes consists in looking at the number of modes M as a function of the parameter h. The decreasing curve M = f (h) displays some plateaus, which gives stable solutions for the number of classes. 
C. Suport Vector Clustering (SVC)
In this unsupervised classification algorithm, data points are mapped from the data space to a high dimensional feature space using a Gaussian kernel. In this feature space, we look for the hyperplane which separates the data set from the origin with the largest margin. This hyperplane when mapped back to the data space, forms a set of contours which encloses the data points. These contours are interpreted as cluster boundaries. Points enclosed by each separated contour are associated in the same cluster. As the width parameter of the Gaussian kernel decreases, the number of disconnected contours in the data space increases, leading to an increasing number of clusters [17] .
Suport Vector Clustering (SVC) deals with outliers by employing a soft constant margin that allows the hyperplane in feature space not to separate all points. Large values of this parameter are suitable to deal with overlapping clusters [17] . To separate the data from the origin, the following quadratic equation has to be solved:
subject to:
where ρ and w are the offset and the weight vector defining the separating hyperplane and Φ(x i ) is a function which maps the original data into a inner product feature space.
Since nonzero slack variables ξ i , are penalized terms in the objective function, we can expect that if w and ρ solve this problem, then the decision function :
is positive for the most samples x i contained in the data set, while w is still small. The actual trade-off between these two goals is managed by the outlier controller ν . Using multipliers α i , β i ≥ 0 a Lagrangian is introduced:
and the derivatives are set to zero with respect to the primal variables w, ξ, ρ yielding:
All samples x i for which α i > 0 are called support vectors. So the decision function f is transformed into a kernel expansion.
Substituting equations 15 and 16 into 14 the dual problem is obtained:
subjected to:
The value ρ is recovered by exploiting that for any α i > 0 the corresponding pattern x i satisfies:
A more detailed presentation of this method is available in [9] and [17] . Although this procedure recovers exactly the classes boundaries, for this application the SKIZ procedure [16] has been used to separate the feature space into influence zones. The binary function allows to isolate connected components in the data space that are used as seeds for the SKIZ procedure as mentioned above.
The main drawback of this method appears when it deals with overlapping clusters [11] . To render this statement more reliable, two overlapped gaussian distributions were simulated in a two dimensional space and a decision line is expected to separate them as well as possible. The Parzen-watershed and SVC methods were carried out and results are displayed in figures 1 and 2. By estimating the pdf at every point of the feature space, the Parzen method may reveal the slightest details in a distribution. The local maxima denote the modes in the estimated pdf which may lead to classes separation. SVC is instead more sensitive to overlapped classes; it may offer good results when classes are well separable but it cannot reveal details which could lead to class separation; overlapped classes are either merged into a single group, either they are split in isolated groups.
IV. EXPERIMENTAL RESULTS

A. Data description
A multispectral image of a cross section of a barley grain, acquired in microspectrofluorometry is analyzed to identify external tissues of the barley grain. The grains were furnished by INRA de Clermont Ferrand and the images were recorded by INRA Nantes thanks to M.-F. Devaux. The data set contains 19 images each one of 512x512 pixels. The multispectral image, presented in figure 4 is analyzed according to the general scheme presented in figure 3 . 
B. Clustering results
Three dimension reduction methods have been tested as pre-processing step for pixel clustering: two linear projection methods (PCA and NNMF) and our proposal, the magnitude-shape representation. Linear projection methods realize some linear data transformations onto orthogonal or independent directions. Generally, the most part of the energy is gathered in two or three components. This allows us to perform the dimension reduction by ignoring the low energy components. The energy distribution for the PCA and NNMF applied on the multispectral image under study is presented in table I. The two first resulted components after linear transformation are shown in figure 5 .
One advantage of linear projection methods such ICA methods which use independence constraint to perform a linear transformation is that, besides the implicit dimension reduction they perform a more realistic transformation of data. By taking into account positivity constraint imposed by physical laws, the results become physically interpretable. Lignin and ferulic acid spectra are easily identified with the first two column vectors of the recovered matrix and are displayed in figure 6 . The third and the forth lines in figure 5 correspond to a concentration map of these two fluorescent components.
The stability of the number of classes depends on the kernel size of the Parzen-watershed clustering and that dependance was studied also. Either the Magnitude-shape representation of the data or the NNMF method as a preprocessing, both reveal 5 and 4 classes with significant reliability in figure 7 . Moreover the pixel classification is almost identical whatever is the pre-processing, as seen in figure 8 .
SVC results in the PCA feature space are shown in figure 9 . In this case, the number of classes depends on both the kernel size and the outliers controller. The solution proposed by the criteria is not as stable as that one proposed in the Parzen-watershed case.
To validate clustering results, a short description of the external tissues of barley grains is mandatory, figure 10 . In cereal cell walls, the main sources of auto fluorescence are polyphenolic compounds, such as ferulic acid, lignin. The cutine is a component of some cereals only such as barley grain. The outermost part of the grain, the husk (lemma and palea), contains almost all the lignin of the grain but hemicellulose and cellulose fibers are also present. Next is the pericarp (fruit coat), which has a chemical composition that resembles the husk except for the lack of lignin. Saadi et al. [18] studied the spatial distribution of phenolic materials in a wheat grain by confocal fluorescence spectral imaging with focus on the aleurone layer whose principal responsible for the fluorescence properties is ferulic acid. The analysis of the data showed that "outer and inner aleurone cell walls exhibited similar fluorescence profiles but with significantly different intensities". Lignin and ferulic acid spectra were identified after the NNMF separation, figure  6 b, the first and the second spectra, as well as their spatial distributions are presented in figure 5 c and d . The results are similar to those presented in [18] .
V. DISCUSSION AND CONCLUSION
Clustering methods are usually composed by two main steps: a pre-processing step consisting in dimension reduction (or feature extraction) and data representation and the second step consisting in clustering itself. Regarding the pre-processing step, linear projection methods may offer good results if the data set is described by a linear mixing model. But this is not often the case with real data sets.
We investigated an alternative to classical linear projection methods: a data magnitude-shape representation which would completely define the similarities between two vectors. We can also consider this representation like a combination of the most commonly used similarity measures by most clustering algorithms for multi-component image segmentation: Minkowski distance and Pearson's correlation coefficient. It is true that the linear correlation does not completely define vector's shape, but we used it as a good approximation as shown by the experimental results. Also it is not yet proved that the reference vector we chose can define solely the linear correlation between vectors. One way to improve the shape representation is to take into account higher order cumulants such as the symmetry or kurtosis, too.
We also make a comparative study on two partitional clustering techniques both based on the pdf estimation. The results show that estimating the entire pdf may reveal more details about the data than estimating only its support, Support Vector Clustering being incapable to distinguish between strong overlapping clusters. These details, such as peaks in the estimated pdf may lead to class separation. The Parzen method may be affected by outliers in the data set. In this case the estimated pdf has long tails and the solution of the number of classes credibility criteria may not be stable. This drawback can be overcome by considering an adaptive kernel whose size increases in low density regions of the feature space. 
