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SUMMARY
For well over 200 years, scientists and doctors have been poking and prodding
brains in every which way in an effort to understand how they work. The earliest
pokes were quite crude, often involving permanent forms of brain damage. In the
1800’s a railroad worker named Phineas P. Gage survived an accident which drove
an iron rod through his head. Though he lived, Gage’s behavior exhibited profound
changes after the accident. Gage’s trauma proved fortuitous for neuroscience because
his condition provided some of the earliest evidence of how different brain regions
affect behavior and personality. Though neural injury continues to be an active area
of research within neuroscience, technology has given neuroscientists a number of
tools for stimulating and observing the brain in much subtler ways.
Nonetheless, the basic experimental paradigm remains the same; poke the brain
and see what happens. For example, neuroscientists studying the visual or auditory
system can easily generate any image or sound they can imagine to see how an organ-
ism or neuron will respond. Since neuroscientists can now easily design more pokes
then they could every deliver, a fundamental question is “What pokes should they
actually use?” The complexity of the brain means that only a small number of the
pokes scientists can deliver will produce any information about the brain. In Gage’s
case for example, the rod delivered just enough damage to noticeably affect his behav-
ior without killing him. As Gage’s case illustrates, one of the fundamental challenges
of experimental neuroscience is finding the right stimulus parameters to produce an
informative response in the system being studied. This thesis addresses this problem
by developing algorithms to sequentially optimize neurophysiology experiments.
Every experiment we conduct contains information about how the brain works.
xviii
Before conducting the next experiment we should use what we have already learned
to decide which experiment we should perform next. In particular, we should design
an experiment which will reveal the most information about the brain. At a high
level, neuroscientists already perform this type of sequential, optimal experimental
design; for example crude experiments in the manner of Phineas Gage which knockout
entire regions of the brain have given rise to modern experimental techniques which
probe the responses of individual neurons using finely tuned stimuli. The goal of this
thesis is to develop automated and rigorous methods for optimizing neurophysiology
experiments efficiently and at a much finer time scale. In particular, we present





A central question in neuroscience is understanding how neural systems respond to
different inputs. For sensory neurons the input might be sounds or images transduced
by the organism’s receptors. More generally, the stimulus could be a chemical or
electrical signal applied directly to the neuron. To understand how neurons encode
information, neurophysiologists record the responses of neurons to known inputs and
then try to fit a model to the data [122, 145, 170]. Learning a neuron’s response
function is challenging because a neuron’s response is a highly nonlinear, time-varying,
noisy function of a complex, high-dimensional input. Consequently, the ease with
which we can infer the input-output relationship of a neuron is highly dependent on
the inputs we choose because not all inputs provide equal amounts of information; in
fact most inputs provide very little information.
A primary example of the importance of selecting good inputs is the Nobel-prize
winning work of Hubel and Wiesel on the activity of neurons in primary-visual cortex
of cat [74]. For months, Hubel and Wiesel failed to elicit spiking in recordings from
neurons in the visual cortex while projecting an image of black dots onto the cat’s
visual system. It was only when they serendipitously presented a moving bar by
sliding a glass slide over the ophthalmoscope that the neuron they were recording
from started spiking [76]. Their results led to the discovery of simple cells. In
retrospect, the early failure of Hubel and Wiesel to elicit spiking is easy to understand.
Simple cells are highly selective to bars oriented at specific angles. In general only
stimuli meeting these criteria will depolarize a simple cell enough to drive it above
its spiking threshold causing the neuron to fire [74]. Since Hubel and Wiesel could
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not record sub-threshold changes in the neuron’s membrane potential, stimuli which
did not drive the neuron to fire provided almost no information about the neuron’s
response. In contrast, bars oriented at different angles are highly informative because
they can be used to determine the precise tuning of a simple cell; i.e the size and
orientation of bars to which the cell is sensitive. Hubel and Wiesel’s experiments
provide a clear illustration of how nonlinearities complicate system identification. In
this case, the threshold nonlinearity in neurons means that for a simple cell only a
tiny fraction of all possible images will provide information about the cell’s response
function. The story of Hubel and Wiesel shows that there is a clear need for rigorous
methods for determining which inputs will provide the most information about a
neuron’s response function. This thesis addresses this problem by proposing methods
for designing optimal experiments; the design in this context being a procedure for
picking the inputs.
Hubel and Wiesel’s success depended critically on their ability to design better,
more refined experiments as they gathered information. A similar trajectory is evident
in the whole of experimental sensory neurophysiology. In audition and vision early
experiments used simple artificial stimuli like dots of light or single tone sounds [85,
52, 42]. As sensory neurophysiology advanced, experimentalists started using more
complex stimuli such as natural images and sounds which could more effectively drive
neurons to fire [158, 127, 162, 144, 168, 34]. The history of neuroscience shows that
optimizing the design of neurophysiology experiments is crucial to understanding how
the brain works.
1.1 Background
The methods presented in this thesis build on a rich history of experimental design
research in the statistics and machine learning communities. The two communities
use slightly different terminology; in statistics the problem is known as sequential
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optimal experimental design [40] while in machine learning the problem is referred
to as active learning [28, 155, 93]. In both cases the underlying problem is to
learn a function f(~st) which maps some input, ~st, into some output, rt = f(~st).
Early efforts in statistics focused on criterion based design and the linear model
[82, 83, 57, 147]. These methods are based on optimizing an objective function related
to the task the designer wishes to accomplish. For example, if the designer wants to
make predictions about future responses, then he might design his experiments to
minimize the expected mean squared error of the predicted responses; a criterion
known as A-optimality. In contrast, if the designer is primarily interested in the
shape of the function f(~st) then he might minimize the variance of the estimator of
f ; a criterion known as D-optimality. A and D-optimality are two of the most popular
optimality criteria and are generally referred to as the alphabet criteria. Naturally,
the optimal choice of ~st depends on several factors such as the amount and variability
of the noise. If for example the noise is input dependent then we might need to devote
more samples to measuring the response in regions where the noise is large.
One reason the linear model has received so much attention is because in its
simplest formulation the noise is constant and uniform with respect to the inputs and
responses. As a result, the quality of the design depends entirely on the inputs chosen.
In fact most traditional optimality criteria for the linear model can be written as a
simple function of the covariance matrix of the inputs because the covariance matrix
measures how the inputs are dispersed throughout input space [57, 147]. When the
quality of a design depends only on the inputs we can compute the optimal design
completely a-priori.
For nonlinear models, the story is more complex because it is generally impossible
to pick one design which is simultaneously optimal for all possible functions [60].
Intuitively, to infer the most about the underlying input-output relationship, we want
to pick inputs for which the response is highly dependent on the input and for which
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their is very little noise in the responses. For arbitrary nonlinear models, identifying
inputs for which the noise is low and the response is highly sensitive to the input
would require knowing the very input-output relationship we are trying to learn.
Nonetheless, optimal design using the traditional alphabet criteria can be extended
to nonlinear models by considering locally optimal designs [60, 25, 43]. A locally
optimal design is a design which is optimized for one particular function in the set of
possible response functions. Hence, the classical approach to optimal design is to pick
some initial guess of the unknown response function and compute the optimal design
for that function. The major drawback of locally-optimal methods is that they are
highly sensitive to the initial guess of the unknown function.
In contrast to the classical approach of optimal design, the Bayesian approach
to optimal experimental design can handle nonlinear models in a more consistent
fashion. Instead of measuring the informativeness of an input for a particular model,
the Bayesian approach averages the informativeness of the input under all possible
models weighted by the probability of each model. The Bayesian approach casts
experimental design as a decision theory problem by formulating an objective function
which measures the quality of the design [96, 13, 32, 24]. In keeping with the
principles of decision theory, this utility function can depend on unknown quantities
such as the parameters of the unknown response function [11]. To compute the
optimal experimental design, we simply maximize the expected value of the utility
function with respect to the design. The expected utility is computed using the
prior on the unknown quantities. In many ways, the Bayesian approach to optimal
experimental design is just an extension of classical optimality criteria which uses
a prior distribution to compute an average value of classical design criteria over all
possible models. In many cases, choosing a suitable prior and utility function leads
to a design which is equivalent to a locally-optimal design using one of the traditional
alphabet design criteria [32, 24, 35].
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The Bayesian approach also provides a method for continually redesigning our
experiments as data is collected. To update the design, we simply re-optimize the
expected utility of the design. However, instead of computing the expected utility
using our prior we use our posterior on the set of all possible response functions
given the data already collected. The posterior assigns to each function a probability
which measures the likelihood that a particular function provides the best model of a
neuron’s input-output function. Since the posterior measures what we have learned
from past experiments, this sequential optimization procedure takes advantage of past
experiments to design the best experiment to conduct next.
While the Bayesian approach presents a consistent mathematical framework for
optimal experimental design, actually computing the Bayes optimal design is a very
difficult problem. In decision theory, one of the fundamental challenges is representing
the posterior distribution and computing expectations with respect to the posterior
distribution [11]. Various algorithms using sampling techniques [63], genetic algo-
rithms [70], and dynamic programming [40], have been proposed for finding the
optimal design. Most of these methods, however, only work for low dimensional sys-
tems. The methods presented in this thesis rely on parametric representations of the
posterior and the unknown response function to make the computations tractable. In
particular, we assume the response function is a generalized linear model(GLM) (see
Chapter 2) [104].
The generalized linear model is a parametric family of nonlinear, statistical models
which has received a lot of attention in the statistics literature because it can be used
for many applications e.g. analyzing clinical trials [87], climate patterns [171], and
the spread of infectious diseases [78]. In neuroscience, the GLM is a more general
version of the linear-nonlinear-Poisson (LNP) model which is widely used to model
neurons in the early visual system [154, 125, 106, 26, 146, 139]. The success of the
LNP model has led to the development of a framework for modeling neurons as point
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processes using the GLM [17, 18, 113, 156, 116]. Thus, there is an extensive literature
dealing with the robust estimation of GLMs which we exploit in this thesis [161, 92].
Despite the long history of GLMs in the statistics literature, the problem of opti-
mal experimental design with GLMs is still largely unsolved [81]. In particular there
are no general algorithms for solving the sequential optimal design problem for high-
dimensional (multi-parameter) GLMs. Previous work has largely focused on specific
models in the GLM family with the binary response model, which includes logistic
regression, receiving by far the most attention [23, 27, 84, 103, 63, 132, 130]. One
reason this model has received so much attention is that the outputs are binary which
helps make optimizing the design tractable. Other distributions which have received
attention are the Poisson Model [108, 27]. The vast majority of previous research
has considered the simple case where the input was either a scalar or low-dimensional
(e.g 2-4 dimensions) [164, 47]. The restriction to low dimensional inputs is necessary
because the vast majority of the numerical techniques used to optimize the design
do not scale well to high dimensions. Compared to methods using classical alpha-
bet criteria, methods involving Bayesian optimality criteria have an even harder time
scaling to high-dimensions because of the difficulty of computing the expected util-
ity in high-dimensions [22, 142]. Trying to sequentially optimize the design as data
is collected only exacerbates the computational problems. As a result, most efforts
involving sequential optimal design have focused on low dimensional models using
local optimality criteria [25, 105, 47]. Generally, these methods work by computing
the locally optimal design using the best guess, given the data obtained so far, of the
response function. Therefore an important and very open problem in statistics is how
to sequentially compute Bayes optimal designs for high-dimensional GLMs.
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1.2 Outline
This thesis presents methods for sequentially optimizing neurophysiology experiments
using GLMs. We use a Bayesian approach because we want to take our uncertainty
into account and exploit prior knowledge (see Chapter 5). We quantify the utility
of a design by computing the mutual information between the data and the response
function. The mutual information measures the expected reduction in our uncertainty
about the neuron’s response function (see Chapter 2) [99, 114]. Neurophysiology
presents a particularly challenging application for sequential optimal experimental
design because neurons respond to complex, high-dimensional inputs, e.g sounds and
movies. We therefore cannot use existing algorithms which can typically only handle
stimuli with 2-10 dimensions. Consequently, the focus of this thesis is on developing
methods for sequential optimal design using high dimensional GLMs and Bayesian
optimality criteria. While we primarily focus on GLMs with a Poisson likelihood,
our methods are general enough that they can be extended with little modification
to a much larger set of models within the GLM family [89]. As a result, we think
the work presented in this thesis will be of interest to both the neurophysiology and
statistics/machine learning communities. The statistics community will be interested
in our methods for computing the Bayes optimal design for GLMs with hundreds
to thousands of parameters. Neurophysiologists in contrast will be interested in our
results showing that by using optimal designs, they could potentially reduce by a
factor of 2-4 the amount of data needed to learn a neuron’s response function (see
Chapter 4).
Most previous attempts at optimal design of neurophysiology experiments used
empirical methods. In general, these methods work by perturbing the most recent
stimulus so as to increase or hold steady some easily observable quantity such as the
firing rate [59, 65, 48, 111, 10] (for a more thorough discussion of previous work
see Chapter 2). In contrast, our work is one of the few attempts to optimize
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neurophysiology experiments by maximizing a principled objective function based on
information theory [97, 98].
We begin in Chapter 2 by presenting a greedy algorithm which considers only
the information to be gained from the next trial. One of the main contributions of
this chapter is to show how the computations may be performed in real time (10-
100ms) even for high dimensional systems by using a GLM to model the neuron and
a Gaussian approximation of the posterior. We test our algorithm using simulations
which show our information maximizing design can provide an order of magnitude of
improvement over traditional, non-optimized designs. This chapter also presents an
extended discussion of the mutual information and the GLM which is necessary for
understanding later chapters.
In Chapter 3 we consider the problem of finding the optimal sequence of trials,
i.e. non-greedy optimization, in the limiting case that the number of trials goes to
infinity. We prove that as the number of trials goes to infinity, the optimal sequence
of inputs is just as informative as a sequence of inputs generated by sampling an
optimal stochastic process. This stochastic process can be found by solving a convex
optimization problem. We present approximate methods for computing the optimal
process when we restrict consideration to Gaussian processes. Simulations show that
this algorithm leads to significant improvements over non-optimized designs. Non-
greedy optimization is particularly important when a neuron integrates information
over time; e.g. neurons which detect motion. In this case non-greedy optimization is
essential in order to generate stimuli which can effectively probe a neuron’s depen-
dence on the temporal structure of the input. The algorithm presented in this chapter
is also much easier to implement in actual experiments then our greedy algorithm.
In Chapter 4 we investigate the application of our methods to auditory neuro-
physiology experiments in zebra finch. We show using real data that 1) the GLM
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provides good fits to real data and 2) using our methods to design optimal experi-
ments could reduce the amount of data needed by a factor of 2-4. We think these
results underestimate the actual speedup that could be achieved in real experiments
because in these simulations we were necessarily restricted to picking the best stim-
ulus from the small set of stimuli actually presented to the neuron. In an actual
experiment, we could potentially optimize over the entire stimulus space instead of
restricting ourselves to a very small subset which was chosen in an ad-hoc fashion.
In comparison to our simulations using real data, our simulations in Chapter 2, in
which we optimize over a much larger stimulus domain, show a factor of 10 speedup.
Finally in Chapter 5 we show how the methods presented in Chapter 2 and
Chapter 3 can be modified to incorporate realistic prior information about a neuron’s
response function in a way that makes computing the mutual information tractable.
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CHAPTER II
GREEDY OPTIMIZATION OF THE STIMULI DURING
AN EXPERIMENT.
Adaptively optimizing experiments has the potential to significantly reduce the num-
ber of trials needed to build parametric statistical models of neural systems. However,
application of adaptive methods to neurophysiology has been limited by severe com-
putational challenges. Since most neurons are high dimensional systems, optimizing
neurophysiology experiments requires computing high-dimensional integrations and
optimizations in real time. Here we present a fast algorithm for choosing the most
informative stimulus by maximizing the mutual information between the data and
the unknown parameters of a generalized linear model (GLM) which we want to fit to
the neuron’s activity. We rely on important log-concavity and asymptotic normality
properties of the posterior to facilitate the required computations. Our algorithm re-
quires only low-rank matrix manipulations and a 2-dimensional search to choose the
optimal stimulus. The average running time of these operations scales quadratically
with the dimensionality of the GLM, making real-time adaptive experimental design
feasible even for high-dimensional stimulus and parameter spaces. For example, we
require roughly 10 milliseconds on a desktop computer to optimize a 100-dimensional
stimulus. Despite using some approximations to make the algorithm efficient, our
algorithm asymptotically decreases the uncertainty about the model parameters at
a rate equal to the maximum rate predicted by an asymptotic analysis. Simulation
results show that picking stimuli by maximizing the mutual information can speed
up convergence to the optimal values of the parameters by an order of magnitude
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compared to using random (nonadaptive) stimuli. Finally, applying our design pro-
cedure to real neurophysiology experiments requires addressing the nonstationarities
that we would expect to see in neural responses; our algorithm can efficiently handle
both fast adaptation due to spike-history effects and slow, non-systematic drifts in a
neuron’s activity.
2.1 Introduction
In most neurophysiology experiments, data is collected according to a design that
is finalized before the experiment begins. During the experiment, the data already
collected is rarely analyzed to evaluate the quality of the design. The data already
collected, however, often contains information which could be used to redesign our
experiments to better test our hypotheses [57, 24, 84, 159, 130]. Adaptive experi-
mental designs are particularly valuable in domains where data is expensive and/or
limited. In neuroscience, experiments often require training and caring for animals
which can be time-consuming and costly. As a result of these costs, neuroscientists
are often unable to conduct large numbers of trials using different subjects. The
inability to collect enough data makes it difficult for neuroscientists to investigate
high-dimensional, complex neural systems. By using adaptive experimental designs,
neuroscientists could potentially collect data more efficiently. In this chapter, we de-
velop an efficient algorithm for optimally adapting the experimental design in one
class of neurophysiology experiments.
A central question in neuroscience is understanding how neural systems respond to
different inputs. For sensory neurons the input might be sounds or images transduced
by the organism’s receptors. More generally, the stimulus could be a chemical or
electrical signal applied directly to the neuron. Neurons often respond nonlinearly to
these stimuli because their activity will typically adapt or saturate. We can model
these nonlinearities by viewing a neuron’s firing rate as a variable dependent on its
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(a) (b)
Figure 1: a) Schematic of the process for designing information maximizing ex-
periments. Stimuli are chosen by maximizing the mutual information between the
data and the parameters. Since the mutual information depends on the posterior
distribution on ~θ, the info. max. algorithm updates the posterior after each trial. b)
Schematic of the typical i.i.d. design of experiments. Stimuli are selected by drawing
i.i.d. samples from a distribution which is chosen before the experiment starts. An
i.i.d. design does not use the posterior distribution to choose stimuli.
past activity in addition to recent stimuli. To model the dependence on past stimuli
and responses, we define the input as a vector comprised of the current and recent
stimuli, {~xt, ~xt−1, ..., ~xt−tk}, as well as the neuron’s recent activity, {rt−1, . . . , rt−ta}
[80, 156]. ~xt and rt denote the stimulus and firing rate at time t respectively. When
we optimize the input for time t + 1 we can only control ~xt+1, as the rest of the
components of the input (i.e. past stimuli and responses) are fixed. To distinguish








~sx,t = ~xt (2)
~sf,t =
[
~xTt−1, . . . , ~x
T
t−tk , rt−1, . . . , rt−ta
]T
. (3)
~st is the input at time t. ~sf,t is a vector comprised of the past stimuli and responses
on which the response at time t depends. tk and ta are how far back in time the
dependence on the stimuli and responses stretches (i.e if tk = 0 and ta = 0 then ~st =
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~xt). Not all models will include a dependency on past stimuli and/or responses; i.e.
the values of tk and ta will depend on the model adopted for a particular experiment.
We can describe a model which incorporates all of these features by specifying
the conditional distribution of the responses given the input. This distribution gives
the probability of observing response rt at time t given the input, ~st. We use a
distribution as opposed to a deterministic function to specify the relationship between
rt and ~st because a neuron’s response varies for repeated presentations of a stimulus.
To simplify the model, we restrict our consideration to parametric distributions which
lie in some space Θ. Each vector ~θ denotes a particular model in this space. To fit a
model, p(rt|~st, ~θ), to a neuron we need to find the best value of ~θ.
We estimate ~θ by observing the neuron’s response to various stimuli. For these
experiments, the design is a procedure for picking the stimulus on each trial. The
design can be specified as a probability distribution, p(~xt), from which we sample
the stimulus on each trial. Non-random designs can be specified by putting all the
probability mass on a single stimulus. A sequential design modifies this distribution
after each observation. In contrast, the standard non-sequential approach is to fix this
distribution before the experiment starts and then select the stimulus on each trial
by drawing independently identically distributed (i.i.d.) samples from p(~xt). Figure
1 provides a schematic of the sequential approach we want to implement as well as a
diagram of the typical i.i.d. design.
We want to design our experiments to facilitate identification of the best model
in Θ. Based on this objective, we define the optimal design for each trial as the
design which provides the most information about ~θ. A natural metric for the infor-
mativeness of a design is the mutual information between the data and the model
[95, 13, 160, 31, 99, 24, 114],
I({rt, ~st}; ~θ) =
∫
p(rt, ~st, ~θ)




The mutual information measures how much we expect the experimental data to re-
duce our uncertainty about ~θ. The mutual information is a function of the design
because it depends on the joint probability of the data, p(rt, ~st), which obviously
depends on how we pick the stimuli. We can determine the optimal design by maxi-
mizing the mutual information with respect to the marginal distribution p(~sx,t = ~xt).
Designing experiments by maximizing the mutual information is computation-
ally very challenging. The information we expect to gain from an experiment de-
pends on what we have already learned from past observations. To extract the in-
formation from past observations, we need to compute the posterior distribution
p(~θ|{rt, rt−1, . . . , r1}, {~st, ~st−1, ..., ~s1}) after each trial. Once we have updated the pos-
terior, we need to use it to compute the expected information gain from future ex-
periments; this requires a high-dimensional integration over the space Θ. Maximizing
this integral with respect to the design requires a nonlinear search over the high
dimensional stimulus space, X . In sensory neurophysiology, the stimulus space is
high-dimensional because the stimuli tend to be complex, spatio-temporal signals like
movies and sounds. The challenge of evaluating this high dimensional integral and
solving the resulting nonlinear optimization has impeded the application of adaptive
experimental design to neurophysiology. In the worst case, the complexity of these
operations will grow exponentially with the dimensionality of ~θ and ~st. For even mod-
erately sized spaces, direct computation will therefore be intractable, particularly if
we wish to adapt the design in a real-time application.
The main contribution of this paper is to show how these computations can be
performed efficiently when Θ is the space of generalized linear models (GLM) and
the posterior distribution on ~θ is approximated as a Gaussian. Our solution depends
on some important log-concavity and rank-one properties of our model. These prop-
erties justify the Gaussian approximation of the posterior distribution and permit a
rapid update after each trial. These properties also allow optimization of the mutual
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information to be approximated by a tractable two-dimensional problem which can
be solved numerically. The solution to this 2-d optimization problem depends on the
stimulus domain. When the stimulus domain is defined by a power constraint we can
easily find the nearly optimal design. For arbitrary stimulus domains we present a
general algorithm for selecting the optimal stimulus from a finite subset of stimuli in
the domain. Our analysis leads to efficient heuristics for constructing this subset to
ensure the resulting design is close to the optimal design.
Our algorithm facilitates estimation of high-dimensional systems because picking
more informative designs leads to faster convergence to the best model of the neuron.
In our simulations (see Section 2.5.4), the optimal design converges more than an
order of magnitude faster than an i.i.d. design. Our algorithm can be applied to high
dimensional, real-time applications because our algorithm reduces the complexity
with respect to dimensionality from exponential to on average quadratic running
time.
This chapter is organized as follows. We start in Section 2.2 by presenting the
generalized linear model of neural systems. In Section 2.3 we present an online
method for computing a Gaussian approximation of the posterior distribution on the
GLM’s parameters. In Section 2.4 we show how the mutual information, I(rt; ~θ|~st),
can be approximated by a much simpler, low-dimensional function. In Section 2.5 we
present the procedure for picking optimal stimuli and show some simulation results.
In Section 2.6 we generalize our basic methods to some important extensions of the
GLM which are needed to handle more complicated experiments. In Section 2.7,
we show that our algorithm asymptotically decreases the uncertainty about ~θ at a
rate nearly equal to the optimal rate predicted by a general theorem on the rate of
convergence of information maximizing designs [114]. We therefore conclude that
this efficient (albeit approximate) implementation produces designs which are in fact
asymptotically optimal. Simulations investigating the issue of model misspecification
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Table 1: Definitions of the various symbols and conventions we use throughout the
chapter.
~xt The stimulus at time t.







T The complete input at time t.
~sx,t The controllable part of the input at time
t
~sf,t The fixed part of the input at time t
x1:t , {~x1, . . . , ~xt} The sequence of stimuli up to time t. We
use boldface to denote a matrix.
r1:t , {r1, . . . , rt} The sequence of observations up to time t.
s1:t , {~s1, . . . , ~st} The sequence of inputs up to time t.
Eω(ω) =
∫
p(ω)ωdω. The expectation with respect to the distri-
bution on the random variable denoted in
the subscript.
H(p(ω|γ)) , ∫ −p(ω|γ) log p(ω|γ)dω. The entropy of the distribution p(ω|γ).
dim(~θ) = dim(~θ) The dimensionality of the model.
p(~θ|~µt,Ct) The Gaussian approximation of the pos-
terior distribution, p(~θ|s1:t, r1:t). (~µt,Ct)
are the mean and covariance matrix respec-
tively.
are presented in Section 2.8. Finally, we discuss some limitations and directions
for future work in Section 2.9. To help the reader, we summarize in Table 1 the
notation that we will use in the rest of the chapter.
2.2 The parametric model
For the model space, Θ, we choose the set of generalized linear models (GLM). The
GLM is a tractable and flexible parametric family which has proven useful in neuro-
physiology [104, 139, 113, 156, 116]. GLMs are fairly natural from a physiological
point of view, with close connections to biophysical models such as the integrate-and-
fire cell. Consequently, GLMs have been applied in a wide variety of experimental
settings [17, 18, 26, 149, 115].
A generalized linear model represents a spiking neuron as a point process. The
likelihood of the response, the number of spikes, depends on the firing rate, λt, which
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Figure 2: A diagram of a general linear model of a neuron. A GLM consists of
a linear filter followed by a static nonlinearity. The output of this cascade is the




are the linear filters applied to the stimulus and spike-history.
is a non-linear function of the input,










As noted earlier, the response at time t depends on the current stimulus, ~xt, as well as
past stimuli and responses. The inclusion of spike history in the input means we can
account for refractory effects, burstiness, and firing-rate adaptation [14, 80, 113, 156].
As noted earlier, we use subscripts to distinguish the components which we can control
from those which are fixed, Table 1.
The parameters of the GLM are the coefficients of the filter, ~θ, applied to the





which are applied to the
variable and fixed components of the input respectively. After filtering the input by
~θ, the output of the filter is pushed through a static nonlinearity, f(), known as the
link function. The input-output relationship of the neuron is fully specified by the









= rt log f(~θ
T~st)− f(~θT~st)dt+ const. (7)
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dt is the length of the time window over which we measure the firing rate, rt. The
constant term is constant with respect to ~θ but not rt. In this chapter, we always
use a Poisson distribution for the conditional likelihood, p(rt|~st, ~θ), because it is the
best distribution for modeling spiking neurons. However, by making some minor
modifications to our algorithm, we can use our algorithm with other distributions in
the exponential family [89].
To ensure the maximum-a-posteriori (MAP) estimate of ~θ is unique, we restrict
the GLM so that the log-likelihood is always concave. When p(rt|~st, ~θ) is a Poisson
distribution, a sufficient condition for concavity of the log-likelihood is that the non-
linearity f() is a convex and log-concave function [161, 69, 104, 113]. f() can only be
convex and log-concave if its contours are linear. When the contours of f() are linear,
we can without loss of generality assume that f() is a function of a scalar variable,
ρt. ρt is the result of applying the linear filter of the GLM to the input,
ρt = ~θ
T~st. (8)
Since ρt is a scalar, ~θ must be a vector and not a matrix. Convexity of f() also
guarantees that the nonlinearity is monotonic. Since we can always multiply ~θ by
negative 1 (i.e flip our coordinate system) we can without loss of generality assume
that f is increasing. Furthermore, we assume f() is known, although this condition
could potentially be relaxed. Knowing f() exactly is not essential because previous
work [92, 113] and our own results, (see Section 2.8), indicate that the parameters
of a GLM can often be estimated, at least up to a scaling factor, even if the link
function is incorrect.
2.3 Representing and updating the posterior
Our first computational challenge is representing and updating the posterior distri-
bution on the parameters, p(~θ|r1:t, s1:t). We use a fast, sequential procedure for
constructing a Gaussian approximation of the posterior, Figure 3. This Gaussian
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Figure 3: A schematic illustrating the procedure for recursively constructing the
Gaussian approximation of the true posterior; dim(~θ) = 2. The images are contour
plots of the log prior, log likelihoods, log posterior, and log of the Gaussian approxi-
mation of the posterior (see text for details). The key point is that since p(rt|~st, ~θ) is
1-dimensional with respect to ~θ, when we approximate the log-posterior at time t us-
ing our Gaussian approximation, p(~θ|~µt−1,Ct−1), we only need to do a 1-dimensional
search to find the peak of the log posterior at time t. The grey and black dots in the
figure illustrate the location of ~µt−1 and ~µt respectively.
19
approximation leads to an update which is both efficient and accurate enough to be
used online for picking optimal stimuli.
A Gaussian approximation of the posterior is justified by the fact that the posterior
is the product of two smooth, log-concave terms, the GLM likelihood function and
the prior (which we assume to be Gaussian, for simplicity). As a result the log-
posterior is concave (i.e., it always curves downward), and can be well approximated
by the quadratic expression for the log of a Gaussian. Furthermore, the main result
of [114] is a central limit like theorem for optimal experiments based on maximizing
the mutual information. This theorem guarantees that asymptotically the Gaussian
approximation of the posterior will be accurate.
We recursively construct a Gaussian approximation to the posterior by first ap-
proximating the posterior using our posterior from the previous trial, Figure 3. Since
the Gaussian approximation of the posterior at time t−1, p(~θ|~µt−1,Ct−1), summarizes
the information in the first t − 1 trials, we can use this distribution to approximate
the log-posterior after the tth trial,
log p(~θ|s1:t, r1:t) = log p(~θ) +
t−1∑
i=1



















We fit the log of a Gaussian to the approximation of the log-posterior in Eqn. 10
using the Laplace Method [11, 100]. This recursive approach is much faster, albeit
slightly less accurate, then using the Laplace Method to fit a Gaussian distribution to
the true posterior. The running time of this recursive update is O(dim(~θ)2) whereas
fitting a Gaussian distribution to the true posterior isO(t dim(~θ)3). Since t and dim(~θ)
are large, easily O(103), the computational savings of the recursive approach are well
worth the slight loss of accuracy. If the dimensionality is low, dim(~θ) = O(10), we can
measure the error by using Monte-Carlo methods to compute the Kullback-Leibler
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distance between the true posterior and our Gaussian approximation. This analysis
(results not shown) reveals that the error is small and rapidly converges to zero.
The mean of our Gaussian approximation is the peak of Eqn. 10. The key to
rapidly updating our posterior is that we can easily compute the direction in which
the peak of Eqn. 10 lies relative to ~µt−1. Once we know the direction in which ~µt lies,
we just need to perform a 1-dimensional search to find the actual peak. To compute
the direction of ~µt − ~µt−1, we write out the gradient of Eqn. 10,
d log p(~θ|r1:t, s1:t)
d~θ




∂ log p(rt|~st, ~θ)
∂~θ
(12)











At the peak of the log posterior, the gradient equals zero which means the first term
in Eqn. 13 must be parallel to ~st. Since Ct−1 is non-singular, ~µt − ~µt−1 must be
parallel to Ct−1~st,
~µt = ~µt−1 +∆tCt−1~st. (14)
∆t is a scalar which measures the magnitude of the difference, ~µt − ~µt−1. We find












This equation defines the location of the peak of the log posterior in the direction
Ct−1~st. Since the log-posterior is concave, Eqn. 15 is the solution to a 1-dimensional
concave optimization problem. Eqn. 15 is therefore guaranteed to have a single,
unique solution. Solving this 1-dimensional problem involves a single matrix-vector
multiplication which requires O(dim(~θ)2) time.
Having found ~µt, we estimate the covariance matrixCt of the posterior by forming
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the Taylor approximation of Eqn. 10 about ~µt:
log p(~θ|r1:t, s1:t) ≈ −1
2









∂2 log p(rt|~st, ~θ)
∂~θ2
(18)
The Laplace method uses the curvature of the log-posterior as an estimate of the
inverse covariance matrix. The larger the curvature, the more certain we are that
our estimate ~µt is close to the true parameters. The curvature, as measured by the
second derivative, is the sum of two terms, Eqn. 18. The first term approximates
the information provided by the first t − 1 observations. The second term measures
the information in our latest observation, rt. The second term is proportional to the
Fisher information. By definition, the Fisher information is the negative of the second
derivative of the log-likelihood [11]. The second derivative of the log-likelihood pro-
vides an intuitive metric for the informativeness of an observation because a larger
second derivative means small differences in ~θ produce large deviations in the re-
sponses. Hence, a large Fisher information means we can infer the parameters with
more confidence.
To compute the Hessian, the matrix of partial 2nd derivatives, of the log-posterior





of the log-likelihood is a rank one matrix. We can therefore efficiently invert the
Hessian of the updated log posterior in O(dim(~θ)2) time using the Woodbury matrix













= Ct−1 − Ct−1~stD(rt, ρt)~s
T
t Ct−1
1 +D(rt, ρt)~sTt Ct−1~st
(20)



























D(rt, ρt) is the 1-dimensional Fisher information; i.e. the negative of the second
derivative of the log-likelihood with respect to ρt. In this equation, ρt depends on the
unknown parameters, ~θ, because we would like to compute the Fisher information
for the true parameters. That is we would like to expand our approximation of the
log-posterior about ~θ. Since ~θ is unknown, we use the approximation
ρt ≈ ~µTt ~st (23)
to compute the new covariance matrix. Since computing the covariance matrix is
just a rank one update, computing the updated Gaussian approximation only requires
O(dim(~θ)2) computations. A slower but potentially more accurate update for small t
would be to construct our Gaussian by matching the first and second moments of the
true posterior distribution using the “expectation propagation” algorithm [107, 133].
Asymptotically under suitable regularity conditions, the mean of our Gaussian is
guaranteed to converge to the true ~θ. Consistency can be established by applying
theorems for the consistency of estimators based on stochastic gradient descent [56,
137]. We used numerical simulations (data not shown) to verify the predictions of
these theorems. To apply these theorems to our update, we must be able to restrict
~θ to a closed and bounded space. Since all ~θ corresponding to neural models would
naturally be bounded, this constraint is satisfied for all biologically reasonable GLMs.
Our update uses the Woodbury lemma which is unstable when Ct is close to be-
ing singular. When optimizing under a power constraint, Section 2.5.2, we can avoid
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using the Woodbury lemma by computing the eigendecomposition of the covariance
matrix. Since we need to compute the eigendecomposition in order to optimize the
stimulus no additional computation is required in this case. When the eigendecompo-
sition was not needed for optimization, we usually found that the Woodbury lemma
was sufficiently stable. However, a more stable solution in this case would have been
to compute and maintain the Cholesky decomposition of the covariance matrix [134].
2.4 Computing the mutual information
A rigorous Bayesian approach to sequential optimal experimental design is to pick
the stimulus which maximizes the expected value of a utility function [13]. Common
functions are the mean squared error of the model’s predictions [57, 28, 132], the
entropy of the responses [8], and the expected information gain [95, 13, 99, 24, 138].
A number of different quantities can be used to measure the expected information
depending on whether the goal is prediction or inference. We are primarily inter-
ested in estimating the unknown parameters, so we measure expected information
using the mutual information between ~θ and the data (~st, rt). The mutual infor-
mation measures the expected reduction in the number of models consistent with
the data. Choosing the optimal design requires maximizing the mutual information,
I({~st+1, rt+1}; ~θ|s1:t, r1:t), conditioned on the data already collected as a function of
the design p(~xt+1),
popt(~xt+1) = arg max
p(~xt+1)
I({~st+1, rt+1}; ~θ|s1:t, r1:t). (24)
We condition the mutual information on the data already collected because we want
to maximize the information given what we have already learned about ~θ.
Before diving into a detailed mathematical computation, we want to provide a
less technical explanation of our approach. Before we conduct any trials, we have a
set, Θ, of possible models. For any stimulus, each model in Θ makes a prediction of
the response. To identify the best model, we should pick a stimulus which maximizes
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the disagreement between the predictions of the different models. In theory, we
could measure the disagreement for any stimulus by computing the predicted response
for each model. However, since the number of possible models is large, explicitly
computing the response for each model is rarely possible.
We can compute the mutual information efficiently because once we pick a stimu-
lus, we partition the model space, Θ, into equivalent sets with respect to the predicted
response. Once we fix ~st+1 the likelihood of the responses only varies with the pro-
jection ρt+1 = ~s
T
t+1
~θ. Hence all models with the same value for ρt+1 make the same
prediction. Therefore, instead of computing the disagreement among all models in
Θ space, we only have to compute the disagreement between the models in these
different subspaces; that is at most we have to determine the response for one model
in each of the subspaces defined by ρt+1 = const.
Of course the mutual information also depends on what we already know about
the fitness of the different models. Since our experiment provides no information
about ~θ in directions orthogonal to ~st+1, our uncertainty in these directions will be
unchanged. Therefore, the mutual information will only depend on the information
we have about ~θ in the direction ~st+1; that is it only depends on p(ρt+1|~st+1, ~µt,Ct)
instead of our full posterior p(~θ|~st+1, ~µt,Ct).
Furthermore, we only have to evaluate the mutual information for non-random
designs because any optimal design popt(~xt+1) must place all of its mass on the stimu-
lus, ~xt+1, which maximizes the conditional mutual information I(rt+1; ~θ|~st+1, s1:t, r1:t)
[99, 114]. This property means we can focus on the simpler problem of efficiently eval-
uating I(rt+1; ~θ|~st+1, s1:t, r1:t) as a function of the input ~st+1.
The mutual information measures the reduction in our uncertainty about the
parameters ~θ, as measured by the entropy,
I(~θ; rt+1|~st+1, s1:t, r1:t) = H(p(~θ|s1:t, r1:t))− E~θ|~µt,CtErt+1|~θ,~st+1H(p(~θ|s1:t+1, r1:t+1)).
(25)
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The first term,H(p(~θ|s1:t, r1:t)), measures our uncertainty at time t. SinceH(p(~θ|s1:t, r1:t))
is independent of ~st+1, we just need to minimize the second term which measures
how uncertain about ~θ we expect to be after the next trial. Our uncertainty at time
t+1 depends on the response to the stimulus. Since rt+1 is unknown we compute the
expected entropy of the posterior, p(~θ|s1:t+1, r1:t+1), as a function of rt+1 and then
take the average over rt+1 using our GLM to compute the likelihood of each rt+1
[99, 24]. Since the likelihood of rt+1 depends on the unknown model parameters, we
also need to take an expectation over ~θ. To evaluate the probability of the different
~θ, we use our current posterior, p(~θ|~µt,Ct).
We compute the posterior entropy, H(p(~θ|s1:t+1, r1:t+1)), as a function of rt+1
by first approximating p(~θ|rt+1, ~st+1) as Gaussian. The entropy of a Gaussian is easy
to compute [31]:




log |Ct+1|+ const. (27)
According to our update rule,







As discussed in the previous section, the Fisher information depends on the unknown
parameters. To compute the entropy, we treat the Fisher information,






as a random variable since it is a function of ~θ. We then estimate our expected uncer-
tainty as the expectation of H(p(~θ|~µt+1,Ct+1)) with respect to ~θ using the posterior
at time t. The mutual information, Eqn. 25, already entails computing an average
over ~θ so we do not need to introduce another integration.
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This Bayesian approach to estimating the expected posterior entropy differs from
the approach used to update our Gaussian approximation of the posterior. To update
the posterior at time t we use the point estimate ~θ ≈ ~µt to estimate the Fisher
information of the observation at time t. We could apply the same principle to
compute the expected posterior entropy by using the approximation,
ρt+1 ≈ ~µTt+1~st+1 (31)
where ~µt+1 is computed using Eqns. 14 & 15. Using this approximation of ρt+1
is intractable because we would need to solve for ~µt+1 numerically for each value
of rt+1. We could solve this problem by using the point approximation ρt+1 ≈
~µTt ~st+1 which we can easily compute since ~µt is known [99, 25, 29]. This point
approximation means we estimate the Fisher information for each possible (rt+1, ~st+1)
using the assumption that ~θ ≈ ~µt. Unless ~µt happens to be close to ~θ there is no
reason why the Fisher information computed assuming ~θ ≈ ~µt should be close to the
Fisher information evaluated at the true parameters. In particular, at the start of an
experiment when ~µt is highly inaccurate, we would expect this point approximation
to lead to poor estimates of the Fisher information. Similarly, we would expect this
point approximation to fail for time-varying systems as the posterior covariance may
no longer converge to zero asymptotically (see Section 2.6.2). In contrast to
using a point approximation, our approach of averaging the Fisher information with
respect to ~θ should provide much better estimates of the Fisher information when our
uncertainty about ~θ is high or when ~θ is changing [95, 24]. Averaging the expected
information of ~st+1 with respect to our posterior leads to an objective function which
takes into account all possible models. In particular, it means we favor inputs which
are informative under all models with high probability as opposed to inputs which
are informative only if ~θ = ~µt.
To compute the mutual information, Eqn. 25, we need to evaluate a high-dimensional
expectation over the joint distribution on (~θ, rt). Evaluating this expectation is
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tractable because 1) we approximate the posterior as a Gaussian distribution and
2) the log-likelihood is one-dimensional. The one dimensionality of the log-likelihood
means Ct+1 is a rank-1 update of Ct. Hence, we can use the the identity |I+ ~w~zT | =
1 + ~wT~z to evaluate the entropy at time t+ 1,
|Ct+1| = |Ct|




























We can evaluate Eqn. 35 without doing any high dimensional integration because
the likelihood of the responses only depends on ρt+1 = ~s
T
t+1


















Since ρt+1 = ~θ
T~sTt+1 and p(
~θ|~µt,Ct) is Gaussian, ρt+1 is a 1-dimensional Gaussian
variable with mean µρ = ~µ
T




t+1Ct~st+1. The final result is a
very simple, two-dimensional expression for our objective function,














The right hand side of Eqn. 37 is an approximation of the mutual information because
the posterior is not in fact Gaussian.
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Eqn. 37 is a fairly intuitive metric for rating the informativeness of different de-
signs. To distinguish between different models we want the response to be sensitive to
~θ. The information increases with the sensitivity because as the sensitivity increases,
small differences in ~θ produce larger differences in the response, making it easier to
identify the correct model. The information, however, also depends on the variability
of the responses. As the variability of the responses increases, the information de-
creases because it is harder to determine which model is more accurate. The Fisher
information, D(rt+1, ρt+1), takes into account both the sensitivity and the variabil-
ity. As the sensitivity increases, the 2nd derivative of the log-likelihood increases
because the peak of the log-likelihood becomes sharper. Conversely, as the variabil-
ity increases, the log-likelihood becomes flatter and the Fisher information decreases.
Hence, D(rt+1, ρt+1) measures the informativeness of a particular response. However,
information is valuable only if it tells us something we do not already know. In our
objective function, σ2ρ, measures our uncertainty about the model. Since our objec-
tive function depends on the product of the Fisher information and our uncertainty,
our algorithm will favor experiments providing large amounts of new information.
In Eqn. 37, we have reduced the mutual information to a 2-dimensional integration
over ρt+1 and rt+1 which depends on (µρ, σ
2
ρ). While 2-d numerical integration is
quite tractable, it could potentially be too slow for real-time applications. A simple
solution is to precompute this function before training begins on a suitable 2-d region
of (µρ, σ
2
ρ) and then use a lookup table during our experiments.
In certain special cases, we can further simplify the expectations in Eqn. 37,
making numerical integration unnecessary. One simplification is to use the standard
linear approximation log(1 + x) = x+ o(x) when D(rt+1, ρt+1)σ
2
ρ is sufficiently small.






) ≈ Eρt+1|µρ,σ2ρ Ert+1|ρt+1D(rt+1, ρt+1)σ2ρ,
(38)
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which may be evaluated analytically in some special cases (see below). If ~θ is constant
then this approximation is always justified asymptotically because the variance in
all directions asymptotically converges to zero (see Section 2.7). Consequently,




2.4.1 Special case: exponential nonlinearity
When the nonlinear function f() is the exponential function, we can derive an analyt-
ical approximation for the mutual information, Eqn. 37, because the Fisher informa-
tion is independent of the observation. This special case is worth considering because
the exponential nonlinearity has proved adequate for modeling several types of neu-
rons in the visual system [26, 118, 131]. As noted in the previous section, the Fisher
information depends on the variability and sensitivity of the responses to the model
parameters. In general, the Fisher information depends on the response because we
can use the response to estimate the variability and sensitivity of the neuron’s re-
sponses. For the Poisson model with convex and increasing f()1, a larger response
indicates more variability but also more sensitivity of the response to ρt+1. For the
exponential nonlinearity, the decrease in information due to increased variability and
the increase in information due to increased sensitivity with the response cancel out
making the Fisher information independent of the response. Mathematically this
means the 2nd derivative of the log-likelihood with respect to ~θ is independent of
rt+1,
D(rt+1, ρt+1) = exp(ρt+1). (39)
1Recall that we can take f() to be increasing without loss of generality.
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By eliminating the expectation over rt+1 and using the linear approximation log(1+






















≈ Eρt+1|µρ,σ2ρ exp(ρ)σ2ρ. (42)
We can use the moment generating function of a Gaussian distribution to evaluate













Our objective function is increasing with µρ and σ
2
ρ. In Section 2.5.2, we show that
this property makes optimizing the design for an exponential nonlinearity particularly
tractable.
2.4.2 Linear model
The optimal design for minimizing the posterior entropy of ~θ for the standard linear
model is a well known result in the statistics and experimental design literature [99,
24]. It is enlightening to re-derive these results using the methods we have introduced
so far, and to point out some special features of the standard linear case.
The linear model is
rt = ~θ
T~st + ², (44)
with ² a zero-mean Gaussian random variable with variance σ2. The linear model is
a GLM with a Gaussian distribution for the conditional distribution and a linear link
function,
log p(rt|~st, ~θ, σ2) = − 1
2σ2








ρ2t + const. (46)
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For the linear model, the variability, σ2, is constant. Furthermore, the sensitivity
of the responses to the input and the model parameters is also constant. Conse-
quently, the Fisher information is independent of both the response and the input
[25]. Mathematically this means the observed Fisher information D(rt+1, ρt+1) is a





Plugging D(rt+1, ρt+1) into Eqn. 37, we obtain the simple result
E~θ|~µt,CtErt+1|~θ,~st+1I(rt+1;







Since σ2 is a constant, we can only increase the mutual information by picking stimuli
for which σ2ρ = ~s
T
t+1Ct~st+1 is maximized. Under the power constraint, σ
2
ρ is maxi-
mized when all the stimulus energy is parallel to the maximum eigenvector of Ct, the
direction of maximum uncertainty. µρ does not affect the optimization at all. This
property distinguishes the linear model from the exponential-Poisson case described
above. Furthermore, the covariance matrix Ct is independent of past responses be-











Consequently, the optimal sampling strategy can be determined a-priori, without
having to observe rt or to make any corresponding adjustments in our sampling
strategy [99].
Like the Poisson model with an exponential link function, the linear model’s Fisher
information is independent of the response. However, for the linear model the Fisher
information is also independent of the model parameters. Since the Fisher information
is independent of the parameters, an adaptive design offers no benefit because we do
not need to know the parameters to select the optimal input. In contrast, for the
Poisson distribution with an exponential link function, the Fisher information depends
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on the parameters and the input even though it is independent of the responses. As
a result, we can improve our design by adapting it as our estimate of ~θ improves.
2.5 Choosing the optimal stimulus
The simple expression for the conditional mutual information, Eqn. 37, means we can















ρ) : µρ = ~µ
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, ~xt+1 ∈ Xt+1
}
(52)
2) find ~st+1 s.t µρ
∗ = ~µTt ~st+1 σ
2
ρ
∗ = ~sTt+1Ct~st+1. (53)
Rt+1 is the range of the mapping ~st+1 → (µρ, σ2ρ) corresponding to the stimulus
domain, Xt+1. Once we have computed Rt+1, we need to solve a highly tractable 2-d
optimization problem numerically. The final step is to map the optimal (µρ, σ
2
ρ) back
into the input space. In general, computing Rt+1 for arbitrary stimulus domains is
the hardest step.
We first present a general procedure for handling arbitrary stimulus domains. This
procedure selects the optimal stimulus from a set, Xˆt+1, which is a subset of Xt+1.
Xˆt+1 contains a finite number of inputs; its size will be denoted |Xˆt+1|. Picking the
optimal input in Xˆt+1 is easy. We simply compute (µρ, σ2ρ) for each ~xt+1 ∈ Xˆt+1.
Picking the optimal stimulus in a finite set, Xˆt+1, is flexible and straightforward.
The informativeness of the resulting design, however, is highly dependent on how
Xˆt+1 is constructed. In particular, we want to ensure that with high probability Xˆt+1
contains inputs in Xt+1 which are nearly optimal. If we could compute Rt+1, then we
could avoid the problem of picking a good Xˆt+1. One case in which we can compute
Rt+1 is when Xt+1 is defined by a power constraint; i.e. Xt+1 is a sphere. Since we
can compute, Rt+1 we can optimize the input over its full domain. Unfortunately,
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our method for computing Rt+1 cannot be applied to arbitrary input domains.
2.5.1 Optimizing over a finite set of stimuli
Our first method simultaneously addresses two issues 1) how to deal with arbitrary
stimulus domains and 2) what to do if the stimulus domain is ill-defined. In general
we expect that more efficient procedures for mapping a stimulus domain into Rt+1
could be developed by taking into account the actual stimulus domain. However, a
generalized procedure is needed because efficient algorithms for a particular stimulus
domain may not exist or their development may be complex and time-consuming.
Furthermore, for many stimulus domains, i.e. natural images, we have many examples
of the stimuli but no quantitative constraints which define the domain. An obvious
solution to both problems is to simply choose the best stimulus from a subset of
examples, Xˆt+1.
The challenge with this approach is picking the set Xˆt+1. For the optimization to
be fast, |Xˆt+1| needs to be sufficiently small. However, we also want to ensure that
|Xˆt+1| contains an optimal or nearly optimal input. In principle, this second criterion
means Xˆt+1 should contain a large number of stimuli evenly dispersed over Xt+1.
We can in fact satisfy both requirements because the informativeness of a stimulus
only depends on (µρ, σ
2
ρ). Consequently, we can partition Xt+1 into sets of equally
informative experiments based on the value of (µρ, σ
2
ρ). When constructing Xˆt+1,
there is no reason to include more than one input for each value of (µρ, σ
2
ρ) because
all of these inputs are equally informative. Hence, to ensure that Xˆt+1 contains a
nearly optimal input, we just need its stimuli to span the 2-dimensional Rt+1 and not
the much higher dimensional space, Xt+1.
Although ~µt and Ct change with time, these quantities are known when opti-
mizing ~st+1. Hence the mapping St+1 → Rt+1 is known and easy to evaluate for any
stimulus. We can use this knowledge to develop simple heuristics for selecting inputs
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which tend to be dispersed throughout Rt+1. We delay until sections 2.5.3 & 2.6.1
the presentation of the heuristics that we used in our simulations so that we can first
introduce the specific problems and the stimulus domains for which these heuristics
are suited.
2.5.2 Power constraint
Ideally, we would like to optimize the input over its full domain as opposed to restrict-
ing ourselves to a subset of inputs. Here we present a method for computing Rt+1
when Xt+1 is defined by the power constraint2 ||~xt+1||2 ≤ m. This is an important
stimulus domain because of its connection to white noise which is often used to study
sensory systems [49, 30, 26, 36, 170]. Under an i.i.d. design the stimuli sampled from
Xt+1 = {~xt+1 : ||~xt+1||2 ≤ m} resemble white noise. The primary difference is that we
strictly enforce the power constraint whereas for white noise the power constraint only
applies to the average power of the input. The domain Xt+1 = {~xt+1 : ||~xt+1||2 ≤ m} is
also worth considering because it defines a large space which includes many important
subsets of stimuli such as random dot patterns [44].
Our main result is a simple, efficient procedure for finding the boundary of Rt+1
as a function of a 1-d variable. Our procedure uses the fact that Rt+1 is closed and
connected. Furthermore, for fixed µρ, σ
2
ρ is continuous on the interval between its
maximum and minimum values. These properties of Rt+1 mean we can compute
the boundary of Rt+1 by maximizing and minimizing σ2ρ as a function of µρ. Rt+1
consists of all points on this boundary as well as the points enclosed by this curve
2We apply the power constraint to ~xt+1, as opposed to the full input ~st+1. However, the power








(−m||~µx,t||2 + ~sTf,t+1~µf,t) ≤ µρ ≤ (m||~µx,t||2 + ~sTf,t+1~µf,t) ,





σ2ρ s.t µρ = ~µ
T
t ~st+1 & ||~xt+1||2 ≤ m (55)
σ2ρ,min(µρ) = min
~xt+1
σ2ρ s.t µρ = ~µ
T
t ~st+1 & ||~xt+1||2 ≤ m. (56)
By solving Eqns. 55 & 56, we can walk along the curves which define the upper
and lower boundaries of Rt+1 as a function of µρ. To move along these curves, we
simply adjust the value of the linear constraint. As we walk along these curves, the
quadratic constraint ensures that we do not violate the power constraint which defines
the stimulus domain.
We have devised a numerically stable and fast procedure for computing the bound-
ary ofRt+1. Our procedure uses linear algebraic manipulations to eliminate the linear
constraints in Eqns. 55 & 56. To eliminate the linear constraint, we derive an alter-




~b(α)T~xt+1 + d(α). (57)
Here we only discuss the most important points regarding Eqn. 57; the derivation
and definition of the terms are provided in Appendix 2.10.1. The linear term of
this modified quadratic expression ensures that the value of this quadratic expres-
sion is independent of the projection of ~st+1 on ~µt+1. The constant term ensures
that the value of this quadratic expression equals the value of σ2ρ if we forced the
projection of ~st+1 on ~µt to µρ. Maximizing and minimizing σ
2
ρ subject to linear
and quadratic constraints is therefore equivalent to maximizing and minimizing this
modified quadratic expression with just the quadratic constraint.
To maximize and minimize Eqn. 57 subject to the quadratic constraint ||~xt+1||2 ≤
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m we use the Karush-Kuhn-Tucker (K.K.T.) conditions. For these optimization prob-
lems, it can be proved that the K.K.T. are necessary and sufficient [61]. To compute
the boundary of Rt+1 as a function of µρ, we need to solve the K.K.T. for each value
of µρ. This approach is computationally expensive because for each value of µρ we
need to find the value of the Lagrange multiplier by finding the root of a nonlinear
function. We have devised a much faster solution based on computing µρ as a func-
tion of the Lagrange multiplier; the details are in Appendix 2.10.1. This approach is
faster because to compute µρ as a function of the Lagrange multiplier, we only need
to find the root of a 1-d quadratic expression.
To solve the K.K.T. conditions we need the eigendecomposition of A. Comput-
ing the eigendecomposition of A is the most expensive operation and in the worst
case, requires O(dim(~θ)3) operations. A, however, is a rank-2 perturbation of Ct,
Eqn. 107. When these perturbations are orthogonal to some of the eigenvectors of
Ct, we can reduce the number of computations needed to compute the eigendecom-
position of Ct by using the Gu-Eisenstat algorithm [68], as discussed in the next
section. The key point is that we can on average compute the eigendecomposition in
O(dim(~θ)2) time.
Having computed Rt+1, we can perform a 2-d search to find the pair (µρ, σ2ρ)∗
which maximizes the mutual information, thereby completing step (1) in our pro-
gram. To finish the program, we need to find an input ~st+1 such that ~µ
T
t ~st+1 = µ
∗
ρ
and ~sTt+1Ct~st+1 = σ
2
ρ
∗. We can easily find one solution by solving a one-dimensional







ρmax) respectively. These inputs are automatically computed when we com-
pute the boundary of Rt+1. To find a suitable ~st+1, we just find a linear combination
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of these two vectors which yields σ2ρ
∗,
find γ s.t σ2ρ
∗ = ~st+1(γ)TCt~st+1(γ) (58)
~st+1(γ) = (1− γ)~smin(µρ∗) + γ~smax(µρ∗) γ ∈ [0, 1]. (59)
All ~st+1(γ) necessarily satisfy the power constraint because the power constraint de-
fines a convex set and ~st+1(γ) is a linear combination of two stimuli in this set. Similar
reasoning guarantees ~st+1(γ) has projection µρ
∗ on ~µt. While this ~st+1(γ) maximizes
the mutual information with respect to the full stimulus domain under the power
constraint, this solution may not be unique. Finding γ completes the optimization of
the input under the power constraint.
In certain cases, we can reduce the two-dimensional search over Rt+1 to an even
simpler one-dimensional search. If the mutual information is monotonically increas-
ing in σ2ρ then we only need to consider σ
2
ρ,max(µρ) for each possible value of µρ.
Consequently, a one-dimensional search over σ2ρ,max(µρ) for
µρ ∈
[−m||~µx,t||2 + ~sTf,t+1~µf,t,m||~µx,t||2 + ~sTf,t+1~µf,t] (60)
is sufficient for finding the optimal input. A sufficient condition for guaranteeing the
mutual information increases with σ2ρ is convexity of Ert+1|ρt+1 log(1+D(rt+1, ρt+1)σ
2
ρ)
in ρt+1 (see Appendix 2.10.2). An important example satisfying this condition is
f(ρt+1) = exp(ρt+1), which satisfies the convexity condition because











2.5.3 Heuristics for the power constraint
Even though we can compute Rt+1 when Xt+1 = {~xt+1 : ||~xt+1||2 ≤ m}, efficient
heuristics for picking subsets of stimuli are still worth considering. If the size of the
subset of stimuli is small enough, then computing (µρ, σ
2
ρ) for each stimulus in the



























Figure 4: A plot showing Rt+1, Eqn. 54. The grayscale indicates the objective
function, Eqn. 37. The dots and crosses show the points corresponding to the stimuli
in Xˆheur,t+1 and Xˆball,t+1 respectively. The dark grey region centered at µρ = 0 shows
the region containing all stimuli in Xˆiid,t+1. To make the points easy to see we kept
the size of Xˆheur,t+1 and Xˆball,t+1 small; |Xˆheur,t+1| = |Xˆheur,t+1| = 100. |Xˆiid,t+1| = 104.
The points on the boundary corresponding to the largest and smallest values of µρ
correspond to stimuli which are parallel and anti-parallel to ~µt. The posterior used to
compute these quantities was the posterior after 3000 trials for the Gabor simulation
described in the text. The posterior was taken from the design which picked the
optimal stimulus in Xt+1 (i.e. ~µt is the image shown in the 1st row and 3rd column
of Figure 5).
39
we can set the size of the set to any positive integer, by decreasing the size of the set
we can sacrifice accuracy, in terms of finding the optimal stimulus, for speed.
We developed a simple heuristic for constructing finite subsets of Xt+1 = {~xt+1 :
||~xt+1||2 ≤ m} by taking linear combinations of the mean and maximum eigenvector.
To construct a subset, Xˆball,t+1, of the closed ball, we use the following procedure:
1. Generate a random number, ω, uniformly from the interval [−m,m], where m2
is the stimulus power.
2. Generate a random number, φ, uniformly from the interval [−√m2 − ω2,√m2 − ω2].
3. Add the input ~xt+1 = ω
~µx,t








~gmax is the maximum eigenvector of Cx,t.
This procedure tends to produce a set of stimuli which are dispersed throughoutRt+1.
By varying the projection of ~xt+1 along the MAP, the heuristic tries to construct a
set of stimuli for which the values of µρ are uniformly distributed on the valid interval.
Similarly, by varying the projection of each stimulus along the maximum eigenvector
we can adjust the value of σ2ρ for each stimulus. Unfortunately, the subspace of
the stimulus domain spanned by the mean and max eigenvector may not contain
the stimuli which map to the boundaries of Rt+1. Nonetheless, since this heuristic
produces stimuli which tend to be dispersed throughout Rt+1, we can usually find a
stimulus in Xˆball,t+1 which is close to being optimal.
When the mutual information is increasing with σ2ρ we can easily improve this
heuristic. In this case, the optimal stimulus always lies on the sphere Xt+1 = {~xt+1 :
||~xt+1||2 = m}. Therefore, when constructing the stimuli in a finite set, we should only
pick stimuli which are on this sphere. To construct such a subset, Xˆheur,t+1, we use
the heuristic above except we set φ =
√
m2 − ω2. Since the mutual information for
the exponential-Poisson model is increasing with σ2ρ, our simulations for this model
will always use Xˆheur,t+1 as opposed to Xˆball,t+1.
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We could also have constructed subsets of the stimulus domain, Xˆiid,t+1, by uni-
formly sampling the ball or sphere. Unfortunately, this process produces sets which
rarely contain highly informative stimuli, particularly in high-dimensions. Since the
uniform distribution on the sphere is radially symmetric, E~xt+1(µρ) = 0 and the co-
variance matrix of ~xt+1 is diagonal with entries
E~xt+1 (||~xt+1||22)
dim(~θ)




, decreases as 1/ dim(~θ), ensuring that for high-dimensional
systems the stimuli in Xˆiid,t+1 have µρ close to zero with high probability, Figure 4.
Uniformly sampling the ball or sphere, therefore, does a poor job of selecting stim-
uli which are dispersed throughout Rt+1. As a result, Xˆiid,t+1 is unlikely to contain
stimuli which are close to being maximally informative.
2.5.4 Simulation results
We tested our algorithm using computer simulations which roughly emulated typ-
ical neurophysiology experiments. The main conclusion of our simulations is that
using our information maximizing design, we can reduce by an order of magnitude
the number of trials needed to estimate ~θ [114]. This means we can increase the
complexity of neural models without having to increase the number of data points
needed to estimate the parameters of these higher-dimensional models. Furthermore,
our results show that we can perform the computations fast enough- between 10m
and 1sec depending on dim(~xt+1)- that our algorithm could be used online, during an
experiment, without requiring expensive or custom hardware.
Our first simulation used our algorithm to learn the receptive field of a visually
sensitive neuron. The simulation tested the performance of our algorithm with a
high dimensional input space. We took the neuron’s receptive field to be a Gabor
function, as a proxy model of a V1 simple cell [126]. We generated synthetic responses





































































Figure 5: The receptive field, ~µt, of a simulated neuron estimated using different
designs. The neuron’s receptive field ~θ was the 40x40 Gabor patch shown in the last
column (spike history effects were set to zero for simplicity, ~θf = 0). The stimulus
domain was defined by a power constraint Xt+1 = {~xt+1 : ||~xt+1||2 = m}. The top
three rows show the MAP if we pick the optimal stimulus in Xt+1, Xˆheur,t+1, and
Xˆiid,t+1 respectively. Xˆheur,t+1, and Xˆiid,t+1 contained a 1000 stimuli. The final 4 rows
show the results for an i.i.d. design, a design which set ~xt+1 = ~µt, a design which set
the stimulus to the maximum eigenvector of Ct, and a design which used sinusoidal
gratings with random spatial frequency, orientation and phase. Selecting the optimal
stimulus in Xt+1 or Xˆheur,t+1 leads to much better estimates of ~θ using fewer stimuli
than the other methods.
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Figure 6: The posterior entropies for the simulations shown in Fig. 5. Picking the
optimal input from Xt+1 decreases the entropy much faster than restricting ourselves
to a subset of Xt+1. However if we pick a subset of stimuli using our heuristic, then
we can decrease the entropy almost as fast as when we optimize over the full input
domain. Note that the grey squares corresponding to the i.i.d. design are being
obscured by the black triangles.
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Plots of the posterior means (recall these are equivalent to the MAP estimate of
~θ) for several designs are shown in Figure 5. The results show that 1) all info. max.
designs do better than an i.i.d. design and 2) an info. max. design which optimizes
over the full domain of the input, Xt+1 = {~xt+1 : ||~xt+1||2 = m}, does much better
then choosing the best stimulus in a subset constructed by uniformly sampling Xt+1.
The results in Figure 5 and Figure 6 show that if we choose the optimal stimulus
from a finite set then intelligently constructing the set is critical to achieving good
performance. We compared two approaches for creating the set when Xt+1 = {~xt+1 :
||~xt+1||2 = m}. The first approach selected a set of stimuli, Xˆiid,t+1, by uniformly
sampling Xt+1. The second approach constructed a set Xˆheur,t+1 for each trial using
the heuristic presented in section 2.5.3. Picking the optimal stimulus in Xˆheur,t+1
produced much better estimates of ~θ than picking the optimal stimulus in Xˆiid,t+1.
In particular, the design using Xˆheur,t+1 converged to ~θ nearly as fast as the design
which optimized over the full stimulus domain, Xt+1. These results show that using
Xˆheur,t+1 is more efficient than re-using the same set of stimuli for all trials. To achieve
comparable results using Xˆiid,t+1 we would have to increase the number of stimuli by
several orders of magnitude. Consequently, the added cost of constructing a new
stimulus set after each trial is more than offset by our ability to use fewer stimuli
compared to using a constant set of stimuli.
We also compared the info. max. designs to the limiting cases where we put all
stimulus energy along the mean or maximum eigenvector, Figure 5 and Figure
6. Putting all energy along the maximum eigenvector performs nearly as well as an
i.i.d. design. Our update, Eqn. 20, ensures that if the stimulus is an eigenvector of
Ct then the updated covariance matrix is just the result of shrinking the eigenvalue
corresponding to that eigenvector. Consequently, setting the stimulus to the max
eigenvector ends up scanning through the different eigenvectors on successive trials.
The resulting sequence of stimuli is statistically similar to that of an i.i.d. design
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because 1) the stimuli are highly uncorrelated with each other and 2) the stimuli
are highly uncorrelated with ~θ. As a result both methods generate similar marginal
distributions p(~θT~st+1) with sharp peaks at 0. Since the Fisher information of a
stimulus under the power constraint only varies with ρt+1 = ~θ
T~st+1 both methods
pick stimuli which are roughly equally informative. Consequently, both designs end
up shrinking the posterior entropy at very similar rates.
In contrast, making the stimulus on each trial parallel to the mean leads to a much
slower initial decrease of the posterior entropy. Since our initial guess of the mean
is highly inaccurate, ρt+1 = ~θ
T~st+1 is close to zero, resulting in a small value for the
Fisher information. Furthermore, sequential stimuli end up being highly correlated.
As a result, we converge very slowly to the true parameters.
We also evaluated a design which used sinusoidal gratings as the stimuli. In
Figure 5, this design produces an estimate of ~θ which already has the basic in-
hibitory/excitatory pattern of the receptive field after just 1000 trials. However, on
the remaining trials ~µt improves very little. Figure 6 shows that this design de-
creases the entropy at roughly the same rate as the i.i.d. design. The reason the
coarse structure of the receptive field appears after so few trials is because the stimuli
have a large amount of spatial correlation. This spatial correlation among the stimuli
induces a similar correlation among the components of the MAP. This spatial cor-
relation explains why the coarse inhibitory/excitatory pattern of the receptive field
appears after so few trials. However, the spatial correlation of the stimuli also makes
it difficult to estimate the higher resolution features of ~θ which is why ~µt does not
improve much between 1000 and 5000 trials.
Similar results to Figure 5 in [114] used a brute force computation and optimiza-
tion of the mutual information. The computation in [114] was possible only because
~θ was assumed to be a Gabor function specified by just three parameters (the 2-d
location of its center and its orientation). Similarly the stimuli were constrained to
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be Gabor functions. Our simulations did not assume that ~θ or ~xt+1 was Gabor. ~xt+1
could have been any 40x40 image with power m2. Attempting to use brute force in
this high dimensional space would have been hopeless. Our results show that sequen-
tial optimal design allows us to perform system identification in high-dimensional
spaces that might otherwise be tractable only by making strong assumptions about
the system.
The fact that we can pick the stimulus to increase the information about the
parameters, ~θx, which determine the dependence of the firing rate on the stimulus
is unsurprising. Since we are free to pick any stimulus, by choosing an appropriate
stimulus we can distinguish between different values of ~θx. Our GLM, however, can
also include spike-history terms. Since we cannot fully control the spike-history, a
reasonable question is whether info. max. can improve our estimates of the spike-
history coefficients, ~θf . Figure 7 shows the results of a simulation characterizing the
receptive field of a neuron whose response depends on its past spiking. The unknown





, consists of the stimulus coefficients ~θx, which were a
1-d Gabor function, and the spike history coefficients, ~θf , which were inhibitory and
followed an exponential function. The nonlinearity was the exponential function.
The results in Figure 7 show that an info. max. design leads to better estimates
of both ~θx and ~θf . Figure 7 shows the MAPs of both methods on different trials
as well as the mean squared error (M.S.E.) on all trials. In Figure 7 the M.S.E.
increases on roughly the first 100 trials because the mean of the prior is zero. The
data collected on these early trials tends to increase the magnitude of ~µt. Since, the
true direction of ~θ is still largely unknown, the increase in the magnitude of ~µt tends
to increase the M.S.E..
By converging more rapidly to the stimulus coefficients, the info. max. design
produces a better estimate of how much of the response is due to ~θx, which leads to












































































Figure 7: A comparison of parameter estimates using an info. max. design vs. an
i.i.d.design for a neuron whose conditional intensity depends on both the stimulus and
the spike history. a) The estimated stimulus coefficients ~θx, after 500 and 1000 trials,
for the true model (dashed grey), info max design (solid black), and an i.i.d.design
(solid grey). b) The mean squared error (M.S.E.) of the estimated stimulus coefficients
for the info max. design (solid black line) and the i.i.d. design (solid grey line). c)
The estimated spike-history coefficients, ~θf , after 500 and 1000 trials. d) The M.S.E
of the estimated spike-history coefficients.
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~θx and ~θf which is given by Cx,f in Eqn. 99. Consider a simple example where the
first entry of Cx,f is negative and the remaining entries are zero. In this example
θx1 and θf1 (the first components of
~θx and ~θf respectively) would be anti-correlated.
This value of Cx,f roughly means that the log-posterior remains relatively constant
if we increase θx1 but decrease θf1 . If we knew the value of θx1 then we would know
where along this line of equal probability the true parameters were located. As a
result, increasing our knowledge about θx1 also reduces our uncertainty about θf1 .
2.5.4.1 Running time
Our algorithm is suited to high-dimensional, real-time applications because it reduces
the exponential complexity of choosing the optimal design to on average quadratic
and at worst cubic running time. We verified this claim empirically by measuring the
running time for each step of the algorithm as a function of the dimensionality of ~θ,
Figure 8(a)3. These simulations used a GLM with an exponential link function. This
nonlinearity leads to a special case of our algorithm because 1) we can derive an ana-
lytical approximation of our objective function, Eqn. 43, and 2) only a 1-dimensional
search in Rt+1 is required to find the optimal input. These properties facilitate imple-
mentation but do not affect the complexity of the algorithm with respect to dim(~θ).
Using a lookup table, instead of an analytical expression, to estimate the mutual
information as a function of (µρ, σ
2
ρ) would not change the running time with respect
to dim(~θ) because Rt+1 is always 2-d. Similarly, the increased complexity of a full
2-d search compared to a 1-dimensional search in Rt+1 is independent of dim(~θ).
The main conclusion of Figure 8(a) is that the complexity of our algorithm
on average grows quadratically with the dimensionality. The solid black line shows a
polynomial of degree 2 fitted to the total running time. We also measured the running
3These results were obtained on a machine with a dual core Intel 2.80GHz XEON processor
running Matlab.
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Figure 8: a) The running time of the four steps that must be performed on each
iteration as a function of the dimensionality of ~θ. The total running time as well
as the running times of the eigendecomposition of the covariance matrix (eigen.),
eigendecomposition of A in Eqn. 107 (quad. mod.), and posterior update were well
fit by polynomials of degree 2. The time required to optimize the stimulus as a
function of λ was well fit by a line. The times are the median over many iterations.
b) The running time of the eigen decomposition of the posterior covariance on average
grows quadratically because many of our eigenvectors remain unchanged by the rank
one perturbation. We verified this claim empirically for one simulation by plotting
the number of modified eigenvectors as a function of the trial. The data is from a
20x10 Gabor simulation.
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time of the 4 steps that make up our algorithm: 1) updating the posterior 2) com-
puting the eigendecomposition of the covariance matrix 3) modifying the quadratic
form for σ2ρ to eliminate the linear constraint (that is finding the eigendecomposition
of A in Eqn. 107) and 4) finding the optimal stimulus. The solid lines indicate fitted
polynomials of degree 1 for optimizing the stimulus and degree 2 for the remaining
curves. Optimizing the stimulus entails searching along the upper boundary of Rt+1
for the optimal pair (µ∗ρ, σ
2
ρ




running time of these operations scale as O(dim(~θ)) because computing σ2ρ,max as a
function of λ requires summing dim(~θ) terms, Eqn. 113. When ~θ was 100 dimensions,
the total running time was about 10ms which is within the range of tolerable latencies
for many experiments. Consequently, these results support our conclusion that our
algorithm can be used in high-dimensional, real-time applications.
When we optimize under the power constraint, the bottleneck is computing the
eigendecomposition. In the worst case the cost of computing the eigendecomposition
will grow as O(dim(~θ)3). Figure 8(a), however, shows that the average running
time of the eigendecomposition only grows quadratically with the dimensionality.
The average running time grows as O(dim(~θ)2) because most of the eigenvectors
remain unchanged after each trial. The covariance matrix after each trial is a rank 1
perturbation of the covariance matrix from the previous trial and every eigenvector
orthogonal to the perturbation remains unchanged. A rank-1 update can be written
as,
M ′ =M + ~z~zT , (62)
where M and M ′ are the old and perturbed matrices respectively. Clearly, any
eigenvector, ~g, of M orthogonal to the perturbation, ~z, is also an eigenvector of M ′
because
M ′~g =M~g + ~z~zT~g =M~g = c~s, (63)
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where c is the eigenvalue corresponding to ~g.
If the perturbation leaves most of our eigenvectors and eigenvalues unchanged
then we can use the Gu-Eisenstat algorithm to compute fewer than dim(~θ) eigenvalues
and eigenvectors, thereby achieving on average quadratic running time [68, 41, 135].
Asymptotically, we can prove that the perturbation is correlated with at most 2
eigenvectors, Section 2.7. Consequently, asymptotically we need to compute at
most two new eigenvectors on each trial. These asymptotic results, however, are
not as relevant for the actual running time as empirical results. In Figure 8(b)
we plot, for one simulation, the number of eigenvectors which are perturbed by the
rank 1 modification. On most trials fewer than dim(~θ) eigenvectors are perturbed by
the update. These results rely to some extent on the fact that our prior covariance
matrix was white and hence had only 1 distinct eigenvalue. On each subsequent
iteration we can reduce the multiplicity of this eigenvalue by at most one. Our
choice of prior covariance matrix therefore helps us manage the complexity of the
eigendecomposition.
2.6 Important extensions
In this section we consider two extensions of the basic GLM which expands the
range of neurophysiology experiments to which we can apply our algorithm. The two
extensions are: 1) handling nonlinear transformations of the input and 2) dealing with
time-varying ~θ. In both cases, our method for picking the optimal stimulus from a
finite set requires only slight modifications. Unfortunately, our procedure for picking
the stimulus under a power constraint will not work if the input is pushed through a
nonlinearity.
2.6.1 Input nonlinearities
Neurophysiologists routinely record from neurons which are not primary sensory neu-
rons. In these experiments, the input to a neuron is a nonlinear function of the
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Figure 9: A GLM in which we first transform the input into some feature space
defined by the nonlinear functions Wi(~xt) which in this case are squaring functions.
stimulus due to the processing in earlier layers. To make our algorithm work in these
experiments, we need to extend our GLM to model the processing in these earlier lay-
ers. The extended model shown in Figure 9 is a nonlinear-linear-nonlinear (NLN)
cascade model [170, 2, 116]. The only difference from the original GLM is how we
define the input,
~st = [W1(~xt), . . . ,Wnw(~xt), rt−1, . . . , rt−ta ]
T . (64)
The input now consists of nonlinear transformations of the stimulus. The nonlinear
transformations are denoted by the functions Wi. These functions map the stimulus
into feature space; a simple example being the case where the functions Wi represent
a filter bank. nw denotes the number of nonlinear basis functions used to transform
the input. For convenience, we will denote the output of these transformations as
~W (~xt) = [W1(~xt), . . . ,Wnw(~xt)]
T . As before our objective is picking the stimulus
which maximizes the mutual information about the parameters, ~θ. For simplicity, we
have assumed that the response does not depend on past stimuli but this assumption
could easily be dropped.
NLN models are frequently used to explain how sensory systems process informa-
tion. In vision for example, MT cells can be modeled as a GLM whose input is the
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output of a population of V1 cells [131]. In this model, V1 is modeled as a population
of tuning curves whose output is divisively normalized. Similarly in audition, cochlear
processing is often represented as a spectral decomposition using gammatone filters
[37, 117, 91, 143]. NLN models can be used to model this spectral decomposition of
the auditory input, as well as the subsequent integration of information across fre-
quency [65]. One of the most important NLN models in neuroscience is the energy
model. In vision, energy models are used to explain the spatial invariance of complex
cells in V1 [1, 36, 124]. In audition, energy models are used to explain frequency
integration and phase insensitivity in auditory processing [65, 20].
Energy models integrate information by summing the energy of the different input








Each linear filter, ~φi, models the processing in an earlier layer or neuron. For sim-
plicity, we present the energy model assuming the firing rate does not depend on past
spiking. As an example of the energy model, consider a complex cell. In this model,
each ~φi models a simple cell. The complex cell then sums the energy of the outputs
of the simple cells.
Energy models are an important class of models compatible with the extended
GLM shown in Figure 9. To represent an energy model in our framework, we need
to express energy integration as a nonlinear-linear-nonlinear cascade. We start by








The right hand side of this expression has more degrees of freedom than our original





can write the energy model as
E(rt) = f(~x
T








where xi,t denotes the i
th component of ~xt. This model is linear in the matrix coef-
ficients Qi,j and the products of the stimulus components xi,txj,t. To obtain a GLM
we use the input nonlinearity, ~W , to map ~xt to the vector [x1,tx1,t, ..., xi,txj,t, ...]
T .
The parameter vector for the energy model is the matrix Q rearranged as a vector
~θ = [Q1,1, . . . , Qi,j, . . .]
T , which acts on feature space not stimulus space.
Using the functions, Wi, to project the input into feature space does not affect
our strategy for picking the optimal stimulus from a finite set. We simply have to
compute ~W (~xt+1) for each stimulus before projecting it into Rt+1 and computing
the mutual information. Our solution for optimizing the stimulus under a power
constraint, however, no longer works for two reasons. First, a power constraint on
~xt+1 does not in general translate into a power constraint on the values of ~W (~xt+1).
As a result, we cannot use the algorithm of Section 2.5.2 to find the optimal values
of ~W (~xt+1). Second, assuming we could find the optimal values of ~W (~xt+1), we would
need to invert ~W to find the actual stimulus. For many nonlinearities, the energy
model being one example, ~W is not invertible.
To estimate the parameters of an energy model, we use our existing update method
to construct a Gaussian approximation of the posterior in feature space, p(~θ|~µt,Ct).
We can then use the MAP to estimate the input filters ~φi. The first step is to rearrange
the terms of the mean, ~µt, as a matrix, Qˆ. We then estimate the input filters, ~φ
i, by
computing the singular value decomposition (SVD) of Qˆ. If Qˆ converges to the true
value, then the subspace corresponding to its non-zero singular values should equal
the subspace spanned by the true filters, ~φi.































Figure 10: Plot shows the mapping of different stimulus sets into Rt+1 after 500
trials. Xˆheur,t+1 consists of 1000 stimuli selected using the heuristic described in the
text. Xˆiid,t+1 consists of 1000 stimuli randomly sampled from the sphere ||~xt+1||2 = m.
Xˆtones is a set of 1000 pure tones with random phase and frequency, and power equal to
m2. All mappings were computed using the same posterior which was taken from the
simulation which picked the optimal stimulus in Xˆheur,t+1 on each trial. The shading
of the dots is proportional to the the mutual information for each input, Eqn. 43. The
plots show that Xˆheur,t+1 contains more informative stimuli than Xˆiid,t+1 and Xˆtones
and that the stimuli in Xˆheur,t+1 are more dispersed in (µρ, σ2ρ) space.
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Qˆi,j = ~µi+(j−1)·dim(~x),t (71)
where ~µi,t is the i
th component of ~µt. rt in this example has no dependence on
past responses, hence we do not need to sum over the past responses to compute µρ
(i.e ta = 0). Qˆ is just the MAP, ~µt, rearranged as a dim(~x) × dim(~x) matrix. We
construct each stimulus in Xˆheur,t+1 as follows:
1. We randomly pick an eigenvector, ~ν, of Qˆ with the probability of picking each
eigenvector being proportional to the relative energy of the corresponding eigen-
value.
2. We pick a random number, ω, by uniformly sampling the interval [−m,m],
where m2 is the maximum allowed stimulus power.
3. We choose a direction, ~ω, orthogonal to ~ν by uniformly sampling the dim(~θ)−1
unit sphere orthogonal to ~ν.
4. We add the stimulus,
~x = ω~ν +
√
m2 − ω2~ω (72)
to Xˆheur,t+1.
This heuristic works because for the energy model, ρt+1 = ~x
T
t+1Q~xt+1 measures the
energy of the stimulus in feature space. For this model, feature space is defined by the
eigenvectors of Q. Naturally, if we want to increase ρt+1 we should increase the energy
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of the stimulus along one of the basis vectors of feature space. The eigenvectors of Qˆ
are our best estimate for the basis vectors of feature space. Hence, µρ, the expected
value of ρt+1, varies linearly with the energy of the input along each eigenvector of
Qˆ, Eqn. 70.
The effectiveness of our heuristic is illustrated in Figure 10. This figure illustrates
the mapping of stimuli into Rt+1 space for stimulus sets constructed using our heuris-
tic, Xˆheur,t+1, and stimulus sets produced by uniformly sampling the sphere, Xˆiid,t+1.
Our heuristic produces a set of stimuli which is more spread out on the range of µρ.
As a result, Xˆheur,t+1 contains more informative stimuli than Xˆiid,t+1.
2.6.1.1 Auditory simulation
We applied these estimation and optimization procedures to a simulation of an audi-
tory neuron. We modeled the neuron using an energy model. For simplicity, our
hypothetical neuron received input from just two neurons in earlier layers. We
modeled these input neurons as gammatone filters which were identical except for
a 90 degree difference in phase [37, 117]. We generated spikes by sampling a
conditional Poisson process whose instantaneous, conditional firing rate was set by
Eqn. 65 with Qtrue = ~φ
1~φ1,T + ~φ2~φ2,T , ~φ1 and ~φ2 being the gammatone filters, and
f(ρt+1) = exp(ρt+1). We estimated the parameters, Q, using an i.i.d. and two info.
max. designs. The i.i.d. design uniformly sampled the stimulus from the sphere
||~xt+1||2 = m2. The two info. max. designs picked the optimal stimulus in a subset
of stimuli drawn from the sphere. In one case this set was constructed using our
heuristic while in the other case it was constructed by uniformly sampling the sphere.
The results of our simulations are shown in Figure 11. When finding the MAP
of ~θ, we restricted ~µt such that the corresponding matrices, Qˆ, were symmetric but
not necessarily rank-2. The rank-2 restriction is unnecessary because the number






















































Figure 11: Simulation results for the hypothetical auditory neuron described in
the text. Simulated responses were generated using Eqn. 65 with ~φ1 and ~φ2 being
gammatone filters. These filters were identical except for the phase which differed by
90 degrees. The results compare an i.i.d. design, two info. max. designs, and a design
using pure tones. The two info. max. designs picked the optimal stimulus in the sets
Xˆheur,t+1 and Xˆiid,t+1 respectively; both sets contained a 1000 inputs. The i.i.d. design
picked the input by uniformly sampling the sphere ||~xt+1||2 = m. The pure tones had
random frequency and phase but power equal to m2. To illustrate how well ~φ1 and
~φ2 can be estimated we plot the reconstruction of ~φ1 and ~φ2 using the first two
principal components of the estimated Q. The info. max. design using a heuristic
does much better than an i.i.d. design. For this info. max. design, the gammatone
structure of the two filters is evident starting around 100 and 500 trials respectively.
By 1000 trials, the info max design using Xˆheur,t+1 has essentially converged to the
true parameters, whereas for the i.i.d. design the gammatone structure is only starting
to be revealed after 1000 trials.
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Figure 12: The mean squared error (M.S.E.) of the estimated filters shown in Figure
11. a) The M.S.E. of ~φ1. b) The M.S.E. of ~φ2. The solid black and dashed black
lines show the results for designs which picked the optimal stimulus in Xˆheur,t+1 and
Xˆiid,t+1 respectively. The solid grey line is for pure tones. The dashed grey line is for
an i.i.d. design.
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To show how well the true gammatone filters can be estimated from the principal
components of Qˆ, we show in Figure 11 the reconstruction of ~φ1 and ~φ2 using the
first two principal components of Qˆ; that is the linear combination of the projections
of each filter along the first two principal components.
Figures 11 & 12 show that by picking the optimal stimulus in Xˆheur,t+1, the
MAP converges more rapidly to the true gammatone filters. In Figure 11, the
design which uses pure tones as the inputs appears to produce good estimates of
the filters. These results, however, are somewhat misleading. Since these inputs are
restricted to tones, the inputs which cause the neuron to fire are highly correlated.
As a result, the estimated receptive field is biased by the correlations in the input.
Since gammatone filters are similar to sine-waves, in some sense this bias means using
pure tones will rapidly produce a coarse estimate of the gammatone filters. However,
since the pure tones are highly correlated, it is difficult to remove these correlations
from the estimated receptive field and resolve the finer structure of the filters. This
behavior is evident in Figure 12 which shows that after 1000 trials, the M.S.E. for
the pure tones design does not decrease as fast as for the alternative designs.
Also evident in the info. max. results is the exploitation-exploration trade-off
[79]. To increase the information about one of the expected filters, we need to pick
stimuli which are correlated with this filter. Since the input filters are orthogonal and
the stimulus power is constrained, we can only efficiently probe one filter at a time.
The exploitation-exploration trade-off explains why on trials 100-500, the estimate
of the first filter improves much more than the second filter. On these trials, the
algorithm exploits its knowledge of the first filter rather than searching for other
filters. After roughly 500 trials, exploring becomes more rewarding then exploiting
our estimate of ~φ1. Hence, the info. max. design picks stimuli orthogonal to the first
gammatone filter, which eventually leads to us finding the second filter.
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2.6.2 Time-varying ~θ
Neural responses often change slowly over the course of an experiment due to changes
in the health, arousal, or attentive state of the preparation [88]. If we knew the
underlying dynamics of ~θ then we could try to model these changes. Unfortunately,
incorporating arbitrary, nonlinear dynamical models of ~θ into our information maxi-
mizing strategy is non-trivial because we would have to compute and maximize the
expectation of the mutual information with respect to the unobserved changes in ~θ.
Furthermore, even when we expect that ~θ is varying systematically, we often have
very little a-priori knowledge about these dynamics. Therefore, instead of trying to
model the actual changes in ~θ, we simply model the fact that the changes in ~θ will
cause our uncertainty about ~θ to increase over time in the absence of additional ob-
servations. We can capture this increasing uncertainty by assuming that after each
trial ~θ changes in some small and unknown way [54],
~θt+1 = ~θt + ~wt (73)
where ~wt is normally distributed with a known mean and covariance matrix, Π. Using
this simple model, we can factor into our optimization the loss of information about
~θ due to its unobserved dynamics. Our use of Gaussian noise can be justified using a
maximum entropy argument. Since the Gaussian distribution maximizes the entropy
for a particular mean and covariance, we are in some sense overestimating the loss of
information due to changes in ~θ. As a result, our uncertainty no longer converges to
zero even asymptotically. This is the key property that our model must capture to
ensure our info. max. algorithm will pick optimal stimuli. If we assume ~θ is constant,
then we would underestimate our uncertainty and by extension the amount of new
information each stimulus would provide. Consequently, the info. max. algorithm
would do a poor job of picking the optimal stimulus.






























































Figure 13: Estimating the receptive field when ~θ is not constant. a) The posterior
means ~µt and true ~θt plotted after each trial. ~θ was 100 dimensional, with its compo-
nents following a Gabor function. To simulate slow drifts in eye position the center
of the Gabor function was moved according to a random walk in between trials. We
modeled the changes in ~θ as a random walk with a white covariance matrix, Π, with
variance .01. In addition to the results for random and information-maximizing stim-
uli, we also show the ~µt estimated using stimuli chosen to maximize the information
under the (mistaken) assumption that ~θ was constant. Each row of the images plots
~µt using intensity to indicate the value of the different components. b) Details of the
posterior means ~µt on selected trials. c) Plots of the posterior entropies as a function
of trial number; once again, we see that information-maximizing stimuli constrain the
posterior of ~θ more effectively. The info. max. design selected the optimal stimulus
from the sphere ||~xt+1||2 = m. The i.i.d. design picked stimuli by uniformly sampling
this sphere.
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described in Section 2.3 and Section 2.5. The only difference due to a time-varying
~θ is that the covariance matrix of p(~θt+1|s1:t+1, r1:t+1) is in general no longer just
a rank-one modification of the covariance matrix of p(~θt|s1:t, r1:t). Therefore, we
cannot use the rank-one update to compute the eigendecomposition. However, since
we may not have any a-priori knowledge about the direction of changes in ~θ, it is
often reasonable to assume ~wt has mean zero and white covariance matrix, Π = cI.
In this case the eigenvectors of Ct +Π are those of Ct and the eigenvalues are ci + c
where ci is the i
th eigenvalue of Ct; in this case, our methods may be applied without
modification. In cases where we expect ~θ varies systematically, we could try to model
those dynamics more accurately by selecting an appropriate mean and covariance
matrix for ~wt.
Figure 13 shows the results of using an info. max. design to fit a GLM to a
neuron whose receptive field drifts non-systematically with time. The receptive field
was a 1-dimensional Gabor function whose center moved according to a random walk
(we have in mind a slow random drift of eye position during a visual experiment).
Even though only the center of ~θ moved, we still modeled changes in ~θ using Eqn. 73.
The results demonstrate the benefits of using an information-maximization design to
estimate a time varying ~θ. Even though we cannot reduce our uncertainty below a
level determined by Π, the info. max. design can still improve our estimate of ~θ
compared to using random stimuli.
2.7 Asymptotically optimal design
Our simulation results have shown that our algorithm can decrease our uncertainty
more rapidly than an i.i.d. design. Naturally, we would also like to know how well we
do compared to the truly optimal design. To efficiently maximize I(rt+1; ~θ|s1:t+1, r1:t)
we approximated the posterior as a Gaussian distribution. We would like to know
how much this approximation costs us. In this section, we use an asymptotic analysis
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to investigate this question.
The basis of this section is a central-limit like theorem for information maximizing
designs proved in [114]. This theorem states that asymptotically the information
maximizing design decreases our uncertainty at the same rate as a design which
maximizes the expected Fisher information. This theorem uses the fact that the





p→ E~x(Jexp(~θ, ~x)) (75)
popt(~x) = argmax
p(~x)
log |E~x(Jexp(~θ, ~x))|. (76)
Here the convergence, denoted by p, is in probability. Jexp is the expected Fisher
information (evaluated at the true parameters). The expectation over ~x is with
respect to the distribution popt(~x); the lack of the temporal subscript on ~x means the
distribution is independent of time. popt represents an experimental design which picks
the stimulus by sampling the stimulus distribution which maximizes the expected
Fisher information, Eqn. 76. This design is non-adaptive, i.e. independent of the
data already observed, because unlike our information maximizing design, popt(~x) is
independent of the posterior at time t. Asymptotically, the information maximizing
design decreases our uncertainty at the same rate as popt because our uncertainty at
time t is our prior uncertainty minus the information in the observations. As t→∞,
the contribution of the prior information to the posterior entropy becomes negligible
since we are dealing with an infinite series. Consequently, as t→∞, minimizing the
posterior entropy becomes equivalent to maximizing the rate at which information is
acquired, i.e. the expected information of each observation, Eqn. 76. Even though
the info. max. design is asymptotically equivalent to popt(~x), we cannot use popt(~x)
instead of the info. max. design in actual experiments because to compute popt(~x) we
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need to know ~θ.
The limit theorem for information maximizing designs, Eqns. 74 & 75, only
holds if the order of the trials does not matter as t → ∞ [114]. Consequently, we
can only apply Eqn. 75 to situations where rt depends only on the current stimulus,
i.e. ~st = ~xt. Hence, in the remainder of this section we use ~xt instead of ~st.
popt(~x) is the maximizer of a concave function over the convex set of valid stimulus
distributions p(~x). Finding popt(~x) is closely related to “D-optimality” in the exper-
imental design literature [57]. Since the log-determinant is concave, finding popt(~x)
should be numerically stable because there are no local optima. In reality numerical
approaches become impractical when the stimulus domain is large. However, approx-
imate approaches are still feasible; for example, we could search for the best p within
some suitably-chosen lower-dimensional subspace of the (|X | − 1)-dimensional set of
all possible p(~x).
Fortunately, when the stimulus domain is defined by a power constraint, there
exists a semi-analytical solution for popt. The complexity of this solution turns out
to be independent of the dimensionality of the stimulus ~x. We derive this result in
the next section. In Section 2.7.3, we present results showing that our information-
maximizing designs converge to the limiting design. These results show that our
implementation is asymptotically optimal, despite the approximations we have made
for numerical efficiency.
These asymptotic results allow us to quantify the relative efficiency of the infor-
mation maximizing design compared to an i.i.d. design. For an i.i.d. design, Eqns.
74 & 75 still hold, under appropriate conditions, provided we take the expectation
in Eqn. 75 with respect to the distribution, piid(~x), from which stimuli are selected
on each trial [157]. As a result we can use Eqn. 75 to compute and compare the
asymptotic performance of our information maximizing design and piid(~x). In this
section the stimulus distribution piid(~x) will refer to a uniform distribution on the
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sphere ||~x||2 = m.
2.7.1 Asymptotically optimal design under a power constraint
In this section we discuss the problem of finding popt(~x) under the power constraint
||~x||2 ≤ m. This turns out to be surprisingly tractable: in particular, we may re-
duce this apparently infinite-dimensional problem to a two-dimensional optimization
problem which we can easily solve numerically.
Without loss of generality, we choose a coordinate system in which ~x is aligned
with ~θ: θi = 0 ∀ i 6= 1. Using this parameterization, we may write our objective
function as
F (p(~x)) = log |E~xJexp(~θ, ~x)| (77)
= log
∣∣∣Ex1(Er|x1D(r, x1θ1)Ex2...xdim(~θ)|x1 (~x~xT ) )∣∣∣ (78)
Recall the subscripts of ~x denote its components. The second integral above is just the
correlation matrix of ~x taken over the stimulus distribution conditioned on x1. A sim-
ple symmetry argument, along with the log-concavity of the determinant, establishes
that we may always find a spherically symmetric distribution p(x2, . . . , xdim(~θ)|x1)
which maximizes F for some p(x1) (the proof is in Appendix 2.10.4).
If we consider only spherically symmetric p(x2, . . . , xdim(~θ)|x1), we can easily eval-








where Idim(~x)−1 is the dim(~x) − 1 dimensional identity matrix. Using this result we
can easily evaluate the log-determinant of the asymptotic covariance matrix,
log |E~xJexp(~θ, ~x)| = logEx1Er|x1D(r, x1θ1)x21
+ (dim(~θ)− 1) logEx1Er|x1D(r, x1θ1)
E||~x||22
∣∣x1||~x||22 − x21
dim(~θ)− 1 . (80)
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To maximize the second term under a power constraint, p(||~x||2
∣∣x1) should have all
its support on ||~x||2 = m. Since we also know popt(x2, . . . , xdim(~θ)|x1) is spherically
symmetric, popt(x2, . . . , xdim(~θ)|x1) is just a uniform distribution on the dim(~θ) − 1-
dimensional sphere of radius
√










φ = Ex1(Er|x1D(r, x1θ1)x1
2) (82)
β = Ex1(Er|x1D(r, x1θ1)).
This objective function depends on p(x1) only through the two scalars φ and β, each
of which is simply a linear projection of p(x1). As a result, we can always find a
popt(x1) which is supported on just two values of x1
4. Thus we have reduced our
objective function to









1 + (1− w)Er|y2D(r, y2θ1)y22
)
+ (dim(~θ)− 1) log
(
wEr|y1D(r, y1θ1)(m
2 − y21) + (1− w)Er|y2D(r, y2θ1)(m2 − y22)
)
+ const., (83)
which has just three unknown parameters: the two support points (y1, y2) of p(x1),
where −m ≤ y1 ≤ y2 ≤ m and the relative probability mass on these support points
(w here denotes the mass on the point y1). w can be computed analytically as a
function of (y1, y2) by setting the derivative of Eqn. 83 with respect to w to zero.
As a result, solving for the best values of (y1, y2, w) requires a simple 2-dimensional
4Suppose we can find some optimal distribution q(x1) supported on more than two points. We can
simply change q(x1) without changing our objective function by moving in some direction orthogonal
to the two projections φ and β of q(x1). We may continue moving until we hit the boundary of the
simplex of acceptable q(x1) (i.e., until q(x1) = 0 for some value of x1). By iterating this argument,
we may reduce the number of points for which popt(x1) > 0 down to two.
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numerical search over all pairs (y1, y2). In practice we have found that the optimal
p(x1) has support on a single point, y1 = y2, which reduces our problem to a one-
dimensional search. While we cannot prove that this reduction holds in general, we
can prove that it holds asymptotically as we increase dim(~θ).
To prove that popt(x1) converges to a distribution with support on a single point as
dim(~θ)→∞, we show that for any (y1, y2) the optimal weight on y1 asymptotically
tends to w = 0 or w = 1. For any (y1, y2) we compute w by setting the derivative of
Eqn. 83 with respect to w to 0,
w =
b dim(~θ)y22(am
2 − bm2 − ay21 + by22)− abm2y21 + abm2y22
dim(~θ) (by22 − ay21) (am2 − bm2 − ay21 + by22)
(84)
a = Er|y1D(r, y1θ1) (85)
b = Er|y2D(r, y2θ2). (86)
Now whenever the above equation yields w ∈ [0, 1], that w is the optimal weight on
y1. If w is outside this interval then w = 0 or w = 1 depending on which of these two
values maximizes Eqn. 83.







b and a are positive because the Fisher information is always positive . Furthermore,
y2 > y1 by assumption. These facts ensure that
lim
dim(~θ)→∞
w ≤ 0 or lim
dim(~θ)→∞
w ≥ 1 (88)
In either case, the optimal weight ends up being w = 1 or w = 0 so the optimal
distribution only has support on a single point as dim(~θ)→∞.
2.7.2 Relative efficiency of the info. max. design
We can quantify the relative efficiency of the information maximizing design to the






















































Figure 14: We measure the relative efficiency of the info. max. design to the i.i.d.
as the ratio of the variances, Eqn. 89, for the exponential-Poisson model. a)
σ2iid(~ω)
σ2info(~ω)
as a function of the dimensionality of ~θ. The ratio is computed with ~ω set to a unit
vector in the direction of ~θ and a direction orthogonal to ~θ. The info. max. design
decreases the variance in the direction of ~θ faster than the i.i.d. design by a factor
which increases linearly with dim(~θ).
σ2iid(~ω⊥)
σ2info(~ω⊥)
has a value greater than one and is
relatively flat with respect to dim(~θ). Consequently, as dim(~θ) increases the info.
max. design becomes more efficient at reducing the variance in the direction of ~θ
but not in directions orthogonal to ~θ. The stimulus domain was the unit sphere.
The magnitude of ~θ was also set to one. b)
σ2iid(~ω)
σ2info(~ω)
as a function of the magnitude
of ~θ when dim(~θ) = 1000. The graph shows that the info. max. design becomes
exponentially more efficient than the i.i.d. design as we increase ||~θ||2. The stimulus
domain was again the unit sphere.
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measures how much faster the info. max. design decreases the variance in direction
~ω (a unit vector) than the i.i.d. design. Cinfo and Ciid are the asymptotic covariance


















is parallel to ~θ and has an eigenvalue of E~xEr|~xD(r, ~xT~θ)
(~xT ~θ)2
||~θ||22























where p(~x) depends on whether we are computing σ2info(~ω) or σ
2
iid(~ω). ~ω‖ is a unit
vector parallel to ~θ and ~ω⊥ is a unit vector orthogonal to ~θ. Using these expressions
for σ2(~ω), we can compute the efficiency,
σ2iid(~ω)
σ2info(~ω)
, numerically for any nonlinearity.
For the exponential-Poisson model we can derive some illustrative analytical results
about the scaling of
σ2iid(~ω)
σ2info(~ω)
with respect to dim(~θ) and ||~θ||2.

















T~θ)(m2 − (~xT ~θ)2||~θ||22 )
Epiid(~x) exp(~x
T~θ)(m2 − (~xT ~θ)2||~θ||22 )
(94)
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Naturally both σ2iid(~ω) and σ
2
info(~ω) increase with dim(
~θ) because as the dimension-
ality increases, we collect fewer observations in each direction for a fixed number of
trials. Hence as dim(~θ) increases, the variance increases.
Since the information of any stimulus depends on ρt, we would expect that the
info. max. design. would become more efficient as dim(~θ) increases. Intuitively, as
dim(~θ) increases, the probability of an i.i.d. design picking a direction which is highly
correlated with ~θ decreases because the variance of (~xT~θ) decreases linearly with
dim(~θ)(see Section 2.5.3). In contrast, the info. max. design can use knowledge of
~θ to ensure ρt is large with high probability even as the dimensionality grows.
We can in fact show that
σ2iid(~ω‖)
σ2info(~ω‖)
is asymptotically linear in dim(~θ). The d−1
scaling of the variance of (~xT~θ) for the i.i.d. design means that σ2iid(~ω‖) and σ
2
iid(~ω⊥)
increase linearly with d5. For the i.i.d. design each stimulus is equally likely. There-
fore, the number of observations in any direction should decrease linearly with dim(~θ).
As a result, the variance in any direction increases linearly with dim(~θ).
In contrast, the info. max. design can use the exponential increase of the Fisher
information with ~xT
~θ
||~θ||2 to produce a slower increase of σ
2
info with d. To analyze
the info. max. design we use the fact that as dim(~θ) → ∞, popt(x1) converges to a
distribution which has support on a single point, x1. Furthermore, we can easily show,
see Appendix 2.10.5, that as dim(~θ)→∞, x1 converges to a constant away from 0
and m. This result means that σ2info( ~ω‖) is constant asymptotically with dim(~θ) while
σ2info( ~ω⊥) increases linearly with dim(~θ). Since σ
2
iid(~ω‖) scales linearly with dim(~θ)
and σ2info(~ω‖) is asymptotically constant with respect to dim(~θ), the relative efficiency
5For the i.i.d. design, p(~xT ~θ||~θ||2 ) has mean zero and variance m
2/dim(~θ) (see Section 2.5.3
and [114];note that [114] mistakenly had a scaling of dim(~θ)−2 here, instead of the correct rate
of dim(~θ)−1). This result ensures that ~xT ~θ||~θ||2 converges to zero at the rate dim(
~θ)−1/2. Since the
power of ~x is constrained and the variance of ~xT ~θ||~θ||2 decreases as 1/dim(
~θ), it follows that both
σ2iid(~ω‖) and σ
2
iid(~ω⊥) increase linearly with dim(~θ).
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In directions orthogonal to ~θ, the relative efficiency of the info. max. design is
constant with respect to dim(~θ) because σ2iid(~ω⊥) and σ
2





These results are also plotted in Figure 14(a). The important conclusion is that
as dim(~θ) increases we can reduce our uncertainty about ~θ by a factor of dim(~θ) by
using an info. max. design as opposed to an i.i.d. design.
We can also consider the effect of increasing ||~θ||2 for the exponential-Poisson
model. For this model, increasing ||~θ||2 is roughly equivalent to increasing the signal
to noise ratio because the Fisher information increases exponentially with ||~θ||2. The
info. max. design can take advantage of the increase in the Fisher information by
putting more stimulus energy along ~θ. For the i.i.d. design most stimuli are orthogonal
or nearly orthogonal to ~θ. Therefore, we would expect an increase in ||~θ||2 to produce
a much smaller decrease in the variances for the i.i.d. design than for the info. max.
design.
We can easily show that σ2i.i.d.(~ω)/σ
2
info(~ω) increases at least exponentially with
||~θ||2 by assuming that popt(x1) is supported on a single point, x1. As we showed
earlier, this assumption is always valid in the limit dim(~θ)→∞. By taking the limit
of x1 as ||~θ||2 → ∞ (see Appendix 2.10.5), we can show that x1 converges to m.
In contrast, for the i.i.d. design the probability of ~xT
~θ
||~θ||2 being close to m is bounded
away from 1. These differences in the marginal distribution of p(~xT
~θ
||~θ||2 ) for the i.i.d.







































Figure 15: Comparison of the empirical posterior covariance matrix to the asymp-
totic variance predicted by Eqn. 75. Despite our approximations, the empirical co-
variance matrix under an info. max. design converged to the predicted value. a)
The top axis shows the variance in the direction of the posterior mean. The bottom
axis is the geometric mean of the variances in directions orthogonal to the mean;
asymptotically the variances in these directions are equal. The unknown ~θ was a
11x15 Gabor patch. Stimuli were selected under the power constraint using an i.i.d.
or info. max. design. b) The mean squared error between the empirical variance and
the asymptotic variance.
2.7.3 Convergence to the asymptotically optimal covariance matrix
We can verify whether our design converges to the asymptotic design by testing
whether the covariance matrix of the posterior converges to the value predicted by
Eqn. 75, Figures 15 & 16. If the covariance matrix does not converge then we conclude
that our design is not decreasing our uncertainty as fast as the asymptotically optimal
design.
Since the complexity of computing popt under a power constraint is independent











































Figure 16: Comparison of the empirical variance of the posterior in our simulations
to the asymptotic variance predicted based on the central limit theorem. The info.
max. design picked the optimal stimulus from a small number of stimuli (see text
for details). a) The axes compare the minimum eigenvalue and maximum eigenvalue
of the asymptotic covariance matrix to the empirical variance in the direction of the
corresponding eigenvalue. b) A plot of the mean squared error between the empirical
variance and the asymptotic variance.
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Gabor results presented earlier. The symmetry of p(x2 . . . xdim(~θ)|x1) for the optimal
and i.i.d. designs means the asymptotic covariance matrix has a simple structure: one
eigenvector is parallel to ~θ, and the eigenvalues corresponding to all of the other eigen-
vectors (which are orthogonal to ~θ) are equal. Therefore we just plot and compare
the variance in the direction ~θ and the geometric mean of the variances in directions
orthogonal to ~θ.
We also wanted to test our info. max. design when we pick the stimulus from
a finite set. We chose a low 5-dimensional example with just 100 stimuli to make
computing popt numerically tractable. When ~xt+1 is restricted to a finite set, the
asymptotic covariance matrix is no longer diagonal with directions orthogonal to ~θ
having equal variance. Therefore, in Figure 16, we compare the maximum and
minimum eigenvalues of the asymptotic covariance matrix to the empirical variance
in these directions. We also plot the mean squared error between the empirical and
asymptotic covariance matrices. For comparison, we also computed the asymptotic
variance for an i.i.d. design.
In the figures, the variances are relatively flat at the beginning because of the
1-dimensionality of our GLM and the flatness of our prior. Since the 1-dimensional
GLM only collects information in one direction, we need to make dim(~θ) observations
in order to decrease our initial uncertainty in all directions. Until we make dim(~θ)
observations, the probability of the stimuli being correlated with ~θ is low and the
variance in this direction remains high.
The main point of these figures is that our design does converge to the asymptot-
ically optimal design. Furthermore we see that maximizing the information decreases
the variance much faster than an i.i.d. design. This is the expected result based on
a theorem in [114] that ensures the posterior entropy of an info. max. design will
in general be asymptotically no greater than that of an i.i.d. design. Info. max does
better whenever the limiting design popt(~x) depends on ~θ, as this ensures there is not
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Figure 17: Effect of model misspecification. Info. max. stimuli were selected using
the wrong nonlinearity. The results compare the accuracy of the estimated ~θ using
i.i.d. stimuli versus info. max. stimuli. Since the parameters can at best be estimated
up to a scaling factor, a) shows the angle between the estimated parameters and their
true value. b) A plot of the expected firing rate as a function of ρt+1 for the true
and assumed nonlinearities. The true nonlinearity was f(ρt+1) = log(1+exp(~θ
T~st+1))
while the assumed nonlinearity was f(ρt+1) = exp(~θ
T~st+1).
a single distribution which simultaneously maximizes the efficiency for all (a priori
unknown) values of ~θ. For our GLM with a conditional Poisson, Figure 2.2, the
Fisher information depends on the stimulus and ~θ. Therefore, the optimal design
cannot be determined a-priori.
2.8 Misspecified Models
We used simulations to investigate the performance of the info. max. algorithm
when the link function, f(), is incorrect. The two primary questions we are interested
in are 1) whether the estimated ~θ converges to the true value, and 2) how fast the
uncertainty decreases compared to using i.i.d. stimuli.
A well known result is that the parameters of a GLM can be estimated up to a
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Figure 18: Same plots as in Figure 17 except here the true nonlinearity was
f(ρt+1) = (b~θT~st+1c+)2 (bc+ denotes half-wave rectification) and the assumed nonlin-
earity was f(ρt+1) = exp(~θ
T~st+1).
scaling factor even if the link function is misspecified, provided the input distribution,
p(~st+1), is elliptically symmetric [92, 113]. A distribution is elliptically symmetric if
there exists a matrix A such that stimuli lying on the ellipse defined by ||A~st+1||2 =
const are equally likely. Our info. max. design does not in general produce elliptically
symmetric stimulus distributions because the 1-d Fisher information, D(rt+1, ρt+1),
is not symmetric about ρt+1 = 0. As a result maximizing the mutual information
leads to a marginal distribution p(ρt+1 = ~µ
T
t ~st+1) which is not symmetric about zero.
We would therefore expect the info. max. design to produce a biased estimate of ~θ if
the model is misspecified. This bias is due to an inevitable trade-off between efficiency
and robustness. Ultimately, the only way to reduce the number of data points we
need to fit a model is by making assumptions about the model. These assumptions
make it possible to infer the response function without observing the responses to
every possible input. Stronger assumptions allow us to estimate the model using
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fewer data-points. However, stronger assumptions increase the risk that our assumed
model will be incorrect which will bias our estimate of ~θ. We can make our design
more robust by weakening our assumptions, e.g. by using an elliptically symmetric
design, but at the expense of being less efficient than the info. max. design.
Nonetheless, our simulations showed that the estimates produced by the info.
max. design were comparable and sometimes better than those produced with i.i.d.
data when the link function was misspecified. Figures 17 and 18 show the results for
two different nonlinearities. In Figure 17 the simulated data was generated using the
nonlinearity f(ρt+1) = log(1+exp(~θ
T~st+1)). The info. max. design, however, assumed
the nonlinearity was f(ρt+1) = exp(~θ
T~st+1). In this case the assumed nonlinearity
differs significantly from the true nonlinearity. In particular, for large ρt+1 the true
nonlinearity is approximately linear in ρt+1. As a result, for the true model the
Fisher information is decreasing for very large ρt+1 because the sensitivity of the
response to the input is constant but the variability of the response increases with
ρt+1. Under the assumed model, however, the Fisher information is increasing with
ρt+1. Consequently, the info. max. design does a poor job of picking optimal stimuli.
Nonetheless using an info. max. design leads to estimates which are nearly as good
as those obtained with an i.i.d. design.
In Figure 18 the responses were simulated using the nonlinearity f(ρt+1) =
(b~θT~st+1c+)2 (bc+ denotes half-wave rectification). The info. max. design, however,
took the nonlinearity to be f(ρt+1) = exp(~θ
T~st+1). As a result, even though the info.
max. design miscalculates the Fisher information, it correctly predicts that the Fisher
information is increasing with ρt+1. Consequently, the info. max. design produced
smaller errors in the estimated ~θ. Even though the predicted mutual information is
inaccurate, it is close enough to the true value that we can on average pick more
informative stimuli than using an i.i.d. design.
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2.9 Discussion
Previous work [99, 24, 114] established a rigorous, Bayesian framework for optimal
sequential experimental design based on mutual information. Our work is a practi-
cal implementation suitable for high-dimensional, near real-time applications using
GLMs. Our algorithm depends on certain log-concavity and asymptotic normality
properties which are often possessed by models of neural systems.
Our algorithm uses several ideas which are frequently employed in experimental
design. The mutual information as a design criterion has been proposed by many
authors [95, 13, 57, 99, 114]. To evaluate the mutual information, we use a normal
approximation of the posterior. While we rely on a theorem due to [114] which proves
asymptotic normality for the mutual information criterion, similar results concerning
the asymptotics of sequential designs exist in the statistics literature [169, 25, 129].
Furthermore, evaluating complicated, high dimensional integrals by first approximat-
ing the function using an easily integrable function is a basic numerical quadrature
technique. In addition to normality, we also rely on the structure of the GLM to
facilitate the required computations. Sequential design has been successfully applied
to GLMs before but primarily with low-dimensional input spaces [114, 130]. The
logistic model in particular has received a great deal of attention because the logistic
model is frequently used for classification [84, 63, 132, 130]. Compared to our algo-
rithm, previous algorithms for sequential design with GLMs do not scale nearly as
well in high-dimensions [25, 105].
Optimal experimental design is also closely related to problems in optimal con-
trol [109, 153] and reinforcement learning [79, 16]. In reinforcement learning the
goal is to find the set of actions which maximize an agent’s reward. Since the payoff
of different actions is usually unknown a-priori, the agent must simultaneously learn
the payoffs of different actions while maximizing the reward. One important differ-
ence between our work and most formulations of reinforcement learning is that our
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reward signal, the mutual information, is not provided by the system being studied.
Unlike most external reward signals, the payoff of (~xt, rt) is highly dependent on the
agent because the informativeness of any observation depends on the agent’s existing
knowledge.
2.9.1 Optimal design in neurophysiology
The application of sequential design to neurophysiology is not new [10]. A common
approach to stimulus optimization in neurophysiology is to use model-free, finite-
difference methods to measure the gradient of an objective function with respect to
small perturbations in the stimulus [59, 65, 48, 98, 111]. The firing rate and stim-
ulus reconstruction error are two objective functions frequently optimized with this
approach. Maximizing the firing rate is typically used to find a neuron’s “preferred
stimulus”, which by definition is the stimulus which maximizes the firing rate of the
neuron [110, 39, 59, 173, 111]. There is a natural connection between our objective
function and maximizing the firing rate because given our convexity conditions on
f(), the preferred stimulus is closely related to ~θ. When studying encoding in sensory
systems, natural objective functions are the mutual information between the stimu-
lus and response [98] and the stimulus reconstruction error [48]. These metrics are
used to find stimuli which can be reconstructed with high fidelity from the neural
responses.
An advantage of a finite-difference approach to stimulus adaptation is that an
explicit model of the input-output function of a neuron is often unnecessary [59,
65, 111]. However, these methods generally assume that the objective function with
respect to the stimulus is fairly constant on successive trials. As a result these methods
can be highly susceptible to firing rate adaptation. In contrast, our method estimates
the information using a model of the neuron’s behavior. Our method is therefore
highly dependent on the suitability of the GLM. However, since we can explicitly
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model adaptation and other potential non-stationarities, we automatically take their
impact on the informativeness of different designs into account when optimizing our
design.
2.9.2 Future work
In most experiments, neurophysiologists are interested in how well we can model the
neuron after all the data has been collected. We can measure the utility of the dataset
as the mutual information between all observations and ~θ, I({r1:t, ~θ}|x1:t) where t
represents the total number of trials. Unfortunately, there is no guarantee that a de-
sign based on maximizing I(rt+1|~θ, ~xt+1, s1:t, r1:t), will also maximize I({r1:t, ~θ}|x1:t).
When we pick stimuli by maximizing I(rt+1|~θ, ~xt+1, s1:t, r1:t) we ignore any effect ~xt+1
has on future trials. Ignoring future trials, i.e. using a greedy algorithm, simplifies
the optimization problem. Greedy optimization, however, can be suboptimal because
~xt+1 can restrict the experiments we can conduct on future trials [33]. If the neuron’s
response depends on past stimuli or responses then the choice of ~xt+1 will obviously
constrain the input on trials after t+1. Consequently, using a greedy algorithm limits
our ability to optimize the experimental design to learn the neuron’s dependence on
past stimuli or responses, i.e. ~θf . Our algorithm can only increase the information
obtained about ~θf by exploiting the correlation between ~θf and ~θx. In contrast if
we select a set of ordered stimuli to present on the next several trials then we can
directly control the entire stimulus history of the last trial in this sequence. We can
also attempt to control the responses which are part of the input on the last trial.
For these reasons, selecting a set of ordered stimuli allows us to change our design
to maximize the information about the unknown parameters in a more direct fashion
than greedy optimization.
Non-greedy optimization is more challenging than maximizing I(rt+1|~θ, ~xt+1, s1:t, r1:t).
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One of the primary challenges of non greedy optimization is that the number of re-
maining trials is usually unknown because neurophysiologists will continue gathering
data as long as the neuron is responding in a normal fashion. Assuming we pick some
finite, arbitrary value for the number of remaining trials, the complexity of choosing
the most informative sequence of stimuli will grow exponentially with the number of
trials because the dimensionality of the input and output spaces grows exponentially
with the length of the sequence. The inclusion of spike-history effects introduces
additional complexity because the trials are no longer independent. Despite these
challenges, non-greedy optimization is worth pursuing because if we can optimally
learn spike-history dependence then we can begin to learn the structure of neural
networks. To learn network structure, we simply modify the input of the GLM model
so that a neuron’s firing rate depends on the spiking of other neurons. Efficiently
probing the network structure requires generating maximally informative patterns of
stimuli and network activity. Generating these patterns requires non-greedy opti-
mization because we can only influence future spiking, not past spiking.
Another extension that we are pursuing is how to incorporate more realistic priors.
In our current algorithm we can only represent prior beliefs as a Gaussian prior
on ~θ. This representation of prior knowledge is not flexible enough to represent
the assumptions that are frequently adopted in real experiments. For example, we
cannot represent the knowledge that ~θ is sparse [133], low-rank [42, 94], or in some
parametric family. In the near future, we hope to exploit knowledge that ~θ lies in some
parametric family of functions, to help regularize our estimate of ~θ in the absence of
data, thereby improving the optimization of the stimuli.
Ultimately the goal of both improvements, non-greedy optimization and more
refined priors, is to permit experiments which can help us understand the complex,
nonlinear behavior of real neurons. These extensions will build on the solid mathemat-
ical framework we have developed in this chapter. We plan to apply this methodology
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to real experimental data in the near future.
2.10 Appendix
2.10.1 Computing Rt+1 under the power constraint
In Section 2.5.2 we outlined the procedure for computing Rt+1 when X = {~xt+1 :
||~xt+1||2 ≤ m}. We find the boundary of Rt+1 by maximizing and minimizing σ2ρ,
Eqns. 55 & 56, as a function of µρ. To solve these optimization problems, we use the
Karush-Kuhn-Tucker(K.K.T.) conditions.































s.t µρ = ~s
T
t+1~µt ||~sx,t+1||2 ≤ m. (102)
We can compute the limits of σ2ρ as a function of µρ by introducing two Lagrange
multipliers to enforce the linear and quadratic constraints respectively. Using a La-
grange multiplier to enforce the linear constraint, however, leads to a numerically
unstable solution. A more stable approach is to use linear algebraic manipulations to
derive an equivalent expression for σ2ρ for which the linear constraint always holds.
We start by rewriting µρ as a 1-d function of, α, the projection of ~sx,t+1 along the
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mean,
µρ = α||~µx,t||2 + ~µTf,t~sf,t+1. (103)
To enforce the linear constraint, we first subtract from ~sx,t+1 its projection along ~µx,t
and then add to it a vector of length α in the direction of ~µx,t,
~s
′






To enforce the linear constraint we compute σ2ρ by substituting ~s
′
x,t+1 for ~sx,t+1 and








~b(α)T~sx,t+1 + d(α) (106)





































The most important property of these quantities is that A is a rank 2 perturbation
of Cx such that ~µ
T
x,tA~µx,t = 0. As a result, one of the eigenvectors of A is parallel to
~µx,t and has an eigenvalue of zero. Geometrically, Eqn. 106 defines the intersection
of the ellipses defined by ~sTt+1Ct~st+1 = const with the plane defined by the linear





always find a global maximum and minimum of σ2ρ with ~µ
T
x,t~sx,t+1 = 0. Therefore, we
can drop the linear constraint and just optimize Eqn. 106 under the power constraint
||~sx,t+1||22 ≤ m2−α2. Once we have found the optimal ~µx,t we compute ~s ′x,t+1. ~s ′x,t+1
satisfies the linear constraint while still maximizing or minimizing σ2ρ.
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Optimizing a quadratic expression with a quadratic constraint is a well studied
optimization problem known as the Trust Region Subproblem (TRS) [61, 12]. For
the TRS the K.K.T. conditions are both necessary and sufficient [61]. Therefore, we
can find all local minima and maxima by solving the K.K.T. conditions.




t ~yt+1 = G
T




This transformation simplifies the expression for σ2ρ because the value of σ
2
ρ does not



































s.t ||~yt+1||22 ≤ m2 − α2, (115)
where ci denotes the i















All local minima and maxima of σ2ρ must either have a gradient equal to zero or
else be located on the boundary. These necessary conditions, the first order K.K.T.
conditions, result in a system of dim(~θ) equations for the gradient of σ2ρ with respect
to ~yt+1:
2yi,t+1(ci,t − λ) = −wi(α) ∀i. (117)
When λ 6= ci,t we can solve the first order K.K.T. for yi,t+1,
yi,t+1 =
−wi,t(α)
2(ci,t − λ) (118)
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For a point not on the boundary to be a local maximum (minimum) the function
must be concave (convex) at that point. These conditions, the second order K.K.T.
conditions, can be checked by looking at the sign of the second derivative of σ2ρ with
respect to ~yt+1. For σ
2
ρ,max, the second order conditions are
ci,t − λ ≤ 0 ∀i. (119)
Therefore, σ2ρ,max must occur with λ ≥ cmax, where cmax is the maximum eigenvalue.
The corresponding conditions for the local minima are
ci,t − λ ≥ 0 ∀i, (120)
i.e., σ2ρ,min must occur for λ ≤ cmin = 0.
By solving the K.K.T. conditions as a function of λ, we can find the points (µρ, σ
2
ρ)
corresponding to the boundary ofRt+1. In this section, we will assume the eigenvalues
ci,t of Gt, Eqn. 112, are sorted in increasing order. Hence yd,t+1 is the projection of
the stimulus along the maximum eigenvector of Gt. We will also use cmax,t to denote
the maximum eigenvalue. We will refer to the set of (µρ, σ
2
ρ) which solve the K.K.T.
conditions as B. We will divide B into subsets, denoted by subscripts, based on the
corresponding value of the Lagrange multiplier for the points in that subset.
Since the second order K.K.T. conditions for σ2ρ,max are only satisfied if λ ≥ cmax,t,
the set Bλ=cmax,t ∪Bλ>cmax,t must contain all (µρ, σ2ρ) corresponding to σ2ρ,max. We can
easily find all points in Bλ>cmax,t , as follows,
1. For λ > cmax,t, compute yi,t+1 in terms of α by plugging λ into Eqn. 118.






3. If α ∈ [−m,m] then compute (µρ, σ2ρ) ∈ Bλ>cmax .
We find α in step 2 by using the fact that the power constraint is always satisfied
with equality for any local maximum of σ2ρ because the eigenvalues are positive [61].
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Hence, we can always increase σ2ρ without changing µρ by increasing the energy of
the stimulus along an eigenvector orthogonal to the mean. If the solution in step 2
satisfies α ∈ [−m,m], then the corresponding stimulus, ~yt+1(λ, α), is a local maximum
of σ2ρ.
The set Bλ=cmax is non-empty only if wdim(~θ),t(α) = 0. If the maximum eigenvalue
has a multiplicity greater than one then this condition must hold for the projection
of ~sx,t+1 along all eigenvectors corresponding to the maximum eigenvalue, otherwise,
it is impossible to satisfy the first order optimality conditions, Eqn. 118. Therefore,
a simple test can tell us if we have to consider this harder case. To test for and find
solutions at λ = cmax we consider two cases: i) there are a finite number of α such
that wdim(~θ),t(α) = 0, and ii) wdim(~θ),t(α) = 0 ∀α.
The first case is easy. Since we set λ = cmax,t, we can find α by solving
wdim(~θ),t(α) = 0. We can then compute all components of the stimulus except
ydim(~θ),t+1 by plugging α and λ into Eqn. 118. Since σ
2
ρ,max is increasing with









If a real solution for ydim(~θ),t+1 exists, then the corresponding pair (µρ, σ
2
ρ) is in Bλ=cmax .
The second case, wdim(~θ),t(α) = 0 ∀α is more complicated because setting λ =
cmax,t does not completely determine α. We find (µρ, σ
2
ρ) ∈ Bλ=cmax as follows,
1. Vary y2
dim(~θ),t+1
on the interval [0,m2] and for each value evaluate steps 2-4.
2. Use λ = cmax,t and Eqn. 118 to compute yi,t+1 for 1 ≤ i < d in terms of α.
3. Compute α by solving Eqn. 121 using the results from steps 1 & 2.
4. If α ∈ [−m,m] then compute (µρ, σ2ρ) ∈ Bλ=cmax .
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If the maximum eigenvector has multiplicity greater than one, then in step 1 we simply
vary the energy in the eigenspace of the maximum eigenvector. We can distribute
the energy in the eigenspace of the maximum eigenvector any way we like because
the value of σ2ρ is invariant to the distribution of the energy among the maximum
eigenvectors. Since the K.K.T. conditions are necessary and sufficient, the union
Bλ=cmax ∪ Bλ>cmax contains all the points on the upper boundary of Rt+1.
Since the second order K.K.T. conditions for σ2ρ,min are only satisfied for λ ≤ 0,
all points on the lower boundary of Rt+1 must be in Bλ<0 ∪Bλ=0. We can easily find
the points in Bλ=0 as follows,
1. Let,









≤ m2 − α2 & α ∈ [−m,m]} (122)
2. For each α ∈ Φ compute ~yt+1(α) by plugging λ = 0 and α into Eqn. 118.
3. For each ~yt+1(α) and α ∈ Φ compute (µρ, σ2ρ) ∈ Bλ=0
Clearly, Eqn. 114 is minimized by setting yi,t+1(α) = − wi,t2ci,t . Unfortunately, this
solution may not satisfy the power constraint for all values of α. The above procedure
finds the values of α for which yi,t+1(α) = − wi,t2ci,t does not violate the power constraint.
The points in Bλ<0 correspond to the values of α for which yi,t+1(α) = − wi,t2ci,t
violates the power constraint. We can find the corresponding value of σ2ρ,min for these
points as follows,
1. Vary λ on the interval (−∞, cmin).






3. For each real α found in step 2 compute ~yt+1 by plugging λ and α into Eqn. 118.




Taken together, these procedures find all local maxima and minima of σ2ρ as a
function of µρ. Consequently, Rt+1is the largest set of (µρ, σ2ρ) enclosed by the points
in Bλ<0 ∪ Bλ=0 ∪ Bλ=cmax,t ∪ Bλ>cmax,t .
Numerically, this parameterization of the boundary is very stable. In particular,
errors in small eigenvalues, ci,t, will not cause problems provided cmax,t is not close
to zero. As long as cmax,t is large relative to the smallest eigenvalues, σ
2
ρ will be
nearly invariant to errors in small eigenvalues. Consequently, the border of Rt+1 will
be insensitive to errors in the small eigenvalues. When all eigenvalues are close to
zero, the lower and upper boundaries of Rt+1 approach σ2ρ(µρ) = 0 and the solution
remains stable.
To summarize, we can rapidly and stably compute the boundary ofRt+1 by solving
the K.K.T. conditions as a function of the Lagrange multiplier. The most expensive
operation is obtaining the eigendecomposition of A which in the worst case is O(d3).
However, as discussed in Section 2.5.4.1 the average running time of computing the
eigendecomposition of A scales as O(dim(~θ)2) in practice.
2.10.2 Proof of convexity condition
We now prove the lemma used in Section 2.5.2 to establish conditions under which
the mutual information is increasing with σ2ρ.
Lemma: If x ∼ N(µ, σ2) and g(x, σ2) is,
1. convex in x and
2. increasing in σ2
then Exg(x, σ
2
ρ) is increasing in σ
2.






























To show the expected value of g() is increasing with σ2 we need to show the derivative
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2)− gx(−yσ + µ, σ2)
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Since g(x, σ2) is increasing with σ2, gσ2(yσ + µ, σ
2) is always positive. The differ-
ence gx(yσ + µ, σ
2) − gx(−yσ + µ, σ2) is always positive because g(x, σ2) is convex
in x. Therefore, dExg(x,σ
2)
dσ2
is positive which guarantees Exg(x, σ
2) is monotonically
increasing in σ2.
We can easily modify our solution for optimizing the stimulus under the power
constraint, Section 2.5.2, so that we can choose the stimulus from an ellipsoid with
arbitrary center and radii. In this case the stimulus domain is defined as,
~st+1 = ~sc,t+1 + ~sr,t+1 ~s
T
r,t+1M~sr,t+1 ≤ m2, (128)
where M is a symmetric, positive semi-definite matrix which defines the extent of
the ellipsoid, and ~sc defines the center of the ellipsoid. Unlike our initial power
constraint, this generalization no longer maps to a well defined physical constraint.
Computing the feasible region in (µρ, σ
2
ρ) space under these constraints requires
only slight modifications to the procedure already described. As before, we just need









~bT~sc,t+1 + d. (129)
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We can easily eliminate the matrix M from our quadratic constraint by rotating and
scaling ~sr,t+1 using the eigenvalues and eigenvectors of M ,
M = GMΛMG
T
M ~yr,t+1 = Λ
1/2GTM~sr,t+1. (130)
In the new coordinate system the quadratic constraint becomes ||~yr||2 ≤ m. Therefore
we can compute the feasible region in (µρ, σ
2
ρ) space exactly as before. Computing
the eigendecomposition of M does not affect the time complexity of our algorithm
because it can be computed before the experiment starts.
2.10.3 Minimizing the M.S.E.of ~θ
The mean squared error (M.S.E.) of the parameters provides an alternative metric for
our uncertainty about ~θ. The M.S.E. is advantageous if we care about some compo-
nents of ~θ more than others. In this case we can use the weighted M.S.E. to represent
our priorities. This alternative objective function leads to only a slightly modified
optimization problem which can be solved using essentially the same procedure.
The primary difference from maximizing the mutual information, is that our objec-
tive function depends on the trace of the covariance matrix instead of the determinant.
The mean squared error is,
E~θ|{x1:t,r1:t}(||~θ − ~θo||22) = E~θ|{x1:t,r1:t}(~θT~θ)− 2~θTo E~θ|{x1:t,r1:t}(~θ) + ~θTo ~θo (131)
= E~θ|{x1:t,r1:t}(
~θT~θ)− 2~θTo ~µt + const, (132)
where ~θo is the true value of ~θ. Since ~θo is unknown, the best we can do is estimate
the M.S.E. by taking the expectation with respect to our current posterior.





= Tr(Ct) + const, (134)
where Tr is the trace.
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To optimize the accuracy of the predicted responses, we pick the stimulus which
will minimize the M.S.E. once we add that stimulus and its response to our training
set. Since Ct+1 depends on the unknown observation, rt+1, we compute Ct+1 as
a function of rt+1 and then take the expectation over the responses. The expected
M.S.E. if we pick ~st+1 is,














The expected M.S.E. is very similar to I(rt+1; ~θ|~xt+1, r1:t,x1:t). The primary differ-
ence is that the expected M.S.E. depends on an additional scalar quantity, ~sTt+1CtCt~st+1.
Nonetheless, we can continue to pick the stimulus from a finite set using the methods
presented in Section 2.5.1.
2.10.4 Spherical symmetry of popt(x2, . . . , xdim(~θ)|x1)
To derive the optimal asymptotic design in Section 2.7.1, we used the fact that there
always exists an optimal p(x2, . . . , xdim(~θ)|x1) which is spherically symmetric. Here we
prove this claim using a proof by contradiction: let us assume that some distribution
pˆ(~x) = pˆ(x1)pˆ(x2, . . . , xdim(~θ)|x1) with non-symmetric pˆ(x2, . . . , xdim(~θ)|x1) maximizes
our objective function F (). We will show that we can construct a spherically sym-
metric p∗(x2, . . . , xdim(~θ)|x1) such that F (p∗(~x)) is never smaller than F (pˆ(~x)). We can
construct a spherically symmetric distribution by taking an average of pˆ(x2, . . . , xdim(~θ)|x1)
over all possible rotations ΨR. We define these rotations as






where Rdim(~θ)−1 is a dim(~θ) − 1 orthonormal matrix. Since all directions orthogonal
to ~θ are equally informative, F is invariant to these transformations,
F (ΨRp(~x)) = log
∣∣∣∣∫ D(r, x1θ1)~x~xTp(R~x)d~x∣∣∣∣ (140)
= log
∣∣∣∣∫ D(r, x1θ1)RT~x′~x′TRp(~x′)d~x′∣∣∣∣ (141)
= 2 log |R|+ F (p(~x)) (142)
= F (p(~x)) . (143)
Here ~x′ is the new stimulus after applying the transformation ~x′ = R~x. The last
equality is true because for an orthonormal matrix the determinant is 1. p∗(~x) is the
average of pˆ(~x) over all possible transformations ΨR,
p∗(~x) = EΨR(ΨR(pˆ(~x)). (144)
Since F is concave, Jensen’s inequality guarantees F (p∗(~x)) is never smaller than
F (pˆ(~x)),
F (p∗(~x)) = F (EΨRΨRpˆ(~x)) ≥ EΨRF (ΨRpˆ(~x)) = F (pˆ(~x)). (145)
The last equality is obviously true since F (ΨRpˆ(~x)) = F (pˆ(~x)).
2.10.5 Support of popt(~x)
In Section 2.7.2 we derived some analytical results regarding the relative efficiency
of the info. max. to i.i.d. designs for the exponential-Poisson model. These results
use the fact that we can compute analytically the optimal support point when the
marginal distribution popt(x1 = ~x
T ~θ
||~θ||2 ) is supported on a single point. To compute
the optimal support point, x1, we set popt(x1) to a distribution with support only on
x1. We then find the value of x1 which maximizes Eqn. 83 by setting the derivative
of Eqn. 83 equal to zero. The derivative of Eqn. 83 with respect to x1 is the cubic
polynomial
h(x1) = − dim(~θ)||~θ||2x31 − 2 dim(~θ)x21 + dim(~θ)m2||~θ||2x1 + 2m2. (146)
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We can easily show that h(x1) only has one root in the interval (0,m) and this
root is the optimal value of x1. To prove h(x1) has two negative roots we compute
the second derivative of h(x1),
d2h(x1)
dx21
= −6d||~θ||2x1 − 4 dim(~θ). (147)
Since the second derivative of h(x1) is negative for x1 ≥ 0, h(x1) is concave for
x1 ≥ 0. This fact ensures that h(x1) can have at most two positive roots. However,
since h(0) = 2m2, h(x1) can in fact have only one positive root which means that the
other two roots are negative or zero. The positive root of h(x1) must lie in the interval
(0,m) because h(m) = −2(dim(~θ) − 1)m2 which is negative for all dim(~θ) > 1. To
show that the positive root is the optimal value of x1 we show that x1 ≤ 0 cannot
be optimal. x1 = 0 is not optimal because if the stimuli are orthogonal to ~θ then we
never collect any information in the direction of ~θ. We can easily rule out x1 < 0 by
computing the Fisher information:
log
∣∣∣E~x exp(x1||~θ||2)~x~xT ∣∣∣ = dim(~θ)x1||~θ||2 + log x21 + (dim(~θ)− 1) log(m2 − x21)
(148)
Clearly if x1 is negative we can increase this expression by multiplying x1 by negative
one. So the optimal x1 must be in the interval (0,m). By using the cubic formula, we
can obtain an analytical, albeit complicated, expression for x1 . In certain limiting
cases, however, much simpler expressions for x1 can be derived.
We can easily compute the limit of x1 as dim(~θ)→∞. To compute the limit, we





= x1(−||~θ||2x21 − 2x1 +m2||~θ||2). (149)
The roots of this polynomial are







We showed earlier that the optimal value of x1 must be greater than zero. So as
dim(~θ)→∞, x1 converges to the positive root which is a constant away from 0 and
m.






= − dim(~θ)x31 + dim(~θ)m2x1, (151)
which has roots x1 = 0 and x1 ±m. We can rule out the roots x1 = −m and x1 = 0
because we know that for any finite ||~θ||2, h(x1) has two negative roots and one root
on the interval (0,m). Therefore, as ||~θ||2 increases the two negative roots of h(x1)
must approach x1 = 0 and x1 = −m respectively while the positive root converges
to x1 = m. Since we showed earlier that the positive root is always optimal, x1 must
approach m as ||~θ||2 increases.
95
CHAPTER III
NON-GREEDY OPTIMIZATION FOR LEARNING
TEMPORAL FEATURES.
In this chapter we consider the problem of non-greedy optimization of the conditional
mutual information between ~θ and a sequence of observations, rt+1:t+b, with respect
to a sequence of inputs, st+1:t+b. The goal is to select the sequence of inputs which
will provide the most information about ~θ. We derive two important results for
solving this problem in the case of the infinite horizon, b→∞. First we show that as
b→∞, maximizing the mutual information is equivalent to maximizing the average
Fisher information per trial. The Fisher information is independent of the prior but
depends on the unknown parameters. Therefore, we compute the expected Fisher
information with respect to ~θ using our posterior on ~θ. Second we show that for
any infinitely long sequence, there exists a stochastic process such that the average
information per trial for the original sequence equals the average information per trial
for any sequence sampled from the stochastic process. Consequently, in the infinite
horizon we can find an optimal stochastic process by solving a convex optimization
problem and then sampling this process to generate an optimal sequence of inputs.
We use these results to find an approximately optimal design when we restrict p(~s) to
be a Gaussian distribution. Finally we present some simulation results showing that
using the optimized Gaussian design leads to faster convergence to the best model
of a neuron. The results in this chapter are a natural extensions of previous work in
[114] which considered the batch optimization problem when the input at time t did
not depend on past stimuli or responses.
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3.1 Introduction
Neurons have an amazing ability to store and integrate information over time. One of
the most obvious examples is auditory processing. Since sound is a temporal signal,
auditory neurons need to integrate information over time in order to detect acoustical
features [72, 62]. Neurons in the visual system also exhibit tuning to temporal
signals. For example, neurons in the MT region of visual cortex are selective for the
direction of motion in the scene [3, 131]. Integrating information over time is also
important for higher level processing. LIP neurons integrate evidence over time for the
purpose of making decisions [77]. These examples show that we need to understand
how neurons integrate information over time if we want to unravel the neural code.
Towards this end, we would like to optimize neurophysiology experiments to identify
the dependence of a neuron’s response on the temporal features in the input. To
accomplish this task, we need to create stimuli with complex temporal features; e.g.
movies and sounds. This chapter considers the problem of designing optimal stimuli
for neurons which integrate information over time. The goal of this chapter is to
address some of the limitations of the greedy methods presented in Chapter 2.
Consider the simple example of a neuron in MT which is selective to the direction
of motion [131]. To determine the direction tuning of an MT neuron we need to create
movies with objects moving in different directions. We can think of these movies as
sequences of images which are highly-correlated over time. Each stimulus, ~xt, is a
still-image and the input at time t, ~st = {~xt−tk , . . . , ~xt}, is a short movie constructed
by presenting these still images in rapid succession. Using the methods presented
in the previous chapter there are two ways to optimize the inputs. In Chapter 2
we presented a method which at time t finds the optimal value of ~xt+1. The other
components of the input, {~xt−tk+1, . . . , ~xt}, were determined by past trials and could
not be changed. Clearly, this approach can lead to very poor designs. Since this
approach only looks one step ahead, i.e. it is greedy, we never plan far enough into
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the future to create stimuli with the temporal features that might drive the neuron
to fire; e.g a correlated sequence of still-images of a moving object.
The second way to optimize the stimulus using the methods presented in Chap-
ter 2 is to look tk + 1 steps into the future at time t and optimize ~st+1+tk =
{~xt+1, . . . , ~xt+1+tk}. In this case, we are planning far enough into the future that
we can create stimuli with complex temporal features. However, this approach would
consider only the information in the data point (~st+1+tk , rt+1+tk) when picking ~st+1+tk .
This method therefore ignores the information in the trials in between time t and time
t + 1 + tk. To be optimal, we need to take the informativeness of these trials into
account when optimizing ~st+1+tk . In Chapter 4 we modify our greedy algorithm to
address this problem. In this chapter, however, we take a different approach.
In this chapter, we consider the problem of computing the optimal sequence of
future stimuli {~xt+1, ~xt+2, . . . , ~xt+b} in the limit b→∞, i.e. the infinite horizon. The
asymptotic properties of the optimal design lead to a simpler optimization problem in
the infinite horizon [83, 114]. In particular, instead of finding the optimal sequence,
we can optimize the design with respect to some sufficient statistic. This problem is
easier to solve in the infinite horizon because in the infinite horizon the set of sufficient
statistics for all possible designs is convex.
Consider the simple case of a neuron with a purely spatial receptive field such
as a simple cell in V1. A simple cell responds to bars oriented at different angles
[75]. Naturally to determine the cell’s orientation tuning we should present stimuli
containing bars oriented at different angles. Suppose we conduct b trials using a fixed
experimental design. Clearly the information collected from these trials depends
entirely on the number of times each bar oriented at a specific angle is presented.
The exact ordering of the stimuli does not matter because whether we present a
vertical bar before or after a horizontal bar will not change the informativeness of the
data collected. Hence, to compute the informativeness of a particular design we only
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need to specify the fraction of trials on which each input gets picked. In this case we
can specify the design as a probability distribution, p(~x).
Finding the optimal p(~x) is difficult in the finite horizon because the set of all





n = 0, 1, . . . , b ∀~x (152)∫
p(~x) = 1. (153)
The first constraint simply ensures that p(~x) × b is an integer which specifies the
number of trials on which we present ~x. Unfortunately this constraint makes finding
the optimal p(~x) difficult because the set of p(~x) satisfying this constraint is non-
convex. However, as b → ∞ the set of valid designs converges to a set which is
convex. In the limit b → ∞, p(~x) can be any valid probability distribution on the
stimulus; i.e. the only constraints are that p(~x) is positive and sums to one. In
general, optimizing a function over a convex set is much easier then optimizing over
a non-convex domain [83]. We can, for example, use gradient methods because we
can make a small perturbation to p(~x) which does not violate the constraints. In
the finite horizon, the only way to perturb p(~x) is to increase the frequency count of
one stimulus by one and decrease the count of another stimulus by one; this is not a
sufficiently small perturbation to allow gradient methods to work.
The above reasoning clearly depends on the critical assumption that the order
of the stimuli does not matter. We used this assumption to conclude that only
the relative frequency of each stimulus mattered. If the receptive field of a neuron is
purely spatial this assumption is valid. However, we want to optimize neurophysiology
experiments to probe the temporal structure of a neuron’s receptive field. In this case
we obviously cannot reshuffle the stimuli without changing the informativeness of the
data. For example, consider a movie of a moving object. Clearly, reshuffling the
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frames in this movie would drastically change the amount of information this movie
provides about the direction tuning of neurons in MT. Hence, it is not obvious that
the principles which make the infinite horizon an easier problem still apply when a
neuron has a temporal receptive field.
For neurons with temporal receptive fields the sufficient statistic is still the relative
frequency of stimuli with different features. The only difference is that the features
now have a temporal component to them; i.e. the features are sequences of the
instantaneous stimuli, {~xt, ~xt+1, . . .} . To illustrate this idea consider a simple auditory
neuron which responds to the amplitude envelope of the sound being played [58].
Suppose the amplitude of the sound is simply a train of square pulses of varying
duration and that we know this neuron is tuned to pulses of a particular duration.
Clearly, to compute the informativeness of the design we only need to know the
number of times we present pulses of particular durations. The key difference from
the spatial case is that in this case the features of the stimulus are coupled to the
relative frequency with which each feature is presented. If we increase the duration
of one of the pulses in our stimulus set then it necessarily takes more time to collect
a single data point using that longer duration pulse. Thus, if the duration of our
experiment is fixed, to increase the duration of one of the pulses we must either
present that stimulus fewer times, the other stimuli fewer times, or decrease the
duration of the other stimuli. We can continue to specify the design as a probability
distribution on the stimuli but in the temporal case this is necessarily a distribution
on sequences of stimuli, p(~x1, ~x2, . . . , ~xb). The design is therefore a stochastic process
which captures the interdependence of the temporal features and the frequency of
their occurrence.
We begin in Section 3.2 by deriving our objective function in the infinite hori-
zon. We show that as b → ∞ maximizing the mutual information is equivalent to
maximizing the average information per trial. In this section we prove that under
100
suitable conditions, finding the optimal sequence as b → ∞ is equivalent to finding
an optimal stochastic process. The optimal process provides a convenient representa-
tion for the relative frequency with which inputs containing different spatio-temporal
features should be selected. The relative frequency of these features is a sufficient
statistic for computing the informativeness of the design. Hence, we can show that
all infinitely long sequences with the same sufficient statistics are equally informa-
tive. These results generalize some conjectures made in [114] which only considered
the case where a neuron’s response is independent of past responses and stimuli. In
Section 3.3.2 we show how the optimal stochastic process may be computed in the
case of the canonical Poisson. In Section 3.4 we present some simulation results
illustrating the benefit of designing experiments using the methods presented in this
chapter.
A major advantage of the methods presented in this chapter is that they are in
principle much easier to implement in actual experiments then the methods presented
in Chapter 2. If we pick an optimal sequence of length b, where b is finite, then the
speed with which we can compute the optimal sequence is a huge bottleneck. This
optimization must be performed in the time it takes to present b stimuli, otherwise
the experimenter must wait while the algorithm computes the next optimal sequence.
In contrast, the methods presented in this chapter compute an optimal distribution
on the stimuli. Thus while re-optimizing the design, i.e computing a new distribution,
we can continue to draw stimuli from the most recent design.
3.2 Maximizing the average information per trial is opti-
mal as b→∞
The main point of this section is that as b→∞ to compute the informativeness of a
sequence we do not need to know the exact sequence but only certain sufficient statis-
tics of the sequence. Rather than optimizing the mutual information with respect to
sequences, we can optimize the mutual information with respect to the sufficient
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statistics of the optimal sequence. Since the sufficient statistics define a stochastic
process we can generate an optimal sequence just by sampling the optimal stochastic
process. The mapping from sequences to sufficient statistics is many to one. There-
fore, optimizing over the sufficient statistics is easier because in some sense the space
of sufficient statistics is smaller than the space of all possible sequences.
To motivate the results in this section we start by considering the simple case
where a neuron’s response, rt, depends only on its instantaneous input, ~xt [114]. In
this case the mutual information of any set of input-output pairs {(~x1, r1), . . . , (~xt, rt)}
is independent of the order in which these data points are collected. We can easily
show this by writing down the mutual information
I(~θ; {(~x1, r1), . . . , (~xt, rt)}) = H(p(~θ))−H(p(~θ|{(~x1, r1), . . . , (~xt, rt)})) (154)







We use H to denote the entropy of its argument and E to denote the expectation
over the random variable denoted in its subscript. Jobs is the observed Fisher infor-
mation. To derive this expression for the mutual information, we use our Gaussian
approximation of the posterior to approximate its entropy. Clearly we can rearrange
the trials in any order without affecting the value of this expression. Thus, a set of
sufficient statistics for describing the sequence is the number of times each stimulus
is picked. We can thus represent a sequence as a distribution p(~x) which specifies the
fraction of trials on which each stimulus gets picked. It seems natural to conjecture
that in some sense optimizing over the set of sequences should be equal to optimizing
over the set of distributions p(~x) [114].
In this section, we generalize this result to the case where the neuron’s response
depends on past stimuli. Since the neuron depends on past stimuli, we can no longer
shuffle the order of the trials without changing the informativeness of the data. Thus,
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it is not immediately obvious that we can compute the informativeness of a sequence
without knowing the actual sequence. However, in this section we show that if the
impulse response of a neuron is finite, then we can in fact find a set of statistics
which are sufficient for computing the informativeness of any sequence. A finite
impulse response means that the input at time t only affects a finite number of future
responses. Probabilistically this means the conditional response is independent of all
but the most recent tk + 1 stimuli,
p(rt|~x−∞, . . . , ~xt) = p(rt|~xt−tk+1, . . . , ~xt) = p(rt|~st) (156)
~st , {~xt−tk , . . . , ~xt}. (157)
When tk = 0, rt depends only on ~xt.
The main result of this section is Theorem 1. This theorem states that instead
of optimizing the sequence, we can optimize a stochastic process with respect to some
sufficient statistics, and then generate a sequence by sampling this process,





I(~θ; {(~x1, r1), . . ., (~xb, rb)})− dim(~θ) log b
= lim
b→∞
I(~θ; {(~x′1, r1), . . . , (~x′b, rb)})− dim(~θ) log b (158)
{~x′1, . . . , ~x′b} ∼ popt(~s) (159)




where P~∫ is the set of all possible marginal distributions corresponding to a tk + 1
stationary, ϕ-irreducible Markov process as defined in Definition 1.
Theorem 1 has two parts. The first part says that a sequence which maximizes
the mutual information is equivalent to a sequence which maximizes the average
information per trial; i.e the rate at which information is acquired. The second part
of the theorem states that as b→∞, the informativeness of a sequence, as measured
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by the information rate, depends only on the marginal distribution of the inputs,
p(~s). We can thus generate an optimal sequence by maximizing the information rate
with respect to p(~s), Eqn. 160, and then sampling the stochastic process defined by
p(~s). As we explain later, this procedure turns out to be much easier than finding a
sequence which maximizes the mutual information.
The proof of Theorem 1 proceeds in three stages. We start in Section 3.2.1
by showing that as b → ∞, a sequence which maximizes the mutual information is
just as informative as a sequence which maximizes the average information per trial.
We also show in this section that the marginal distribution p(~s) on subsequences of
length tk+1 stimuli is a sufficient statistic for computing the average information per
trial.
The second stage of the proof, Section 3.2.2, establishes an equivalency between
sequences and processes. In this section we show that for any infinitely long sequence,
we can find an equivalent tk +1 order stationary, ϕ-irreducible process such that any
infinitely long sequence sampled from this process is as informative as the original
sequence.
In the final stage of the proof, Section 3.2.3, we combine the results in Section
3.2.1 and Section 3.2.2 to prove Theorem 1. To simplify the proofs in Section 3.2.2,
we will assume ~xt takes on discrete values. In practice this entails no loss of generality
because we can choose the number of different values for ~xt to be arbitrarily large.
Furthermore in actual experiments the values of ~xt would necessarily be quantized
due to the inherent limitations of the physical devices used to create ~xt.
3.2.1 Maximizing the mutual information is equivalent to maximizing the
average information per trial.
We begin by showing that as b → ∞ maximizing the mutual information is equiv-
alent to maximizing the average information per trial. If we think of the mutual
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information as measuring the total information acquired from b trials then the av-
erage information per trial (or the information rate) is just the mutual information
normalized by the number of trials. Therefore, it is not surprising that maximizing
the mutual information is equivalent as b→∞ to maximizing the information rate.
If we approximate the posterior distribution as Gaussian then our uncertainty
after b trials is inversely proportional to the sum of the information in our prior and









T |+ const. (161)
The observed Fisher Information depends on the unknown ~θ and responses. Since
these quantities are unknown, we take the expectation with respect to the distribu-
tion p(~θ, r1:b|s1:b). We compute the joint distribution p(~θ, r1:b|s1:b) using our prior
on ~θ, p(~θ), and the conditional likelihood p(r1:b|s1:b, ~θ). Here we define the Fisher
information as some function of the observation and the input rather than using the
special structure of the Fisher information for the GLM. We do this because we wish
to make the results of this section as general as possible.
The objective function above measures the total information. Consequently, our
objective function is not well defined in the limit b→∞ because the sum of the Jobs
terms will keep increasing 1. One way to derive a suitably bounded objective function



















Jobs(ri, ~si)|+ dim(~θ) log b. (162)
Since dim(~θ) log b is constant with respect to the inputs, we can just ignore it when
1We assume it is possible to pick ~si such that the sum of Jobs is full rank and leave for future
consideration cases where this condition may not be satisfied. If
∑
Jobs(r, ~s) is not full rank then we
can apply a transformation to ~θ such that in the transformed, lower-dimensional coordinates Jobs is
full rank [114]. In this case most of our methods should continue to work.
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The result is that we end up maximizing the average information per trial instead
of the total information. To derive this well defined objective function we simply
normalize the mutual information by subtracting the logarithm of the number of
trials.
In the introduction we motivated this chapter by considering some simple examples
where it was clear the informativeness of a design depended only on the relative
frequency with which stimuli containing different features were presented. Using the
objective function derived above we can formalize this idea. The relevant features in
this case are the different sequences of stimuli of length tk + 1. Thus, the sufficient
statistic is the fraction of trials on which we present each sequence of length tk + 1,





δ(~si = a) (164)
δ(~si = a) =
 1 if ~si = a0 otherwise . (165)
To prove pˆb(~s) is sufficient we need to define the empirical distributions




i=1 δ(~s = a, r = b)
pˆb(~s = a)
(166)
δ(~st = a, rt = b) =
 1 if ~st = a & rt = b0 otherwise (167)
These empirical distributions simply count how many times each input and response





E~θEr1:b|s1:b,~θ log |Epˆb(~s)Epˆb(r|~s)Jobs(r, ~s)|. (168)
The expectation only depends on the frequency of pairs (~s, r), i.e pˆb(~s, r). However,
the overlap in the inputs necessarily imposes certain constraints on pˆb(~s, r). Since
the objective function depends only on pˆb(~s, r) and not the actual order of the trials,
we may replace the outer expectation over p(r1:b|s1:b, ~θ) with an expectation over
p(pˆb(r|~s)|pˆb(~s), ~θ). To compute p(pˆb(r|~s)|pˆb(~s), ~θ) we simply sum p(r1:b|s1:b, ~θ) over
all (s1:b, r1:b) for which the corresponding empirical distributions pˆb(~s) and pˆb(r|~s)
have the appropriate value,




A = {r1:b, s1:b : pˆb(~s) = P2, pˆb(r|~s) = P1} (170)






E~θEp(pˆb(r|~s)|pˆb(~s),~θ) log |Epˆb(~s)Epˆb(r|~s)Jobs(r, ~s)| (171)
= lim
b→∞
E~θEp(pˆb(r|~s)|pˆb(~s),~θ)F (pˆb(r|~s), pˆb(~s)) (172)
where F is defined as the log-determinant of the expected Fisher information. Com-
puting the expectation with respect to p(pˆb(r|~s)|pˆb(~s), ~θ) is easy because in the limit
b → ∞ we can assume that p(pˆb(r|~s)|pˆb(~s), ~θ) only has support on the true condi-
tional distribution; i.e pˆb(r|~s) = p(r|~s, ~θ). Suppose as b → ∞ we pick ~s = a an
infinite number of times. The corresponding observations are drawn from the true
distribution p(r|~s = a, ~θ); hence the empirical distribution p(r|~s = a) is a consistent
estimator of p(r|~s = a, ~θ) [157]. On the other hand, suppose ~s = a gets chosen only
a finite number of times then pˆb(r|~s = a) is some random, unknown quantity, which
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could be very different from p(r|~s = a, ~θ). However, since ~s = a is only chosen a
finite number of times, the data on these trials makes a negligible contribution to
the average information per trial as b → ∞. Therefore, the value of pˆb(r|~s = a) for
these inputs is irrelevant. For convenience, we can therefore compute the average
information assuming pˆb(r|~s) = p(r|~s, ~θ),
lim
b→∞
E~θEp(pˆb(r|~s)|pˆb(~s),~θ)F (pˆb(r|~s), pˆb(~s)) = limb→∞E~θF (p(r|~s,
~θ), pˆb(~s)). (173)
We present a rigorous argument in Appendix 3.6.1 to support this result.
To summarize, in this section we have shown that as b → ∞ the mutual in-
formation does not provide a well defined objective function. Therefore, instead of
maximizing the mutual information, we maximize the average information per trial,
lim
b→∞
I(~θ; {(~x1, r1), . . . , (~xb, rb)})− dim(~θ) log b ∝ E~θ log | limb→∞Epˆb(~s)Ep(r|~s,~θ)Jobs(~s, r)|
(174)
The key implication of this result is that our objective function only depends on the
marginal distribution p(~s) and not the actual order of the stimuli. In principle we can
therefore optimize the average information with respect to p(~s) which might be easier
than computing the sequence which maximizes the mutual information. However, we
can only optimize p(~s) if we can restrict our attention to p(~s) which correspond to
valid sequences, i.e there must exist a sequence ~x1, . . . , ~xb such that pˆb(~s) = p(~s). The
next part of the proof of Theorem 1 is to establish restrictions on p(~s) to ensure we
can generate valid sequences by sampling it.
3.2.2 Equally informative stochastic processes.
Since pˆb(~s) is a sufficient statistic for the informativeness of a design we could in
principle optimize the design with respect to pˆb(~s); i.e. determine what fraction of the
trials we should devote to each feature. However as we explained in the introduction
if b is finite the constraint that pˆb(~s) × b is an integer is problematic. Furthermore,
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given pˆb(~s) we need to create a sequence of inputs for which the sufficient statistic
would be pˆb(~s). Both problems turn out to be much easier to solve if we consider the
infinite horizon. In the infinite horizon, we can drop the constraint that pˆb(~s)×b is an
integer and just optimize the sufficient statistic with respect to some suitable set of
stochastic processes. Furthermore, to generate a sequence with the desired sufficient
statistic we can simply sample the stochastic process. The main result of this section
is the following lemma establishing an equivalency between sequences and stochastic
processes in the infinite horizon,
Lemma 1. Let {~x1, ~x2, . . . , ~xb} be some sequence of stimuli with corresponding em-
pirical distribution pˆb(~s), then there exists a tk + 1 order stationary, ϕ-irreducible,





∣∣∣ = E~θ log ∣∣∣ limb→∞Epˆ′b(~s)Ep(r|~s,~θ)Jobs(~s, r)∣∣∣ (175)
lim
b→∞
pˆb(~s) = p(~s) (176)
lim
b→∞
pˆ′b(~s) = p(~s), (177)
where pˆ′b(~s) is the empirical distribution for a sequence {~x′1, ~x′2, . . . , ~x′b} sampled from
the Markov process defined by p(~s).
This lemma says that for any sequence, we can find an optimal process such that
for all sequences sampled from this process, the average information per trial equals
the average information per trial of the original sequence. The conditions that the
process be tk + 1 order stationary and ϕ-irreducible ensure that we can generate a
valid sequence by sampling the process.
We begin by defining some notation which makes it easy to express necessary and
sufficient conditions for a sequence to be valid. By definition ~st is a sequence of tk+1
stimuli ~st = {~xt−tk , . . . , ~xt}. We use superscripts on ~st to denote the sub-vector of ~st
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corresponding to the stimulus, ~xt, at different times,
s−jt = ~xt−j (178)
s−j:−it = {~xTt−j, ~xTt−j+1, . . . , ~xt−i−1, ~xTt−i}T . (179)
Thus a necessary condition for a valid sequence is that s−tk+1:0t = s
−tk:−1
t+1 ∀ t. A
distribution p(~s) is valid only if it assigns non-zero probability to sequences which
satisfy this constraint.
A process is a tk + 1 order stationary process if the likelihood of any subsequence
of tk + 1 or fewer stimuli {~xt−tk , . . . , ~xt} is independent of the time t at which this
sequence occurs.
Definition 1. The stochastic process defined by the joint distribution p(~x1, ~x2, . . .) is
a tk + 1 order stationary process if
p(~xt−tk , . . . , ~xt) = p(~xt+∆−tk , . . . , ~xt+∆) ∀t,∆. (180)
For example, consider the case of a visual neuron where each ~xt is an image
and {~xt−tk , . . . , ~xt} is a short movie constructed by playing the still images in rapid
succession. Hence, the distribution of p({~xt−tk , . . . , ~xt}) is the probability that we
play a specific movie, {~xt−tk , . . . , ~xt}, to the neuron at time t. Eqn. 180 says that
the probability of playing a particular movie at time t must equal the probability of
playing that same movie at time t+ δ.
Clearly, not all marginal distributions p(~st) = p(~xt−tk , . . . , ~xt) define a valid tk +1
stationary process. We can show that for a tk+1 order stationary process the marginal
distributions on sub-sequences of length tk+1 or shorter must be independent of time.
This conclusion leads to the following necessary and sufficient conditions for a tk + 1
order stationary process.
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Lemma 2. We can construct a tk + 1 order stationary process with marginal distri-




) {i : 0 ≤ i < tk, i ∈ Z}, (181)
where Z is the set of integers.
The details of the proof are not particularly important so we leave the proof for
Appendix 3.6.2.
We can think of the tk + 1 order stationary process p(~x1, ~x2, . . .) as a stationary
Markov process, p(~s1, ~s2, . . .), where the transition matrix is constructed so as to
enforce the constraint s−tk+1:0t = s
−tk:−1
t+1 ∀t. In Appendix 3.6.2 we prove using
induction that if p(~s) satisfies Lemma 2 then we can construct a Markov process
with stationary distribution p(~s) for which s−tk+1:0t = s
−tk:−1
t+1 ∀t. Consequently we
say p(~s) is a tk + 1 order stationary process; we use “tk + 1 order” to describe a
stationary Markov process which satisfies the additional constraint s−tk+1:0t = s
−tk:−1
t+1 .
We can prove Lemma 1 by showing that the empirical distribution pˆb(~s) for
any sequence converges to a distribution p(~s) which defines a tk + 1 order stationary,
ϕ-irreducible Markov process. Clearly, for finite b, pˆb(~s) may not define a tk+1 order
stationary process because we can easily imagine sequences for which the empirical
distribution violates Lemma 2. Consider the simple case, tk = 1 and the sequence




b−1 if ~s = {a1, a2}
b−2
b−1 if ~s = {a2, a2}
(182)
Clearly this does not satisfy Definition 1 because the marginal distribution pˆb(s
−1)
has support on a1 but pˆb(s
0) does not. The problem is clearly the “edge effects”
due to finite b. We can reasonably expect that in the limit b → ∞ these effects
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become negligible. This leads to Lemma 3 which says that as b → ∞ the empirical
distribution pˆb(~s) for any sequence converges to a tk + 1 order stationary process.
Lemma 3. Let {pˆ1(~s), pˆ2(~s), . . . , pˆb(~s)} be a sequence of empirical distributions cor-
responding to some sequence {~x1, ~x2, . . . , ~xb}, then
lim
b→∞
pˆb(~s) = p(~s) ∈ P~∫ , (183)
where P~∫ is the set of tk + 1 order stationary, ϕ-irreducible processes.
Proof: The reasoning is straightforward. The sequence {s−i+11 , s−i+12 , . . .} =
{~xtk+2−i, ~xtk+3−i, . . .} is nearly the same as the sequence {s−i1 , s−i2 , . . .} = {~xtk+1−i, ~xtk+2−ı, . . .}
except delayed by one time step. The only difference is a finite number of stimuli at
the start and end of these sequences. Thus, if we compute the empirical distributions,
pˆb(s
−i) and pˆb(s−i+1) they should be equal in the limit b → ∞. We show this more
formally by starting with the definition of pˆb(~s). For 0 ≤ i < tk,
pˆb(~s










δ({~xt−i, . . . , ~xt} = a)
(184)
pˆb(~s


































b+1 = a). (187)













−i:0 = a). (189)
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Thus by Lemma 2 the empirical distribution converges to a distribution which
defines a tk + 1 order stationary Markov process.
To complete the proof of Lemma 3 we also need to show that the limiting
distribution p(~s) defines a ϕ-irreducible Markov process. By definition a Markov
process is irreducible if it is possible to get from any state to any other state in
a finite number of steps. For p(~s), the different states are the possible values for
~s. ϕ-irreducible is a less restrictive notion of irreducibility in which it is possible
to transition from any state to any state in ϕ in a finite number of steps. For our
purposes, we define ϕ as all inputs on which p(~s) has positive support ,
ϕ = {a : lim
b→∞
pˆb(~s = a) > 0}. (190)
Since we assume that ~xt is quantized, there are a finite number of possible values
for ~s. In this case, ϕ is just the set of the sub-sequences {~xt−tk , . . . , ~xt} which occur
infinitely often in the sequence {~x1, ~x2, . . .}. Since ~xt is discrete, the only way to
create an infinitely long sequence is if at least one of the values of ~st is repeated
infinitely often; therefore ϕ is necessarily not empty. Since each a ∈ ϕ appears an
infinite number of times in the original sequence, it is always possible to transition
from any state to any state in ϕ in a finite number of steps. We can therefore always
find an equivalent, with respect to average information, Markov process, in which it
is possible to transition from any state to any state in ϕ in a finite number of steps.
Thus, we can without loss of generality assume that for any sequence, pˆb(~s) converges
to a stationary, ϕ-irreducible Markov chain with stationary distribution p(~s). This
completes the proof of Lemma 3.
Ensuring that p(~s) defines a ϕ-irreducible Markov process guarantees that if we
sample this process, the empirical distribution, pˆb(b), converges to p(~s). In Appendix
3.6.2 we show how we can compute a transition matrix p(~st|~st−1) from p(~s). We
also show that sampling this distribution produces a sequence of inputs for which
s−tk+1:0t = s
−tk:−1
t+1 ∀t and has stationary distribution p(~st) = p(~s). Since this Markov
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process is ϕ-irreducible the empirical distribution pˆb(b) must be a consistent estimator
of p(~s) [128].
In the previous section we showed that p(~s) is a sufficient statistic for the average
information per trial of a sequence. In this section, we showed that for any sequence,
we can construct a tk+1 order stationary, ϕ-irreducible process for which the empirical
distributions of the original sequence and any sequence sampled from the process
converge to the same distribution p(~s). Consequently, it follows that the original
sequence and any sequence sampled from p(~s) are equivalent with respect to the
average information per trial as b→∞.
3.2.3 Sampling the optimal tk+1 stationary process produces a maximally
informative sequence.
The proof of Theorem 1 follows almost immediately from the results in the previous
two sections. In Section 3.2.1, we showed that as b → ∞ maximizing the mutual
information is equivalent to maximizing the average information per trial, Eqn. 174.
The results in Section 3.2.2 show that for any sequence we can find an equally
informative process defined by p(~s). Thus, we can maximize the average information
per trial with respect to p(~s) where p(~s) is a tk + 1 order stationary, ϕ irreducible
process. We can then sample this process to generate a sequence which maximizes
the average information per trial. This completes the proof of Theorem 1.
Computing the optimal distribution is a well defined optimization problem because
the set P~∫ is a compact, convex space. As a result, the maximum
popt(~s) = arg max
p(~s)∈P~∫
E~θ log |Ep(s)Jexp(~s)| (191)
is well defined because the log-determinant is a concave function. The maximizer,
popt(~s), may not be unique. However, if popt(~s) is non-unique, then the set of maxi-
mizers is convex.
To summarize, we have proved that asymptotically the optimal sequence is as
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informative as any stochastic process with marginal distribution popt(~s). Thus, instead
of finding the optimal sequence we can find popt(~s) by solving a convex optimization
problem. To produce an optimal sequence we just sample popt(~s). Since popt(~s)
depends on our current posterior, we should recompute popt(~s) after every trial.
3.2.4 Discussion
We conclude this section by briefly discussing some of the implications of Theorem
1. We motivated Theorem 1 by considering the case in which the neuron’s response
depends on past stimuli. In this case, we believe the greedy algorithm will be sup-
optimal because it fails to take into account the influence of ~xt+1 on future trials.
Consequently, the greedy algorithm does not generate good stimuli for learning the
temporal structure of the receptive field. Theorem 1 shows that in general our
greedy algorithm will produce a design which is sub-optimal when tk > 0. Our results
show that for the optimal sequence, the stimuli are correlated with past stimuli i.e
in general popt(~s) 6=
∏0
i=tk popt(~xt−i). In contrast, we know that asymptotically our
greedy algorithm produces a sequence which is equivalent to sequences in which each
~xt is independent of past stimuli. This conclusion follows from a proof similar to
that of Theorem 1 that the greedy algorithm produces a sequence which is on
average as informative as a sequence produced by sampling some optimal distribution,
~xt ∼ popt(~x) [114, 90] . As a result, we can conclude that in general our greedy
algorithm is sub-optimal when the response depends on past stimuli.
Our motivation for considering the infinite horizon was to hopefully simplify the
optimization in the non-greedy setting. Our results, Theorem 1, show that in
the infinite horizon we need to optimize a concave function over the convex set of
marginal distributions, p(~s). In general, if b is sufficiently large computing the optimal
distribution p(~s) should be easier than computing the optimal sequence {~x1, . . . , ~xb}
because finding popt(~s) is a convex optimization problem. In the next section we show
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how p(~s) may be computed in special cases and these methods may be contrasted
with methods for computing the optimal sequence when b is reasonably small.
As we noted in the introduction, the equivalence between the optimal sequence
and the optimal stochastic process is in an average sense. Theorem 1 and its deriva-
tion show that the equivalence is in terms of the average Fisher information per trial.
The Fisher information is a measure of the information provided by (~st, rt) about the
underlying conditional distribution p(rt|~st, ~θ) [31]. Unlike our original objective func-
tion, the mutual information, the average Fisher information is independent of our
prior information. In the limit b → ∞ the objective function becomes independent
of the prior because our prior information is negligible compared to the information
contained in the observations. This result, however, implicitly assumes that we may
collect information about all ~θ. If for example we cannot decrease our uncertainty
about certain directions in ~θ space, or we can decrease our uncertainty only so much,
then our uncertainty in these directions is necessarily constrained by our prior. Math-
ematically, to ensure we can collect information in all directions we simply have to
show that there exists p(~s) such that for all ~θ the matrix Ep(~s)Jexp(~s) is non-singular
so that its determinant is well defined. We can easily show this is true for 1-d GLMs
with Poisson likelihoods. Even though the Fisher information is independent of the
prior, the prior still affects our choice of p(~s) because we must compute the expected
Fisher information with respect to ~θ. Consequently, we will naturally favor designs
which are informative, in terms of the Fisher information, under the models on which
our uncertainty is concentrated. Thus, we will tend to pick designs which reduce our
prior uncertainty.
Since the optimal sequence and the optimal stochastic process are equal only in
an average sense, we need to consider conditions under which the equivalence will
hold in practice. Naturally, the number of trials remaining must be large; otherwise
pˆb(~s) will be a poor estimate of p(~s). Furthermore, the posterior must be changing
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slowly. If the posterior is changing rapidly then we would expect the optimal which
maximizes Eqn. 160 would change significantly on successive trials. As a result, pˆb(~s)
would again be a poor estimate of p(~s). Intuitively, it seems reasonable to conjecture
that in this case we might do better just using the greedy algorithm. If we expect
a single trial to drastically reduce our uncertainty then arguably it makes no sense
to construct a design which looks any further into the future then the next time
step because it is unreasonable to expect that we would continue using that design
after the next trial. This issue is similar to the exploration-exploitation trade-off in
reinforcement learning [16, 148].
Finally, we have endeavored to make the results in this section as general as
possible and not unnecessarily restrict our results to generalized linear models. The
only assumption we have made about the conditional likelihood is that it has a finite
dependence on the past, p(rt|~x−∞, . . . , ~xt, ~θ) = p(rt|~xt−tk , . . . , ~xt). Consequently, our
results do not hold for auto-regressive models such as GLMs with a dependence
on past spike history. However, we conjecture that in practice if a neuron has a
dependence on past spike history we may find a reasonably small t′k such that the
conditional distribution may be well approximated as
p(rt|~xt−tk , . . . , ~xt, rt−ta , . . . , rt−1) ≈ p(rt|~xt−t′k , . . . , ~xt) (192)
= Ert−t′
k




p(ri|~xi−tk , . . . , ~xi, ri−ta , . . . , ri−1) (193)
~xt = xˆ ∀t < t− t′k (194)
rt = rˆ ∀t < t− t′k, (195)
Here ta measures the number of past responses on which rt depends. We approximate
the conditional likelihood of rt by computing the joint conditional likelihood on all
responses {rt−t′k , . . . , rt}. This conditional response depends on stimuli and responses
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that occurred before t− t′k. However, we approximate all stimuli and responses before
t − t′k using the point estimates xˆ and rr. By plugging in constant values we can
truncate the chain and approximate the conditional likelihood using a finite number
of stimuli. We then marginalize the conditional likelihood over all {rt−t′k , . . . , rt−1}.
For xˆ and rˆ we choose some suitable value such as the average stimulus and the
background firing rate. This approximation should be reasonable because we would
expect the effect of past spikes to eventually die out. Thus, for suitably large t′k > ta
we might expect the above approximation to work quite well.
To derive the objective function, we also implicitly assumed that the log likelihood
is concave as this assumption justifies the Gaussian approximation of the posterior.
The Gaussian approximation of the posterior is necessary for the analytical approxi-
mation of the mutual information which was the starting point for the derivation of
the objective function in the infinite horizon.
Finally, we note that the result in Theorem 1 is closely related to the idea of
D-optimality in the experimental design literature [57, 25, 24, 27, 105, 114]. The key
difference is we consider the case where each input ~st is constrained by past choices.
Furthermore, most previous work focused on computing locally-optimally designs; i.e
maximizing the average information per trial using a point-estimate of ~θ. In contrast
we maximize the expectation with respect to our posterior on ~θ.
3.3 Finding the optimal process, p(~s)
Using Theorem 1 to design experiments is quite difficult in practice. Evaluating
the average information per trial, Eqn. 191, entails computing high-dimensional
expectations with respect to the stimulus distribution, p(~s), and the posterior on ~θ,
p(~θ|~µt,Ct). The difficulty of evaluating these expectations is one reason previous work
has often focused on locally optimal designs [25, 105]. Since maximizing the average
information with respect to the design, p(~s), is a convex optimization problem, the
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maxima is well defined and can in theory be found numerically. However, for even
moderately large dim(~s) or tk numerically solving for popt(~s) will be too slow for online
use. A natural approach to this problem is to assume p(~s) has some parametric form.
Our method is based on restricting p(~s) to the set of Gaussian processes. Gaussian
processes make it easier to compute expectations with respect to p(~s) because the
marginal and conditional distributions for these processes are Gaussian. Furthermore,
Gaussian processes are easy to sample; this is an important consideration because to
design experiments using popt(~s) we must be able to sample it. In Section 3.3.1
we evaluate the average information per trial, Eqn. 160, for Gaussian processes. In
Section 3.3.2 we consider the special case of a GLM with Poisson likelihood and
exponential link function. We consider this special case in detail because the Poisson
model is particularly useful for modeling neurons. The use of an exponential link
function with the Poisson model allows us to simplify several computations and is
therefore worth considering in detail.
3.3.1 Finding the optimal Gaussian Process
A Gaussian process is a stochastic process for which the joint distribution on any of
the variables is Gaussian [121]. Since p(~s) needs to be a tk+1 order stationary process
we need only consider stationary Gaussian processes. To specify the Gaussian process
we need to determine its mean, m(t), and covariance functions, v(ti, tj). Since the
process must be stationary these functions can depend only on the difference in time
between the samples, |ti − tj|,
m(t) , E~xt~xt = u = const (196)
v(ti, tj) , E~xti ,~xtj~xti~xtj − E~xti~xtiE~xtj~xtj (197)
= v(ti − tj) = v(tj − ti)T . (198)
119
Since our objective function, Eqn. 160, only depends on the marginal distribution on
sequences of length tk + 1 we can for simplicity only consider processes with
v(|tj − ti|) = 0 if |tj − ti| > tk. (199)
In this case the Gaussian process is determined by u which is a vector of length dim(~xt)
and v(ti− tj) for |ti− tj| = 0, 1, . . . , tk. v(ti− tj) is a dim(~xt)× dim(~xt) matrix. Since
this process is stationary, all sequences of length l have the same marginal distribution.
Consequently the process is necessarily a tk + 1 order stationary process.
Gaussian processes have the property that the marginal distribution on any sub-
sequence is Gaussian,








v(0) v(1) . . . v(tk)
v(−1) v(0) . . . ...
...
. . . . . .
...
... . . . . . . v(0)

(201)
v(i) = v(−i)T . (202)
Since p(~s) is Gaussian, and the expected Fisher information for the 1-d GLM is 1-
dimensional, we can compute the inner expectation, E~sJexp(~s, ~θ), with relative ease
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(see Appendix 3.6.3). The result is we can reduce our objective function to
E~θ log |Ep(~s)Jexp(~sT~θ)~s~sT |






















$1 = Ew1Jexp(w1||~θ||2) (206)
$2 = Ew1Jexp(w1||~θ||2)w1 (207)
$2 = Ew1Jexp(w1||~θ||2)w21 (208)






























Since I+V T ($1Cs)
−1U is a 2-d matrix, we can compute its determinant analytically.
In certain cases, e.g the canonical Poisson, we may further simplify this expres-
sion. More generally we can potentially evaluate the expectation with respect to ~θ
numerically either by direct integration or using Monte-Carlo techniques. The key
fact is that Eqn. 203 depends only on (µω1 , σ
2
ω1
, ||~θ||2); i.e our objective function de-
pends only on three scalars which are linear and quadratic functions of ~θ. Thus, once
we compute p(µω1 , σ
2
ω1
, ||~θ||2), we just have to perform a 3-dimensional integration
to evaluate the expectation with respect to ~θ. Three dimensions is small enough
that we can expect Monte Carlo Techniques to provide good approximations of the
expectation.
Qualitatively, we can evaluate the utility of designing experiments using Eqn. 203
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by considering what features of the design the different terms quantify. The first two
terms depend on the expected Fisher information of the inputs sampled from the
design. Naturally we want to maximize the Fisher information because the Fisher
information quantifies how well we can infer the parameters from the observations.
Since we take the expectation of these quantities with respect to ~θ, our objective
function favors designs which are informative for all models ~θ on which the probability
mass of our posterior is concentrated. As a result maximizing Eqn. 203 should lead
to better designs then methods based on a point approximation of ~θ [25, 105]. In
particular, the expectation over ~θ means the optimal design depends on both the mean
and covariance matrix of our posterior and thus by extension our prior knowledge as
well.
Simply maximizing the Fisher information, however, can lead to poor designs.
For non-linear designs the Fisher information is non-uniform with respect to ~θ and
~s. For the 1-d GLM, the Fisher information depends on the projection of the input
on the parameters. This means the cost of reducing our uncertainty in the subspace
parallel to ~θ is not the same as the cost of reducing our uncertainty on the subspace
orthogonal to ~θ. Here the cost refers to the number of observations needed to reduce
our uncertainty by some fixed amount.
If we simply maximize the Fisher information we will only explore the region of
~θ space where information is cheap. Early in an experiment, it makes sense to pick
inputs which produce the largest reduction in our uncertainty using the fewest obser-
vations. However, as our experiment progresses we would like to consider regions of ~θ
space where collecting information is more expensive. The log |Cs| term ensures that
we explore the entire model space because log |Cs| blows up if any of the eigenvalues
of Cs become too small. This term, which depends only on the design, acts as a
restoring force which tends to whiten our design. Consequently, the optimal design
always assigns a non-zero probability to inputs in any direction of inputs space. This
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feature of the optimal design ensures that we explore all regions of model space and
do not get stuck obsessively exploring regions where information is cheap.
Intuitively, whitening our design is necessary to ensure our design is robust. If
our model is misspecified, our prior knowledge is incorrect, or the neuron is adapting
over time, then we might end up with a design which obsessively gathers information
about a set of models which does not include the best model [5, 89]. Whitening our
design tends to make our design more robust to such misspecification, reducing the
amount of bias introduced by model misspecification [92].
3.3.2 The optimal Gaussian Process for the canonical Poisson model.
In this section, we consider a special case of the GLM; the Poisson model with an
exponential nonlinearity. For the Canonical Poisson the Fisher Information is the
exponential function, Jexp(~s
T~θ) = exp(~sT~θ). Since the Fisher Information is indepen-
dent of rt, and the distributions on ~s and ~θ are Gaussian, we can compute some
of the expectations in our objective function, Eqn. 160, analytically. In this section,
we use these properties to simplify the objective function. While we cannot derive a
completely analytical expression for the average information per trial, we can derive
a completely analytical lower bound. In the following sections we focus on finding the
Gaussian process which maximizes this lower bound. Unfortunately, the constraint
that the process be tk + 1 order stationary, i.e. that Cs must be a block-Toeplitz
matrix, makes optimizing the lower bound rather complicated. Therefore, in Section
3.3.2.1 we find the Gaussian process which maximizes the lower bound without en-
forcing the constraint that Cs is a block-Toeplitz matrix. We then show how we can
modify this Gaussian process to construct a tk + 1 order stationary process. In some
sense this approach works by finding the best Gaussian distribution for p(~s) and then
finding the “closest” tk + 1 order stationary Gaussian process to p(~s). While there
is no guarantee that the resulting design will be optimal, it leads to a very tractable
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1-dimensional optimization and works well in simulations. In Section 3.3.2.2 we
briefly discuss numerically optimizing our lower bound subject to the constraint that
Cs is block-Toeplitz. Since the complexity of the numerical optimization grows with
the dimensionality of ~θ, numerical methods are largely impractical for designing neu-
rophysiology experiments.
For the Canonical Poisson, we can easily compute E~s exp(~s
T~θ)~s~s because it is just
a weighted Gaussian,
E~θ log









~θTCs~θ + log |Cs|+ log
(
1 + (µs + Cs~θ)










t + CsCt) + log |Cs|
+ E~θ log(1 + (µs + Cs
~θ)TC−1s (µs + Cs~θ)) (216)
Computing the expected value of the log term is difficult. The expected value of the
log term, however, is necessarily positive because
(µs + Cs~θ)
TC−1s (µs + Cs~θ) ≥ 0⇒ log(1 + (µs + Cs~θ)TC−1s (µs + Cs~θ)) ≥ 0. (217)
As a result by dropping the log term we end up with the lower bound





t + CsCt) + log |Cs|. (218)
Qualitatively this lower bound leads to a reasonable objective function for optimizing
the design. Our goal is to pick inputs which maximize the amount of new information
provided by the experiment. The utility of an input is thus a function of 1) the
informativeness of the experiment as measured by the Fisher information, which is
independent of what we already know, and 2) our posterior which quantifies what we
already know. As noted in the previous section the effect of log |Cs| is to whiten our
124
design. In contrast, Tr(Cs~µt~µ
T
t + CsCt) is directly related to our prior uncertainty
and the Fisher information. For the canonical Poisson, the Fisher information is
exp(~sTt
~θ). Thus, to increase the Fisher information of the inputs we want to maximize
the projection of the inputs on ~θ. Clearly, maximizing Tr(Cs~µt~µ
T
t ) = ~µ
T
t Cs~µt entails
placing as much stimulus power as we can in the direction of ~µt which is our best
estimate of ~θ at time t. As a result, the first term quantifies the extent to which
the design picks inputs with large Fisher information. In contrast the Tr(CsCt) tries
to force us to explore areas of uncertainty. Ignoring the Toeplitz constraint on Cs,
maximizing Tr(CsCt) subject to a constraint on Tr(Cs) entails putting all stimulus
power along the largest eigenvector of Ct. Thus, maximizing Tr(CsCt) favors designs
which would explore regions of ~θ space where our uncertainty is high.
For the canonical Poisson, the informativeness of an experiment increases with the
magnitude of the stimuli. Clearly by increasing the magnitude of µs or the variance of
Cs we can make the linear term, the terms outside the log, arbitrarily large. Since the
linear function grows faster than the logarithm, this means we can make our objective
function arbitrarily large. Therefore, we must constrain the stimuli in order to get a
well defined optimization problem. A reasonable constraint is the average power of
the stimuli,
E~x~x
T~x ≤ m. (219)




= Tr(Cxx + µxµ
T
x ) (221)
= Tr(v(0) + uuT ). (222)
Clearly the set of u and {v(0), . . . , v(tk)} satisfying these constraints is convex. Unfor-
tunately these constraints are nonlinear which in general complicates the optimization
problem.
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3.3.2.1 The optimized Gaussian Process under relaxed stationarity constraints
In this section we show that if we drop the constraint that Cs is block-Toeplitz, we can
maximize the lower bound for Eqn. 216 using a simple 1-dimensional search. Since
p(~s) does not define a tk + 1 order stationary process we cannot generate a sequence
of stimuli with stationary marginal distribution p(~s). However, we can modify this
Gaussian Process to compute a Gaussian Process which is tk + 1 order stationary.
We can think of this modification as projecting p(~s) into the space P~∫ . While the
solution is no longer guaranteed to be optimal it gives a result which can easily be
implemented and therefore of practical use. Furthermore, simulation results indicate
this design can still outperform an i.i.d. design, Section 3.4.























over all (µs, Cs) subject to the constraints
~sTCs~s > 0 ∀~s 6= 0 (225)
Tr(Cs) < m− ||µs||2 (226)
Clearly the optimal µs will be parallel to ~µt. Therefore, only the magnitude of the








Tr(CsR) + log |Cs|
)
(227)







Tr(CsR) + log |Cs| (228)
s.t ~sTCs~s > 0 ∀~s 6= 0 (229)
Tr(Cs) < m− ||µs||2 (230)
Since the determinant of Cs is independent of its eigenvectors, the eigenvectors of Cs
are completely determined by Tr(CsR). We can easily show, see Appendix 3.6.4,
that Tr(CsR), is optimized when the eigenvectors of Cs equal the eigenvectors of R.
As a result, finding the optimal Cs is a constrained eigenvalue optimization problem













where O are the eigenvectors of R, ri are the eigenvalues of R, ds = dim(~s), and we






λ− ri = m− ||µs||
2. (232)
The details of our solution are in Appendix 3.6.4.
In principle to find the optimal (||µs||, Cs), we need to do a search over ||µs|| and
compute the optimal Cs for each ||µs||2 by solving for λ given ||µs||. However, we can
significantly reduce the amount of computation required by doing a search over λ for
λ > max ri as opposed to a search over ||µs||. For each value of λ we can compute the
optimal (||µs||, Cs). Thus, a single 1-d search over λ is guaranteed to find the optimal
(µs, Cs).
Since the popt(~s) which maximizes the lower bound does not satisfy the conditions
for a tk+1 order process we cannot sample it using the procedure presented in Section
3.2.2. However, we can generate a valid sequence of stimuli by drawing samples
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of sequences of length tk + 1 by sampling ~s = {~xt−tk , . . . , ~xt} from the marginal
distribution popt(~s); that is after every tk + 1 trials, we pick a batch of tk + 1 stimuli
to be presented on the next tk+1 trials. The empirical distribution for this sequence,
pˆb(~s), does not converge to popt(~s). Hence, we cannot use popt(~s) to compute the
informativeness of the sequence generated by sampling popt(~s).
The results in Section 3.2.2, however, still apply. Thus, there exists a tk+1-order
stationary process which is equivalent with respect to the average information to the
sequence produced by sampling popt(~s) as described above. To find this equivalent
process we just need to find the limiting distribution of the empirical marginal dis-
tribution, pˆb(~s). Using the sampling procedure defined above each batch of tk + 1
stimuli is an i.i.d. sample from popt(~s). Hence, we can easily compute the marginal
distribution on any subsequence of length tk + 1,





p(~xi, . . . , ~xi+tk)p(~xj, . . . , ~xj+tk)
(233)
p(~xi, . . . , ~xi+tk) = popt(~s) (234)
p(~xj, . . . , ~xj+tk) = popt(~s) (235)
i = b t− 1
tk + 1
c+ 1 (236)
j = i+ tk + 1. (237)
Here b c denotes the floor function and popt(~s) is the Gaussian distribution computed
by optimizing the lower bound for Eqn. 160. Since {~xi, . . . , ~xi+tk} and {~xj, . . . , ~xj+tk}
are i.i.d. samples drawn from p~s(~s), the empirical distribution converges to a distri-
bution which is a uniform mixture of the marginals p(~xt−tk+∆, . . . , ~xt+∆) for ∆ =
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p(~xt−tk+∆, . . . , ~xt+∆) (239)
where p(~xt−tk+∆, . . . , ~xt+∆) is computed using Eqn. 233. p
′(~s) is necessarily a tk + 1
order stationary process. This result holds in general for all p(~s) and not just p(~s)
which are Gaussian; that is for any p(~s) we can always construct a tk + 1 order
stationary process, p′(~s), by using a mixture of p(~s).
3.3.2.2 Optimal tk + 1 stationary Gaussian Process for the canonical Poisson
In this section, we return to the problem of finding the optimal Gaussian process
subject to the constraints that p(~s) is a tk+1 order stationary process. Consequently,
we want to maximize the same objective function as in the previous section except
with the added constraint that Cs is a block Toeplitz matrix,









t + CsCt) + log |Cs| (240)
+ E~θ log(1 + (µs + Cs








v(0) v(1) . . . v(tk)
v(−1) v(0) . . . ...
...
. . . . . .
...






Tu ≤ m (243)
~sTCs~s > 0 ∀~s 6= 0. (244)
We could attempt to solve this problem directly using numerical methods; i.e we can
compute the objective function and its derivatives for any µs and Cs and we can
approximate the expectation over ~θ and its derivatives using Monte-Carlo techniques.
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However, since tk ∼ O(10) and dim(~x(t)) ∼ O(10 − 100), the dimensionality will
simply be too large to easily optimize the design let alone to continually re-optimize
the design during an actual experiment.
As in the previous section we can avoid numerical integration by ignoring the
expectation of the log-term and just maximizing the lower bound. Furthermore, we










Tr(CsR) + log |Cs|
)
. (245)
Since µs depends only on u,






t , . . . , ~µ
tk dim(~xt)+1:(tk+1) dim(~x(t))
t ]. (247)
M(~µt) is just a matrix whose columns correspond to dim(~xt) consecutive elements of
~µt. ~1 is just a vector of ones. Clearly to maximize our lower bound u should be parallel
to M(~µt)~1. Therefore we just need to find the optimal value of ||u||. Unfortunately
we cannot use the same approach as the previous section to solve the inner problem.
Our solution in the previous section used the fact that there was no constraint on the
eigenvectors of Cs. Consequently, since log |Cs| is independent of its eigenvectors, we
could just pick the eigenvectors of Cs to equal those of R. In this case, the Toeplitz
constraint on Cs restricts the eigenvectors of Cs. In principle, we can numerically
optimize the inner problem with respect to the coefficients of ~v, but in general this
leaves too many degrees of freedom to be a practical solution for sequential, optimal,
experimental design.
3.3.3 Bias and Spike history terms
Our analysis so far has assumed that the input, ~s, consisted only of the stimulus. In
practice, ~s may have fixed terms; for example a bias term or terms corresponding
to spike history. We can handle this using our existing methods by considering the
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information provided only about the stimulus coefficients and ignoring the information
about the bias and spike history components. This approach is reasonable because
the bias term can typically be estimated very well simply by observing the background
firing rate in the absence of any stimuli. Ignoring the information provided about the
spike history terms is reasonable because it seems unlikely that we will be able to
control the neuron’s response well enough to generate spike-histories to directly probe
the neuron’s dependence on its past responses. However, decreasing our uncertainty
about the stimulus coefficients will tend to also reduce our uncertainty about the
spike history coefficients because we can do a better job estimating how much of the
response is due to the spike history.
Suppose we let ~sT = {~sTx , ~sTf } where ~sx are the terms corresponding to {~xt−tk , . . . , ~xt}
and ~sf are the non-stimulus terms, e.g. the bias and spike history terms. Following

















If we focus on just maximizing the information about the stimulus coefficients then




∣∣Ep(~sx)E~sf |~sxJexp(~s)~sx~sTx ∣∣ . (249)
This result is equivalent to assuming we want to minimize the entropy of the marginal
distribution of our posterior on the stimulus coefficients of ~θ. We can show, following
a derivation like that in Section 3.2, that minimizing the entropy of the marginal
distribution on the stimulus coefficients is equivalent in the limit b→∞ to Eqn. 249.
The only complication in Eqn. 249 is computing the expected value of the Fisher
information with respect to p(~sf |~sx). One way to handle this is simply to use a point
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estimate of ~sf . For the canonical Poisson if ~sf contains fixed terms we can simply








~θf ) just adds a constant, with respect to the design p(~sx), to our
objective function and thus has no impact on the optimization.
3.4 Results
We tested our methods using simulated experiments which mimicked real experiments
investigating the response properties of auditory neurons in song bird [168]. In these
simulations, we generated synthetic responses by simulating a neuron using a GLM.
The parameters of the GLM were the parameters of a GLM fitted to real data taken
from experiments with song birds. The data was provided to us by David Schneider
and Dr. Sarah Woolley and is described in detail in Chapter 4. ~θ in this case
consisted of the STRF fitted to the bird-song data, as well as three of the spike-
history coefficients and the bias term. Using this synthetic neuron, we ran simulated
experiments in which stimuli were chosen either by sampling an optimized Gaussian
process using the methods presented in Section 3.3.2.1 or by sampling a white
Gaussian process. Both processes were subject to the same average power constraint.
In Figure 19 we compare the MAP estimate of the parameters using the two
designs as a function of the trial. The corresponding mean squared error of the MAPs
is shown in Figure 20. The results clearly show that the MAP converges more rapidly
to the true value of the STRF using the optimized design. For the spike-history and
bias terms the results are more mixed. Even though we ignore the spike-history and
bias terms when optimizing the design, the optimized Gaussian process still produces
a small albeit somewhat transient improvement in the estimated spike-history and
bias coefficients compared to the design using white noise. In Figure 21 we plot the







































































Figure 19: A) Plots of the MAP estimates of the STRF estimated on several trials
using a white vs. optimized Gaussian process. B) The estimated spike history coef-
ficients after each trial. Each row shows the spike history coefficients on a different



































Figure 20: Plots of the mean squared error between each component of the MAP
and the corresponding true value of ~θ. Left panel, the MSE between the estimated
stimulus coefficients, the STRF, and their true value. Middle panel, the MSE for the













Figure 21: A plot of the number of spikes observed for the design using the optimized
Gaussian process. Left panel, the spikes on the first 1000 trials. Middle panel, the
number of spikes on each trial. Right plot, the number of spikes on the last 1000 trials.
The plots clearly show that the optimized design ends up picking stimuli which drive
the neuron to fire more often.
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that the optimized design ends up picking inputs which drive the neuron to fire at a
higher rate because for the canonical Poisson the Fisher information increases with
the firing rate. In real experiments we might expect the neuron to adapt so that
it would no longer fire if we keep picking the same input [141]. One way to handle
this is by incorporating a simple model of adaptation as discussed in Chapter 2.
By modeling adaptation, we can take the effects of adaptation into account when
computing the expected information gain for each input.
The main conclusion of Figure 19 and Figure 20 is that even though we optimized
the Gaussian process by ignoring stationarity constraints, the resulting design still
decreased the error faster than a white noise design. This result is important because
the methods described in Section 3.3.2.1 can be implemented in a real experiment
with a minimal amount of effort.
3.5 Discussion
In this chapter we have shown how the problem of non-greedy optimization of the
stimulus can be turned into a tractable problem by considering the infinite horizon.
For the Canonical Poisson we have shown how we can compute a better design then
white noise by relaxing the stationarity constraints, Section 3.3.2.1, or by numerically
optimizing a concave objective function, Section 3.3.2.2.
Our solution in the case of the canonical Poisson used the lower bound for the
objective function presented in Section 3.3.2. Naturally we would like to get some
sense of how good this lower bound is. One way we can potentially address this
issue is by using Jensen’s inequality to establish an upper bound for the error due to
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ignoring the log term,
E~θ log(1 + (µs + Cs






s µs + 2~µ
T




Since we can easily evaluate this bound for any (µs, Cs), we can easily do a numerical
investigation to get some sense of how tight our lower bound is.
In Section 3.3.2.1 we showed how an optimal Gaussian process may be computed
by relaxing the stationarity constraints. An obvious question is how the resulting
design will compare to the optimized Gaussian process in Section 3.3.2.2 when
we enforce the stationarity constraints during the optimization. In Section 3.3.2.1
we showed that while the optimal Gaussian process computed is not tk + 1 order
stationary it is equivalent to a mixture of Gaussians which is tk + 1 order stationary.
Thus, we can view the results of Section 3.3.2.1 as a heuristic for computing the
optimal design when we restrict p(~s) to being a mixture of Gaussians. Since the
mixture of Gaussians is a much more flexible model we would hope that the solution
in Section 3.3.2.1 would do better than the solution in Section 3.3.2.2.
In this chapter we have focused on approximate methods which ignore stationar-
ity constraints because the resulting, semi-analytical solution is much better suited
for designing actual experiments. Real experiments involve high-dimensional stimuli
which numerical optimization methods will unlikely be able to handle, particularly
in a real-time setting. Consequently, an open question is whether numerical methods
like those discussed in Section 3.3.2.2 are really worth pursuing. If the dimensional-
ity is small enough for numerical methods to be feasible we might reasonably expect a
non-optimized design to work nearly as well as an optimized design. Furthermore, the
methods in this chapter implicitly assume that a large number of trials is required to
estimate the model because if b is small the empirical marginal distribution provides
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a poor estimate of p(~s). If the dimensionality of the model is small enough to make
numerical optimization tractable then there is a good chance only a small number of
observations will be needed to fit the model. In this case, the methods in this chapter
will not work well because they are based on the assumption that b is large.
Despite the limitations of the methods presented in this chapter, they nonetheless
address a major limitation of our greedy methods. In particular, the methods in
this chapter create stimuli with complex temporal structure based on the expected
temporal features of the neuron’s receptive field. Consequently, we think the methods
presented in this chapter will be particularly valuable for investigating neurons with
complex spatio-temporal receptive fields.
3.6 Appendix
3.6.1 Why we do not need to know pˆb(r|~s) to compute the average infor-
mation per trial as b→∞
In Section 3.2.1 we showed that the average information per trial only depends on
the marginal distribution of subsequences of length tk + 1. To establish this result,
we made the claim that as b→∞ we can compute the average information per trial
by substituting p(r|~s, ~θ) for pˆb(r|~s) because the average information per trial will be
the same whether we use the true conditional distribution, p(r|~s, ~θ), or the empirical
distribution for some sequence pˆb(r|~s). In this section, we provide a rigorous argument
to justify this claim.
To prove this, we first show that in the limit b → ∞, p(pˆb(r|~s)|pˆb(~s), ~θ) only has
support on a single distribution,
lim
b→∞
p(pˆb(r|~s)|pˆb(~s), ~θ) = δ(p˜(r|~s)) (253)
p˜(r|~s) =
 p(r|~s = a,
~θ) ∀a s.t limb→∞ pˆb(a) > 0
pˆb(r|~s = a) ∀a s.t limb→∞ pˆb(a) = 0
(254)
(Note by definition p˜ depends on pˆb(~s)). We can prove this result by first considering
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a such that limb→∞ p(~s = a) = 0 and then a such that limb→∞ p(~s = a) > 0. If
limb→∞ p(~s = a) = 0 then there exists ta such that for all t > ta ~st 6= a. Thus
lim
b→∞
pˆb(r = b|~s = a) =
∑ta
i=1 δ(~si = a, ri = b)∑ta
i=1 δ(~si = a)
(255)
= const (256)
Consequently pˆb(r|~s = a) converges to some unknown distribution for all a s.t limb→∞ pˆb(~s =
a) = 0.
For all a such that limb→∞ pˆb(~s = a) > 0, pˆb(r|~s = a) is just a uniform distribution
on the pairs (~s = a, r = b). The pairs (~s = a, r = b) are a set of i.i.d. samples
drawn from the distribution p(r|~s = a, ~θ). Thus the empirical conditional distribution
converges to the true conditional distribution for these inputs [157],
lim
b→∞




E~θEp(pˆb(r|~s)|pˆb(~s),~θ)F (pˆb(r|~s), pˆb(~s)) = limb→∞E~θEδ(p˜(r|~s))F (pˆb(r|~s), pˆb(~s)) (258)
= E~θ limb→∞








The last equality is true because the log-determinant is a continuous function (pro-
vided its arguments are non-singular a complication which we ignore for now.). For
any continuous function, the limit of a function evaluated on a sequence equals the
function evaluated on the limit of the sequence [7].
We can further simplify our objective function by showing that we may substitute
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A1 = {a : lim
b→∞
pˆb(a) > 0} (263)
A2 = {a : lim
b→∞
pˆb(a) = 0}. (264)





pˆb(~s)pˆb(r|~s)Jobs(~s, r) = 0 (265)
for all pˆb(r|~s) because pˆb(r|~s) is bounded between zero and one and pˆb(~s) → 0 for
a ∈ A2. Thus for convenience we may assume pˆb(r|~s) = p(r|~s, ~θ) for a ∈ A2. We can
therefore rewrite our objective function as
E~θ log | limb→∞Epˆb(~s)Ep˜(r|~s,~θ)Jobs(~s, r)| = E~θ log | limb→∞Epˆb(~s)Ep(r|~s,~θ)Jobs(~s, r)| (266)
3.6.2 Sufficient and necessary conditions for a tk + 1 order process.





) {i : 0 ≤ i < tk, i ∈ Z}. (267)
This proof also shows we can sample this stochastic process using the conditional
distribution defined in Eqn. 272.
We start by showing that Eqn. 181 is necessary. Suppose the process with joint
distribution p(~x1, ~x2, . . .) is a tk + 1 order stationary process. For i < tk we may
compute the marginal distribution p(s−i:0t ) at any t by marginalizing the distribution
p(~st) over all subsequences {~xt−tk , . . . , ~xt−j−1},
p(s−i:0t ) = p(~xt−i, . . . , ~xt) =
∫
~xt−tk ,...,~xt−i−1




t ) is the marginal distribution on subsequences {~xt−i−1, . . . , ~xt−1}. We may
compute this distribution by marginalizing p(~st−1) = p(~xt−1−tk , . . . , ~xt−1) over all
sequences {~xt−1−tk , . . . , ~xt−i−2},
p(s
−(i+1):−1





p(~xt−1−tk , . . . , ~xt−1). (269)
Since ~st is a tk+1 stationary process it follows that by definition p(~xt−1−tk , . . . , ~xt−1) =
p(~xt−tk , . . . , ~xt). Thus it follows that∫
~xt−tk ,...,~xt−i−1
p(~xt−tk , . . . , ~xt) =
∫
~xt−1−tk ,...,~xt−i−2
p(~xt−1−tk , . . . , ~xt−1) (270)
p(s−i:0t ) = p(s
−(i+1):−1
t ). (271)
To show Eqn. 181 is sufficient, we need to show that for any p(~s) satisfying Eqn. 181
we can always construct a process which has a stationary marginal distribution equal









if p(s−tk:−1 = a−tk:−1t ) > 0
0 otherwise
(272)
We can easily show that the stochastic process defined by the joint distribution
p(~x1, . . . , ~xt) = p(~x1, . . . , ~xtk+1)
t∏
i=tk+2
p(~xi|~xi−tk , . . . , ~xi−1) (273)
p(~x1, . . . , ~xtk+1) = p(~s) (274)
is a tk + 1 order stationary process with a marginal joint distribution equal to p(~s).
We can easily prove this using induction to show that p(~st) = p(~s). By defini-
tion p(~x1, . . . , ~xtk+1) = p(~s). To prove p(~xt−tk , . . . , ~xt) = p(~s) by induction for
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all t we assume p(~xt−tk , . . . , ~xt) = p(~s) and then show using this assumption that
p(~xt−tk+1, . . . , ~xt+1) = p(~s).
p(~xt−tk+1, . . . , ~xt+1) =
∫
~xt−tk




p(~xt+1|~xt−tk+1, . . . , ~xt)p(~xt−tk , . . . , ~xt), (276)
Suppose p(~xt−tk+1, . . . , ~xt) 6= 0, then using Eqn. 272




p(s−tk:−1 = a−tk:−1t+1 )
p(~xt−tk , . . . , ~xt) (277)
=
p(~s = at+1)
p(s−tk:−1 = a−tk:−1t+1 )
∫
~xt−tk
p(~xt−tk , . . . , ~xt) (278)
=
p(~s = at+1)
p(s−tk:−1 = a−tk:−1t+1 )
p(~xt−tk+1, . . . , ~xt) (279)
By the inductive hypothesis
p(~xt−tk+1, . . . , ~xt) = p(s
−tk+1:0). (280)
Now since p(~s) satisfies Eqn. 181,
p(s−tk+1:0) = p(s−tk:−1). (281)
Thus,
p(~xt−tk−1, . . . , ~xt+1) =
p(~s = at+1)
p(s−tk:−1 = a−tk:−1t+1 )
p(s−tk:−1 = a−tk:−1t+1 ) = p(~s) (282)
which completes the proof for p(~xt−tk+1, . . . , ~xt) 6= 0.
Now suppose p(~xt−tk+1 = a
−tk
t , . . . , ~xt = a
−1
t ) = 0. In this case Eqn. 272 does not
specify a proper distribution because it assigns zero probability to all ~xt+1. Thus,
the sequence is effectively terminated with ~xt. Consequently to show that Eqn. 272
defines a tk + 1 order stationary process we must show that we would never generate
a subsequence for which p(~xt−tk+1 = a
−tk
t , . . . , ~xt = a
−1
t ) = 0. So we need to prove
If p(s−tk:−1 = a−tk:−1) = 0 then (283)
p(~xt−tk+1 = a
−tk , . . . , ~xt = a−1) = 0 ∀t. (284)
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We can prove this by induction. By definition p(~s1) = p(~s). Therefore
p(s−tk:−11 = a
−tk:−1) = p(s−tk:−1 = a−tk:−1) (285)
= 0. (286)
Now to complete our proof we need to show that if p(s−tk:−1t = a
−tk:−1) = 0 then
p(s−tk:−1t+1 = a
−tk:−1) = 0; that is we need to show that if s−tk+2:0t = a
−tk:−2 then we
would never pick ~xt+1 = a
−1 using 272.
The inductive hypothesis is that p(s−tk:−1t′ = a
−tk:−1) = 0 ∀ t′ ≤ t. Thus from the
inductive hypothesis and Eqn. 272 it follows that
p(~st+1) = p(~s) (287)
⇒ p(s−tk+1:0t+1 = a−tk:−1) = p(s−tk+1:0 = a−tk:−1). (288)
Now since p(~s) satisfies Lemma 2
p(s−tk+1:0 = a−tk:−1) = p(s−tk:−1 = a−tk:−1). (289)
Thus,
p(s−tk+1:0t+1 = a
−tk:−1) = p(s−tk:−1 = a−tk:−1) = p(s−tk:−1t = a
−tk:−1) = 0. (290)
where the last equality follows from the inductive hypothesis.
3.6.3 Computing the average information for a Gaussian process
In this section we show how the average information per trial, Eqn. 216, can be
computed when the input distribution is a Gaussian process. The structure of the
GLM and the Gaussian distribution for p(~s) makes it relatively easy to compute
E~sJexp(~s, ~θ). For the 1-d GLM the expected Fisher information matrix has a simple
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1-dimensional dependence on ~θ,
Jexp(~s, ~θ) = Jexp(~s
T~θ)~s~sT (291)
Jexp(~s
T~θ) = −Er ∂
2 log p(r|ρ = ~sT~θ)
∂ρ2
~s~sT (292)
= Jexp(ρ = ~s
T~θ)~s~sT . (293)
This 1-dimensional structure along with the fact that p(~s) is Gaussian makes com-
puting the expectations tractable. We start by defining a new coordinate system
in which the first axis is aligned with ~θ. This coordinate system is defined by the
orthonormal matrix, R~θ. The first column of R~θ is
~θ
||~θ||2 and the remaining columns
are a suitable set of orthonormal vectors. We can thus define the transformation of ~s
and ~θ into this new coordinate system,
~θ
′
= RT~θ ~θ (294)
~w = RT~θ ~s. (295)
This coordinate system has the convenient properties
θ
′
i = 0 ∀i 6= 1 (296)
⇒ ~wT~θ′ = w1θ′1. (297)
We can now rewrite our objective function
F(p(~s)) = E~θ log |Ep(~s)Jexp(ρ)~s~sT | (298)








Since p(~s) is Gaussian and ~w = RT~θ ~s, p(~w) is Gaussian with mean ~wTµs and covari-
ance matrix ~wTCs ~w. Consequently, p(~w|w1) is also Gaussian and can be computed
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using the standard Gaussian conditioning formulas,
p(~w|w1) = N (RT~θ µs +
1
σ2ω1
RT~θ γ(w1 − µω1),RT~θ CsR~θ −
1
σ2ω1






















































































The key point is the expected value is just a rank-1 perturbation of a rotated Cs. We
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||~θ||2~s, p(w1) is Gaussian with mean and variance (µω1 , σ
2
ω1
). The above are just
1-dimensional expectations so for any value of ~θ we could compute them numerically.
Eqn. 312 is a rank 2 update of α. Therefore we can use the matrix determinant



























Since I+V T ($1Cs)
−1U is a 2-d matrix, we can compute its determinant analytically.





= dim(Cs)E~θ log$1 + E~θ log |I + V T ($1Cs)−1U |+ log |Cs|. (319)
3.6.4 Finding the optimal Cs given ||µs||.
In Section 3.3.2.1 we presented a method for optimizing a lower bound for the utility
of a design by dropping the Toeplitz constraints on Cs. Our solution breaks up the
optimization into an outer problem, which finds the optimal value of ||µs||, and an
inner problem which finds the best Cs given ||µs||. In this appendix we present the
details of our solution for computing the optimal Cs by solving the inner problem.
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Tr(CsR) + log |Cs| (320)
s.t ~sTCs~s > 0 ∀~s 6= 0 (321)
Tr(Cs) < m− ||µs||2 (322)
where ds = dim(~s) and m is the maximum average power we want the stimuli













Tr(CsA) + log |Cs| (325)
A = R− λI (326)
= Odiag(~a)OT (327)
Here O is defined as the eigenvectors of A and ~a are the eigenvalues of A. We can
use these eigenvectors to define
B = O′CsO (328)
Since log |Cs| depends only on its eigenvalues, its eigenvectors are completely deter-
















Tr(Bdiag(~a)) + log |B| (332)
Now for Cs to be positive definite B must be positive definite. Using this fact we
can show that the maximum must occur at a value of λ which makes A negative
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definite. Clearly, the power constraint must be active because Tr(CsR) + log |Cs| is
increasing with respect to the eigenvalues of Cs because R is positive definite. For A
to be negative definite λ must be greater than the largest eigenvalue of R2.










qi + log qi + log | − diag(~a)−1| (335)










⇒ qi = 2
ds
. (337)
Since our objective function with respect to Q is independent of the eigenvectors of Q
we may choose any eigenvectors we like. As a result, we can set W = I as this choice
makes solving for Cs easy. Therefore Q is just proportional to the identity matrix




I = −Bdiag(~a) (338)






(λI − diag(~r))−1 (340)
2R is positive definite so its eigenvalues ri are positive. Now suppose λ < ri for some i. In this








aj +Biiai) + logBii (333)
Since ai > 0, we can make L arbitrarily large by increasing Bii. Since Cs = OBO′ the power
constraint would not be satisfied. Thus we can conclude that λ > max ri as this ensures ai < 0 ∀ i
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λ− ri = m− ||µs||
2 (341)
We can easily solve this equation numerically to compute the optimal value of λ as




OPTIMAL LEARNING OF SONG BIRD AUDITORY
RECEPTIVE FIELDS USING GENERALIZED LINEAR
MODELS.
In this chapter we discuss the application of our methods to designing optimal exper-
iments for learning the receptive fields of auditory neurons in zebra finch. We show
using real data that 1) the generalized linear model (GLM) can be used to estimate
the receptive field of auditory neurons in zebra finch and 2) by optimizing experiments
using our methods we can reduce the number of trials needed to estimate the recep-
tive field. Using data obtained from actual experiments, we simulated an information
maximizing design and show a factor of 3 reduction in the number of trials required
to fit a GLM compared to a non-optimized design. We show how over-fitting of the
STRF can be avoided by using a prior which acts like a low-pass filter. Furthermore,
we consider the problem of computing an optimal sequence of inputs and show how
this problem may be solved using our existing methods.
4.1 Introduction
In the previous chapters we have presented a rigorous approach to the problem of
optimizing neurophysiology experiments using GLMs. Using simulations, we have
shown that our methods can improve the amount of information gathered during an
experiment by an order of magnitude. A major limitation of these simulations was
that the data was generated from a GLM. As a result these simulations failed to
address how well our methods would work in actual neurophysiology experiments. In
particular, our methods assume that the GLM provides an adequate enough model of
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the neuron that we may use it to predict the informativeness of different stimuli. In
this chapter we address the issue of model misspecification by considering a particular
application; learning how auditory neurons in adult zebra finch encode information.
The goal of this chapter is to show using offline analysis of real data that 1) the GLM
predicts the responses of auditory neurons with sufficient accuracy for the purposes of
designing better experiments and 2) using our methods we could potentially increase
the amount of data gathered during experiments.
The study of songbirds has a long history in the neuroscience community [163].
The auditory system of songbirds has received a great deal of attention because song
plays a crucial role in behavior. Male birds use songs as a defense mechanism and to
attract mates [21] while females use songs to facilitate cooperation and pair interac-
tion [102]. Similarities between bird-songs and human speech create the possibility
that understanding auditory processing in birds will lead to a better understanding of
vocal communication in humans. Human speech and bird song are both complex au-
ditory sounds and exhibit similar spectral and temporal features [140]. Furthermore
in both humans and song birds auditory processing occurs in a hierarchy of brain
areas and involves interactions between auditory and motor centers [101, 45]. Song-
birds are also an ideal model for studying reinforcement learning because learning to
sing requires interaction between motor and auditory processing [62].
The crucial role that song plays in bird behavior necessitates an auditory system
capable of recognizing and discriminating the songs of different birds. Yet, how
the auditory system of songbirds performs these functions is relatively unknown.
Experiments have repeatedly shown that neurons in the auditory system of songbirds
respond preferentially to natural sounds, such as the vocalizations of other birds [122,
151, 167, 168]. Previous work has also shown that some of this auditory processing
occurs at the level of single cells. In zebra finch, auditory neurons have been shown
to selectively respond to con-specific sounds [150, 67]. Similarly in starlings, single
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neurons have been shown to selectively respond to specific acoustical features called
motifs which could play a crucial in song recognition [62].
One of the primary advantages of using sensory systems to study neural encod-
ing and decoding is that experimentalists have at least some sense of which stimuli
are behaviorally relevant. This has lead to a crude form of stimulus optimization
based in part on the efficient coding hypothesis [6]. Early auditory neurophysiol-
ogy experiments used artificial stimuli like white noise, tone pips, and ripple stimuli
[52, 50, 51, 49, 42]. One reason for using these stimuli was that the reverse correlation
methods used to estimate the receptive field required uncorrelated stimulus ensem-
bles. Recent work has extended reverse correlation to take into account stimulus
correlations so that the receptive field can be estimated in response to arbitrary stim-
ulus ensembles [151, 149, 152]. These extensions of reverse correlation have allowed
experimentalists to use more natural and behaviorally relevant sounds such as the
vocalizations of other birds [62, 167, 168]. This progression from simple, artificial
sounds to complex, natural sounds represents a crude form of stimulus optimization.
Previous work has also attempted to optimize the design of auditory neurophysiol-
ogy experiments using methods similar to our own. Early work tried to adapt stimuli
as data was collected to drive auditory neurons to fire at higher rates [110, 39]. A
similar idea is to adapt stimuli to trace out iso-response curves which are curves in
stimulus space along which the neuron’s response is constant [66]. Recently, inves-
tigators have tried to adapt stimuli to maximize the mutual information between a
neuron’s response and the sensory input [97, 98]. This approach differs from our
methods because we maximize the mutual information between the responses and
the unknown parameters. Consequently our approach tries to find stimuli which will
decrease our uncertainty about the unknown receptive field. In contrast, maximizing
the mutual information between the input and output leads to stimuli which can
be reconstructed from the responses with the least amount of error. Our methods,
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however, will only work if the GLM provides a reasonable model of auditory neurons.
We expect the GLM to provide a useful model for stimulus optimization because
it is more general then the linear model which has been used extensively in auditory
neurophysiology. To date, most previous research has focused on using reverse corre-
lation to fit a linear model to the responses of single neurons in the auditory system
of songbirds [52, 151, 42, 167, 168]. The linear model has been shown to be a good
first order model which is capable of predicting, for some neurons at least, the peaks
and troughs in the peristimulus time histogram (PSTH) with high fidelity [136]. For
other neurons, the linear model provided poor fits which led the authors to conclude
that the neurons had a strong nonlinear component which the linear model failed to
account for [136]. Since the GLM is a family of nonlinear models which includes the
linear model as a special case, we can reasonably expect the GLM to do at least as
well as and hopefully better than the linear model.
Single cell auditory neurophysiology in songbirds therefore provides a good appli-
cation for testing our methods for sequential optimal experimental design because 1)
single neurons are known to play an important but poorly understood role in complex
auditory processing and 2) choosing appropriate stimuli has proven crucial to under-
standing auditory processing. In this chapter we investigate the application of our
methods to single cell auditory neurophysiology experiments. In Section 4.2.1 we
briefly describe the actual setup of experiments and the data collected. In Section
4.2.2 we discuss how the GLM may be fitted to the bird song data and present results
illustrating the quality of the estimated receptive fields. In Section 4.3 we show how
our methods for optimal experimental design can be tested offline with the bird song
data. The results show that our methods reduce the amount of data needed to fit
the GLM by on average a factor of 3. We expect these results to underestimate the
actual improvement that could be achieved because our offline analysis was restricted
to picking stimuli from the small set of stimuli actually presented.
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4.2 Fitting a GLM to auditory neurons in MLd
A typical experiment in sensory neurophysiology entails recording the response of a
neuron to some known stimuli. After the data is collected, reverse correlation, least-
squares regression, or maximum likelihood can be used to estimate the receptive field
of the neuron. [52, 123, 36, 170]. In this section, we describe our efforts to learn
the receptive field of auditory neurons in zebra finch using the GLM. We begin this
section by briefly summarizing the key points of the experiments. We then discuss
our efforts to fit the GLM and finally present the receptive fields learned with our
methods. The main point of this section is that fitting a GLM to auditory data using
maximum likelihood leads to receptive fields that are very similar to those produced
using liner models [149, 168].
4.2.1 Experimental setup
The experiments in this case were performed by our collaborators David Schneider
and Dr. Sarah Woolley. During the experiments, Schneider and Woolley played wave-
files to a bird and recorded the responses of neurons in the Mesencephalicus lateralis
pars dorsalis (MLd) of an adult male zebra finch using extracellular electrodes (for
details see [168]). MLd is a midbrain region which could be responsible for conspecific
tuning [165, 166].
The set of stimuli consisted of 20 different segments taken from bird-songs and 10
modulation-limited noise stimuli (ml-noise), which is described below. Each wave file
had a duration of approximately 2 seconds. In general, each wave file was repeated
10 different times to the bird in a random order. Before and after each wave file was
played there was a period of silence lasting roughly .5 seconds. This period of silence
allowed the neuron to return to its resting state before the next wave file was played
thereby minimizing the effects of adaptation [172].

























































Figure 22: a) The top plot shows the spectrogram of one of the bird songs used
during the experiments. The spectrogram includes the periods of silence before and
after the actual stimulus. The middle plot shows the raster plot of the recorded
neuron’s spiking in response to this stimulus. The bottom plot shows the predicted
raster plot computed using a GLM fitted to the training set. Each row of the raster
plots shows the firing of the neuron on independent presentations of the input. The
training set did not include this wave-file or the wave-file shown in (b). b) The same as
A except the stimulus is ml-noise. When fitting a GLM, the stimulus, ~xt, corresponds
to one column of the spectrogram.
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are shown in Figure 22. In response to the vocalizations of other birds this neuron
tends to respond more strongly and in a more stereotyped fashion then in response
to ml-noise. These results are consistent with results by other investigators showing
that auditory neurons respond more strongly to natural sounds [122, 55, 73]. How-
ever our collaborators report that across the population, not all neurons respond as
strongly or as reliably to vocalizations as the neuron exhibited in Figure 22 (personal
correspondence with David Schneider). For comparison, ml-noise was also presented
to the birds. ML-noise is a form of broadband noise which is similar to white noise.
The power spectrum of ml-noise is flat but band limited to 250-8000Hz, which is the
frequency range occurring in the songs of zebra finch [112, 172]. The ml-noise was
also designed to have the same power and maximum spectral and temporal modula-
tions that occur in the songs of adult zebra finch [73, 168]. Thus, ml-noise can be
used to contrast the responses to con specific vocalizations compared to noise stimuli
with similar spectral properties.
4.2.2 Fitting a GLM
In this section we describe our efforts to estimate the auditory receptive of neurons
in the MLd region of zebra finch by fitting a GLM to their spike trains. Since the
GLM assigns a likelihood to the observed responses given the inputs, we can fit the
GLM by maximizing the likelihood as described in Chapter 2.
The first step in fitting a GLM is to choose 1) the distribution in the exponential
family to use and 2) the nonlinearity. We used the canonical Poisson model because
the canonical Poisson has some desirable computational properties. For the canon-
ical Poisson the expected Fisher information is exponential and independent of the
responses. This property makes the computations required in the next section to
optimize the design much more tractable. In the discussion we consider other GLMs
that we might have used and their potential impact on our results.
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The canonical Poisson is a firing rate model which assigns a probability to the
number of spikes we expect to observe in some window of time. The GLM provides a
mechanism for computing the expected firing rate as a function of the stimulus, past
responses, and background firing rate Chapter 2. The log-likelihood of the response
at time t is thus
log p(rt|~st, ~θ) = − log rt! + rt exp(~sTt ~θ)− exp(~sTt ~θ) (342)
~sTt = {~xTt−tk , . . . , ~xTt , rTt−ta , . . . , rTt , 1T}. (343)
The response, rt, is the number of spikes observed in some small time window. The
input, ~st, consists of the most recent tk + 1 stimuli, the most recent ta responses of
the neuron, and a constant term 1. The constant term allows us to include a bias
which can be used to set the background firing rate of the neuron.
For auditory neurons, the receptive field of the neuron is typically represented in
the spectral temporal domain because the early auditory system is known to perform
a frequency decomposition. Furthermore, transforming the input into the spectral
domain is a nonlinear transformation which generally improves the accuracy of the
linear model for auditory data [64]. The spectro-temporal receptive field (STRF)
of the neuron, ~θx(τ, ω), is a 2-d filter which relates the firing rate at time t to the
amount of energy at frequency ω and time t−τ in the stimulus. The subscript on ~θ is
used to distinguish the elements of ~θ which measure the dependence of the response
on the stimulus, spike-history, and bias terms respectively.
The stimuli and responses were computed from the experimental data by dividing
the recordings into time bins of 2.5ms. The time bin was small enough that more
than one spike was almost never observed in any bins. To compute the corresponding
stimulus, ~xt, we computed the power spectrum over a small interval of time centered
on t [64]. The power was computed for frequencies in the range 300 to 8000 Hz in
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intervals of approximately 100Hz 1. Previous work has suggested that using frequency
spacing around 125Hz is a good choice for computing the STRF [140, 64].
We initially fitted a GLM with an STRF that had a duration of 50ms, 20 time
bins, and had 8 spike history terms as well as a bias term, for a total of 1589 unknown
parameters2. The duration of the STRF and spike history dependence was chosen
based on prior knowledge that these durations were long enough to capture most of
the salient features of the STRF and spike history dependence [168]. Examples of the
estimated STRF, spike-history, and bias terms are shown in Figure 23 and Figure
24. The STRFs are very noisy. Nonetheless the STRFs have similar temporal and
frequency tuning to the STRFs trained on ml-noise using reverse-correlation methods
presented in previous work [168]. Also plotted is the estimated spike history filter.
The largest coefficients are negative and occur for delays close to zero. Thus the effect
of the spike-history terms is to inhibit spiking immediately after the neuron fires. The
spike history terms therefore help enforce a refractory period in the model. The bias
terms were also very negative which corresponds to low background firing rates of
roughly 3− 5Hz.
The high-frequency noise in the estimated STRFs is an indication of over-fitting.
The 30 wave-files which are roughly 2s in duration translates into 20,000 distinct
inputs when using a 50ms STRF. Furthermore, most of these inputs are highly cor-
related due to the structure of bird-song and the fact that we generate the inputs
by sliding a window over the input’s spectrogram. As a result, the fact that we are
over-fitting the STRFs is not surprising. One way to deal with this noise is by incor-
porating a low pass filter into the STRF estimation procedure [151, 149, 152]. To
low-pass filter the STRF, we represent the STRF in the frequency domain. We can
then use the prior on the amplitudes of the frequency coefficients to bias the STRF
1The interval was not a round number because when the sounds were presented to the bird they
were played at a sampling rate of 48828Hz.
279x20 coefficients of the STRF + 8 spike history coefficients +1 bias term=1589 unknowns.
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towards smoother features when data is limited.
4.2.3 Using a frequency representation to smooth the STRF
To represent the STRF in the Fourier domain, we applied the Fourier transform
separately to the spectral and temporal dimensions of the STRF because we wanted
to represent the STRF as a linear combination of matrices which were separable
in the spectral and temporal dimensions. Previous work has shown that low-rank
approximations of the the STRF can be used to produce accurate approximations of
the receptive field while significantly reducing the number of unknown parameters [42,
136, 120, 94, 2]. A low rank assumption is a more general version of the space-time
separable assumption that is often used when studying visual receptive fields [38].
Applying the separable Fourier transform to the STRF is just a linear transfor-
mation. This transformation maps the STRF into a coordinate system in which the
basis functions are rank one matrices. Each of these matrices is the product of 1-
dimensional sine-waves in the spectral and temporal directions of the STRF. Using
these basis functions we can write the STRF such that each row and column of the
























γ4α,β cos(2pi · fo,f · α · i) cos(2pi · fo,t · β · j). (347)
The functions sin(2pi ·fo,f ·α·i) and cos(2pi ·fo,f ·α·i) determine how each basis function
varies across the spectral dimension of the STRF while the functions sin(2pi ·fo,t ·β ·j)
and cos(2pi ·fo,t ·β ·j) determine how the basis functions vary across time in the STRF.

















































































Figure 23: a) The STRF estimated without low-pass filtering. b) The STRF es-
timated with cutoff frequencies nfc = 10 and ntc = 4. c) The spike history for the
model estimated in (a) (the curve shows the values of the filter coefficients at different
delays). The bias in this case was -4.20. d) The spike history for the model estimated
















































































Figure 24: The same as Figure 23 except the data is from a different neuron. a)
The STRF estimated without low-pass filtering. b) The STRF estimated with cutoff
frequencies nfc = 10 and ntc = 4. c) The spike history for the model estimated in (a)
(the curve shows the values of the filter coefficients at different delays). The bias in
this case was -4.76. d) The spike history for the model estimated in (b). The bias in
this case was -4.59.
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the spectral and temporal dimensions. The amplitude of each frequency is determined
by the coefficients γiα,β. To form an orthogonal basis for the STRF we need to project
the STRF onto sinusoids with frequencies








mf = d 1
2fo,f
− 1e mt = d 1
2fo,t
− 1e. (350)
fo,f and fo,t are the fundamental frequencies and are set so that 1 period corresponds
to the dimensions of the STRF (nt and nf denote the dimensions of the STRF in
the time and frequency dimensions respectively). mf and mt are the largest integers
such that mffo,f and mtfo,t are less than the Nyquist frequency. We subtract 1 and
take the ceiling to make sure the frequencies of our basis functions are less than the
Nyquist frequency. The unknown parameters in this new coordinate system are the
amplitudes, ~γ = {γ1α,β, γ2α,β, γ3α,β, γ4α,β}. For simplicity, we will continue to refer to the
unknown parameters as ~θ realizing that the STRF is represented using this new basis.
Since this transformation is linear we can continue to apply our methods for fitting
the GLM and optimizing the stimuli.
To low pass filter the STRF we can simply force the coefficients of ~θ corresponding
to high frequencies to zero; i.e we pick cutoffs ntc and nfc for the time and spectral
directions respectively and set
γiα,β = 0 if α > nfc or β > ntc. (351)
Decreasing the cutoff frequencies not only makes the estimated STRFs smoother, it
also reduces the dimensionality of the model. Reducing the dimensionality makes
it easier to fit the GLM and optimize the stimuli but the risk is that the lower-
dimensional model may be too simple to adequately model auditory neurons. We
can mitigate this risk by using a soft-cutoff. Rather than force all high-frequencies to
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zero, we can adjust our prior to reflect our strong belief that high-frequencies should
have little energy; we simply set the prior mean of these coefficients to zero and
decrease their prior variance. If we now estimate the STRF using the maximum of the
posterior then the amplitudes of high-frequencies will be biased by our prior towards
zero. However, given sufficient evidence the MAP will yield non-zero estimates for
the amplitudes of high-frequencies.
We chose to impose a hard-cutoff because we wanted to reduce the dimensionality
to make online estimation of the model and online optimization of the stimuli more
tractable. To pick the cutoff frequencies, we picked a single neuron and estimated the
STRF using maximum-likelihood for a variety of cutoff frequencies. We evaluated
the quality of each model by computing the log-likelihood of the bird’s responses
to inputs in a test set. The test set consisted of one bird song and one ml-noise
stimulus which were not used to train the models. Table 2 lists the log-likelihoods
on the test set for the different models. The results clearly show that setting the
cutoff frequencies too high led to over-fitting. Setting the cutoff frequencies too low
also decreased the predictive accuracy of the model. Based on these results we chose
the cutoff frequencies to be nfc = 10 and ntc = 4 because these values provided
good predictive performance for both the bird song and ml-noise while keeping the
number of unknown parameters tractable (in this case the STRF has 189 unknown
parameters).
Table 2 also shows that the log-likelihood for ml-noise is much higher than for
the bird song. One explanation for this is the fact that the neuron spikes much less
in response to ml-noise, Figure 22. In some sense predicting silence is much easier
than predicting spikes. Even if the GLM accurately predicates elevated firing rates
during the intervals in which the neuron seems to be responding to the bird song, the
model will still likely get the actual timing of the spikes wrong which will decrease
the likelihood of the data.
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Table 2: As described in the text, we used cross-validation to determine the best
values for the cutoff frequencies in our model. This table lists the log-likelihood, up
to an additive constant, computed on the test set for models with different cutoff
frequencies. a) The stimulus is bird song. b) The stimulus is ml-noise.
ntc
nfc
1 4 7 9
2 -0.754 -0.688 -0.693 -0.692
4 -0.706 -0.686 -0.692 -0.692
10 -0.734 -0.729 -0.735 -0.74
20 -0.742 -0.738 -0.744 -0.751




1 4 7 9
2 -0.538 -0.454 -0.458 -0.458
4 -0.458 -0.424 -0.432 -0.433
10 -0.477 -0.431 -0.438 -0.442
20 -0.5 -0.451 -0.463 -0.464
39 -0.502 -0.47 -0.473 -0.484
(b)
Table 3: To compare how well the smoothed and unsmoothed STRFs in Figure
23 and Figure 24 fitted the neuron we computed the expected log-likelihood of the
responses in a test set. The test set consisted of one bird song and one ml noise
stimulus. a) The log-likelihood for the models shown in Figure 23. In this case
the smoothed STRF leads to better fits on both stimuli in the test set. b) The log-
likelihood for the models shown in Figure 24. In this case the smoothed model does
better on the bird song stimulus but slightly worse on ML noise.









In Figure 23 and Figure 24 we compare the STRFs and spike history com-
ponents estimated with nfc = 10 and ntc = 4 to the estimated parameters without
any smoothing for two different neurons. The STRFs estimated using the cutoff fre-
quencies were much less noisy but had some oscillatory artifacts. To measure how
well each model fit the data we computed the log-likelihood of the responses in a test
set to the fitted model; the results are in Table 3. The results show that for the
first neuron, the smoothed STRF did better than the un-smoothed STRF. For the
second neuron, the smoothed STRF did better on the bird song stimulus but worse
on ML noise then the un-smoothed STRF. We also evaluated the model by comparing
predicted raster plots to actual raster plots as in Figure 22. In general, the model
did a good job of predicting the peaks and valleys in the neuron’s firing; in particular
we could easily classify the stimulus as being bird song or ml-noise just by looking at
the predicted raster plots.
We can compare these STRFs to previously published results (e.g Figure 7 in
[168]) which estimated the receptive field using reverse correlation methods. A key
difference in our methods is that the authors of [168] trained separate STRFs on the
ml-noise and bird song stimuli. In contrast, we trained a single model on both types
of inputs. Our STRFs are very similar in structure to the STRFs fitted to ml-noise
in [168]; both STRFs have narrow frequency tuning and similar temporal structures.
This result is also consistent with Table 2 which shows the model predicts a higher
likelihood for responses to ml-noise then responses to bird song. When the authors
of [168] trained the STRF on bird song alone, the resulting STRF had much broader
frequency tuning. Since ml-noise shows much less correlation among the power at
different frequencies than bird song, it is not surprising that including the ml-noise
would lead to much narrower frequency tuning then training on bird song alone. We
trained the GLM on both sets of input because we wanted the stimuli to span the
input space as much possible. This is important in the next section when we re-sample
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the data in an effort to compare an optimized experimental design to a non-optimized
experimental design.
Our results show that fitting the canonical Poisson model to auditory data leads
to reasonable estimates of the STRF of auditory neurons which are consistent with
previously published results [167, 168]. Based on these results, we can justify the
use of a GLM to optimize the stimuli during experiments. Regardless of whether
the GLM is the best model, the results in this section support the expectation that
a GLM will fit the data well enough that our methods will be able to design more
informative experiments than the status quo.
4.3 Simulating sequential optimal experimental design us-
ing real data.
Having shown that the canonical Poisson model fits auditory data well enough to
use the GLM to optimize data collection, we can now turn our attention to using
this data to evaluate our methods for stimulus optimization. In previous chapters we
tested our methods using simulations in which we generated synthetic responses using
a GLM to model real neurons. Since real neurons are not GLMs, the simulations in
the previous chapter provide little insight into how our methods will perform with
actual neurons. We could try to improve our previous simulations by using a more
biophysical model of a neuron. However, this approach is necessarily limited by the
quality of the model used to generate the synthetic responses. A better approach is
to use actual data from a real neuron to evaluate our methods offline.
In this section we describe a set of simulations in which the response to a stimulus is
the actual response of a neuron to that stimulus. In the previous section we discussed
how the GLM may be fitted to real data using maximum likelihood by dividing the
recordings into stimulus-response pairs (~st, rt). The set of all input-response pairs
gives us a set of inputs S for which we observed the actual responses of a neuron.
Thus, if we run simulated experiments in which we restrict the inputs to inputs in S
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then for the responses to these inputs we may use the neuron’s actual responses as
opposed to generating synthetic responses using some model. We can therefore repeat
our previous simulations in which we compare an information maximizing design to
a random, non-optimized design, only now we use the actual responses of a neuron
instead of generating synthetic responses.
When optimizing the stimuli for auditory experiments, we do not want to use the
greedy method presented in Chapter 2 because it will be suboptimal. The input
corresponding to rt is a sound played over the previous tk units of time. Thus each
stimulus-response pair (~st, rt) actually requires tk units of time to obtain. While this
stimulus is played to the neuron, the response of the neuron is continuously recorded
which yields observations {rt−tk , rt−tk+1, . . . , rt−1}. For each of these responses the
corresponding input {~st−tk , . . . , ~st−1} is known; these inputs are just a combination
of the sound played before time t− tk and the sound presented from time t− tk to t.
We do not want to throw these observations out because they contain valuable infor-
mation. Consequently, we care about the total information contained in the sequence
{(~st−tk , rt−tk) . . . (~st, rt)} and not just the information contained in the last observa-
tion (~st, rt). This is particularly important when comparing two designs because the
design which produces the largest information on the last trial may not be the design
for which the sequence of trials, {(~st−tk , rt−tk) . . . (~st, rt)}, is most informative.
Consequently when optimizing the design we do not want to use the greedy algo-
rithm developed in Chapter 2 because this algorithm would ignore the information
in {(~st−tk , rt−tk) . . . (~st−1, rt−1)} and just maximize the information in the final trial
(~st, rt) in the batch. Therefore, we consider the problem of picking an optimal se-
quence of stimuli {~xt+1, . . . , ~xt+b} to be presented on the next b trials. If the stimulus
is a temporal signal, e.g. a sound, then these inputs are obviously not independent.
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4.3.1 Finding an optimal sequence of stimuli.
In this section we consider the problem of finding the optimal sequence of stimuli
{~xt+1, . . . , ~xt+b} at time t. As described in the previous section each ~x is a column of
the spectrogram of the input. Thus the sequence {~xt+1, . . . , ~xt+b} gives a spectrogram
which can be inverted to compute the actual sound that should be played to the bird
3. We show that maximizing the mutual information between the responses on the
next b trials and ~θ leads to a very similar objective function to the objective function
presented in Chapter 2. We then show how we can easily derive a lower bound
for the mutual information which we can optimize using the methods presented in
Chapter 2.
To derive our objective function we follow a nearly identical derivation to that
presented in Chapter 2. As before, we can write the mutual information
I(~θ; rt+1:t+b|s1:t+b, r1:t)
as the difference between the entropy of our posterior at time t and the entropy of
our posterior at time t+ b.
I(~θ; rt+1:t+b|s1:t+b, r1:t) = H(p(~θ|s1:t, r1:t))− Ert+1:t+b|st+1:t+b,~θH(p(~θ|s1:t+b, r1:t+b)).
(352)














The mutual information is just the sum of what we already know at time t (i.e C−1t )
and the information in the sequence of observations.
3To ensure the spectrogram is invertible certain restrictions must be enforced on how the spectro-
gram is computed (see e.g [151]). For example, since we do not specify the phase of each frequency
band there must be sufficient overlap in the frequency bands to allow the phase to be recovered.
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Unfortunately we cannot use the methods presented in Chapter 2 to optimize
Eqn. 353. In Chapter 2 we used the fact that the Fisher information only depends
on ρt = ~s
T
t+1




TCt~s). More generally, for a sequence of length b we can use the 1-d




t [~st+1, . . . , ~st+b] (354)
σ2ρ = [~st+1, . . . , ~st+b]
TCt[~st+1, . . . , ~st+b]. (355)
Here σ2ρ is a b× b matrix and µρ is a vector of length b. If b < dim(~θ) then computing
the mutual information as a function of (µρ, σ
2
ρ) significantly reduces the dimension-
ality of the problem. Unfortunately, unless b is small the dimensionality will still be
too large to easily maximize the mutual information as a function of (µρ, σ
2
ρ).
The inclusion of spike-history dependence in the model makes evaluating Eqn. 353
even harder because we no longer have full control over future inputs ~st+i. In this
case ~st+i depends on the unknown responses on the trials preceding t + i. One way
to handle this complication is by focusing on the mutual information between the
sequence of observations and just the stimulus coefficients. This turns out to be
equivalent to minimizing the posterior entropy of just the stimulus coefficients. Our













Here the subscript x means we are taking the elements of ~θ and ~s which correspond
to the stimulus coefficients. The Fisher information, however, still depends on the
responses preceding t+i. One way to handle this is to simply use a point estimate, e.g.
the background firing rate, for the components of ~st+i corresponding to the unknown
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responses on trials preceding t+ i. For the rest of this chapter we assume that when
the neuron depends on past responses we only maximize the information about the
stimulus coefficients and we compute the Fisher information Jobs(rt+i, ~st+i) by using
a point approximation of all responses prior to t+ i.
To derive a tractable optimization problem we focus on maximizing a lower bound
of Eqn. 353 which we obtain by using Jensen’s inequality
I(~θx; rt+1:t+b|s1:t+b, r1:t)


























log |C−1x,t |+ log(1 + bJobs(rt+i, ~sTt+i~θ)~sTt+iCt~st+i)
)
(359)














As noted before, in general we cannot factor the joint distribution p(rt+1:t+b|st+1:t+b, ~θ)
because spike history means ~st+i depends on rt+j for j < i. However as discussed
earlier we can use a point approximation for past responses to compute ~st+i. Using







Plugging this approximation into our lower bound yields
I(~θx;rt+1:t+b|s1:t+b, r1:t)














Each term in the summation over i depends on a single stimulus-response pair.
To evaluate this lower bound we just need to evaluate
E~θErt+i|~st+i,~θ log
(





for each stimulus in our batch. This expression is equivalent to our objective function
in the greedy case, except Jobs is scaled by b. As before, we can replace the expectation
over θ with an expectation over the scalar ρi = ~s
T
t+i
~θ. For the canonical Poisson, we
can drop the expectation over rt+i because the Fisher information is independent of
the responses. Thus for the canonical Poisson we need to maximize














In Chapter 2 we used the approximation log(1 + x) ≈ x to further simplify this
approximation. In this chapter we avoid this approximation because we found that it
performed quite poorly when b > 1. Thus in this chapter we compute the expectations
with respect to ρ numerically.
Using this lower bound we can reshuffle the bird song data in a more realistic
manner. First we pick a size, b, for the batch. Then we slide a window of duration
b over the responses. For each response in this window, rt, we extract the corre-
sponding stimulus, ~st. This yields a batch of inputs, st:t+b−1 = {~st, . . . , ~st+b−1}. We
compute the lower bound of the informativeness of all such batches and then select
the batch with the largest value. We then update our posterior using all responses
{rt, . . . , rt+b−1} to the inputs in the batch.
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Since we pick the inputs without replacement, a subset of the responses gets
thrown out. For example, suppose b corresponds to a 100ms time window and that
on trials 1 : b we use the responses to the first 100ms of a wave-file and on trials
b+1 : 2b we use the same wave-file but beginning at 150ms after the start of the wave
file. This leaves a 50ms gap between the portions of the wave file used for the first
and second batch. Since this gap is less than the 100ms needed per batch, this gap
will never be selected because doing so would require reusing responses which had
been included as part of the first or second batches of trials.
4.4 Results: simulated experiments using real data
Using the methods presented in the previous section, we ran simulations using actual
responses of zebra finch to compare the use of an info. max. design to a random non-
optimized design. The data consisted of the recordings of 11 neurons obtained by
our collaborators David Schneider and Dr. Sarah Woolley. Every b trials, we selected
the inputs corresponding to b sequential observations in the data obtained from one
of the neurons. The info. max. design picked this batch of stimuli by maximizing
the lower bound for the mutual information described in the previous section. In
contrast the random design randomly picked one of the batches containing stimuli
which had not been picked yet; hence we call this a shuffled design. After the input
was selected, the responses were obtained simply by selecting the actual responses of
the neuron to this batch of stimuli. In between successive batches of b stimuli there
is a window of duration tk in which the stimuli is known but the responses are not.
This gap corresponds to the time required to play the segment of the wave-file which
serves as the input for the first response, rt+1, in the batch.
We compare the designs by evaluating how well the GLM fits the data as a function
of the number of trials used to train the GLM. To quantify how well the trained














































































Figure 25: Each row shows the expected log-likelihood, up to a normalization con-
stant, computed on the test sets for a different neuron. The test set for each neuron
consisted of one bird song and one ml-noise stimulus. The expected log-likelihood is
plotted as a function of the number of trials used to train a model using inputs chosen
by either an info. max. or shuffled design as described in the text. The results clearly
show that the info. max. design achieves a higher level of prediction accuracy using









































































Figure 26: A sequence of plots illustrating how we compute the speedup. a) We
start with a plot of the expected log-likelihood as in Figure 25. b) We convert
the y-axis from the log domain into the linear domain. c) We rescale the y-axis so
that it varies between 0 and 100%. This gives a plot of how close the model is to
the best model as a function of the trial. d) We flip the x and y axes. This gives a
plot of the number of trials needed as a function of the model’s quality as measured
by %Converged. For any value of %Converged the distance between the two curves
measures how many more trials are needed by the shuffled design. e) We compute
the Speedup as a function of %Converged by computing the ratio of the two curves
in (d) for each value of %Converged.
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Figure 27: A plot of the speedup achieved by using the info. max. design instead of
a shuffled design. The speedup is plotted as a function of %Converged as described
in the text. The solid blue line shows the average speedup across all 11 neurons
and the dashed green lines show plus and minus one standard deviation. The results
show that using a shuffled design would require roughly 3 times as many trials to
achieve the same level of prediction accuracy as the info. max. design. The speedup
is not computed for values of %Converged > 95% because the Speedup cannot be
accurately computed for these values. To compute the Speedup we need to compute
the trial on which the curves in Figure 25 have some particular value for the y-
coordinate. Values of %Converged > 95% correspond to y-values close to the flat
part of the curves. Thus, for %Converged > 95% we cannot accurately measure the
trial on which a particular value of %Converged was reached.
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responses to wave files which were not included in the training set; i.e. these stimulus-
response pairs could not be picked by either the info. max. or shuffled designs. The
expected log-likelihood provides a metric for measuring how well the model predicts
the responses to novel stimuli. We compute the expected log-likelihood with respect
to our Gaussian posterior on ~θ. We compute the expected value rather than simply
using a point estimate of ~θ to compute the log-likelihood because we want to take
into account our uncertainty about ~θ. The info. max. design minimizes the entropy
of our posterior; thus if we use a point estimate we are ignoring the quantity which







E~θ|~µt,Ct log p(ri|~si). (364)
Each term in the summation over i corresponds to a different stimulus-response pair
obtained from the test set. We sum the log-likelihoods of each stimulus-response pair
because we want to compute the log-likelihood of the joint distribution on all such
pairs. We normalize by T , the number of stimulus-response pairs so we can compare
the expected log-likelihood for wave files of different lengths.
The test set consisted of the responses to one bird song and one ml-noise stimulus.
The results are shown in Figure 25 for two different neurons. The results clearly
show that using an info. max. design reduces the number of trials needed to train the
model. Furthermore, in all cases the expected log-likelihood appears to be converging
as a function of the trials to a value which is nearly the same for both designs. Thus,
given enough trials both designs produce GLMs which fit the data equally well. This
is not surprising because the training sets for both designs are necessarily the same
if we train on all the data.
For both designs the curves tend to level off as the number of trials increases
for two reasons. First, the average information per trial, as measured by the Fisher
information, is constant. However, the amount of information in our posterior is
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increasing with each trial. Thus, the amount of new information in each additional
trial as a percent of our total information tends to decrease; i.e. the return on
each additional trial is diminishing [9]. Second, as noted earlier there are only
approximately 20000 distinct stimuli each of which is repeated 10 times. Naturally,
the amount of information from a given stimulus should decrease with each repetition
of that stimulus.
In Figure 25 the log-likelihoods for the test sets for the first neuron (top row)
are generally higher than for the second neuron (bottom row). Naturally, we would
expect the GLM to fit some neurons better than others and this should be reflected
in the log-likelihood. Unfortunately, this makes it difficult to evaluate the average
performance of the info. max. design. In particular, to compare the info. max.
design to the shuffled design, we would like to measure how many more trials a
shuffled design needs to produce a model which is as good as the model estimated
by the info. max. design. For this purpose, we cannot simply use the value of the
expected log-likelihood to measure the quality of the fit because this will vary across
neurons independent of the design.
To facilitate comparisons across neurons, we define a quantity which we call
%Converged which quantifies the quality of a GLM fitted to a particular neuron
relative to the best possible GLM for that neuron. %Converged is nothing more than
a nonlinear rescaling of the y − axis in Figure 25 such that after the rescaling all
curves are bounded between 0 and 100, see Figure 26. At any time t during the
simulation, we define %Converged as
%Converged =
exp(Q(t))
exp(Q(∞)) × 100 (365)
= ω(t). (366)
Here Q(∞) is the expected log-likelihood evaluated on the test set for the fully con-
verged model; i.e it is the value to which the traces in Figure 25 converge and is
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independent of the design. Q(∞) therefore measures how well the best fit GLM, one
which was trained using all the data, would predict the responses in the test set.
%Converged therefore gives a metric for measuring how close a model trained using
t trials is to the best model for one particular neuron. %Converged is just a rescaling
of the y-axis in Figure 25 in which we first raise the y-coordinates to exp and then
rescale the resulting values so that all values are between 0 and 100, see Figure 26.
%Converged therefore provides a mechanism for evaluating model fit in a way that
controls for the fact that no model can predict with 100% accuracy the neuron’s re-
sponses. In this sense, %Converged is similar to other metrics such as “potentially
explainable variance”, used to evaluate the quality of neural models [19].
Using %Converged, we can compare the info. max. designs and shuffled designs,
by measuring how many more trials the shuffled design requires to produce an equally





Here tshuffled(ω1) and tinfo. max.(ω1) measure the number of trials required for a shuffled
design and an info. max. design respectively to produce an estimated model with the
desired value for ω; i.e t s.t ω(t) = ω1. The speedup measures the distance between
the two traces along the x-axis in Figure 25 at a particular value of the y-axis.
Speedup depends only on the performance of the info. max. vs. shuffled designs and
not how well the GLM fits a particularly neuron. Figure 26 presents a series of
figures illustrating how speedup is computed.
We computed the speedup for each neuron as a function of %Converged. In
Figure 27 we plot the average and standard deviation of the Speedup as a function
of %Converged over all neurons. The results show that on average the shuffled
design required three times as many trials to produce a model that fit the data
as well as a model trained using the information maximizing design. This is a large
enough improvement to potentially warrant the effort required to implement stimulus
177
optimization in an actual experiment. Furthermore, we expect the results in Figure
27 to underestimate the potential improvement in actual experiments because in
our simulations the info. max. design could only pick inputs which were actually
presented to the birds, which was necessarily the same set of inputs as used in the
shuffled design. We know from Chapter 2 that if we select the input from a finite set,
choosing a bad set of stimuli can severely limit the ability of an info. max. design to
outperform a random design. Therefore, an info. max. design which could pick any
input could potentially do much better.
4.5 Discussion
In this chapter we have shown using real data, that using the canonical Poisson
model we could potentially reduce the amount of data needed to estimate the STRF
of auditory neurons in zebra finch by a factor of 3. While our efforts in this chapter
focused on using the canonical Poisson model, this may not be the best GLM for
modeling auditory neurons. The Poisson model is a firing rate model since it provides
a distribution on the number of spikes expected in some appropriate time window. In
our case, that time window is usually small enough ∼ 2.5ms, that the neuron almost
never fires more than once in each observation window. Given the neuron’s refractory
period the neuron would have to fire at an uncharacteristically high rate (> 400Hz),
in order to spike more than once in each observation window. As a result, we might
reasonably expect that the Poisson distribution with exponential nonlinearity provides
a poor model of the neuron’s response. In particular, the exponential model fails to
model the fact that the response saturates due to the refractory period. We cannot
simply substitute a saturating nonlinearity like a sigmoid function for the exponential
function because the log-likelihood would no longer be concave and our methods
are highly dependent on concavity of the log-likelihood for efficiently optimizing the
experimental design.
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We could, however, potentially construct a better spike-time model by using a
Bernoulli distribution with a sigmoid nonlinearity; i.e the logistic model. This pro-
duces a spike-time model because the conditional probability gives the probability
that the neuron spikes in some small time window. As a result, for this model the
maximum predicted firing rate is determined by the size of the observation window.
The log-likelihood for the logistic model is concave so most of our methods can be
applied with minimal modifications [89].
A key difference between the logistic and canonical Poisson model is that maxi-
mizing the Fisher information leads to very different experimental designs. For the
canonical Poisson, the Fisher information increases with the expected firing rate. As a
result, to increase the informativeness of the experiments we want to drive the neuron
to fire as much as possible. In contrast, for the logistic model the Fisher information
saturates for both low and high firing rates because the probability of a spike saturates
at either zero or one. To increase the information about the logistic model, we want to
pick an input for which the probability of the spike is close to 50%. Consequently, we
would expect that using the logistic-model would lead to a very different information
maximizing design then the one obtained using the canonical Poisson model.
Despite the fact that the Poisson model does not impose a limit on the firing
rate, we were still able to achieve a 300% speedup compared to the shuffled design.
We hypothesis that this is because the Poisson model does in an approximate sense
model the threshold nonlinearity of a neuron. Since we can only detect spikes and
not sub-threshold changes in membrane voltage, very little information is obtained
about the receptive field when the neuron does not fire; i.e. all we know is that the
neuron did not fire, we do not know whether the neuron was close to firing or even if it
was depolarized or hyper-polarized. The exponential function provides a very rough
approximation for a threshold nonlinearity because for ρ < 0, the expected firing rate,
exp(ρ), is relatively flat and close to zero. Thus, the Poisson model leads us to pick
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inputs which will drive the neuron to fire which is consistent with our intuitive notion
of the optimal inputs.
To simulate experiments using the bird song data, we had to consider the problem
of non-greedy optimization in Section 4.3.1. We can compare the methods presented
here to the methods presented in Chapter 3. In Chapter 3 we solved the non-greedy
optimization problem by considering the limit of maximizing the mutual information
as b → ∞. This led to a convex optimization problem for the optimal stimulus
distribution which we solved by assuming the distribution was a Gaussian process.
In actual experiments this approach might work and might be easier to implement
then the approach described in Section 4.3.1. Unfortunately, we could not use this
approach to simulate experiments using the bird song data. The approach in Chapter
3 would not work because that approach generates stimuli by sampling the optimal
distribution. If we simply sample a Gaussian process it is unlikely that we will pick
one of the inputs which was actually presented to the bird and thus one for which
the response is known. In contrast, the approach developed in this section considered
a finite b and then established a lower bound which we could optimize with relative
easy. The main difference in the resulting objective functions is that the objective
function in Eqn. 353 explicitly depends on the prior; i.e it is the information in our
prior plus the information in the observations. In comparison, the objective function
in Chapter 3 was the average information per trial; in that case the prior only
mattered because we used the posterior on ~θ to compute the expected information of
each trial.
In this chapter we have shown that our methods are robust enough to work with
real data. We have shown that fitting the GLM to the responses of zebra finch leads to
estimated STRFs which are very similar to those estimated using reverse correlation
techniques. Furthermore, we have shown using real data that using an information
maximizing design could offer a factor of 2-4 speedup over a typical, non-optimized
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experimental design. Thus, even though our methods are approximate and do not
necessarily use the best model of auditory neurons, they can still be used to collect
more informative data. These results are strong enough to warrant further efforts to
actually implement our methods in experiments.
181
CHAPTER V
USING PRIOR INFORMATION TO DESIGN OPTIMAL
NEUROPHYSIOLOGY EXPERIMENTS.
Early in an experiment when little data is available, trials should be optimized using
all available prior knowledge. The methods in the previous chapters, however, have
incorporated only weak prior information about the underlying neural system due to
the difficulty of computing the mutual information using plausible prior beliefs. Here
we present methods for incorporating strong prior information about the receptive
field. For example, if we believe that the receptive field is well-approximated by
a Gabor function then our method constructs stimuli that optimally constrain the
Gabor parameters (orientation, spatial frequency, etc.) using as few experimental
trials as possible. More generally, we assume our prior knowledge specifies a sub-
manifold of model space in which we expect the GLM’s parameters to lie. This sub-
manifold defines the expected structure of the receptive field; e.g. that the receptive
is sensitive to dynamic stimuli. In light of our prior knowledge, we want to design
experiments to reduce our uncertainty on the sub-manifold as rapidly as possible.
To make the computations tractable we use the tangent space to approximate the
sub-manifold. Applications to simulated and real data indicate that these methods
may improve the efficiency of data collection in real experiments.
5.1 Introduction
When neurophysiologists begin experimenting with a new animal, brain region, or
class of neuron, they often use knowledge gained from investigations in other animals
or with other brain regions to guide their initial experiments. When Hubel and
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Wiesel, for example, first began recording from neurons in V1 they used dots of light
to stimulate the cat’s visual system because earlier work had shown that neurons in
the early visual system fire in response to simple dots [76]. An obvious question is
“What should we do with this type of prior knowledge when trying to optimize our
experiments?” Intuitively, the theory of Bayesian experimental design tells us that
we should always use our prior knowledge because even if our prior knowledge is only
approximately correct it can lead to huge gains in efficiency. On the other hand, if
our prior knowledge is wrong, our design will in some sense still be nearly as good as
an optimal design which ignored our prior knowledge. This conclusion follows from
the simple fact that for nonlinear models no design is simultaneously optimal for all
possible models.
Consider the following hypothetical example. Suppose armed with our knowledge
of Hubel and Wiesel’s results we set out to record from another region of visual cortex.
If we make no assumptions about the neuron’s receptive field then any stimulus is
equally likely to drive the neuron to fire. Furthermore, since neurons have a strong
threshold nonlinearity, only a small subset of all possible visual images will drive
a particular neuron to fire. Thus, any input we might pick will generally be rather
uninformative with regard to most of the possible models. On the other hand suppose
based on Hubel and Wiesel’s results we expect that the receptive field of the neurons
we are recording from will resemble simple cells. In this case, the optimal design
will pick stimuli containing bars oriented at different angles. Since these stimuli are
highly informative for simple cells, a small number of trials will be sufficient to collect
enough data to support or reject the belief that we are dealing with simple cells. If
the cell turns out not to be a simple cell then we are no worse off then had we not
used our prior beliefs to optimize these experiments; in particular, whether we ignore
our prior information or not it is unlikely we will pick an image which will cause
the neuron to fire. However, if we get lucky and the cell is a simple cell then we
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will converge much more rapidly to the true model then had we ignored our prior
beliefs. Even if our prior knowledge is only approximately correct, we can often
design much more informative experiments. For example, suppose the neuron we
are recording from is a complex cell so that it responds to bars but is invariant to
the bar’s position [75]. In this case, our prior belief that it is a simple will lead us
to pick bar stimuli which will drive the neuron to fire quite efficiently even though
our prior beliefs are incorrect. Furthermore, these stimuli will clearly reveal that the
response is invariant to the bar’s position which is a key property of complex cells.
This example shows that there is very little downside to using our prior knowledge
to guide initial experiments provided we are willing to reject our prior beliefs given
sufficient evidence. In Hubel and Wiesel’s case this meant accepting the fact that
neurons in V1 do not respond to simple dots and switching to other stimuli. Since
the brain exhibits an amazing amount of structure, we can often form prior beliefs
about a neuron’s response function which turn out to be approximately correct. As
our example illustrates, incorporating these beliefs can lead to superior experimental
designs.
In the introduction to this thesis, we argued that one of the key benefits of Bayesian
optimal experimental design over traditional design criteria was that the Bayesian ap-
proach made it easy to incorporate prior knowledge. In fact, the methods presented
in the previous chapters all incorporated an explicit prior on the parameters, ~θ, of
the neuron’s response function. In previous chapters, we used rather uninformative
priors; i.e Gaussians distributions which were relatively flat so that all models were
nearly equally likely. These flat priors do not encode the typical prior beliefs of neu-
rophysiologists. For the generalized linear model, the model parameters correspond
to the receptive field of the neuron. We can think of the receptive field as defining the
features that a neuron detects; e.g simple cells detect bars and this is evident in ~θ.
Since the brain is highly structured, e.g cortex can be divided into functional areas,
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we can often infer a great deal about a neuron’s receptive field simply by knowing a
neuron’s location. For example, we would expect a neuron in the MT region of visual
cortex is more likely to respond to images containing dynamic features as opposed to
static features [3, 131]. In principle, we can just represent this prior knowledge as
a probability distribution on ~θ. Unfortunately, this straightforward approach is not
feasible because it generally leads to complicated priors which make computing the
expected utility of a design intractable.
In this chapter, we show how the methods presented in the previous chapters
can be modified to use prior knowledge to design better experiments. We assume
that our prior knowledge defines a sub-manifold in parameter space which we expect
a-priori to contain the best parameters. After each trial we compute the optimal
design by maximizing the mutual information which is a function of our posterior.
Before we compute the mutual information, we regularize our posterior using our
prior knowledge about the sub-manifold in which the parameters should lie. By
regularizing the posterior before computing the mutual information, we are essentially
finding the optimal design with respect to a smaller class of models. Since no design
is simultaneously optimal for all models, it makes sense to initially focus on the
models which we think are more likely a-priori. To make the computations tractable
we regularize the posterior by using a linear approximation of the manifold. The
resulting distribution is a Gaussian distribution. Consequently, we can compute the
optimal design using the methods presented in Chapter 2 and Chapter 3.
5.2 Optimizing experiments using strong prior information
about the sub-manifold containing the parameters.
Neurophysiologists often expect a-priori that a neuron will respond to certain features
of the input. We can think of this prior knowledge as defining a low-dimensional
subspace of all possible receptive fields. One way to specify this manifold is by













Figure 28: A schematic illustrating how we use the manifold to improve stimulus
design. Our method begins with a Gaussian approximation of the posterior on the
full model space after t trials, p(~θ|~µt,Ct). The left panel shows an example of this
Gaussian distribution when dim(~θ) = 2. The next step involves constructing the
tangent space approximation of the manifold M on which ~θ is believed to lie, as
illustrated in the middle plot; M is indicated in blue. The MAP estimate (blue dot)
is projected onto the manifold to obtain ~µM,t (green dot). We then compute the
tangent space (dashed red line) by taking the derivative of the manifold at ~µM,t. The
tangent space is the space spanned by vectors in the direction parallel toM at ~µM,t.
By definition, in the neighborhood of ~µM,t, moving along the manifold is roughly
equivalent to moving along the tangent space. Thus, the tangent space provides a
good local approximation of M. In the right panel we compute p(~θ|~µb,t, Cb,t) by
evaluating p(~θ|~µt,Ct) on the tangent space. The resulting distribution concentrates
its mass on models which are probable under p(~θ|~µt,Ct) and close to the manifold.
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e.g the receptive field might be well-approximated by a Gabor function [126, 120], or
by a difference of Gaussians [53], or by a low rank spatiotemporal matrix [94, 120].
We can think of this structure as defining a sub-manifold,M, of the full model space,
Θ,
M = {~θ : ~θ = Ψ(~φ),∀~φ}. (368)
The vector, ~φ, essentially enumerates the points on the manifold and Ψ() is a function
which maps these points into Θ space. A natural example is the case where we wish
to enforce the constraint that ~θ has some parametric form.
The availability of prior knowledge obviously has strong implications for the opti-
mal design. If a-priori we believe a neuron has a Gabor receptive field then our goal is
to identify the optimal parameters of the Gabor function. Intuitively, to measure how
well different stimuli will allow us to discriminate between different Gabor functions,
we need to integrate over all possible models given our prior knowledge. To compute
the mutual information for a particular design, we sum the amount of evidence we
expect to collect for each model, weighted by the posterior probability on each model.
We integrate over model space because the informativeness of an experiment clearly
depends on what we already know (i.e. the likelihood we assign to each model given
the data and our prior knowledge). Furthermore, the informativeness of an experi-
ment will depend on the outcome. Hence, we use what we know about the neuron
to make predictions about the experimental outcome. Unfortunately, since M can
in general have some arbitrary nonlinear shape we cannot easily compute integrals
over the manifold. Furthermore, we do not want to continue to restrict ourselves to
models on the manifold if the data indicates our prior knowledge is wrong.
Our approach is therefore based on maintaining a Gaussian approximation of the
posterior on the full model space, Θ. This posterior ignores our knowledge ofM. We
know from Chapter 2 that the MAP of this full posterior, ~µt, is a consistent estimator
of the true parameters (provided the design satisfies certain properties; an issue we
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return to later). Thus, by computing the full posterior on Θ we can guarantee that
~µt will converge to the true parameters even if our prior knowledge is wrong.
When optimizing the design, however, we do not simply want to use the full
posterior on ~θ because this posterior ignores our prior knowledge aboutM. Therefore,
we want to regularize our posterior so as to reduce the likelihood of models not onM
and increase the likelihood of models on or close toM. As noted earlier, it is critical
that the regularized posterior have a structure which makes computing the mutual
information tractable. Our solution involves a linear approximation of M using the
tangent space of the manifold as illustrated in Figure 28 [86]. The tangent space is a
linear space which provides a local approximation of the manifold. Since the tangent
space is a linear subspace of Θ, integrating over the tangent space is much easier than
integrating over all ~θ on the manifold; in fact, the methods introduced in Chapter 2
may be applied directly to this case. The tangent space is a local linear approximation
evaluated at a particular point, ~µM,t, on the manifold. For ~µM,t we use the projection
of ~µt onto the manifold (i.e., ~µM,t is the closest point inM to ~µt). Depending on the
manifold, computing ~µM,t can be nontrivial; the examples considered in this paper,
however, all have tractable numerical solutions to this problem.
Our methods have a very intuitive explanation. Since we cannot simultaneously
optimize the design for all models, it makes sense to try to optimize the design
for a smaller set of models which are highly likely given our prior knowledge, M,
and the data already collected. Therefore, we want to consider models which are
1) close to ~µt and 2) close to the manifold. Since the full posterior is a unimodal
distribution, the most likely models given the data collected are models close to ~µt.
The projection of the MAP onto the manifold, ~µM,t, is by definition the point on
the manifold closest to ~µt. A natural approach is to focus on computing the mutual
information with respect to models on the manifold and close to ~µM,t. The challenge
is representing the set of models close to ~µM,t in a way that makes integrating over the
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models tractable. To find models on the manifold close to ~µM,t we want to perturb
the parameters ~φ about the values corresponding to ~µM,t. Since Ψ is in general
nonlinear there is no simple expression for the combination of all such perturbations.
However, we can easily approximate the set of ~θ resulting from these perturbations
by taking linear combinations of the partial derivatives of Ψ with respect to ~φ. The
partial derivative is the direction in Θ in which ~θ moves if we perturb one of the
manifold’s parameters. Thus, the subspace formed by linear combinations of the
partial derivatives approximates the set of models on the manifold close to ~µM,t.
This subspace is the tangent space,










where orth is an orthonormal basis for the column space of its argument. Here TxM
denotes the tangent space at the point x. The columns of B denote the direction
in which ~θ changes if we perturb one of the manifold’s parameters. (In general, the
directions corresponding to changes in different parameters are not independent; to
avoid this redundancy we compute a set of basis vectors for the space spanned by the
partial derivatives.)
Consider the simple example where ~θ is a 1-d receptive field. Suppose we know
a-priori that the components of ~θ follow a Gabor function so that the ith element of
~θ is











where A is the amplitude and c is the center. In this case the partial derivatives with
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define vectors in Θ. The subspace formed by linear
combinations of these vectors is the tangent space.
We can use our Gaussian posterior on the full parameter space to easily com-
pute the posterior likelihood of the models in the tangent space. Since the tangent
space is a subspace of Θ, restricting our Gaussian approximation, p(~θ|~µt,Ct), to the
tangent space means we are taking a slice through our Gaussian approximation of
the posterior. Mathematically, we are conditioning on ~θ ∈ T~µM,tM. The result is a
Gaussian distribution on the tangent space whose parameters may be obtained using
the standard Gaussian conditioning formula:
ptan(~θ|~µb,t, Cb,t) =
 N (
~b; ~µb,t, Cb,t) if ∃ ~b s.t ~θ = ~µM,t +B~b
0 if ~θ /∈ T~µM,t
(373)
~µb,t = −Cb,tBTC−1t (~µM,t − ~µt) Cb,t = (BTC−1t B)−1 (374)
where N denotes a normal distribution with the specified parameters. Now, rather
than optimizing the stimulus by trying to squeeze the uncertainty p(~θ|r1:t, s1:t,M) on
the nonlinear manifoldM down as much as possible (a very difficult task in general),
we pick the stimulus which best reduces the uncertainty ptan(~θ|~µb,t, Cb,t) on the vector
space T~µM,t .
Following the methods presented in Chapter 2 we can quantify the informative-
ness of any stimulus, ~xt+1, using the mutual information,











Instead of using the posterior on the manifold, p(~θ|r1:t, s1:t,M), to compute the
mutual information we use the Gaussian approximation on the tangent space,














Since the posterior on~b is normal with mean and covariance (~µb,, Cb,), the distribution











This result means that the mutual information is a function of just two scalars (µρ, σ
2
ρ)
which are linear and quadratic functions of the input respectively. As a result, we
can continue to use the methods presented in Chapter 2 to choose the optimal
stimulus. Finally, to handle the possibility that ~θ /∈ M, every so often we optimize
the stimulus using the full posterior p(~θ|~µt,Ct). This simple modification ensures
that asymptotically we do not ignore directions orthogonal to the manifold; i.e., that
we do not get stuck obsessively sampling along the incorrect manifold. As a result,
µt will always converge asymptotically to the true parameters, even when θ 6∈ M.
To summarize, our method proceeds as follows:
0. Initial conditions: start with a log-concave (approximately Gaussian) posterior
given t previous trials, summarized by the posterior mean, ~µt and covariance,
Ct.
1. Compute ~µM,t, the projection of ~µt on the manifold. (The procedure for com-
puting ~µM,t depends on the manifold.)
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Figure 29: The mean squared error computed using the true posterior and our
Gaussian approximations for our Gabor simulation. The results show that the error
under p(~θ|~µb,t,Ct) quickly converges to the true posterior on the manifold and is much
less than the error under the posterior on the full space.
2. Compute the tangent space of M at ~µM,t using Eqn. 369.
3. Compute the posterior restricted to the tangent space, ptan(~θ|~µb,t, Cb,t), using
the standard Gaussian conditioning formula (Eqn. 374).
4. Apply the methods in Chapter 2 to find the optimal t+1 stimulus, and observe
the response rt+1.
5. Recursively update the posterior mean and covariance matrix: ~µt → ~µt+1 and
Ct → Ct+1 (again, as in Chapter 2), and return to step 1.
5.3 Results
We tested our methods using real data and simulations designed to mimic real exper-
iments.
5.3.1 1-d example
Our first simulation involves an overly simple model. The purpose of this example
is to present a contrived example in which we can compute the true posterior on M
numerically so that we can evaluate the quality of the tangent space approximation.

















































Figure 30: We compare the effectiveness of the different designs in the case where
~θ is a 1-d Gabor function by plotting the MAP of the full posterior, ~µt. Each row
in the images shows the MAP on a different trial for one of the designs. Below each
image we plot the true parameters. Both info. max. designs converge more rapidly
than the i.i.d. design to the true parameters. The design which exploits the tangent
space does slightly better than the info. max. design which uses the full posterior.
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function, Eqn. 370, and only the amplitude, A, and the center, c, are unknown. For
this example, we set dim(~θ) = 40.
We can evaluate the effectiveness of the tangent space approximation by comput-
ing the mean squared error, E||~θ − ~θo||2, using the true posterior, p(~θ|r1:t, s1:t,M),
and our Gaussian approximations, p(~θ|~µt,Ct) and ptan(~θ|~µb,t, Cb,t). ~θo denotes the
true parameters. The results are shown in Figure 29. The results clearly show that
the mean squared error using the posterior on the tangent space decreases much faster
than if we ignore our prior information, although not nearly as fast as using the true
posterior on the manifold. Thus, by using the prior knowledge that the true θ lives
close to a 2-d sub-manifold of the whole parameter space, we are able to choose a
much more informative sequence of stimuli. In Figure 5.3.1 we plot the MAPs on
each trial for each design.
5.3.2 Low rank models
To test our methods in a realistic, high-dimensional setting, we simulated a typical
auditory neurophysiology [151, 94, 168] experiment. Here, the objective is to identify
the spectro-temporal receptive field (STRF) of the neuron. The input and receptive
field of the neuron are usually represented in the spectral-domain because nonlinearly
transforming the input by mapping it into the spectro-temporal domain generally
leads to better fits of the data using simple, e.g. linear, models [64]. The STRF,
θ(τ, ω), is a 2-d filter which relates the firing rate at time t to the amount of energy
at frequency ω and time t− τ in the stimulus. To incorporate this spectro-temporal
model into the GLM setting we simply vectorize the matrix θ(τ, ω).
Estimating the STRF can be quite difficult due to its high dimensionality. Several
researchers, however, have shown that low-rank assumptions can be used to produce
accurate approximations of the receptive field while significantly reducing the number









































Figure 31: MAP estimates of a STRF obtained using three designs: the new info.
max. tangent space design described in the text; an i.i.d. design; and an info. max.
design which did not use the assumption that ~θ corresponds to a low rank STRF.
In each case, stimuli were chosen under the spherical power constraint, ||~st||2 = c.
The true STRF (fit to real zebra finch auditory responses and then used to simulate
the observed data) is shown in the last column. (For convenience we rescaled the
coefficients to be between -4 and 4). We see that using the tangent space to optimize
the design leads to much faster convergence to the true parameters; in addition, both
info. max. designs significantly outperform the i.i.d. design here. In this case the
true STRF did not in fact lie on the manifold M (chosen to be the set of rank-2
matrices here); thus, these results also show that our knowledge of M does not need
to be exact in order to improve the experimental design.
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version of the space-time separable assumption that is often used when studying visual
receptive fields [38]. Mathematically, a low-rank assumption means that the matrix
corresponding to the STRF can be written as a sum of rank one matrices,
Θ =Mat ~θ = UV T (380)
whereMat indicates the matrix formed by reshaping the vector ~θ to form the STRF.
U and V are low-rank matrices with orthonormal columns. The columns of U and
V are the principal components of the column and row spaces of Θ respectively, and
encode the spectral and temporal properties of the STRF, respectively.
We simulated an auditory experiment using an STRF fitted to the actual responses
of a neuron in the Mesencephalicus lateralis pars dorsalis (MLd) of an adult male zebra
finch [168]. To reduce the dimensionality we sub-sampled the STRF in the frequency
domain and shortened it in the time domain to yield a 20× 21 STRF. We generated
synthetic data by sampling a Poisson process whose instantaneous firing rate was set
to the output of a GLM with exponential nonlinearity and ~θ proportional to the true
measured zebra finch STRF 1.
For the manifold we used the set of ~θ corresponding to rank-2 matrices. For the
STRF we used, the rank-2 assumption turns out to be rather accurate. We also
considered manifolds of rank-1 and rank-5 matrices (data not shown), but rank-2 did
slightly better. The manifold of rank r matrices is convenient because we can easily
project any ~θ onto M by reshaping ~θ as a matrix and then computing its singular-
value-decomposition (SVD). ~µM,t is the matrix formed by the first r singular vectors
of ~µt. To compute the tangent space, Eqn. 369, we compute the derivative of ~θ with
respect to each component of the matrices U and V . Using these derivatives we can
linearly approximate the effect on Θ of perturbing the parameters of its principal
components.
1We obtained the STRF from our collaborators David Schneider and Dr. Sarah Woolley who
















Info. Max. Tan: rank=2
Figure 32: Plots comparing the performance of an info. max. design, an info. max.
design which uses the tangent space, and a shuffled design. The manifold was the set
of rank 2 matrices. The plot shows the expected log-likelihood (prediction accuracy)
of the spike trains in response to a birdsong in the test set. Using a rank 2 manifold
to constrain the model produces slightly better fits of the data.
In Figure 31 we compare the effectiveness of different experimental designs by
plotting the MAP estimate ~µt on several trials. The results clearly show that using
the tangent space to design the experiments leads to much faster convergence to the
true parameters. Furthermore, using the assumption that the STRF is rank-2 is
beneficial even though the true STRF here is not in fact rank-2.
5.3.3 Real birdsong data
We also tested our method by using it to reshuffle the data collected during an actual
experiment to find an ordering which provided a faster decrease in the error of the
fitted model. During the experiments, the responses of MLd neurons were recorded
while the songs of other birds and ripple noise were presented to the bird. The data
was collected by our collaborators David Schneider and Sarah Woolley and is de-
scribed in more detail in Chapter 4. We compared a design which randomly shuffled
the trials to a design which used our info. max. algorithm to select the order in
which the trials are processed. We then evaluated the fitted model by computing the
expected log-likelihood of the spike trains,
∑
τ E~θ|~µt,Ct log p(rτ |~sτ , ~θ); the expectation













































Figure 33: The STRFs estimated using the bird song data. We plot ~µt for trials
in the interval over which the expected log-likelihood of the different designs differed
the most in Fig. 32. The info. max. designs converge slightly faster than the shuffled
design. In these results, we smoothed the STRF by only using frequencies less than
or equal to 10fo,f and 2fo,t.
when inputs in a test set are played to the bird.
To constrain the models we assume the STRF is low-rank and that its principal
components are smooth. The smoothing prior means that if we take the Fourier
transform of the principal components, the Fourier coefficients of high frequencies
should be zero with high probability. In other words, each principal component (the
columns of U and V ) should be a linear combination of sinusoidal functions with low
frequencies. In this case we can write the STRF as
Θ = FνωηTT T . (381)
Each column of F and T is a sine or cosine function representing one of the ba-
sis functions of the principal spectral (columns of F) or temporal (columns of T )
components of the STRF. Each column of ν and η determines how we form one of
the principal components by combining sine and cosine functions. ω is a diagonal
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Figure 34: A plot of the speedup achieved by using the info. max. design with the
tangent space compared to an info. max. design which ignores the prior information.
The speedup is plotted as a function of %Converged as described in Chapter 4.
The solid blue line shows the average speedup across all 11 neurons and the dashed
green lines show plus and minus one standard deviation. The average is slightly less
than 100% indicating that on average using the tangent space decreased performance;
in particular using the tangent space required on average 10% more trials than the
info. max. design which ignored prior information to train an equally well fit model.
The speedup is not computed for values of %Converged > 95% because the Speedup
cannot be accurately computed for these values (see Chapter 4).
matrix which specifies the projection of Θ onto each principal component. The un-
known parameters in this case are the matrices ν, η, and ω. The sinusoidal functions
corresponding to the columns of F and T should have frequencies {0, . . . , fo,fmf}
and {0, . . . , fo,tmt} respectively. fo,f and fo,t are the fundamental frequencies and
are set so that 1 period corresponds to the dimensions of the STRF. mf and mt are
the largest integers such that fo,fmf and fo,tmt are less than the Nyquist frequency.
Now to enforce a smoothing prior we can simply restrict the columns of F and T to
sinusoids with low frequencies. To project Θ onto the manifold we simply need to
compute ν,ω and η by evaluating the SVD of FTΘT .
We ran our simulations using the data from 11 neurons (these are the same neurons
we analyzed in Chapter 4). In Figure 32 we compare the expected log-likelihood
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for all three designs for one neuron. The estimated STRFs are shown in Figure
33. Both info. max. designs outperform the randomly shuffled design. However,
incorporating the low-rank assumption using the tangent space only provides a small,
transient improvement compared to the full info. max. design.
To compare the average performance of the two info. max. designs across all
neurons we computed for each neuron the Speedup of the design using the tangent
space compared to an info. max. design using the full space. We compute the Speedup
as a function of %Converged which measures the quality of the fitted GLM relative
to the best fit GLM (for a discussion of Speedup and %Converged see Chapter 4
Page 177). In Figure 34 we plot the mean and standard deviation of the Speedup of
the info. max. design using the tangent space compared to the full info. max. design
(a plot of the Speedup of the info. max. design compared to the shuffled design is
in Chapter 4). The mean is roughly 90% which indicates that on average using
the tangent space actually produced a less efficient design; i.e. the design using the
tangent space required on average 10% more trials than the info. max. design using
the full posterior.
We think the results in Figure 34 provide a poor indication of how the two
info. max. designs would compare in actual experiments. A major limitation of
our offline analysis is that we are restricted to picking stimuli which were actually
presented. Thus, both info. max. designs are restricted to choosing the best input
from the same set of roughly 20× 103 distinct stimuli. We do not think this stimulus
set is large enough to allow the low-rank assumption to really be exploited; i.e both
info. max. designs end up picking very similar stimuli. In principle, during actual
experiments the designs would be free to pick any input. As a result, we might expect
that the info. max. design would be able to exploit the low rank assumption to find a
much more informative stimulus when searching this much larger stimulus space. The
main conclusion is that the offline analysis is really insufficient to conclude whether
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the low-rank assumption can be used to further improve the info. max. design.
Furthermore, we think the expected log-likelihood might be a slightly “biased”
metric. We compute the expected log-likelihood using the posterior on the full model
space. The info. max. design using the low rank assumption, however, does not
really attempt to decrease the variance in directions orthogonal to the manifold; i.e
this design implicitly assumes that all models not on the manifold have zero proba-
bility. Therefore the full posterior for the info. max. design using the tangent space
over-estimates our uncertainty. Over estimating the uncertainty would decrease the
expected log-likelihood and could explain why the Speedup is less than 100%.
5.4 Discussion
In this chapter we have shown how our methods may be modified to use detailed
prior information to design maximally informative experiments. Although the results
presented in the previous section used the greedy algorithm presented in Chapter 2,
we could just as easily have used the methods in Chapter 3 to compute an optimal
distribution on the inputs. To apply the methods in Chapter 3 we simply compute
the posterior on the tangent space and then use this distribution in place of the full
posterior to compute the optimal distribution on the stimuli.
In general, our methods will not work equally well for all manifolds, or even all
points on a manifold. Our methods will work well when the tangent space evaluated
at ~µM,t provides a good approximation of the manifold in the neighborhood of ~µM,t.
Clearly, the manifold should be smooth so that the partial derivatives with respect
to the manifold’s parameters are well defined everywhere. Furthermore, the linear
approximation provided by the tangent space will perform poorly at locations where
the manifold is sharply curved; i.e locations where a small perturbation in ~φ produces
a large change in ~θ. Finally, we would expect our methods to have problems when
the projection of ~θ onto the manifold is not distance preserving; i.e if nearby ~θ end
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up being mapped to very different values of ~φ. The fact that we maintain the full
posterior on the full ~θ space makes our design fairly robust to these issues because
~µt is a consistent estimator of ~θ.
To prevent incorrect prior information from leading us to erroneous conclusions
we need to be willing to reject our prior information in the face of sufficient evidence.
In presenting our methods, we used fairly simple methods for ensuring robustness.
In particular, every so often we pick stimuli using the full posterior. Using the full
posterior every so often ensures that the MAP of the full posterior, ~µt, is a consistent
estimator of the parameters. In our simulations this proved sufficient, however, we
could easily use a more rigorous approach. For example, we can easily compute the
distance between ~µt and ~µM,t. If after some number of trials this distance is large
then we might conclude that our prior information is wrong and we should use the full
posterior more often or exclusively. Alternatively, we can augment the tangent space,
increasing its dimensionality by one, so that it includes the error vector ~µt − ~µM,t. If
we augment the tangent space with the error vector then ~µt always lies within the
augmented tangent space. Consequently, we will be including ~µt in the set of models
used to optimize the design.
One of the main benefits of the Bayesian mindset is that we may use prior infor-
mation to regularize high-dimensional models and design better experiments when
data is scarce. Unfortunately, incorporating realistic prior information is quite dif-
ficult because we must be able to compute expectations with respect to the prior
distribution. In this chapter we have presented approximate methods which allow us




With over 10 billion neurons and even more synapses, reverse engineering the human
brain is one of the most daunting engineering tasks ever undertaken [46]. Since natural
stimuli easily have 100-1000 dimensions, understanding neural processing necessitates
a more principled approach then simply measuring the responses to a set of uniformity
sampled inputs drawn from stimulus space. A rigorous search of all possible functions
that exist on such a large domain is simply impossible. The only feasible approach,
the one long employed by neuroscientists and engineers, is an iterative process. We
begin by using the simplest model we can imagine and seeing how well it captures
the behavior of neurons. Once we understand the limitations of this simple model,
we can attempt to develop more complex methods which address the deficiencies of
the simple model while preserving its useful features. Towards this end we want to
design experiments which 1) efficiently collect the data needed to fit these simple
models and 2) search for the weaknesses of these simple models. In light of these
objectives, we have presented methods for sequential optimal experimental (SOE)
design. We think the incorporation of our methods into neurophysiology experiments
will help neuroscientists continue their steady progress towards understanding neural
computation.
Evaluating the methods presented in this thesis raises an obvious question, “Why
is the speedup achievable using optimized designs worth the effort?” In particular,
the results in Chapter 4 showed that existing non-optimized methods can estimate
the STRFs just as well as our methods; they just take slightly longer. Furthermore,
our methods are heavily tailored to fitting 1-d GLMs. We justified this restriction by
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noting that GLMs have proven to be adequate models for several types of neurons
[17, 18, 26, 149, 115]. A critic might argue that the success of the GLM shows that
existing methods are sufficient and therefore conclude that optimizing neurophysiol-
ogy experiments to fit GLMs is not worth the effort. This criticism misses the point
of sequential optimal experimental design. The goal of SOE is not to shorten the du-
ration of neurophysiology experiments but to increase the complexity of the models
and hypotheses that can be investigated in some amount of time. If we can learn the
standard 1-dimensional receptive field of a neuron in half the time then we can de-
vote 50% of our experiment to investigating more complicated models. Furthermore,
we can use the estimate of the 1-dimensional receptive field to try to design optimal
experiments for fitting more complicated models.
One of the most intuitive and useful frameworks for understanding neural com-
putation is thinking of neurons as feature detectors [4, 15, 119]. Hubel and Wiesel’s
work, for example, showed that we can think of simple cells as detectors for bars
of different orientations [74]. Most models of neurons either explicitly or implic-
itly adopt this view and focus on estimating the input features to which neurons
respond. The 1-d GLM for example assumes the features a neuron detects have a
simple geometric representation; i.e. the features are the projection of the input onto
a 1-dimensional subspace of the input. In general, neuroscientists refer to the features
a neuron responds to as its subspace. Typically, the receptive field is a defined as a
linear subspace of the input. Furthermore, most methods for estimating the receptive
field, e.g reverse correlation or spike triggered averaging, assume the receptive field
is 1-dimensional [123]. The restriction to one dimensional receptive fields is largely
necessitated by the inability of existing methods to estimate higher-order receptive
fields given existing data. Recently, new methods have been proposed for estimating
2-dimensional receptive fields recursively. These methods first estimate the best 1-
dimensional receptive field and then increase the dimensionality of the receptive field
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to account for effects not captured by the 1-d receptive field [4]. Since an estimate
of the 1-d receptive field is needed to estimate higher order effects, methods which
can reduce the amount of trials needed to robustly estimate the 1-d receptive field
are quite valuable. In particular, the speedup attainable using our methods means
we could devote fewer trials during an experiment to estimating the 1-d receptive
field. Consequently, more trials could be used to determine how to best modify the
1-d receptive field to account for higher order properties of the response.
More generally when considering whether GLMs are overly restrictive, one needs
to keep in mind the universal rule:“there is no free lunch.” In the context of optimal
experimental design, this adage means that for nonlinear models no design is simul-
taneously optimal for all models. Hence, to optimize our experiments with respect
to a larger class of models, we must to some extent decrease the utility of the design
with respect to any particular model within that class. By increasing the size of the
class of models considered, we necessarily reduce how much speedup we can deliver
using an optimized design. Consequently, considering a larger, more flexible, class of
models than the 1-d GLM would in some sense hamper our ability to speedup our
experiments. Simple, parametric models like the GLM are also essential to making
the required computations tractable. Since we want to employ our methods in actual
experiments, we place a premium on being able to efficiently perform the required
computations.
In principle SOE can never do worse than a randomized design. However, the
improvement due to a sequential, optimal experimental design depends on the under-
lying response function. In particular, the speedup depends on how much information
we gain about the neuron’s response function from each observation. The only way
we can reduce the number of trials needed to estimate the response function is if we
can predict how a neuron will respond to untested stimuli using the data already col-
lected. For example, consider a visual neuron that is sharply tuned to some particular
205
image (e.g. the face of a parent). In this case, every image we present provides very
little information about the neuron’s preferred stimulus; i.e. if all we observe is that
the neuron did not fire, we cannot infer from this observation what stimulus is likely
to drive the neuron to fire. The key point is that a sequential optimal experimental
design can only speedup an experiment by exploiting what we know; i.e what we
know a-priori and what he have learned from the data already collected. In situa-
tions where we have little prior information and the data is uninformative SOE cannot
do much better than non-optimized designs. Fortunately in many neurophysiology
experiments there is a great deal of information for SOE to utilize.
Our hope is that the methods presented in this thesis will permit new experiments
which will reveal previously unknown properties of neural computation.
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