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1 Introduction
L’e´tude de se´ries statistiques en classe demande souvent du temps pour rentrer les donne´es.
Ce qui nous limite dans la taille des e´chantillons. Pour gagner du temps et traiter tre`s rapidement
des exemples de plus grande taille, j’utilise dans mes classes de pre´paration au C.A.P.E.S. des
se´ries de la forme (k, k+ek)
n
k=1, facile a` rentrer et a` illustrer graphiquement avec ma calculatrice
a` e´cran re´troprojectable. Pour des ”petites” perturbations ek, on n’est pas surpris de retrouver
pre´cise´ment la pente 1 avec la me´thode des moindres carre´s. On est alors tente´ de prendre des
perturbations de plus en plus grandes. A` la grande surprise de ma classe, la me´thode des moindres
carre´s re´siste tre`s bien a` ce genre de traitement. Pour e´claircir ce myste`re, cet article propose de
nombreux exemples et des explications mathe´matiques et historiques de cette e´tonante stabilite´
de la me´thode des moindres carre´s.
Il faut savoir que cette me´thode comprend bien plus que le proble`me de l’ajustement affine.
En ge´ne´ral, il s’agit de trouver p parame`tres solutions d’un syste`me line´aire rectangulaire. En
pratique, on a beaucoup plus d’e´quations que d’inconnues et il s’agit de trouver la solution au
sens des moindres carre´s [10].
Le cas p = 1 est de´ja` fait de`s le Colle`ge sans bien suˆr le pre´senter de cette manie`re. En effet
lorsque l’on choisit de n’associer a` une se´rie statistique (xk)
n
k=1 qu’un seul nombre repre´sentatif :
la moyenne m, on re´soud le syste`me line´aire surde´termine´ : m = xk, k = 1, · · · , n a` une inconnue
et avec n e´quations au sens des moindres carre´s. C’est a` dire que l’on prend l’unique nombre m
qui minimise l’e´cart quadratique moyen :
1
n
n∑
k=1
(xk −m)2.
Le cas p = 2 n’est fait qu’au Lyce´e pour certaines Terminales dans le cadre d’ajustemenent
affine d’une nuage de points (xk, yk)
n
k=1. Il en est ainsi pour la section ES, des se´ries technolo-
giques (par exemple la se´rie sciences et technologies de la gestion) et des se´ries professionnelles.
L’utilisation croissante de mate´riel informatique ne fera que renforcer cette tendance. D’autant
plus que son utilisation est tre`s courante apre`s le bac en coordonne´es semilog ou log-log, en
physique, en chimie, en biologie, en e´conomie, en sciences humaines, . . . Pour le proble`me de
l’ajustement affine les inconnues sont les coefficients de la droite (α, β), et les e´quations sont
yk = αxk + β, k = 1, · · · , n avec n > 2. Une fois encore la solution s’obtient en minimisant
la moyenne des e´carts quadratiques (yk − (αxk + β))2. Ainsi, la me´thode nous fournit toujours
une droite. Mais cette droite est-elle bien pertinente ? Par exemple, si le nuage de points est un
e´chantillon de points d’une parabole la droite fournie est sans inte´reˆt. Il faut donc avoir plus
d’informations sur le nuage de points. Dans cet article nous ne traiterons que des cas issues
de perturbations du mode`le line´aire. De plus nous supposerons que la se´rie des abscisses est
arithme´tique, ce qui est fre´quent pour des se´ries chronologiques. Dans ce cadre nous verrons que
cette me´thode est tre`s efficace et tre`s stable.
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Commenc¸ons d’abord par bien poser le proble`me. On suppose que deux caracte`res statis-
tiques y et x sont relie´s de manie`re line´aire ou affine :
y = αx + β. (1)
En pratique les mesures de y en fonction de celles de x sont perturbe´es. La perturbation sera
repre´sente´e par la se´rie (ek)
n
k=1. On obtient ainsi le mode`le line´aire perturbe´ :
yk := αxk + β + ek, k = 1, · · · , n. (2)
A` partir de la se´rie statistique (xk, yk)
n
k=1, on se propose de retrouver une approximation de
α et β graˆce a` la ce´le`bre me´thode des moindres carre´s (MMC) de´couverte par Carl Friedrich
Gauss en 17951, alors qu’il n’avait que 18 ans ! Gauss avait de´ja` obtenu l’optimalite´ (en un
certain sens statistique) de la MMC pour estimer les coefficients inconnus α et β lors de calculs
astronomiques. Ainsi, il retouva quelques anne´es plus tard, a` la surprise ge´ne´rale, par le calcul
l’astre Ce´re`s 2 que les astronomes avaient perdu de vue (au sens propre). Et, a` trente ans, il
devint le directeur de l’observatoire de l’Universite´ de Gottingen.
Aujourd’huis, l’utilisation des calculatrices et des tableurs nous donne facilement acce´s a`
la me´thode des moindres carre´s. Avec une simple calculatrice on va fabriquer des se´ries statis-
tiques ve´rifiant le mode`le (2). (ek)k≥1 repre´sentera une suite de perturbations de´terministes ou
ale´atoires. Ensuite, on demandera a` notre calculatrice de nous fournir une approximation des
coefficients de la droite du mode`le the´orique (1). Vous pourrez appre´cier la qualite´ de l’approxi-
mation de la pente α. Au cours de cet article, on fera des perturbations de plus en plus fortes,
pour pousser la me´thode jusqu’a` ses derniers retranchements. On traitera des cas de perturba-
tions de´terministes avec ek = (−1)k ou sin(kα). Ensuite on simulera des pertubations ale´atoires
inde´pendantes : le cas envisage´ par Gauss. On terminera par des pertubations ale´atoires non
inde´pendantes avec la loi binoˆmiale. On donnera le point de vue de Legendre et de Gauss,
de´montrant l’efficacite´ de leur me´thode. Pour ne pas couper le fil de l’exposition, on a mis en
fin d’article les de´monstrations mathe´matiques des re´sultats e´nonce´s.
2 Notations, formules et caracte`re arithme´tique du temps
Pour une se´rie statistique a` deux variables (xk, yk)
n
k=1, on peut chercher une droite d’e´quation
y = ax + b, qui minimise au mieux l’e´cart quadratique moyen
Rn(a, b) :=
1
n
n∑
k=1
(yk − [axk + b])2 . (3)
Par la suite, on va e´tudier l’effet de la taille de l’e´chantillon sur les coefficients de la droite
cherche´e. On indicera ainsi les coefficients de la droite des moindres carre´s par n. Des calculs
classiques montrent que la droite optimale pour ce crite`re a pour coefficients :
an :=
sxy
s2x
, bn := y − anx, (4)
avec les notations usuelles pour les moyennes, les variances, la covariance, le coefficient de
corre´lation, et la relation entre la formule des re´sidus et le coefficient de corre´lation :
x :=
1
n
n∑
k=1
xk, y :=
1
n
n∑
k=1
yk, e :=
1
n
n∑
k=1
ek, s
2
x :=
1
n
n∑
k=1
(xk − x)2 , s2y :=
1
n
n∑
k=1
(yk − y)2 ,(5)
sxy :=
1
n
n∑
k=1
(xk − x) (yk − y) , ρn := sxy
sxsy
, Rn := Rn(an, bn) = s
2
y(1− ρ2n). (6)
1Cette de´couverte n’est publie´e qu’en 1809 dans [4], soit quatre ans apre`s Adrien Marie Legendre dans [11]. Il
en re´sulta une querelle de priorite´ entre Legendre et Gauss.
2Ce´re`s est une aste´ro¨ıde de tre`s grande taille.
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Pour une se´rie chronologique, la se´rie statistique (xk)
n
k=1, est bien de´termine´, elle repre´sente
les diffe´rents temps de la mesure du caracte`re y. Il arrive souvent que les mesures soient prises
a` intervalle de temps re´gulier. Dans ce cas, la se´rie statistique (xk)
n
k=1, est souvent une suite
arithme´tique. Quitte a` changer d’unite´ de temps et d’origine des temps, on supposera pour
toute la suite que :
xk = k pour tout k. (7)
Le comportement arithme´tique de la se´rie (xk)
n
k=1 va jouer un roˆle essentiel dans la stabilite´ de
la MMC. Dans ce cas, on peut de´ja` calculer plus explicitement certains indicateurs statistiques :
x =
n + 1
2
, s2x =
n2 − 1
12
, sxy = α× s2x + sxe, ou` sxe :=
(
1
n
n∑
k=1
kek
)
− n + 1
2
e. (8)
3 Etude de´terministe du mode`le affine
On s’inte´resse au mode´le : y = constante. Quitte a` faire une translation sur l’axe des y,
on peut supposer, sans perte de ge´ne´ralite´, que la constante est nulle. Ainsi, la se´rie (yk)
n
k=1
devient simplement les valeurs des perturbations : yk = 0 × k + 0 + ek = ek, k = 1, · · · , n.
On conside´re l’exemple suivant ek = (−1)k avec n = 10. Dans la figure 1, on a repre´sente´ le
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Fig. 1 – Perturbation de´terministe de taille 1 de y = 0 : yk = (−1)k
nuage de points (k, (−1)k)nk=1, la droite horizontale cherche´e et la droite trouve´e par la MMC.
On remarquera l’excellente approximation du mode`le re´el y = 0 par la droite fournie par la
MMC alors que les points sont loin d’eˆtre aligne´s sur la meˆme droite. En effet, la MMC nous
fournit la droite : y = 0, 060606 · · · ×x +0, 333 · · · On remarque aussi que la MMC nous fournit
le coefficient de la pente avec une erreur de l’ordre de 10−2 alors que pour l’ordonne´e a` l’origine
l’erreur est moins bonne, elle est de l’ordre de 10−1. Pour comprendre ce re´sultat, une explication
de Legendre s’impose ([2, 11]) :
” De tous les principes qu’on peut proposer pour cet objet, je pense qu’il n’en est pas de plus
ge´ne´ral, de plus exact, ni d’une application plus facile, que celui dont nous avons fait usage dans
les recherches pre´ce´dentes, et qui consiste a` rendre minimum la somme des carre´s des erreurs.
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Par ce moyen il s’e´tablit entre les erreurs une sorte d’e´quilibre qui, empeˆchant les extreˆmes de
pre´valoir, est tre`s propre a` faire connaiˆıtre l’e´tat du syste`me le plus proche de la ve´rite´. ”
Donons maintenant une justification mathe´matique.
The´ore`me 1 [ Perturbation de´terministe de y = αx + β. ]
La me´thode des moindres carre´s, applique´e a` la se´rie chronologique (k, yk)
n
k=1 satisfaisant le
mode`le (2) et (7), fournit la droite d’e´quation : y = anx + bn avec les majorations suivantes :
|an − α| ≤ 18Cn
n2 − 1 , |bn − β| ≤
10Cn
n− 1 , ou` Cn :=
n
max
j=1
∣∣∣∣∣
j∑
k=1
ek
∣∣∣∣∣ .
Ainsi, les quantite´s importantes a` controˆler pour estimer la pre´cision de la MMC sont les
sommes des perturbations plutoˆt que la taille des perturbations. Lorsque Cn est majore´e
inde´pendamment de n, on a donc une vitesse de convergence en n−2 de (an) vers α. Cette bonne
vitesse de convergence provient de la variance de la se´rie arithme´tique (xk)
n
k=1 = (k)
n
k=1. En
effet, on peut montrer que s2x est de l’ordre de n
2 et que an − α est inversement proportionnel
a` s2x.
Pour la figure 1, nous avons Cn = 1 pour tout n. Donnons d’autres exemples pour lesquels
les sommes des perturbations sont borne´es :
Exemples 1 [ Perturbations (ek) telles que (Cn) soit borne´e] :
ek = (−1)k, sin(kθ), cos(kη) pour η ∈]0, 2pi[, une suite pe´riodique de moyenne nulle, les combi-
naisons line´aires de telles perturbations.
On va tester nume´riquement un exemple de perturbation pe´riodique de moyenne nulle. On
conside´re une perturbation mensuelle sur 3 ans, (donc sur 36 mois), d’une quantite´ devant
ve´rifier y = 1 × x, avec ek = 3 sin
(pi
6
k
)
, qui repre´sente une perturbation mensuelle de pe´riode
12. Ainsi, on obtient la figure 2. La MMC nous fournit la droite y = 0, 95x + 0, 96.
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Fig. 2 – Perturbation de´terministe de taille 3 de y = x : yk = 1× k + 3 sin
(
k
pi
6
)
Poursuivons l’e´tude de cet exemple pour un nombre d’anne´es N compris entre 1 et 20 ans.
Le nombre de mois est donc : n = 12×N . Nous obtenons les re´sultats suivant :
4
N 1 2 3 4 5 6 7 8 9 10 20
an 0,53 0,88 0,95 0,97 0,98 0,99 0,990 0,993 0,994 0,995 0,999
bn 3,05 1,46 0,96 0,71 0,57 0,47 0,40 0,35 0,31 0,282 0,141
Ces re´sultats nume´riques montrent bien que (an) converge bien plus vite vers 1 que (bn)
vers 0. bn est ainsi bien plus sensible aux perturbations que an. Pour renforcer cette diffe´rence
de stabilite´ entre la pente estime´e par la MMC et l’ordonne´e a` l’origine estime´e par la MMC,
ajoutons la remarque suivante.
Remarque 1 [ Effet d’une perturbation de moyenne non nulle]
(bn) re´percutera directement une perturbation de moyenne non nulle. En revanche, (an) sera
insensible a` une telle perturbation. En effet, si (Cn) est borne´e, alors cela signifie que la moyenne
des perturbations est asymptotiquement nulle (et meˆme de l’ordre de n−1). Si l’on remplace
l’hypothe`se (Cn) est borne´e, par, il existe un nombre δ et une constante C > 0 tels que pour tout
n, ∣∣∣∣∣
n∑
k=1
(ek − δ)
∣∣∣∣∣ ≤ C.
C’est a` dire que (ek) est une suite de perturbations du nombre δ. Alors (an) continue a` converger
vers α en n−2. En revanche, bn ne converge plus vers β mais vers β + δ en n
−1.
Pour avoir des exemples de perturbations avec Cn de l’ordre de n, il suffit de conside´rer les
suites (kek) avec (ek) provenant des exemples 1. Ainsi, si Cn est de l’ordre de n, on perd une bonne
estimation de β mais on garde une estimation correcte de la pente. Mais, pour Cn plus grand que
n2, la perturbation est trop forte et la MMC ne nous permet plus de retrouver la pente α. On
laisse au lecteur le plaisir de traiter nume´riquement et graphiquement de telles perturbations.
En revanche, graˆce a` des exemples de perturbations ale´atoires, on va naturellement obtenir dans
les sections 4 puis 5 des perturbations dont les sommes sont de l’ordre de
√
n puis n
√
n.
4 E´tude probabiliste d’une variable affine pertube´e
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Fig. 3 – Perturbation ale´atoire d’ordre 5 de y = x : yk = k + U([−5, 5])
Pour la figure 3, U([−5, 5]) de´signe une perturbation suivant la loi uniforme sur l’intervalle
[−5, 5]. Pour l’obtenir, il suffit de calculer 10× rand− 5 ou` rand est la touche de la calculatrice
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qui simule la loi uniforme sur [0, 1]. Le mode`le exacte est y = x et la MMC nous fournit, par
exemple, pour n = 20, la droite d’e´quation y = 0, 95x + 0, 24 qui est une bonne approximation
de l’e´quation cherche´e.
Attention, si l’on avait oublie´ de centrer la perturbation, en prenant yk = k + 10 × rand
on aurait obtenu par la MMC la droite y = 0, 95x + 5, 24. En effet, 10 × rand simule la loi
uniforme de [0, 10] de moyenne 5. Et, d’apre`s la remarque 1, on aurait eu un de´calage de +5
pour l’estimation de β.
Pour expliquer, le re´sultat de la figure 3, il suffit de voir que la variable ale´atoire
Sn = e1 + · · · + en simule une marche ale´atoire. On s’attend donc a` avoir Sn de l’ordre de
Cn = constante ×
√
n. Ainsi, a` l’aide du the´ore`me 1, on pourra de´montrer le re´sultat suivant :
The´ore`me 2 [ Perturbation ale´atoire de y = αx + β. ] Soit (ek) une suite de variables
inde´pendantes, d’e´spe´rances nulles et de variances σ2. Alors, pour un niveau de confiance de
99%, il existe une contante D > 0 telle que, la me´thode des moindres carre´s applique´e a` la se´rie
chronologique (k, yk)
n
k=1 satisfaisant le mode`le (2) fournit la droite d’e´quation : y = anx + bn
avec les majorations suivantes pour tout n ≥ 2 :
P
(
|an − α| ≤ D
n
√
n
et |bn − β| ≤ D√
n
)
≥ 99%.
En fait Gauss a montre´ dans ce cadre que la MMC est le meilleur estimateur line´aire
par rapport a` (y1, · · · , yn), des coefficients de la droite (voir [1, 9, 13]). C’est a` dire que parmi
tous les estimateurs line´aires de α et β, an et bn sont de variances minimales. On peut d’ailleurs
montrer ici que V ar(an) ∼ 48σ2n−3 et V ar(bn) ∼ 7σ2n−1. Ceci permet de trouver pre´cise´ment
les intervalles de confiance pre´ce´dents.
5 Pile ou face : Binomiale et me´thode des moindres carre´s
Soit (Xk)k≥1 une suite de variables ale´atoires inde´pendantes de loi de Bernoulli B(1/2). Xk
vaut 1, avec la probabilite´ 1/2, si l’on a obtenu un succe´s, et, elle vaut 0 sinon.
Ainsi yk = X1 + · · ·+ Xk qui est le nombre de succe´s obtenus suit la loi binoˆmiale B(k, 1/2).
En centrant les variables Xk, X˜k := Xk− 1
2
, et en notant ek := X˜1 + · · ·+X˜k, qui est d’espe´rance
nulle et d’e´cart type
√
k
2
, on peut e´crire la se´rie des yk sous la forme du mode`le line´aire perturbe´
(2) :
yk = X1 + · · ·+ Xk = k
2
+
(
X˜1 + · · ·+ X˜k
)
=
k
2
+ ek.
On remarque, que contrairement a` l’exemple de la figure 3, la suite (yk)k est toujours croissante,
de plus, les perturbations sont de plus en plus fortes et non inde´pendantes.
On a obtenu la figure 4 pour une simulation de (k, yk)
n
k=1. La MMC fournit comme approxi-
mation de la droite d’e´quation y =
x
2
, l’e´quation : y = (0.43 · · · ) × x − (1.28 · · · ) avec n = 50.
Ainsi on retrouve une approximation de la pente, mais l’on perd comple`tement l’ordonne´e a`
l’origine.
Si l’on prend n ≤ 30 la MMC donne des re´sultats rarement pre´cis, et meˆme pour n = 50, il
arrive que la pente de la droite obtenue par la MMC soit de l’ordre de 0, 2 ou 0.7. En revanche,
on peut de´montrer le re´sultat suivant pour de tre`s fortes perturbations de la relation y = px.
The´ore`me 3 [ MMC et binoˆmiale. ] Soient p ∈]0, 1[ et, (Xk) une suite de variables de
Bernoulli B(p), inde´pendantes, et yk = X1 + · · · + Xk. Alors, pour un niveau de confiance
de 99%, il existe une contante D > 0 telle que, la me´thode des moindres carre´s applique´e a` la
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Fig. 4 – Pile ou Face : yk = B
(
k,
1
2
)
se´rie chronologique (k, yk)
n
k=1 fournit la droite d’e´quation : y = anx + bn avec les majorations
suivantes pour tout n ≥ 2 :
P
(
|an − p| ≤ D√
n
)
≥ 99%.
Ainsi, la MMC nous permet d’estimer une probabilite´ p avec une erreur en
1√
n
. C’est le
meˆme ordre de convergence que l’on obtient par les fourchettes de sondages usuelles (voir [7]).
Cependant,
X1 + · · ·+ Xn
n
reste le meilleur estimateur statistique de p (voir par exemple [8]).
6 Quelques remarques sur le mode`le line´aire
Les the´ore`mes pre´ce´dents prouvent que la me´thode des moindres carre´s est stable vis a` vis
de perturbations non ne´gligeables. Cependant, on va voir que pour des perturbations dont les
sommes sont borne´es, le re´sidu moyen ne converge pas vers ze´ro. On verra aussi que le coefficient
de corre´lation converge vers ±1 ou 0. On se demandera aussi pourquoi le pente α est toujours
obtenue avec une erreur environ n fois plus petite que l’ordonne´e a` l’origine β. Enfin on verra
que tous les re´sultats pre´ce´dents s’e´crouleront lorsque (xk)k≥1 sera une se´rie borne´e.
6.1 Re´sidu quadratique moyen et coefficient de corre´lation
On n’avait pas parler du coefficient de corre´lation. Il n’est pas au programme du lyce´e. On
sait que son interpre´tation est de´licate. Il y a plusieurs tests statistiques associe´s a` cet indicateur
(cf [9]). Une ide´e circule souvent “ si ρ ' 1 alors les points sont presque aligne´s”. Si ρ2 = 1, ils
sont en effet parfaitement aligne´s. Mais, on peut montrer le re´sultat suivant :
The´ore`me 4 [Comportement du re´sidu moyen et du coefficient de corre´lation.]
Si, pour tout n,
∣∣∣∣∣
n∑
k=1
ek
∣∣∣∣∣ ≤ C, et
(
1
n
n∑
k=1
e2k
)
converge vers un nombre s2 > 0, alors il existe
une constante D > 0 telle que, la me´thode des moindres carre´s applique´e  la se´rie chronologique
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(k, yk)
n
k=1 du mode`le (2) fournit un re´sidu moyen Rn et un coefficient de corre´lation ρn tels que :∣∣∣∣∣Rn − 1n
n∑
k=1
e2k
∣∣∣∣∣ ≤ Dn2 , |1− ρ2n| ≤ D|α|n2 si α 6= 0 et |ρn| ≤ Dn si α = 0.
Dans tous nos exemples de la section 3, les hypothe`ses de ce the´ore`me sont ve´rifie´es. De plus,
comme e convergeait vers 0, on a aussi s2e (qui de´pend de n) qui converge vers s
2. Ainsi, l’e´cart
quadratique moyen converge :
lim
n→+∞
Rn = s
2.
En fait, ceci traduit tre`s bien le genre de perturbation que l’on faisait subir a` la droite d’e´quation
(1). Rn permet d’estimer la variance de la perturbation.
Par contre, le coefficient de corre´lation a deux types de comportements. Peut-on se fier a` cet
indicateur qui tend vers ±1 ou 0 suivant les cas ?
Ainsi, si α 6= 0, (|ρn|) converge toujours vers 1, et meˆme rapidement, alors que les points
sont loin d’eˆtre aligne´s. ρn est e´gal a` 0, 98 pour l’exemple de la figure 2. On a ainsi une famille
d’exemples qui contredisent bien la croyance “ plus ρ est proche de ±1, plus les points sont
presque aligne´s”. En revanche, si l’on pense en terme d’erreur relative :
yk − (ank + bn)
yk
, il n’y
a pas de contradiction. En effet, si α 6= 0, alors yk et de l’ordre de αk et
yk − (ank + bn)
yk
=
(α − an)k + (β − bn) + ek
yk
converge vers 0 quand n → +∞.
Pour α = 0, le comportement du coefficient de corre´lation est comple`tement diffe´rent :
ρn → 0. En fait, si les variables sont de´corre´le´es (sxy = 0) alors le coefficient de corre´lation qui
est proportionnel a` la covariance est nulle. Comme on pertube la relation y = 0, on a en fait
yk = ek. C’est a` dire que l’on ne mesure que la perturbation. Et la se´rie (ek)k est de plus en plus
de´corre´le´e de (xk = k). En effet, dans tous les cas pre´sente´s on a toujours lim
n→+∞
sxe = 0.
6.2 L’approximation de la pente α est meilleure que celle de β
Pour comprendre ce phe´nome`ne simplement, voici deux analogies.
On se donne deux points A et B de coordonne´es respectifs (xA, yA), (xB , yB) avec xA < xB.
Et on cherche l’e´quation de la droite passant par ses deux points :
y = αx + β, α =
yB − yA
xB − xA , β = yA − αxA.
Cependant on fait une erreur sur les ordonne´es d’ordre ε. Imaginez par exemple la situation ou` les
points de coordonne´es (xA, 0) et (xB , 0) se trouvent a` l’interserction des lignes d’un quadrillage.
Alors que les valeurs de yA et yB sont approche´es et les points A et B sont place´s a` l’aide d’une
re`gle gradue´e. La pente α de´pend line´airement de yA, yB et inversement proportionnellement a`
la longueur de l’intervalle. En notant ∆α l’erreur que l’on commet sur α et L := |xB − xA| on a
donc :
|∆α| ≤ |∆yA|+ |∆yB|
L
≤ 2|ε|
L
.
Ainsi, on retrouve un re´sultat bien connue pour le trace´ de droite, plus l’intervalle est grand
plus la pre´cision s’ame´liore.
En revanche ∆β = ∆yA−(∆α)xA. Si, comme dans les exemples pre´sente´s, L est grand et xA
est de l’ordre de 1 alors on a une plus grande erreur sur β : ∆β ' ∆yA = ε. Plus pre´cise´ment,
supposons ques les erreurs sur yA et yB sont inde´pendantes de moyennes nulles et de´cart type
ε > 0 alors ∆β est de moyenne nulle et d’e´cart type ε
√
1 + 2xAL−1 + 2x
2
AL
−2 ∼ ε quand
L → +∞.
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On pourrait penser avoir une meilleure estimation de β si la se´rie des abscisses e´tait centre´e
entre xA = −n et xB = +n. On a alors β := yA + yB
2
et
∆β =
∆yA + ∆yB
2
.
Cette dernie`re e´galite´ montre que |∆β| ≤ ε. Donc en ge´ne´ral l’erreur reste d’ordre ε. Supposons
a` nouveau que les erreurs sur yA et yB sont inde´pendantes de moyennes nulles et d’e´cart type
ε > 0 alors ∆β est de moyenne nulle et d’e´cart type
ε√
2
. Alors que
√
2ε
L
est l’e´cart type de ∆α.
Voici une deuxie`me analogie pour mieux comprendre ce phe´nome`ne. Imaginer un grand
champ rectangulaire dans le sens Nord-Sud. Au Nord se trouve l’entre´e N d’une fourmilie`re et
au sud une autre entre´e S. Ces deux entre´es ne sont pas visibles par un aigle volant au dessus du
champ. En revanche, ce dernier a` l’oeil perc¸ant, voit une file de fourmis rouges qui serpente au
milieu du champ. Cette file vient de l’entre´e Nord et se dirige vers l’entre´e Sud. Plus l’oiseau voit
de fourmis, plus il sera capable de bien e´valuer la direction pre´cise emprunte´e par les fourmis.
Cela lui donne une famille de paralle`les. Pour localiser l’entre`e Nord (i.e. β) il doit choisir la
bonne paralle`le. La file zigzagant, on se rend compte que l’on aura plus de mal a` trouver l’entre´e
Sud ou Nord que la direction des fourmis.
Que se passe-t-il si l’on cherche M le milieu des deux entre´es (i.e. la se´rie est centre´e) ?
Supposons de plus que la file soit assez longue pour que l’on est quasiment la valeur exacte de la
direction (i.e. α est connu). Comme toutes les lignes envisage´es sont paralle`les on comprend que
l’on fait la meˆme erreur sur M , N , S, puisque le calcul d’un de ses points revient a` choisr une
paralle`le. D’ailleurs la recherche de M revient a` la recherche du centre de gravite´ de la file de
fourmis. En fait, comme l’on fait une erreur sur la pente et que l’on calcule les coordonne´es de
N et de S a` partir de M et de la pente, on pourra avoir une pre´cision le´ge`rement moins bonne
sur N et S. Ce qui correspond bien au re´sultat ne notre premie`re analogie : trouver l’e`quation
de la droite passant par deux points.
Terminons par une e´tude nume´rique de l’effet du centrage de la se´rie des abscisses. Pour
la se´rie (k, sin(k))nk=1, on laisse le soin au lecteur de ve´rifier que le centrage ame´liore ou donne
au moins la meˆme estimation de β. L’exemple suivant montre que la situation peut eˆtre plus
complique´e. On prend un intervalle des abscisses de longueur n− 1 avec le se´rie (k, sin(
√
k))nk=1
et la meˆme se´rie en centrant les abscisses :
(
k − n + 1
2
, sin(
√
k)
)n
k=1
. On a bien suˆr exactement
la meˆme estimation pour la pente α. En revanche, on obtient respectivement des valeurs ap-
proche´es de β dans le tableau suivant.
n = 40 45 46 47 50 59 60
xk = k, bn = 0,29 0,05 0,002 -0,04 -0,162 -0,43 -0,44
xk = k − n + 1
2
, bn = -0,32 -0,25 -0,24 -0,22 -0,168 -0,007 -0,01
Ainsi le centrage de la se´rie des abscisses donnent parfois une meilleure approximation de β
et parfois une plus mauvaise approximation. Une e´tude nume´rique plus pousse´e montre que ce
phe´nome`ne continue pour de plus grandes valeurs de n.
6.3 Cas d’une se´rie des abscisses borne´e
Que se passe-t-il sur un intervalle de temps borne´e ? Un point tre`s important dans cette note
est que la suite (xk) e´tait non borne´e, et que s
2
x est de l’ordre de n
2. Cela repre´sente le cas
d’une se´rie chronologique ou` l’on mesure yk a` intervalle de temps re´gulier τ = 1. En ge´neral,
avec τ > 0 on aurait s2x =
n2 − 1
12
τ2. Ainsi, tous les re´sultats des sections pre´ce´dentes auraient
des majorations avec des termes en τ−2. Ce qui est d’autant meilleur lorsque τ est grand, mais
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d’autant plus mauvais lorsque τ est petit. Par exemple, supposons que l’on mesure yk avec des
intervalles de temps de plus en plus petits pour que la suite (xk) soit borne´e. Pour fixer les ide´es,
conside´rons l’exemple suivant : τ = n−1, xk =
k
n
, k = 1, · · · , n. Cette fois ci s2x est de l’ordre de
1/12, et la MMC n’est meˆme plus capable de retrouver la pente quand n → +∞.
Exemple nume´rique : Conside´rons l’exemple de la figure 2 : y = x et l’e´quation du mode`le
perturbe´ s’e´crit : y˜ = x + 3 sin(xpi/6). Pour xk = k/n et n = 36, on obtient par la MMC
l’e´quation : y ' 2, 5x+0, 02. On pourrait objecter qu’il faut e´tudier le phe´nome`ne sur une anne´e
et non un mois. Mais cela n’arrange rien : pour xk = 12 ∗k/n et n = 36, on obtient par la MMC
l’e´quation : y ' 0, 5x + 2, 9.
7 Annexe : Quelques de´monstrations
7.1 De´rivations des formules de la MMC
Voici deux de´monstrations pour retrouver et interpre´ter les formules ge´ne´rales de calculs des
coefficients de la droite des moindres carre´s. On suppose que sx 6= 0, i.e. la se´rie des (xk)nk=1
n’est pas re´duite a` un point.
Par un calcul alge´brique : En utilisant l’identite´ remarquable
(a + b + c)2 = a2 + b2 + c2 + 2ab + 2bc + 2ca, en reconnaissant les variances et covariances, en
utilisant le fait que la moyenne d’une se´rie centre´e est nulle :
1
n
n∑
k=1
(xk−x) = 0, en reconnaissant
ρ2 := s2xy/(s
2
xs
2
y), on peut mener d’une seule traite le calcul suivant :
Rn(a, b) =
1
n
n∑
k=1
(yk − [axk + b])2 = 1
n
n∑
k=1
([yk − y]− a[xk − x] + [ax + b− y])2
= s2y + a
2s2x + (ax + b− y)2 − 2asxy + 0 + 0
= s2y + s
2
x
(
a− sxy
s2x
)2
− s
2
xy
s2x
+ (ax + b− y)2
= s2y(1− ρ2) + s2x
(
a− sxy
s2x
)2
+ (ax + b− y)2 ≥ s2y(1− ρ2),
avec e´galite´ que lorsque a =
sxy
s2x
et ax + b = y.
Par une me´thode ge´ome´trique : Soient Rn muni du produit scalaire normalise´ :
< X,Y >:=
1
n
n∑
k=1
xkyk, la norme euclidienne associe´e : ‖X‖ =
√
< X,X >, le vecteur II dont
toutes les composantes sont e´gales a` 1. On note P = RX ⊕ RII. La somme est directe car
sx > 0. Ainsi Rn(a, b) = ‖Y − (aX + bII)‖2, et la minimisation de Rn revient a` trouver Z, le
projete´ orthogonal de Y sur le plan P . Soit X˜ = X − xII, alors < X˜, II >= 0 car < X, II >= x.
Ainsi, {X˜, II} forme une base orthogonale de P et donc, Z = < Y, X˜ >
< X˜, X˜ >
X˜ +
< Y, II >
< II, II >
II. Comme
< Y, II >= y, < X˜, X˜ >= s2x, et < Y, X˜ >=< Y˜ , X˜ > + < yII, X˜ >= sxy + 0, on en de´duit que
Z =
sxy
s2x
(X − xII) + yII ce qui nous donne a et b.
En passant, on remarque que le coefficient de corre´lation ρ = cos(X˜, Y˜ ). Donc −1 ≤ ρ ≤ 1,
et ρ = ±1 si et seulement si X˜ et Y˜ sont coline´aires. Ainsi si ρ2 ' 1 alors X˜ et Y˜ sont ”presque
coline´aires”. Dans le triangle rectangle de sommets Y,Z et l’origine, Rn(a, b) s’interpre`te comme
le carre´ de la distance de Y a` Z, ce qui redonne la formule des re´sidus (6).
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7.2 A` propos des formules de la section 2
x s’obtient comme somme d’une suite arithme´tique : x =
1
n
n∑
k=1
k =
n + 1
2
.
Pour la variance, il faut savoir que
n∑
k=1
k2 =
n(n + 1)(2n + 1)
6
. De la formule de Koenig :
s2x = x
2 − x2, on obtient apre´s simplificiations s2x =
n2 − 1
12
.
Comme la covariance sxy est line´aire par rapport a` y et invariante par translation de y, et
que : y = αx + β + e, on a sxy = αsxx + sxe = αs
2
x + sxe. De plus, la formule de Koenig pour la
covariance s’e´crit sxy =
(
1
n
n∑
k=1
xkyk
)
− x× y ; ce qui permet d’obtenir sxe et de conclure pour
l’obtention des formules (8).
7.3 Preuves des re´sultats de la section 3 : perturbations de´terministes
Voci une premie`re ine´galite´ optimale :
Lemme 1 : Soit C > 0, n ≥ 1, si nmax
j=1
∣∣∣∣∣
j∑
k=1
ek
∣∣∣∣∣ ≤ C, alors
∣∣∣∣∣ 1n
n∑
k=1
kek
∣∣∣∣∣ ≤ 2C.
De´monstration : Ce re´sultat est une application de la transformation d’Abel (”inte´gration par
parties discre`te”). Notons Sk := e1 + · · · + ek pour k ≥ 1 et S0 := 0, ainsi Sk − Sk−1 = ek pour
tout k ≥ 1 :
n∑
k=1
kek =
n∑
k=1
k(Sk − Sk−1) =
n∑
k=1
kSk −
n−1∑
k=0
(k + 1)Sk = nSn − 1 × S0 −
n−1∑
k=1
Sk.
Comme S0 = 0, on obtient l’e´galite´ suivante :
n∑
k=1
kek = nSn −
n−1∑
k=1
Sk. (9)
Ceci n’est rien d’autre que la formule discre`te de l’inte´gration par parties suivantes :∫ x
1
tf(t)dt = xF (x)−
∫ x
1
F (t)dt avec F (x) =
∫ x
1
f(t)dt.
En majorant (9), on obtient :
∣∣∣∣∣
n∑
k=1
kek
∣∣∣∣∣ ≤ nC + nC = 2nC.
En conside´rant la suite e1 = −1, e2 = 0, e3 = 0, · · · , en−1 = 0, en = 2 avec C = 1, on obtient∣∣∣∣∣ 1n
n∑
k=1
kek
∣∣∣∣∣ =
(
2− 1
n
)
. Si l’on veut une ine´galite´ inde´pendante de n, on ne peut donc pas faire
mieux que majorer par 2C. 
Un corrolaire direct du lemme 1 nous donne le lemme suivant :
Lemme 2 : Soit (Cn)n≥1 une suite croissante et positive,
si, pour tout n,
∣∣∣∣∣
n∑
k=1
ek
∣∣∣∣∣ ≤ Cn alors
∣∣∣∣∣ 1n
n∑
k=1
kek
∣∣∣∣∣ ≤ 2Cn.
Pour toutes les de´monstrations, on aura besoin des re´sultats suivants :
Lemme 3 : Sous les hypothe`ses du lemme 2 on a : |sxe| ≤ 3
2
Cn et
an − α = sxe
s2x
, bn − β = e− (an − α)n+12 , sxe =
1
n
n∑
k=2
(k − 1)ek (10)
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Ainsi les erreurs que l’on commet en utilisant la MMC sont exatement les coefficients obtenus
par la MMC sur la se´rie (k, ek)
n
k=1. Cela est tout a` fait normal car les coefficients an et bn sont
line´aires par rapport a` y.
De´monstration De la formule (8), on obtient : an−α = sxe/s2x. De meˆme, on a : bn− β =
y − anx− β = αx + β + e− (α + sxe/s2x)x− β = e− (sxe/s2x)x.
Pour majorer sxe utilisons l’e´galite´ (9) et les calculs suivants, avec Sk = e1 + · · ·+ ek :
sxe =
(
1
n
n∑
k=1
kek
)
− n + 1
2
e =
1
n
(
nSn −
n−1∑
k=1
Sk
)
− n + 1
2n
Sn,
|sxe| =
∣∣∣∣∣12
(
1− 1
n
)
Sn − 1
n
n−1∑
k=1
Sk
∣∣∣∣∣ ≤ Cn2 + n− 1n Cn ≤ 32Cn.
On est maintenant en mesure de de´montrer le the´ore`me 1.
De´monstration du the´ore`me 1 : Utilisons les e´galite´s de la section 2. Graˆce au lemme 3,
sxe est majore´e par 1, 5Cn. Comme s
2
x est de l’ordre de n
2 et que an−α = sxe/s2x, on en de´duit
que an − α est aussi de l’ordre de Cn/n2. Pour bn − β on a une plus grande impre´cision car,
d’apre`s le lemme 3, bn − β est la somme de termes d’ordre Cn/n. Ceci se traduit par les calculs
suivants :
|an − α| =
∣∣∣∣sxes2x
∣∣∣∣ ≤ 12n2 − 1 × 32Cn = 18n2 − 1Cn
|bn − α| ≤ |e|+ |an − α||x| ≤ Cn
n
+
18
n2 − 1Cn ×
n + 1
2
=
Cn
n
+
9
n− 1Cn ≤
10
n− 1Cn.
De´monstration de la remarque 1 : Comme la covariance sxe est invariante par translation
de e du nombre δ et, que, par (10), an−α = sxe/s2x, on en de´duit que la majoration de |an−α| du
the´ore`me 1 reste parfaitement valide. En revanche, (10) nous donne bn−β = e− (an−α)n + 1
2
.
Comme la moyenne e re´percute la translation, et puisque |e− δ| ≤ C
n
, on obtient :
|bn − (β + δ)| ≤ 10C
n− 1 . 
7.4 A` propos des re´sultats du cas probabiliste de la section 4
Pour de´montrer que Sn = e1 + · · · + en est de l’ordre de
√
n, il suffit d’utiliser l’ine´galite´
de Bienayme´-Tchebycheff comme dans [7]. Or, pour utiliser le the´ore`me 1, il faut majorer
|Sn| mais aussi, |Sn−1|, . . . , et |S1|. A priori, utiliser n fois cette ine´galite´ risque de diminuer de
beaucoup le niveau de confiance. Heureusement, il n’en est rien, graˆce a` une version plus fine de
l’ine´galite´ de Bienayme´-Tchebycheff, (de´montre´e par exemple dans [3], Vol I p.234) :
The´ore`me 5 : [Ine´galite´s de Kolmogorov ] Soient X1, · · · , Xn, n variables ale´atoires
inde´pendantes, d’espe´rance nulle et d’ecart type σ1, · · · , σn. Notons sk =
√
σ2
1
+ · · ·+ σ2k, alors,
pour tout t > 0, avec une probabilite´ supe´rieure a` 1− 1
t2
, on a simultane´ment les n ine´galite´s :
|X1| < ts1, |X1 + X2| < ts2, . . . , |X1 + · · · + Xn| < tsn.
Pour n = 1, on reconnaˆıt l’ine´galite´ de Bienayme´-Tchebycheff. Prenons Xk = ek pour k =
1, · · · , n. Comme les (ek) sont des variables ale´atoires inde´pendantes de meˆme loi, centre´es
(d’espe´rances nulles), et de variance σ2, alors l’espe´rance et la variance de Sn sont : E(Sn) = 0
et V ar(Sn) = nσ
2. Les ine´galite´s de Kolmogorov, pour t = 10, nous donne l’intervalle de
confiance |Sj | ≤ 10
√
jσ pour tout j compris entre 1 et n, avec une probabilite´ d’au moins 99%.
On obtient ainsi la majoration annonce´e, en utilisant le the´ore`me 1. Ainsi, an − α de l’ordre de
12
n−1,5 et bn − β de l’ordre de 1/
√
n, mais avec un risque de moins de 1% d’avoir une erreur plus
grande.
Si l’on veut prendre moins de risque, on peut augmenter le niveau de confiance en augmen-
tant t. Cependant, si l’on est quelque peu anxieux, on voit tout de suite que les ine´galite´s de
Kolmogorov ne nous offrent jamais un risque nul. Pour avoir un risque de 0%, il suffit d’utiliser
la loi du logarithme ite´re´ [3, 12], qui nous fournit la majoration suivante avec une probabilite´ de
100% : Pour tout λ > 1, |Sn| ≤ λ
√
2n ln(ln(n))σ a` partir d’un certain rang. Ainsi, on aura, avec
une probabilite´ 1 : an − α est de l’ordre de n−1,5
√
ln lnn et bn − β de l’ordre de
√
ln lnn/
√
n.
Vue la lenteur de la divergence vers l’infini de la suite (
√
ln lnn), ce sont pratiquement le meˆme
genre d’estimation que pour l’intervalle de confiance pre´ce´dent.
Adoptons maintenant le point de vue de Gauss et des statisticiens. an est en fait une variable
ale´atoire qui nous permet d’estimer α. On va montrer que E(an) = α, i.e. c’est un estimateur sans
biais. Et la variance de an nous permet de calculer le risque quadratique. En effet, connaissant
la variance, on pourra calculer des intervalles de confiances. Graˆce au lemme 3, an se repre´sente
comme une somme de variables ale´atoires inde´pendantes. On peut donc utiliser le the´ore`me de
la limite centre´e pour obtenir des intervalles de confiance tre`s pre´cis. Ainsi, pour n assez grand
(en pratique n ≥ 30), pour un niveau de confiance de 95%, on aura |an − α| ≤ 1, 96σ(an), et,
pour un niveau de confiance de 99%, on aura :
|an − α| ≤ 2, 58σ(an), avec σ(an) =
√
V ar(an). (11)
Ve´rifions donc que E(an) = α et calculons V ar(an) pour obtenir les intervalles de confiances.
Du lemme 3, on a ns2x(an − α) = nsxe =
n−1∑
k=2
(k − 1)ek. Ainsi, comme les ek sont d’espe´rances
nulles, E(sxe) = 0 et E(an−α) = 0, i.e. E(an) = α. Les ek e´tant de plus inde´pendants, on peut
calculer la variance de la somme comme somme de variances :
n2s4xV ar(an) =
n−1∑
k=2
(k − 1)2V ar(ek) = (n− 1)n(2n− 1)
6
σ2. Ainsi, on obtient :
V ar(an) = 24
2n− 1
(n− 1)n(n + 1)2 σ
2 ∼ 48σ2n−3.
De meˆme E(bn) = β et, toujours par le lemme 3, on e´crit bn−β comme une combinaison line´aire
des (ek)
n
k=1 : n(bn − β) =
n∑
k=1
ek − nsxe
s2x
n + 1
2
=
n∑
k=1
ek − 6
n− 1
n∑
k=1
(k − 1)ek, d’ou` :
n(bn − β) =
n∑
k=1
(
1− 6k − 1
n− 1
)
ek. (12)
ainsi, avec de la patience ou un logiciel de calcul formel, on arrive a` :
V ar(bn) =
1
n2
n∑
k=1
(
1− 6k − 1
n− 1
)2
σ2 = · · · = (7n− 1)
n(n− 1)σ
2 ∼ 7σ
2
n
.
7.5 A` propos des re´sultats sur la loi binomiale de la section 5
Les ek ne sont pas inde´pendants, mais sont des sommes de variables ale´atoires inde´pendantes.
Ainsi, on s’attend a` avoir ek de l’ordre de
√
k a` l’aide des intervalles de confiances.
Donc e1 + · · · + ek sera de l’ordre de k
√
k. Ainsi, Cn sera de l’ordre de n
√
n et les majorations
du the´ore`me 1 permettent de conclure. Pour eˆtre plus pre´cis il faut faire un calcul explicite de
variances.
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Notons σ2 = V ar(X˜k) = p(1−p) ≤ 0.25. Pour cela, on va e´crire sxe comme somme des variables
inde´pendantes X˜j . Comme ces variables sont d’espe´rances nulles, on retrouve que E(sxe) = 0 et
donc E(an) = α et E(bn) = β. En effet, nsxe =
n∑
k=1
(k − 1)ek, on peut donc e´crire :
nsxe =
n∑
k=1
(k − 1)
k∑
j=1
X˜j =
n∑
j=1
 n∑
k=j
(k − 1)
 X˜j = 1
2
n∑
j=1
(n + j − 2)(n− j + 1)X˜j ,
V ar(an) =
1
4n2s4x
n∑
j=1
((n + j − 2)(n− j + 1))2 σ2 = 12(8n
2 − 5n− 2)
5n(n2 − 1) σ
2 ∼ 96σ
2
5n
Pour bn on part de l’e´galite´ (12).
n(bn − β) =
n∑
k=1
(
1− 6k − 1
n− 1
)
ek =
n∑
k=1
(
1− 6k − 1
n− 1
) k∑
j=1
X˜j
=
n∑
j=1
 n∑
k=j
(
1− 6k − 1
n− 1
) X˜j = −1
2
n∑
j=1
(
5 + 6
k − 1
n− 1
)
(n− j + 1)X˜j
Ainsi la MMC ne peut plus retrouver β, comme l’atteste le calcul suivant assiste´ par ordinateur :
V ar(bn) =
436n3 + 161n2 − 364n− 89n− 61
120n(n− 1) σ
2 ∼ 109
30
nσ2
La variance divergeant vers l’infini on a quasiment aucune chance de trouver β ainsi.
7.6 A propos des re´sultats de la section 6
En e´crivant : Rn =
1
n
n∑
k=1
([α− an]k + [β − bn] + [ek])2, puis en de´veloppant, en gardant le
terme
1
n
n∑
k=1
(ek)
2, et, en majorant les autres termes a` l’aide du the´ore`me 1 on obtient la premie`re
majoration e´nonce´e.
Pour ρn, il y a deux cas.
– Si α = 0, on a ρn =
sxy
sxsy
= an
sx
sy
= an
sx
se
. Comme se converge vers une constante non
nulle, et sx est de l’ordre de n, on obtient la convergence de ρn vers 0 en n
−1.
– Si α 6= 0, on remarque d’abord que s2y = s2αx+β+e = s2αx+e = α2s2x+s2e+2sxe = α2s2x+O(1)
car sxe et se sont borne´s. Ainsi, on obtient :
ρn = an × sx
sy
=
(
α + O(n−2)
)× (|α|2 + O(n−2))−1/2 = α|α| + O(|α|−1n−2).
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