Abstract. Synchronization among rhythmic elements is modeled by coupled phase-oscillators each of which has the so-called natural frequency. The natural frequency distribution determines types of bifurcation diagrams, which contain continuous or discontinuous synchronization transitions from the nonsynchronized state for instance. It has been numerically reported that asymmetry in the natural frequency distributions brings new types of bifurcation diagrams having oscillation or a discontinuous jump of the order parameter which emerge from partially synchronized states. We propose a theoretical classification method of five types of bifurcation diagrams including the new ones paying attention to generality of the theory. The oscillation and the jump from partially synchronized states are discussed respectively by the linear analysis around the nonsynchronized state and by extending the amplitude equation up to the third leading term. The theoretical classification is examined by comparing with numerical results.
Introduction
Synchronization among rhythmic elements is observed in various fields of nature such as metronomes [1] , flashing of fireflies [2, 3] , frog choruses [4] , and Josephson junction arrays [5, 6] . The synchronization is modeled by coupled phase-oscillators [7, 8] , which produce the collective rhythm if the strength of couplings, represented by the coupling constant, is sufficiently large. It is, therefore, one of central issues in the coupled oscillator systems to reveal bifurcation diagrams, which describe the relation between the coupling constant and the extent of synchronicity.
The Kuramoto model [8] is a paradigmatic coupled phase-oscillator model, whose couplings are described by the single sinusoidal coupling function. Each phase-oscillator has the so-called natural frequency following the natural frequency distribution and this distribution determines types of bifurcation diagrams. If the natural frequency distribution is symmetric and unimodal, the synchronization transition is continuous [8, 9, 10] . In other words, the order parameter, representing the extent of synchronization, continuously varies at the critical point as the coupling constant gets large. Extending the natural frequency distribution from unimodal to bimodal, we find discontinuous transitions and temporal oscillations of the order parameter [11] .
A major part of previous studies assumed symmetry of the natural frequency distributions as mentioned above. However, it has been recently reported that asymmetry brings new types of bifurcation diagrams [12] . As the strength of couplings increases, a continuous synchronization transition happens first, and after that, a discontinuous jump or oscillation of the order parameter emerges. These new types of bifurcation diagrams have been obtained by performing numerical simulations. The purpose of this paper is to propose a theoretical criterion to classify the bifurcation diagrams for a family of natural frequency distributions including both symmetric and asymmetric ones.
The Kuramoto model is one of the simplest models to obtain several bifurcation diagrams, but the single sinusoidal coupling function is not always the case [13, 14, 15] . The theory must be, therefore, applicable to general systems beyond the Kuramoto model. Keeping this point in mind, we review three theoretical methods which analyze bifurcation diagrams and which are based on the large population limit described by the equation of continuity.
The first method is the self-consistent equation for the order parameter [8, 9] . The mean-field nature of the Kuramoto model permits to write the stationary solutions to the equation of continuity by using an unknown value of the order parameter. A stational value of the order parameter is obtained by using the stationary solution and the unknown order parameter is determined self-consistently. The self-consistent strategy is useful because it provides a nonlinear analysis. However, if the coupling function contains higher-order harmonics, there may exist several stable locking phases for a given natural frequency and this method requires to compute the distribution of oscillators over the stable phases [16, 17] . Moreover, oscillating states are not captured by this method.
The second method is the Ott-Antonsen ansatz [18, 19] . This ansatz reduces the equation of continuity associated with the Kuramoto model to a few dimensional ordinary differential equation. Consequently, the classification problem is simplified into the classification in the reduced systems [11] . This method is powerful in the Kuramoto model and its variances having a single sinusoidal coupling function, but is not applicable for other coupled-oscillators systems, which have generic coupling functions. Moreover, the reduction is successful for special families of natural frequency distributions like rational functions including Lorentzians. The Gaussian distribution is not suitable for instance. Even if the distribution consists of some Lorentzians, the dimension of the reduced system becomes higher and the stationary point analysis becomes harder as the number of Lorentzians increases.
We, therefore, adopt the third method of the amplitude equation [20] . The idea of this method is to project dynamics onto the unstable manifold of the nonsynchronized stationary state, and to consider temporal evolution of amplitude of the unstable eigenfunctions. In contrast to the previous two methods, this method is widely useful in the Kuramoto model [20] , in a coupled phase-oscillators with a generic coupling function [21] , in an extended Kuramoto model with inertia [22] , and in Hamiltonian systems [23, 24] . The amplitude equation is constructed perturbatively and has been usually truncated up to the second leading term, since it is sufficient to judge continuity of the synchronization transition. To capture the jump from partially synchronized states, we extend the amplitude equation up to the third leading term. For the amplitude equation, the linear analysis around the nonsynchronized state is a basic block, and it is also useful to capture the stability of the nonsynchronized state and the oscillation of the order parameter. Another crucial advantage is that this method is applicable to any forms of natural frequency distributions including asymmetric ones and nonrational ones.
We underline that the method proposed in this paper is in principle applicable to general systems beyond the Kuramoto model and its variances. Nevertheless, we investigate the Kuramoto model to illustrate usefulness of the method. One reason is that the new types of bifurcation diagrams are reported in the Kuramoto model and we give a theoretical explanation of this previous work [12] . Another reason is that, as we discussed above, the reduction by the Ott-Antonsen ansatz permits us to obtain numerically a precise classification, which helps to examine the theory. This paper is organized as follows. In Sec. 2, we introduce the Kuramoto model and its large population limit written by the equation of continuity. A considering family of the natural frequency distribution, which is characterized by two parameters, is also exhibited. In Sec. 3, we divide numerically the parameter space into five domains corresponding to types of bifurcation diagrams and prepare the reference parameter space to examine the theory. This numerical search is performed by using the Ott-Antonsen reduction. We stress that this reduction is used solely for obtaining the reference parameter space and is not used in our theory. In Sec. 4, a linear and a nonlinear analyses of the equation of continuity are shortly reviewed. With the aid of these analyses, we propose the ideas to identify the domains on the parameter space and report the consequence of the theory in Sec. 5. Finally, we summarize this paper in Sec. 6.
Model
The Kuramoto model is expressed by the N -dimensional ordinary differential equation,
The real constant K > 0 is the coupling constant, θ j ∈ (−π, π] = S 1 and ω j ∈ R are respectively the phase and the natural frequency of the jth oscillator. The natural frequencies ω j obey a probability distribution function g(ω). We introduce a family of g(ω) as
to systematically consider unimodal and bimodal, and symmetric and asymmetric distributions [12, 25] . The family of g(ω) consists of rational functions, which is useful to draw the reference parameter space by using the Ott-Antonsen ansatz, but is not crucial in our methodology. Here,
is obtained by the normalization condition
All the parameters γ 1 , γ 2 , and Ω are assumed to be positive. By scaling the variables t, ω j , K, and γ 1 , we can set γ 2 = 1 without loss of generality. Thus, the family of g(ω) is characterized by a point on the parameter space (γ 1 , Ω). Moreover, by putting θ → −θ, we may restrict the parameter γ 1 to γ 1 ≤ 1. The line γ 1 = 1 gives a family of symmetric distributions. The complex order parameter z is defined by
The absolute value r measures the extent of synchronization. If all the oscillators distribute uniformally on S 1 , then r ≃ 0. If r ≃ 1, the majority of oscillators gathers around a point on S
1 . In the limit of large population N → ∞, by the conservation of the number of oscillators, the equation of motion Equation (1) can be written in the equation of continuity [26] ,
where F (θ, ω, t) is the probability distribution function of θ and ω at time t. In other words, F (θ, ω, t)dθdω represents the fraction of oscillators having phases between θ and θ + dθ and natural frequencies between ω and ω + dω at the time t. From the normalization condition F dθdω = 1, we have
In this limit the order parameter is expressed by
Numerical Classification on Parameter space
The aim of this section is to classify numerically the parameter space (γ 1 , Ω) into five types of bifurcation diagrams [25] before developing a theoretical criterion. The direct N -body simulations of the model Equation (1) include finite-size fluctuation, which makes it difficult to judge the types of bifurcation diagrams. We, therefore, consider the equation of continuity Equation (8) for eliminating the finite-size fluctuation. Further, in the Kuramoto model, the Ott-Antonsen ansatz [18, 19] reduces the infinite-dimensional partial differential equation Equation (8) to a real four-dimensional ordinary differential equation for the considering family of natural frequency distributions Equation (2) . The Ott-Antonsen ansatz is a special technique to the Kuramoto model and some variants. This ansatz is used for performing the classification of the parameter space which is compared with the one obtained by the theoretical criterion presented later. We underline that the proposed theoretical method is applicable for other generic models and for any natural frequency distributions in principle.
Ott-Antonsen reduction
The reduced equation by using the Ott-Antonsen ansatz is expressed as [12] 
The two variables z 1 and z 2 are complex and the complex order parameter z is written as
with the complex constants k 1 and k 2 defined by
In the later computations we set γ 2 = 1 without loss of generality as we mentioned in the previous section 2, but we kept γ 2 free to show the dependence explicitly. See Appendix Appendix A for details of the reduction.
Bifurcation diagrams
Numerical integration of the reduced system Equation (12) is performed by using the fourth-order Runge-Kutta algorithm with the time step ∆t = 0.01. For a given set of (γ 1 , Ω), we start from K = 0 and increase the value up to K = 10 with the step ∆K = 0.01. This increasing process is called the forward process. At each K, the time average and standard deviation of the order parameter are taken in the time interval t ∈ [4500, 5000] to avoid a transient regime. The final state at t = 5000 is used as the initial state at the successive value of K. If the final state is the origin, then we shift the initial state from the origin to z 1 = z 2 = 0.01 to escape from the trivial stationary state. After arriving K = 10, we decrease the value of K from K = 10 to K = 0 to check appearance of the hysteresis which reveals the discontinuous transition. This decreasing process is called the backward process. The parameter space (γ 1 , Ω) is classified into five domains as shown in Fig. 1 [25] . The five domains correspond to the five types of bifurcation diagrams reported in Fig. 2 . In particular, the symmetry line γ 1 = 1 is classified into the three intervals included in A, B, and C. The separating points Ω = 1 and √ 3 are obtained by applying the amplitude equation and the eigenvalue analysis respectively, which are explained later. The asymmetry region γ 1 < 1 includes the new domains D and E with the known domains of A and B. The goal of this paper is to reproduce the parameter space theoretically. 
Theoretical analyses of equation of continuity
We shortly review a linear and a nonlinear analyses of the equation of continuity Equation (8) around the nonsynchronized state f 0 , which is explicitly written as
It is straightforward to check stationarity of f 0 as
We expand the equation of continuity by substituting
The equation for the perturbation f is written as where the linear part is
and the nonlinear part is
Note that the equation Equation (18) is an exact transform from the equation of continuity Equation (8).
Linear analysis
Any functions of θ are expanded into the Fourier series as
The linear analysis can be performed independently in each Fourier mode k, because the nonsynchronized state f 0 (ω) does not depend on θ. In the Kuramoto model providing the linear part Equation (19) , the Fourier modes k = ±1 give solely rotations and instability comes from the modes k = ±1. The eigenvalues for the modes k = ±1 are obtained as roots of the spectral functions
See Appendix Appendix B for details. If the real part of a root is positive, the eigenvalue induces instability. We call such an eigenvalue as an unstable eigenvalue, which is the target of the amplitude equation introduced in the next subsection 4.2. The nonsynchronized state f 0 changes the stability at the synchronization transition point K c . Naïvely saying, the eigenvalue having the largest real part must pass the imaginary axis at K c . However, the integrands of the spectral functions Λ ±1 (λ) have singularities at ω = ±iλ, which are on the integral contour, the real axis, if λ is pure imaginary. To avoid these singularities and to observe K dependence of the eigenvalues, we perform the analytic continuation of Λ ±1 (λ). The continued functions are denoted by D ±1 (λ). See Appendix Appendix C for the continuation.
We give three remarks. First, a root of D ±1 (λ) may not be an eigenvalue if the real part of the root is nonpositive. We call a root of D ±1 (λ) as a fake eigenvalue. Second, nevertheless, a root of D ±1 (λ) whose real part is positive is also a root of Λ ±1 (λ). Therefore, we do not need to introduce the term of unstable fake eigenvalue. Third, the relations
and
hold, where Λ *
* is the complex conjugate of Λ 1 (λ). These relations imply that λ * is a (fake) eigenvalue if λ is so. For the family of natural frequency distributions Equation (2), the equation D 1 (λ) = 0 leads a quadratic equation of λ and has the two roots of λ 1 and λ 2 with Re(λ 1 ) ≥ Re(λ 2 ). In this paper, the two fake eigenvalues λ 1 and λ 2 are called the first and the second fake eigenvalues respectively. See Appendix Appendix D for the quadratic equation of λ, the determination of the critical point K c , and the number of unstable eigenvalues.
Amplitude equation
We assume that the linear operator L has only one pair of unstable eigenvalues, λ 1 and λ * 1 , whose corresponding eigenfunctions are Ψ(θ, ω) and Ψ * (θ, ω) respectively. To derive the amplitude equation, we expand f into
The amplitude A relates to the order parameter z as
The asymptotic value of z is, therefore, approximately obtained by considering temporal evolution of the amplitude A(t). The function H represents the unstable manifold of the nonsynchronized state f 0 . In other words, H represents the height of the unstable manifold from the eigenspace Span{Ψ, Ψ * }. We assume that the unstable manifold is tangent to the eigenspace Span{Ψ, Ψ * } and H = O(|A| 2 ). For deriving the amplitude equation, we introduce the adjoint linear operator L † of L which is defined by
The inner product is defined by
We can compute the eigenfunctions of L † , Ψ and Ψ * , which correspond to the eigenvalues λ * 1 and λ 1 respectively. See Appendix Appendix E for details. Let us assume the orthogonality
We can choose the eigenfunctions satisfying the relations
without loss of generality. Substituting the expansion Equation (25) into the equation of continuity Equation (8) and using the relations Equation (29) and Equation (31), we have the equation for the amplitude A as dA dt
and the equation for the unstable manifold H as
These equations can be solved perturbatively for sufficiently small |A|, and the righthand-side of Equation (32) is expanded as dA dt
where the eigenvalue λ 1 and the coefficients c 3 , c 5 , · · · depend on the coupling constant K. Note that the right-hand-side of Equation (34) 
where σ = |A| 2 ≥ 0 and
If the asymptotic state in t → ∞ is stational, then the right-hand-side of the amplitude equation Equation (35) should be zero. The nonsynchronized state corresponds to the solution σ = 0, which always satisfies the stationary condition. The amplitude equation is useful to determine the continuity of the synchronization transition from the nonsynchronized state f 0 to a partially synchronized state. Around the critical point K c , the order parameter should be small and we can use the truncated equation
Remembering the instability condition Re(λ 1 ) > 0, this equation has a nontrivial solution for Re(c 3 ) < 0. To the contrary, for Re(c 3 ) > 0, there is no solution of σ ≥ 0 around the trivial one σ = 0. We may expect continuity of c 3 (K) with respect to K. Thus, taking the limit K → K c + 0, we say that the synchronization transition is continuous if c 3 (K c ) < 0, and is discontinuous if c 3 (K c ) > 0 [22] . The separating point Ω = 1 on the symmetry line γ 1 = 1 between the domains A and B is obtained by searching the point which satisfies Re(c 3 (K c )) = 0.
Criteria for determining domains
Looking back the five bifurcation diagrams exhibited in Fig. 2 , we have two elements to characterize the diagrams, which are oscillation and a jump of the order parameter. We first discuss mechanisms of the oscillation and of the jump in Secs. 5.1 and 5.2 respectively with the aid of the linear and nonlinear analyses reviewed in the previous section 4. After that, we propose a procedure to divide the parameter space into the five domains in Sec. 5.3.
Oscillation of order parameter
We discuss oscillation of the order parameter by using the fake eigenvalues of the linear operator L. The order parameter is computed as
hence the time evolution of the order parameter z(t) is described by the eigenvalues arised from the Fourier −1 mode. As defined in the end of Sec. 4.1, the two fake eigenvalues, the roots of D −1 (λ), are denoted by λ * 1 and λ * 2 , where Re(λ * 1 ) ≥ Re(λ * 2 ). Let us increase the value of the coupling constant K from the nonsynchronized region K < K c . Beyond the critical point K c , the first fake eigenvalue λ * 1 becomes unstable and the resonant oscillators, whose natural frequencies are close to Im(λ * 1 ), form a cluster. For instance, if g(ω) is symmetric and unimodal, the resonant frequency is zero and oscillators around ω = 0 form a synchronized cluster. This small cluster corresponds to the continuous synchronization transition in the bifurcation diagram (see Fig. 2 (d) ). Further increasing K, for some pairs of (γ 1 , Ω), the second fake eigenvalue λ * 2 also becomes unstable and forms the second cluster. In general the two resonant frequencies differ as Im(λ * 1 ) = Im(λ * 2 ). Thus, the order parameter oscillates due to existence of the two rotating clusters: The order parameter is large when the two clusters are close on S 1 , and is small when the clusters are in the antiphase positions each other. Summarizing, existence of the two unstable eigenvalues, which mean the two pairs of the unstable eigenvalues by counting the roots of D 1 (λ) in addition to the roots of D −1 (λ), suggests the oscillation of the order parameter.
In particular, the symmetry of g(ω) accepts that the two fake eigenvalues λ * 1 and λ * 2 become unstable at K c . This simultaneous destabilization yields the bifurcation diagram Fig. 2 (c) . However, the symmetry does not always induce the simultaneous destabilization and only one fake eigenvalue gets unstable for K > K c , which yields the bifurcation diagrams Figs. 2 (a) and (b).
To support the mechanism above, we investigate K dependence of the fake eigenvalues λ * 1 and λ * 2 . We choose some points from the domains C, D, and E. A symmetric case is examined in Fig. 3 for (γ 1 , Ω) = (1, 3) which belongs to the domain C. As we expected, two eigenvalues become unstable at the same K c with different imaginary parts. In Fig. 1 the separating point Ω = √ 3 between the domains B and C on the symmetry line γ 1 = 1 is obtained by checking existence of the two unstable eigenvalues.
For the point (γ 1 , Ω) = (0.8, 3) belonging to the domain D, the simultaneity of destabilization breaks as shown in Fig. 4 due to asymmetry of g(ω). The correspondence between the two unstable eigenvalues and the two clusters is exhibited in Fig. 5 . The N -body simulation of the Kuramoto model Equation (1) was performed by using the fourth-order Runge-Kutta algorithm with the time step ∆t = 0.01. To 0 2 4 6 8 10 the contrary, at the point (γ 1 , Ω) = (0.9, 1.8) belonging to the domain E but close to the domain D, the second fake eigenvalue approaches to zero but does not become unstable as reported in Fig. 6 . We note that the discussion above does not always hold, because the second unstable eigenvalue does not always yield the second cluster. At the point (γ 1 , Ω) = Re(λ * (0.8, 2.6) belonging to the domain E, the second unstable eigenvalue emerges at K = 5.03248799, however the imaginary part of the second unstable eigenvalue is not sufficiently far from the grown first cluster and the second virtual cluster is absorbed by the first cluster without emerging as shown in Fig. 7 . Therefore, one more condition must be added to characterize the oscillation: |Im(λ * 1 ) − Im(λ * 2 )| must be sufficiently large. However, it is not straightforward to determine the threshold for this discrepancy and we leave this condition as a future problem. 
Jump of order parameter
Jumps of the order parameter emerge from r = 0 (domain B) or from r > 0 (domain E) . We expect that the jump from r = 0 is identified by Re(c 3 (K c )) < 0 as discussed in Sec. 4.2. This criterion is successfully used in a generalized model [22] , but for symmetric natural frequency distributions g(ω). We will verify this criterion for asymmetric g(ω), that is γ < 1.
To characterize the jump from r > 0, a typical bifurcation diagram of the type E is schematically shown in Fig. 8 . This type of jump implies existence of three nontrivial stationary values of r (two stable and one unstable) at K = K 3 > K c , whereas the types A and B have one nontrivial value at most.
These nontrivial values of r correspond to nontrivial roots of G(σ) in the amplitude equation Equation (36). To capture the three nontrivial roots of the type E, we consider G(σ) up to the third order, which is denoted by G 3 (σ). Corresponding to the four values of K i (i = 1, 2, 3, 4) in Fig. 8 , four schematic graphs of G 3 (σ) are shown in Fig. 9 . Existence of three roots is expressed by the positive discriminant of G 3 (σ). However, this criterion fails to identify the domain E.
The amplitude equation is derived by using a perturbation technique and a large amplitude is out of range. To ensure the validity of perturbation, we require the Figure 9 . Schematic graphs of G 3 (σ) for K 1 , K 2 , K 3 and K 4 , which correspond to those in Fig. 8 .
However, setting σ which corresponds to the value r(K Q ), the condition breaks almost any point on the parameter plane (γ 1 , Ω) due to the third order term, while the first and second order terms satisfy
See Appendix Appendix G. We, therefore, change the strategy as follows. At least around the domain B, we may expect that the continuous transition branch, the lower nontrivial stable branch in Fig. 8 , should be short and that the bifurcation point at K Q is close to r = 0. This bifurcation point is captured by truncating G(σ) up to the second order, denoted by G 2 (σ). Thus, the new criterion to characterized the domain E is that there exists K > K c at which the discriminant of G 2 (σ) is zero.
Theoretical division of the parameter space
Based on the discussions of Secs. 5.1 and 5.2, we divide the parameter space (γ 1 , Ω) into the five domains by the following flow. For preparation, we compute the critical point K c for a given pair of parameters (γ 1 , Ω) as shown in Appendix Appendix D.
We first focus on the critical point K = K c . The discontinuous jump appears at K c only in the type B among the considered five bifurcation diagrams (see Fig. 2) . Therefore, the point (γ 1
When both checks at K c are negative, we increase K from K c and examine the following two propositions:
where the discriminant ∆(K) of G 2 (σ) is defined by
If both the propositions Equation (41) and Equation (42) are false, we decide that the point (γ 1 , Ω) belongs to the domain A. If the oscillation proposition Equation (41) is true but the jump proposition Equation (42) is false, the point must be in the domain D. If the oscillation proposition Equation (41) is false but the jump proposition Equation (42) is true, the point must be in the domain E. If both the propositions are true, then there is a competition between K O and K J : K O < K J suggests the domain D and K O > K J suggests the domain E. The flow proposed above provides three theoretical lines, I, II, and III which divide the parameter space (γ 1 , Ω) into the five domains, as reported in Fig. 10 . The theoretical lines reproduce qualitatively the numerically obtained domains.
For the line I, our result is fairly consistent with numerical ones, but the domain D is overestimated. Our method says that the emergence of two clusters is associated with the emergence of two unstable eigenvalues. However, as we discussed previously, the second eigenvalue does not always give rise to the second cluster. We have to reduce the domain D by introducing an additional condition that |Im(λ * 1 ) − Im(λ * 2 )| is sufficiently large.
The line II is perfect, because the order parameter is small around the critical point of the synchronization transition, and the perturbatively obtained amplitude equation is valid for such a small amplitude. This criterion has been used for symmetric g(ω), but we have confirmed that it is also powerful for asymmetric ones. The line II also reveals existence of discontinuous synchronization transition for unimodal but asymmetric distributions. The existence has been pointed out numerically in a previous study [25] , but our theoretical analysis ensures it.
The line III is not perfect but captures the domain E qualitatively. As we expected, the theoretical prediction becomes precise around the domain B. We, therefore, conclude that the higher order analysis of the amplitude equation is useful to predict the type of a bifurcation diagram. 
Conclusion and Discussions
We have proposed a theoretical method to classify bifurcation diagrams in the Kuramoto model by using the amplitude equation with the aid of the linear analysis around the nonsynchronized reference state. The amplitude equation, obtained perturbatively, is usually stopped up to the second leading term, since it is sufficient to judge the continuity of the synchronization transition. However, introducing asymmetry into the natural frequency distribution, new types of bifurcation diagrams appear and the second leading term is not sufficient to characterize them. We have extended the amplitude equation up to the third leading term and successfully captured a discontinuous bifurcation after a continuous one. For the bifurcation diagrams having oscillatory states, we focused on the unstable eigenvalues of the nonsynchronized state. Roughly speaking, one unstable eigenvalue corresponds to one cluster formation, and hence existence of two unstable eigenvalues suggest appearance of two clusters rotating with different speeds. This idea is qualitatively in good agreement with numerical results, but overestimates the domain having the oscillation. We have to reduce the domain by adding one more condition which requires a large discrepancy of rotating speeds of the two clusters in order to avoid the absorption of the second virtual cluster by the first grown cluster. Introducing the additional condition has to be done. We remark that a similar condition was discussed in a Hamiltonian system [28] .
Finally, we discuss on applications of our theory to general coupled oscillator models. Introducing the phase-lag parameter in the coupling function [29] , we have a phase diagram having a continuous synchronization transition followed by a discontinuous jump as the type E [30] . Analyzing this system is a straightforward application of our theory. Studying time delay [31, 32] is also an interesting application. If the coupling function becomes general, the coefficients of the amplitude equation may have divergences as the coupling constant goes to the critical value [21] . For instance, the coefficient Re(c 3 ) may be proportional to 1/Re(λ 1 ). It is another future problem to study whether the proposed criterion is persistent under such divergences of coefficients. 
Appendix A. Ott-Antonsen ansatz and reduction
The Ott-Antonsen ansatz assumes the form of the probability distribution F (θ, ω, t) as
where |a(ω, t)| < 1 is assumed to ensure the convergence of the series. By substituting (A.1) to (8), we have ∂a ∂t
where the order parameter is written as
Since |g(ω)a * (ω, t)| < g(ω) holds and g(ω) decays faster than 1/|ω| when |ω| → ∞, the integration of (A.3) can be computed by using the residue theorem as
where the constants k 1 and k 2 are defined by Equation (13) . Introducing the complex variables z 1 and z 2 as
the order parameter is expressed as
Setting ω = Ω + iγ 1 and ω = −Ω + iγ 2 in Equation (A.2), dynamics of z 1 and z 2 are described by the equation Equation (12).
Appendix B. Spectral functions and eigenfunctions
The linear operator L is expanded into the Fourier series as
where f k are the Fourier components of f defined by Equation (21) . The linear operator L k is defined by
2)
The symbol δ k,l represents the Kronecker delta. Let ψ(ω) be an eigenfunction of the linear operator L k associated with the eigenvalue λ, that is, Using the explicit form of L k Equation (B.2), the equation Equation (B.3) is rewritten as
Let λ + ikω = 0. Multiplying (λ + ikω) −1 and integrating over ω, we have
where the spectral functions Λ ±1 (ω) are defined in Equation (22) . If ∞ −∞ ψ(ω)dω = 0, then ψ(ω) ≡ 0 for any ω ∈ R from Equation (B.6) and the assumption λ+ikω = 0, but this is not compatible with the assumption that ψ is the eigenfunction. Consequently, the eigenvalue λ must satisfy the equation Λ k (λ) = 0, Assuming the integral ∞ −∞ ψ(ω)dω = 1 without loss of generality, the eigenfunction ψ can be expressed as
Appendix C. Analytic continuation
We introduce the analytic continuation of the spectral functions Λ ±1 (λ), Equation (22) . We start from a point λ whose real part is positive, Re(λ) > 0, then decrease the real part. The starting point, Re(λ) > 0, comes from the Laplace transform [27] 
which analyzes temporal evolution and is defined in the positive real half-plane Re(s) > 0 to ensure convergence of the integral. The variable s corresponds to λ. When λ passes the imaginary axis, the integrands of the spectral functions Λ ±1 (λ), Equation (22) , meet the singularities at ω = ±iλ. To avoid this singularity at ω = iλ (ω = −iλ), we modify continuously the integral contour from the real axis by adding a small lower (upper) half-circle around the singular point. This modification brings a residue part to the integral. Continuing this modification for Re(λ) < 0, we have analytically continued functions of Λ ±1 (λ) as
where
and PV represents the Cauchy principal value. The roots of D ±1 (λ) and of Λ ±1 (λ) are identical from their definitions if Re(λ) > 0. However, they do not coincide in general for Re(λ) ≤ 0. Therefore, a root of D ±1 (λ) with Re(λ) ≤ 0 is not an eigenvalue but is called a resonance pole, a Landau pole, or a fake eigenvalue [33] . The difference between Λ 1 (λ) and D 1 (λ) is demonstrated by considering a Lorentzian natural frequency distribution,
(C.4)
Straightforward computations give
and Substituting Equation (2) to Equation (C.3), we obtain the explicit form of D 1 (λ) as
The equation D 1 (λ) = 0 induces the quadratic equation
To write down the two solutions to Equation (D.3), we introduce the complex variable
The argument θ is in the interval [π, 2π] from a I ≤ 0. The two fake eigenvalues λ 1 and λ 2 , which satisfy Re(λ 1 ) ≥ Re(λ 2 ), are written as and the definitions of ρ and θ,
we have
The functions b(K), a 2 I (K), and
Therefore, the real part Re(λ 1 (K)) is also an increasing function of K for K > 0 and takes zero at most once time.
Appendix D.2. Synchronization transition point K c
We show that there exists the unique solution to the equation Re(λ 1 (K)) = 0, which determines the synchronization transition point K c . At K c , the fake eigenvalue λ must be pure imaginary of the form λ = iλ I (λ I ∈ R). Substituting this form with K = K c into the quadratic equation Equation (D.3), we have
The real part reads
and the imaginary part reads
Eliminating λ I from Equation (D.16) and Equation (D.17), we have the cubic equation to determine K c as
All the real solutions are positive because the left-hand-side of Equation (D.18) is always negative for K c < 0. The number of real solutions to Equation (D.18) is one or three, and the synchronization transition point is determined as the smallest real solution to Equation (D.18).
In order to investigate the number of unstable eigenvalues, we introduce the discriminant ∆ 3 for the cubic equation Equation (D.18) . In general, the discriminant is defined as
for the cubic equation
The number of real solutions is one for ∆ 3 < 0 and is three for ∆ 3 > 0.
In the case ∆ 3 < 0 the first fake eigenvalue λ 1 passes the imaginary axis at the unique real solution K c and no other passing occurs. In the case ∆ 3 > 0 we have three different real solutions of K (1) c , K (2) c , and K (2) c , where
c . By the definition, the first fake eigenvalue λ 1 passes the imaginary axis at K c = K
and it does not pass the imaginary axis any more as shown in the previous subsection Appendix D.1. As a consequence, the other two solutions K c , as observed in Fig. 4 .
Appendix E. Adjoint linear operator
The adjoint operator L † acts on f as
As done for the linear operator L, we expand L † into the Fourier series as
The linear operator L † k is defined by
We focus on the modes k = ±1. Let µ be an eigenvalue of L † k and ψ(ω) be the corresponding eigenfunction which satisfy
This equation brings
Repeating the same discussion done in Appendix Appendix B, the eigenvalue µ must satisfy
This equation implies that λ * is an eigenvalue of L † k if λ is an eigenvalue of L k . Let λ be an eigenvalue of L 1 and ψ be the corresponding eigenfunction Equation (B.8). Then, L † 1 has an eigenvalue λ * and the corresponding eigenfunction is computed as
Thus, λ * is also an eigenvalue of L † and the corresponding eigenfunction is We assume that λ is the unique unstable eigenvalue of L 1 and ψ(ω) is the corresponding eigenfunction. The relation Λ −1 (λ * ) = Λ * 1 (λ) implies that λ * is an eigenvalue of L −1 and ψ * (ω) is the corresponding eigenfunction. Therefore, the linear operator L has two unstable eigenvalues λ and λ * , and the corresponding eigenfunctions respectively
(F.1) Using these eigenfunctions, we expand the perturbation f into the form of Equation (25) ,
2) We assume that the unstable manifold H is tangent to the unstable eigenspace Span(Ψ, Ψ * ). Substituting this expansion into the equation of continuity, we have
In Equation (F.3), taking the inner product with Ψ, we obtain the equation for
Extracting this equality and its complex conjugate from Equation (F.3), we have the
The left-hand-side of Equation (F.5) is read as
The right-hand-side of Equation (F.4) starts from the linear term λA, while one of Equation (F.5) starts from the quadratic terms of A and A * by the tangency assumption of the unstable manifold, H = O(|A| 2 ). We, therefore, solve the two equations Equation (F.4) and Equation (F.5) perturbatively by assuming that |A| is small.
Appendix F.2. Fourier series expansion of H
Before going to the Taylor series expansion with respect to |A|, we expand H into the Fourier series as
The rotational symmetry of the system yields [20] yields
where σ = |A| 2 . Now we expand h n into the Taylor series. For sufficiently small σ we expand
Algebraic computations gives the equation of A as dA dt = λA + c 3 Aσ + c 5 Aσ
We compute ψ, h 2,0 , h 1,0 dω, ψ, h 2,1 , h 1,1 dω, and ψ, h 2,2 by expanding Equation (F. 
and the expanded right-hand-side as
(F.17)
Comparing the coefficients of Aσ and Aσ 2 , we obtain
( 
Performing similar calculations above, we obtain
As above, we obtain As above, we obtain
(F.28) Appendix F.3.5. Integrals and the spectral function Before going to the calculations of c 3 , c 5 , and c 7 , we arrange simple forms of the integrals as
where Λ(λ) represents Λ 1 (λ) and we omitted the subscript for a simple notation. We remark that, in the amplitude equation, we focus on the eigenvalue having positive real part and Λ 1 (λ) = D 1 (λ) accordingly. The derivations are straightforward by using the definition of the spectral function Equation (22) . Now we can compute the coefficients of the amplitude equation, c 3 , c 5 , and c 7 .
Appendix F.4. Calculation of c 3
For c 3 , we calculate ψ, h 2,0 . From Equation (F.21),
therefore,
For c 5 , we calculate h 1,0 dω and ψ, h 2,1 .
Appendix F.5.1. h 1,0 dω From Equation (F.18),
Integrating over ω, we have
from Equation (F.21) and Equation (B.8). The symbol λ R represents the real part of the eigenvalue λ.
Appendix F.5.2. ψ, h 2,1 From Eq. Equation (F.22) and Eq. Equation (F.25),
(F.40)
Each integral of the right-hand-side is calculated by the partial fraction decomposition:
For c 7 , we calculate h 1,1 dω and ψ, h 2,2 .
Appendix F.6.1. h 1,1 dω From Eq. Equation (F.19),
(F.45)
(F.46)
We calculate each of the integrals on the right hand side as follows:
(F.48)
(F.51)
Hence the inner product is
(F.52)
We calculate the following seven integrals. These inequalities must be satisfied at K = K Q in Fig. 9 to capture the three roots of G 3 (σ). Thus we set σ * as the smallest root of G 3 (σ) at K = K Q . The value of σ * can be approximated by
where K Q ′ is the vanishing point of the discriminant of G 2 (σ). To check one of the inequalities, the ratio
is reported in Fig. G1 . The ratio R 7/3 is larger than 1 in almost the whole plane of (γ 1 , Ω), and therefore, the perturbation up to the third order, G 3 (σ), is not valid except for a certain limited region. Therefore, the perturbation is not bad at the point K Q ′ at which we give the criterion for the domain E.
