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We show the existence of nonuniform schemes for the following sampling 
problem: Given a sample space with n points, an unknown set of size n/2, and s 
random points, it is possible to generate deterministically from them s + k points 
such that the probability of not hitting the unknown set is exponentially smaller in 
k than 2-‘. Tight bounds are given for the quality of such schemes. Explicit, 
uniform versions of these schemes could be used for efficiently reducing the error 
probability of randomized algorithms. A survey of known constructions (whose 
quality is very far from the existential result) is included. (e 1987 Academic Press, Inc. 
1. INTRODUCTION 
The main subject of the area of computational complexity is the 
amount of resources needed to solve various computational problems. An 
important goal is to distinguish between problems which are effectively 
computable and problems which intrinsically require large amounts of 
resources to be computed. Usually it is accepted that one can consider a 
problem effectively computable if it is in the class BPP (computable by a 
bounded-error probabilistic polynomial time algorithm). A special case of 
BPP is RP (random polynomial time), when the error of the algorithm can 
only be one-sided. Formally, RP is the set of languages L such that for 
some deterministic polynomial time two-input algorithm M and for some 
polynomial p(m), 
(i) if XE L, then M accepts (x, y) for at least half of the strings y of 
length ~(1x1 L 
(ii) if x E z, then M rejects (x, y) for all strings y of length p( 1x(). 
For any string x, 1x1 =m, we define the set of witnesses W(x) = 
{Y: 1.~1 =p(m), M accepts (4~)). 
If the language L is in RP, then the actual computation on a string x is 
the following: We generate a random string y of length p( 1x1) and accept .X 
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iff M accepts (x, y). Clearly, for any x E L, we reject x. On the other hand, 
if x E L, then the probability that the random string y is a witness for x is 
34, thus the error probability of the algorithm is ~4. 
Now, we can decrease the error probability to an arbitrary small 
constant by iterating the above algorithm. For any E > 0, if we generate r 
random strings y,, . . . . yI of the appropriate length, where r = log(s ~ ‘), and 
accept x iff M accepts (x, yi) for some i, then the error probability will be 
GE. Of course, the price of the reduced error probability is that we need 
more randomness. 
Let L be a language in RP, and suppose that for a string .Y we would like 
to decide with error probability ~2~’ if x is in L, but we can generate only 
s random strings of length p( /xl), for some s < r. How can we still achieve 
the required error probability without having access to more randomness? 
The natural idea is to use pseudo-random number generators (Blum and 
Micali, 1984; Blum et al., 1986; Yao, 1982). From the s random seeds we 
can generate by deterministic procedures pseudo-random strings (actually 
a single seed or even m” bits are sufficient for any constant c > 0). For any 
x, W(x) is polynomial time computable, thus we can consider it as just a 
statistical test. Any perfect pseudo-random number generator passes all 
statistical tests, which means that practically half of the strings generated 
from a random seed will be in W(x). Thus we can decrease the error 
probability below 2 -I. 
However, there is a major problem with the known pseudo-random 
number generators. We can only prove their existence by assuming some 
kind of unproven (although well accepted) hypothesis concerning the 
intractability of some computational problem. Thus the question still 
remains open: can we prove that given s random strings and a constant 
E > 0, we can deterministically generate a reasonable small number of 
strings such that iterating M on all the strings decreases the error 
probability below E? 
The following sampling problem arises from the above discussion. Given 
a sample space with n points, an unknown set of size n/2 and s random 
points, is it possible to generate from them deterministically s-t k points 
such that the probability of not hitting the unknown set is less than 2-” 
(ideally close to 2-‘“+ k’? The main contribution of this paper is that the 
answer is yes; more precisely, given at least 2 random points, the error 
probability can be decreased exponentially on the number of deter- 
ministically generated points. 
Let n, s, and k be positive integers. For all n, let X, denote the set 
(0, 1, . . . . n- I}. Let f13 -,f$+k be s + k functions such that for all i, 
fi: XS, + X,, and set f= (fi, . . . . f, + k). We call a subset of X, of size n/2 an 
adversary set. Let A be an adversary set and let X = (-‘cl, . . . . x,) be a random 
element of X;. Set 
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PfA = Prob[f,(x) E A, . . ..Ss+J-Y) E Al, 
and P,= max { P,, : A is an adversary set}. Let d be a positive constant. 
DEFINITION. An (s+k)-tuple of functions f= (f,, ...,fs+k) is an 
(n, s, k, d)-reducer if fi: X:, + X,, and P,< 2-“-“. We say that the reducer 
has s seeds, and d is called the degree of the reducer. 
Clearly every reducer with degree d is a reducer with degree d’ for all 
d’ cd. Also every (s + k)-tuple of functions such that fi(X) =xi, for 
1 6 i < s, is a reducer with degree 0. 
In Section 2 we prove that for n, s, and k such that k > 2 and 
s + k < log 11, there exist (n, s, k, k - 2)-reducers. Actually, we prove more: 
the fraction of (2 + k)-tuple of functions, which are not (n, 2, k, k - 2)- 
reducers, is exponentially small in n. A similar result is true for s > 2. These 
reducers have a very good expanding property: using s random elements 
and k deterministic ones generated by them, we can hit any set of size n/2 
at least with the probability we would get using s + k - 2 random strings. 
Having only one seed, Karp and Pippenger (1985) have shown the 
existence of reducers whose degree is exponentially smaller than the 
number of functions. In Section 3 we give very tight upper bounds 
on the degree of reducers, showing that the above results are almost 
optimal. We prove that for all large enough n, for all s and k such that 
s+ k d log n, and for all (s + k)-tuple of functions j: the degree of f is 
<k+ (2 log’n)(n-logn)-‘. Moreover, if s= 1, then the degree is 
6 log(k + 1). 
If we are given a language L z { 0, 1) * in RP and a string of length m, 
then with n = 2”(‘n), X,, is just the set of strings of length p(m). Let suppose 
that 1 W(X)) = n/2. (If we have more witnesses, it only makes our task to 
achieve small error probability easier. The set A of strings of length p(m), 
which are not in W(X) forms an adversary set. In order to use reducers for 
decreasing the error probability from 2 --.’ to 2 -(‘+ k, (supposing that we 
have s random seeds) we need uniform, explicit constructions of (n, s, k, d)- 
reducers. By uniformity we mean that f(x) = (fi(X), . . ..fs+J%)) is 
polynomial-time computable. Unfortunately, the results obtained in Sec- 
tion 2 are nonuniform and nonconstructive. 
In Section 4 we give a survey of known explicit, uniform reducers. In the 
case of more than one seed there is an exponential gap between the degree 
of the best known explicit construction (Chor and Goldreich, 1986) and 
the probabilistic result. With only one seed the situation is different. Expan- 
ders, for which simple explicit constructions are known, can yield reducers 
having closely optimal degree (Karp and Pippenger, 1985). 
A well-known result of Adleman (1978) is that RP is in nonuniform P. 
He has shown that for every language L in RP and for all n, there exists a 
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small (polynomial size) set which intersects every witness set W(x) for 
strings of length n. The intersecting set highly depends on the language L. 
Compared to this result, the reducers have the advantage, in that they do 
not depend on the specific adversary set. On the other hand, they can only 
reduce the error probability. 
Sipser (1986) independently considers the possibility of amplifying 
the probability of success of a randomized algorithm. He proves by a 
simpler counting argument that (using our terminology) for all n, 
(n, log n, 2 log’ n - log n, log’ n - log n)-reducers exist. 
2. EXISTENCE OF REDUCERS 
We show that reducers with two seeds having good expanding property 
(large degree) exist. 
THEOREM 1. Let n and k be positive integers such that 3 6 k < log n - 2 
and let f= (f,, . . . . fzfk) be a (2 + k)-tuple of random functions, where 
A.: Xi -+ X,,. Then there exists a constant 0 < c -C 1 independent of n such that 
Prob[f is an (n, 2, k, k - 2)-reducer] > 1 - c”. 
Proof: Set F,,= {f= (f,, ...,f2+k): for all i,h:x+Xn} and 
G,= {&F,,: P,>2-k). We will show that for some constant c, 
IG,l <cn lFm‘,l. Clearly, IF,/ =r~(~+~“‘*. For a given j: Pf>2-k if and only 
if there is an adversary set A such that for at least a fraction 2-k of the 
members of J$ is mapped into A by all the functions in j: Thus 
Gn = u i.j u G~,m 
A B s 
where A is an adversary set, B= {b,: 1 <j< 2pkn2} is a subset of x of size 
2-kn’, S = (sV) is a (k + 2) x 2-kn2 matrix with SUE A, and GA.B,S is the set 
of jis such that A.(b,) = sii. If fE GA.,,s, then 2-kn2 values of all the k + 2 
functions are determined. Thus 
IG A.B,SI = n (k+2)(1-2-“ln* 
We get the following upper bound on the size of G,: 
Set 
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Then 
We state the following 
LEMMA. [fm-‘<EC+, then 
Proof. Use the following sharp form of Stirling’s formula due to 
Robbins (1955): 
m! = (me-1)“(2~m)“2 e’m, 
where l/( 12m + 1) < a, < 1/12m. 
NOW, we set E = 2 -’ and m = n2. Let us remark that 4/n < E < l/S. By the 
above lemma 
Set 
Then 
u(n) < n-‘/*(n&)-l v(n)“* < v(n)“*. 
We show that for some constant 0~ C-C 1, v(n) 6 CC’, which implies the 
theorem. Taking the logarithm of v(n) and using that 2-& = E, we get 
logv(n)=n-‘-2E+(&-l)log(l-&). 
If O<e<f, then 
thus 
log(l-E)=ln(l-s)loge>(-s-s’)loge, 
logu(n)<s(sC’n-‘--2+(l+s)loge). 
The bounds on E imply that there exists a constant t < 0 such that 
log v(n) < tE <4/n. 
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If we set c = 24r, then 
v(n)“? < cn. Q.E.D. 
With an almost identical proof we obtain the general theorem for s > 1. 
THEOREM 2. Let n and k be as in Theorem 1 and s > 1. Let 
f= ( fi, . . . . fs+k) be an (s + k)-tuple of random functions, where f;: A'S, + X,. 
Then there exists a constant 0 -C c < 1 independent of n, such that 
Prob[fis an (n, 2, k, k- 2)-reducer] > 1 - c”‘~‘. 
A similar counting argument gives us a much weaker result for the case 
s= 1. 
THEOREM 3. For all n and k, there exists an (n, 1, k, log k- O(l))- 
reducer. 
3. UPPER BOUNDS ON THE DEGREE 
THEOREM 4. Let n, s, and k be positive integers such that 
(log’n)(n-logn))‘<+ and s+k<logn. Let f= (f,, ...,fs+k) be an 
(n, s, k, d)-reducer. Then 
d<k+(210g2n)(n-logn))]. 
ProoJ Let j = ( yz, . . . . ys+ k) be an element of Xi+ k. Let A be a 
random adversary set. The probability that all the components of j are in 
A is then minimized when they are all different. Thus 
Prob[j E A”+k )( )-’ =‘g’ (&&)) n;2 
2 -- 
( 
1 s+k 
2 2(n-log(s+k)) > 
rtk 
32-s-k l- 
( 
(s + k)2 
n - log(s + k) > 
log2 n 
n-logn > 
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because 
log l- ( log2 n n-logn 1 > -21og*n n-logn. 
It follows that there exists an adversary set A, such that 
p,, > 2 - r ~ k ~ 210g2n/n - logn; 
thus 
ddk+(2log5r)(n-logn))‘. Q.E.D. 
It is interesting to remark that Theorem 3 leaves open the possibility of 
achieving a smaller error probability using reducer-generated strings 
instead of random ones. The intuitive reason is that iff is a “good” reducer, 
then obviously, for all arguments, the functions take different values. 
Actually, if we take n = 2, s = k = 1, and we define f(x) = x + 1 mod 2, then 
Prob[x, +V E A 1 x, y random] = t, for any adversary set A, whereas 
P, = nf= 0 (4 - i/2(n - i)) = 0 by our proof. 
As a consequence of Theorem 4, the degree of the reducers in Theorem 
2 is almost optimal. In the case of s = 1, we can derive a much stronger 
upper bound which is also quite tight in view of Theorem 3. 
THEOREM 5. Let f= (f, , . ..., f, + k) be an (n, 1, k, d)-reducer. Then 
d<log(k+ 1). 
Prooj Let B a subset of X, of size n/2(k + 1). Set C= 
(f,(-u), -,f, +k( ) x : x E B}. The cardinality of C is 6 n/2. Let A be an adver- 
sary set which contains C. Then clearly P,, 2 1/2(k + I), and the result 
follows. Q.E.D. 
4. A SURVEY OF EXPLICIT CONSTRUCTIONS 
DEFINITION. Let n and k be positive integers and let d be a positive 
constant. An (n, k, d)-expander is a k-regular bipartite graph with n inputs 
and n outputs, such that for every subset X of inputs, Ir(X)l >, 
(1 + d(l - IX&)) 1x1, where T(X) is the set of outputs adjacent to X. 
Every k-regular bipartite graph is trivially an (n, k, 0)-expander. On the 
other hand, it is easy to check that for all (n, k, d)-expanders, d 6 1. 
The existence of expanders with a linear number of edges was first shown 
by probabilistic arguments (Pinsker, 1973; Chung, 1979; Pippenger, 1977). 
Margulis was the first to explicitly construct arbitrarily large expanders. 
Margulis (1973) gave a construction of a family of (n, 5, d)-expanders for 
643/74/S6 
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n = 12, 22, 3=, . . . and proved that the constant d was greater than zero, but 
he could not estimate d. Later Gabber and Galil (1979) constructed a 
family of (n, 5, (2 -&)/4)-expanders and Alon and Milman (1984), 
a family of (n, 13, 0.465)-expanders for n = 12, 22, 3=, . . . . Jimbo and 
Maruoka (1985) obtained a family of (n, 5, (8 - 5 *)/8)-expanders for 
n = 12, 2=, 3=, . . . . Expanders with very good expansion properties were 
recently constructed by Lubotzky et al. (1986). Expanders are clearly 
closely related to reducers and can be used for explicit constructions. 
THEOREM 6. Given an (n, k, d)-expander, we can construct an 
(n, 1, k - 1, -log (1 - d/2))-reducer. 
ProoJ Let G be an (n, k, d)-expander. We can construct k permutations 
f,, . . . . fk on X,,, such that for all subsets X of X,,, T(X) = {fi(x): x E X, 
1 <i<k}, because G is k-regular. We will show that f= (f;‘, . . ..f.‘) is 
an (n, 1, k - 1, -log (1 - d/2))-reducer. 
Let A be an adversary set and set IV= A. Then 1 WI = n/2; thus by 
definition, 1 f( W)l > (2 + d) n/4. Now, for some i, 
Thus, 
f;‘(x) E w iffxEr(W). 
Pf’ 1 -Ir(W)l/n~22l+‘“g”~d’=1. Q.E.D. 
Unfortunately, the degree of these reducers is small. If d< 1, then d’ < 1; 
thus the reducers directly constructed from expanders have degree d 1 
independently from the number of functions. However, Karp and Pip- 
penger (1985) have shown that, given an (n, m, d)-expander, for every k 
one can construct an (n, 1, k, sL(log k))-reducer. The idea is to iterate the 
expander. Then it is not too hard to show that O(log k) iterations expand 
any set of size n/2 into a set of size (1 - l/k) n, and the result follows by an 
argument similar to the one used in the previous theorem. 
If we have more than one seed, the best reducer known to us was con- 
structed by Chor and Goldreich (1986). Their construction was already 
used in (Alexi et al., 1984). The construction is the following: Let n =p be a 
prime and s any integer. For i = 1, 2, . . . . s + k let fi: X; -+ X,, be defined by 
fi(xo, . . . . xi- ,) =x0 + ix, + . . . + i”- lx,-, mod p. 
If x = (x,, . ..) x,-,) is random in X;, then f,(x), . . ..fs+.+(Z) are s-wise 
independent and uniformly distributed over X,. Using the generalized 
Chebyshev inequality it can be shown that f= (f,, . . . . fs+k) is a 
(p, S, k, (Ls/2 J log(k) - Ls/2] log(s) - s))-reducer. However, there still is an 
exponential gap between the degree of this construction and the degree of a 
random reducer. 
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There are several very interesting open problems remaining. We mention 
two of them: 
(a) Construct explictly uniform (n, 1, k, log k - O( 1 ))-reducers. 
(b) Construct explictly uniform (n, S, k, Q(k))-reducers for some 
s> 1. 
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