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Abstract 
Because of the growth of the number of devices that use the internet, the number of available 
IPv4 addresses has run out in most parts of the world. IPv6 was created to solve this problem 
but the migration progress is proceeding at a slower pace that it was expected. This is mostly 
due to the cost of changing the equipment to one that supports IPv6 and the cost of 
configuring these devices. Knowing the aspects of a router configuration that are affected by 
the performance of IPv6 is very important in order to improve the efficiency of IPv6 end 
facilitate the migration process. In this paper we perform several measures to detect which 
aspects of the configuration of a bottom and medium range router are affected by IPv6. Two 
different topologies were used and different combinations of IPv4 and IPv6 traffic are sent. In 
different test Access Control Lists or IPv6 Routing Extension Headers are used. CPU usage 
and maximum traffic rate are some evaluated parameters. The router performance is clearly 
affected by the IPv6 traffic is used, CPU usage increases and the maximum traffic rate 
decreases. 
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1. Introduction   
The number of IP addresses available in all the world is practically exhausted [1]. Asia 
and Europe were the first continents to run out of IPv4 (Internet Protocol version 4) [2]  
addresses and ARIN (American Registry for Internet Numbers) reported on 2015 that the 
United States of America had used all of its free IPv4 addresses. The limited number of IPv4 
addresses was a problem detected several years ago. It contributed to the creation of IPv6 
(Internet Protocol version 6) [3] in 1999 [4] to guarantee the availability of IP addresses in 
the future. IPv4 was created with a total of 4.294.967.296 available addresses, however, IPv6 
has approximately 340 undecillion addresses in order to avoid a future address exhaustion.   
In order to employ IPv6, network devices must have the correct configuration. However, 
many devices are not prepared to support IPv6. The migration to IPv6 involves a great cost to 
telecommunication companies, because they have to buy new equipment and they have to 
train their employees how to operate them [5]. This fact and the possibility to reuse IPv4 
addresses using private addressing and NAT (Network Address Translation) has led to a 
slower IPv6 migration than it was thought [6]. Even so, the use of IPv6 is spreading all over 
the world driven by big companies like Google or CDN providers [7]. According to Google 
statistics over the number of users that employ IPv6, the figure has reached the 14% of the 
users in a period of time of seven years [8]. Among the countries with the most 
implementation of the IPv6 protocol we can find Belgium with a 58.87 % of implementation, 
Switzerland with a 49.86%, Germany with a 49.55% and Equator with a 47.03%, among 
others [9].  
Since the beginning of the deployment of IPv6 there have emerged several connectivity 
and compatibility problems with equipment and software designed to work with IPv4. Also, 
we assume that IPv6 will require a greater consumption of resources, which implies a greater 
energy consumption [10]. Because of these motives and to detect how the use of IPv6 affects 
routers of bottom and medium range routers, we have performed a series of measures. In 
these measures we obtain how the performance level of IPv6 affects routers such as the router 
1841 from Cisco. 
In the present paper we develop a comparison of Cisco Router 1814 performance under 
different type of unicast IPv4 and IPv6 traffic under different conditions. The studied router is 
the most used on the enterprises and it was created when the IPv4 was the 100% of traffic in 
the networks. Our objective is to evaluate the suitability of that router in a future scenario 
with IPv6 traffic. 
The rest of the paper is organized as follows. Section 2 describes the related work.. In 
Section 3 is detailed the performed test bench. In section 4 the obtained results are explained. 
Finally, section 5 summarizes this paper. 
2. Related work 
Since IPv6 was released there have been several studies comparing how IPv6 and IPv4 
worked as well as their performance with different aspects. Mohd.Kahiril Sailan et al. [11] 
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compare IPv6 and IPv4 to determine the advantages of IPv6. The main difference between 
them is the length of the address. IPv6 has a 128-bit address in order to guarantee the 
existence of addresses for an extended period of time. There are other differences such as the 
differences found in header options, QoS or ARP (Access Resolution Protocol). They point 
out that the advantages of IPv6 are the large address space, improved security due to the 
obligatory use of IPsec (IP Security protocol), enhanced QoS support with the included 
labeled flows, simplified auto configuration with DHCP (Dynamic Host Configuration 
Protocol) and upgraded mobility support with mobile IPv6, which allows to maintain the 
same IP address when switching from link to link. They also compare different routers on the 
grade of support of IPv6 they have.  
In [12] Roman Yasinovskyy et al. compare the performance of VoIP in IPv6 and IPv4 
networks. Their results show that there is hardly any difference in performance between IPv6 
and IPv4 for the tests they completed. To do their study they used a softphone running on a 
PC with no operating system. They conclude that the reduction of the overheads of the 
system and the application improves the quality of the voice for both IPv6 and IPv4. Shaneel 
Narayan et al. compare in [13] the performance of IPv6 and IPv4 between two Windows 
operating systems. The systems they use to perform their metrics are Windows XP and 
Windows Server 2003. For small sized packets they have found that there is a difference of 
throughput of 54% approximately. For big sized packets the difference obtained is of 10.4% 
for Windows Server 2003 and 12% for Windows XP. 
Some of the measures on different technologies for IPv4 and IPv6 where focused on the 
delay. In [14] Mariya Veruko et al. compare the performance of Access Control List (ACL) 
implemented in IPv4 and IPv6 networks. They also measure the delay when ACLs are 
implemented over IPv6 and compare it with the delay results obtained after utilizing an 
IPv6-IPv4-IPv6 tunnel. The results show that the percentage of the increased delay is a 67% 
for IPv4 networks with either NAT or ACLs. For IPv6 network it starts with a 317% 
increased delay without any additional security and 367% with ACLs. For IPv6-IPv4-IPv6 
tunnels the difference is a 60% with no ACLs and a 630% of increased delay with ACLs. 
Xiaoming Zhou et al. performed delay measured as well in [15]. They compare the delay and 
packet loss between IPv6 and IPv4 analyzing over 600 end to end pats. They conclude that 
native IPv6 has more delay that IPv4. IPv6 in IPv4 tunnels are the ones with more delay, so 
the authors determine that only native IPv6 should be used instead of IPv6 in IPv4 tunnels. 
There are not any articles that compare the differences of a router performance between 
IPv6 and IPv4 and propose the optimal configuration. Other articles propose optimal 
configuration for other technologies such as [16], where Wei Jiang et al. propose an 
automatic router configuration to access control. They use DC and RDC method to configure 
border routers of an ISP (Internet Service Provider) to send an unsafe IP address through a 
null route. They also have created a comprehensive NACS (Network Access Control System) 
management system to decrease the network management load in large scale networks. In our 
article we perform several measures to determine the performance of Cisco 1841 routers with 
IPv6 and IPv4. 
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3. Test bench  
In this section, we are going to describe at first the used equipment, both software and 
hardware features. The details of the performed test, as topology or specific configurations 
are also explained. 
First, the description of the employed devices is detailed. Two computers were used as a 
host to send and receive traffic. Both devices have the same features, they are dual core 
computers with 4Gb of RAM and Windows 7 operative system, their characteristics are 
described in Table 1. The other employed devices are two routers Cisco 1841 [17] with 
two10/100Mbps Ethernet ports and the following Cisco IOS 
C1841-ADVENTERPRISEK9-M Version 12.4(25d). The specifications of the routers are 
detailed in Table 1. It is important to know that the employed router, Cisco 1841, use different 
procedures to process traffic. Unicast IPv4 traffic is processed at hardware level while 
multicast IPv4 and all IPv6 traffic are processed at software level. 
Different software was used to generate traffic in one host, to measure the received traffic 
in the other host and to observe the traffic along the network. The software IP Traffic – Test 
and Measure version 2.7 from ZTI Communications has been used to generate different 
traffic in the majority of the test. It can generate UDP and TCP traffic at different velocities as 
10/100/1000Mbps for up to 16 simultaneous connexions. IP Traffic also gives statistics of a 
set of parameters at the source and destination as: instant traffic rate, volume of data 
transmitted so far, rate of packets per second (pps), number of packets sent and loss rate at 
destination host. To calculate the loss rate the program considers the sequence number of the 
sent packets. The second employed program is the Xcap version 1.0.2 even though it has low 
capacity to generate large volumes of traffic it supports extension headers for IPv6 protocol. 
This program was utilized when we work with any extension headers. Finally Wireshark was 
used as a sniffer to monitor the generated traffic of the previous programs and ensure that 
they are working correctly. It has been used also to record the reception times of some 
packets.  
 Table 1. Features of employed devices 
Fe
at
ur
es
 o
f H
os
t 
IOS Windows 7 Professional Service Pack 1 (32 bits) 
Processor Intel(R) Core(TM) i3-2120 @ 3.30GHz 
Number of Processors 2 
RAM Memory 4.00 GBytes 
Grafic card Intel(R) HD Graphics 
Hard Disc 112 GBytes (63GBytes available) 
Network Interface Controller Realtek PCIe GBE Family Controller 
Fe
at
ur
es
 o
f R
ou
te
r DRAM Memory DIMM 256 MBytes default (384 MBytes maximum) 
Flash Memory 64 MBytes default (128 MBytes maximum) 
Ethernet Ports Two 10/100 Mbps 
Processor RM5261A-256H @ 250 MHz, Controlador Marvell GT96103A 
IOS Cisco IOS Software C1841-ADVENTERPRISEK9-M, Version 12.4(25d) 
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Two different topologies were employed. Topology A has two hosts and one router 1841, 
the host generates or receives traffic or both. The connections between the hosts and router 
were done with Ethernet cable from the Network Interface Card (NIC) of each host to the 
Fast Ethernet (Fa) connection of the router. The topology is shown in Fig. 1 and the IP 
information is detailed in Table 2. Topology B is composed by two hosts and two routers, as 
in topology A all the connections are done with Ethernet cable. The topology is shown in Fig. 
2 and the IP information is detailed in Table 3. The routing tables of both topologies can be 
seen in Table 4 and Table 5. 
  
Figure 1. Topology A Figure 2. Topology B 
Table 2. IP information of topology A 
 
 
IP Subnet Mask 
Host 1 
IPv4 192.168.1.7 255.255.255.0 
IPv6 2001:200:0:2::2 /64 
Host 2 
IPv4 192.168.0.5 255.255.255.0 
IPv6 2001:200:0:1::2 /64 
Router: 
Fa 0/0 
IPv4 192.168.0.1 255.255.255.0 
IPv6 2001:200:0:1::1 /64 
Router: 
Fa 0/1 
IPv4 192.168.1.1 255.255.255.0 
IPv6 2001:200:0:2::1 /64 
 
Table 3. IP information of topology B 
    IP Subnet Mask 
Host 1 
IPv4 192.168.1.7 255.255.255.0 
IPv6 2001:200:0:2::2 /64 
Host 2 
IPv4 192.168.0.5 255.255.255.0 
IPv6 2001:200:0:1::2 /64 
Router 1: 
Fa 0/0 
IPv4 192.168.3.1 255.255.255.252 
IPv6 2001:200:0:3::1 /64 
Router 1: 
Fa 0/1 
IPv4 192.168.1.1 255.255.255.0 
IPv6 2001:200:0:2::1 /64 
Router 2: 
Fa 0/0 
IPv4 192.168.0.1 255.255.255.0 
IPv6 2001:200:0:1::1 /64 
Router 2: 
Fa 0/1 
IPv4 192.168.3.2 255.255.255.252 
IPv6 2001:200:0:3::2 /64 
 
Table 4. Routing table Router 1 and 2 Topology B 
 IP Subnet Mask Next hop Interface 
Ro
ut
er
 1
 
192.168.0.0 255.255.255.0 192.168.3.2 Fa 0/0 
192.168.1.0 255.255.255.0 Direct Fa 0/1 
192.168.3.0 255.255.255.252 Direct Fa 0/0 
2001:200:0:1:: /64 2001:200:0:3::2 Fa 0/0 
2001:200:0:2:: /64 Direct Fa 0/1 
2001:200:0:3:: /64 Direct Fa 0/0 
Ro
ut
er
 2
 
192.168.0.0 255.255.255.0 Direct Fa 0/0 
192.168.1.0 255.255.255.0 192.168.3.1 Fa 0/1 
192.168.3.0 255.255.255.252 Direct Fa 0/0 
2001:200:0:1:: /64 Direct Fa 0/0 
2001:200:0:2:: /64 2001:200:0:3::1 Fa 0/1 
2001:200:0:3:: /64 Direct Fa 0/0 
 
 
Table 5. Routing table Router 1 Topology A 
IP Subnet Mask Next hop Interface 
192.168.0.0 255.255.255.0 Direct Fa 0/0 
192.168.1.0 255.255.255.0 Direct Fa 0/1 
2001:200:0:1:: /64 Direct Fa 0/0 
2001:200:0:2:: /64 Direct Fa 0/1 
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Now the considerations about the measures are detailed. Different combinations of IPv4 
and IPv6 traffic were sent, 100% IPv4 and 0% IPv6 (100/0), 90% IPv4 and 10% IPv6 (90/10), 
50% IPv4 and 50% IPv6 (50/50), 10% IPv4 and 90% IPv6 (10/90) and 0% IPv4 and 100% 
IPv6 (0/100). The padding used on frames UDP went from 1 Byte to 1472 Bytes and are 
composed by hexadecimal values of 5 and A, 0101 and 1010 that avoids Bit Stuffing. All the 
traffic is sent in unidirectional flow unless otherwise is indicated for a specific test. The 
Maximum Transfer Unit (MTU), on Ethernet networks this value is 1500 Bytes plus the 
Ethernet Heather, 18 Bytes. For our test the MTU is 1518 Bytes. One of the used parameters 
to evaluate the effects of different traffic on the router is the use of CPU (%) of the router. It 
is obtained from the Command Line Interface (CLI) using the command show processes cpu 
history. It gives information about the use of CPU at the last 60s, 60min and 72h, only the 
data related with the last 60s is used. With the values of the last 60s the arithmetic mean was 
calculated and this is the value of CPU usage. In the following test other of the studied 
parameters is the maximum traffic, traffic is expressed in Mbps and it represents the traffic on 
the Application layer.  
Several test were done, first are detailed the test performed with Topology A. The tests 
were aimed to find the limit of the router capacity under different traffic conditions. In the 
first test frames of different length from 64 Bytes for IPv4 or 67 Bytes for IPv6 until 5958 
Bytes were transmitted and the maximum routing traffic is recorded. The test is done with 
different combinations of IPv4 and IPv6 traffic. Frames up to 1518 Bytes were fragmented. 
The second test is aimed to evaluate the use of CPU using a frame of 1518 Bytes and 
different throughput, from 10% to 95%. This scenario is repeated for different combinations 
of IPv4 and IPv6 traffic. The evaluation of differences on packets per second (pps) and CPU 
usage with packets of IPv4 and IPv6 are send together is detailed in third test. Frames of 
different size were used and different combinations of IPv4 and IPv6, 100/0, 50/50 and 0/100, 
traffic were generated. The forth test evaluates the frame loss rate. The previous tests were 
aimed to evaluate the capacity of the Router Cisco 1841 but in this test the aim is to evaluate 
the performance after this limit, where the appearance of frame loss is expected. With this 
purpose 4 different size of frame from 64 bytes to 1518 bytes were used with throughput 
varying from 10 Mbps to 95Mbps with traffic of IPv4 and IPv6. The frame loss rate and the 
CPU usage were analysed. The evaluation of router performance under bidirectional 
throughput rate with different frame size and different combination of IPv4 and IPv6 traffic is 
shown in sixth test. The maximum traffic and the CPU usage were evaluated and compared 
with the same test on unidirectional traffic. The sixth test was performed with Topology A to 
study if there was any difference between resetting the router from the software or from the 
hardware. Host 1 sent IPv4 traffic to host 2. On host 2 during the transmission the router was 
reset from the CLI, software reset, and from the switch, hardware reset. The transmission 
stops during the time that the router needs to reset; this time is measured using Wireshark to 
monitor the traffic that arrives to the host 2. Five repetitions were done of each reset 
procedure. The seventh test is focused on the effect of different IPv4 and IPv6 traffic on the 
inter packet delay. Frames of 1518 Bytes were transmitted from host 1 to host 2, on host 2 
Wireshark is used to capture data. More than 10,000 packets were captured and the 
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frame.time_relative data were analysed. It has information about the reception time of each 
packet, assuming 0s as the reception time of the first packet. Comparing the time between the 
reception of packet x and the reception of packet x-1 is possible to calculate the inter packet 
delay. The transmission is repeated with different throughput, from 10 Mbps to 95 Mbps and 
with IPv4 traffic, IPv6 traffic and with a combination of them 50/50. The last test entails the 
use of ICMP protocol and the forwarding of “Echo Request” from host 2 to router and the 
reception of “Echo Reply” is recorded by Wireshark at host 2. Different throughputs were 
tested, from 100pps to 4000pps, and different sizes of ICMP Data, from 100 Bytes to 1472 
Bytes for ICMPv4 [18] and ICMPv6 [19]. The CPU usage was the evaluated parameter.  
Other tests were done to evaluate the effects of the Access ACL. Frames of 1518 were 
sent from host 2 to host 1. The tests of ACLs were done without any ACL, with only two 
ACLs (one for IPv4 and one for IPv6) of a single line that permits the traffic and finally with 
two ACLs of 25 lines. At the ACL with 25 lines, the first 24 lines deny traffic to the IPs that 
do not contain the assigned IP, the last line permits traffic to the destination IP to ensure that 
the router must read all the 25 ACL lines. In the cases with ACLs they can be applied at Fa0/0 
in, at Fa0/1out or at both interfaces. These entire tests were done with combinations of traffic 
of IPv4 and IPv6 of 100/0, 50/50 and 0/100. 
The last test with the Topology A is focused on the effects of IPv6 Extension Headers. 
For this test the Xcap software is used for IPv6 traffic generation with different extension 
headers. Frames of a fixed length are used, 1280 Bytes, in order to add extension headers of 
different size without exceeding the 1518 Bytes. The traffic is sent from 100 pps to the higher 
rates until the router reaches the 100% of CPU usage. To route the packet the router just 
needs to read the principal header and there is no need to read the extension headers. To force 
the router to read all the extension headers an ACL is used. The ACL only permits the pass of 
UDP traffic, and then the router must read all the extension headers until the camp Next 
Header where the value associated to UPV is placed. Different extension headers were used, 
four cases are examined. In the first case, one extension header (Hop-by-Hop) without ACL 
is used and after with the ACL. Next, traffic with four extension headers in the next order 
Options Header, Routing Header, Fragment Header, Destination Options Header and the ACL 
is used. The last case is the use of 20 extension headers of the type Destination Options 
Header in combination with the use of ACL. The traffic is sent from 100 pps to the higher 
rates until the router reaches the 100% of CPU usage.  
Two main different tests were done with the Topology B, the first one aimed to evaluate 
the packet fragmentation. The second one is focused on IPv6 Routing Extension Header. 
Firstly, for the packet fragmentation test, IPv4 traffic is used. With IPv6 traffic the packets are 
fragmented in the host while in IPv4 the packets are fragmented in the router. With the 1841 
Router is not possible to configure the MTU, but it is possible to set a MTU at network level. 
Levels of 1500, 1000, 500 y 68 Bytes are set as MTU, with the highest level no fragmentation 
will be done. The lowest level, 68 Bytes, is the minimum that can be set on Cisco devices. 
For this test the traffic was sent from host 1 to host 2 and the MTU limitation was established 
from router 1 to router 2. Different sizes of frames were used to generate the traffic. The CPU 
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usage and the pps in router 1 were measured to find when the packets were fragmented and 
when they were not. After this test, a new assay was done to measure the Fragments per 
Second (fps). The aim was to measure the cost of fragmenting the entering frames. A constant 
rate of 5000pps was stablished at the router entrance in order to have a constant cost of 
packets processing. Hence, the changes on the CPU usage will be related only to 
fragmentation. A MTU of 100 Bytes was set to force the high fragmentation. Different traffic 
was generated, from frames of 118 Bytes to 918 Bytes. The usage of CPU and the fps were 
the evaluated parameters. The second test is aimed to study the effects of IPv6 Routing 
Extension Headers (REH), Xcap was used for unidirectional or bidirectional traffic 
generation. The routing header was used to define the route of the packets. The employed 
routing header is shown in Table 6. The traffic was sent from host 1 to host 2 with different 
frame size. For this test the minimum frame size was 128 Bytes. The frame of 67 Bytes was 
not used because it does not allow having the extension header. The maximum frame size 
used was 1514 Bytes, instead of 1518 like in the previous test because of the Xcap software 
limitations. Three different cases were analysed, first with unidirectional traffic with 1000pps 
rate, second with 5000pps rate and third with bidirectional traffic and 1000pps. These cases 
are repeated with the routing header and without it as a reference. The measured parameter 
was the CPU usage.  
 
Table 6. Routing Header used for IPv6 Routing Extension Header tests 
Principal Header IPv6 Routing Header 
Version  6 Next Header 11 = UDP 
Traffic Class 0 Hdr Ext Len 32 
Flow Label 0 Routing Type 0 
Payload Length 70 Segments Left 2 
Next Header 43 = Routing Header Reserved 0 
Hop Limit 64 Address[1] 2001:200:0:3::2 
Source Address 2001:200:0:2::2 Address[2] 2001:200:0:1::2 
Destination Address 2001:200:0:2::1   
 
4. Results  
In this section the results of the different test are detailed. The section is divided into two 
subsections first subsection presents the results obtained with the test performed with 
Topology A. Second subsection presents the data of the tests with Topology B.  
4.1 Tests with Cisco Router 1841 
This subsection presents all the obtained data from the different test with the topology of 
two hosts and one Cisco Router 1841. First, the data about the maximum traffic routed at 
different frame size is analyzed. The results are shown in Fig. 3. As the frame size increases, 
the maximum traffic that the router is able to route increases. This is caused because the 
router must read the header for each packet. For the same traffic, the higher the packet size, 
the lesser time is consumed by the router reading headers. This relation is maintained until 
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packets of 1518 Bytes. For frames with higher size, 1522 and higher, the router needs to 
fragment the frames in the case of IPv4 traffic or by the host in the case of IPv6 traffic. From 
this point each packet is divided into two or more packets. The first one with the maximum 
frame size accepted in Ethernet technology, and another with the rest of Bytes.. Comparing 
the traffic with frame size of 1518 and 1522 Bytes we can see the downgrade of the routing 
capacity when almost the same information has the double of headers. The reduction is about 
5.31% and 5.28% with 100/0 and 90/10, 37.63% with 50/50 and 34.59% and 33.33% with 
10/90 and 0/100. The reduction is higher when the IPv6 traffic represents more than 10% of 
the traffic. 
For the entire frame size is possible to see that the maximum traffic is the highest when 
the sent traffic corresponds to IPv4. As more IPv6 traffic is included the reduction on 
maximum traffic routed is higher. This is caused because the 1841 Router is prepared to work 
with IPv4 protocol and it has clear difficulties to work with IPv6 traffic. The headers of IPv6 
traffic are longer that IPv4 headers. Next, the data of the test aimed to evaluate the use of 
CPU while router is routing frames under different throughputs. The data can be seen in Fig. 
4, it is possible to see that the higher the throughput, the greater the CPU usage. The higher 
the traffic with the same frame size is, the higher number of packets must be processed and 
higher number of headers must be read by the router. By the other side, the use of IPv6 traffic 
increases the use of CPU. Again, the data illustrates that Router 1841 costs more to process 
IPv6 packets. The use of CPU to transmit IPv4 frame at 90Mbps (12%) is lower than to 
transmit 10Mbps of mixed 50% IPv4 and 50% IPv6 traffic (12.5%).  
 
Figure 3. Maximum traffic with different frame size 
 
Figure 4. CPU usage (%) for different throughputs. 
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Regarding to the test where the pps and CPU usage were analysed under different types 
of traffic, the results can be seen in Fig. 5 and Fig. 6. Figure 5 shows the CPU usage. Two 
different tendencies can be observed, first the CPU usage when the traffic is composed only 
by packets with IPv4 protocol is lower than with IPv6 protocol or mixed traffic in all the 
cases. There are no differences on CPU usage when the traffic is only composed by IPv6 
packets or with mixed traffic 50/50, in both cases the CPU usage is close to the maximum 
CPU capacity. The second tendency is the increase of CPU usage with the decrease of the 
frame size in IPv4 traffic; this effect is not seen in IPv6 traffic or mixed traffic. When the size 
of packets increase, fewer packets can be send before reaching the limit of maximum traffic. 
Traffic with fewer packets entails fewer headers that router must read and less CPU usage. 
This relation between frames size and CPU usage is not present with IPv6 traffic or mixed 
traffic. In Fig. 6 the pps reached with different frame size can be seen. As frame size 
increases the number of pps decreases. As it is explained above, the higher the frame size, the 
fewer the packets that can be routed before reach the maximum traffic limit for a certain 
frame size and no more packets are sent to avoid packets loss. This trend can be seen in all 
traffic, from IPv4 protocol, IPv6 protocol or mixed traffic 50/50. However, the reduction on 
pps is not the same for IPv4 and IPv6 traffic. We are going to compare the pps for a frame 
size of 128 Bytes and 1280 Bytes, 10 times higher. For IPv4 protocol to increase 10 times the 
frame size represents a drop of 83.5% of the traffic, while for IPv6 the reduction of the traffic 
is only a 35% and 50% for mixed traffic. The reduction is higher for IPv4 traffic. On the other 
hand, comparing frames of the same size with different protocols, the IPv4 traffic presents 
higher transfer rates in pps than mixed traffic or IPv6 traffic. It is because the headers of IPv6 
are more complex than headers of IPv4 and the router needs more time to read them. This 
reduction is greater when the frame size is smaller, because the smaller frame size the more 
packets arrive to the router, therefore, more headers and more time spend reading them. For 
packets of 128 Bytes mixed traffic suppose a reduction of 66% of traffic rate on pps respect 
IPv4 traffic and IPv6 implies a drop of 38%. Nevertheless, with a frame size of 1024 Bytes 
the reduction is 6% with mixed traffic and 20% with IPv6 traffic. 
 
Figure 5. CPU usage (%) for different frame size 
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Figure 6. Traffic rate in pps for different throughputs. 
Now, the results of tests aimed to evaluate the frame loss under different conditions are 
presented. This is the only test where there is frame loss. The CPU usage with different traffic 
can be seen in Fig. 7. Firstly, is possible to see that smaller frame size requires higher CPU 
usage. If we pay attention to the throughput of 10Mbps from frame size of 256 Bytes to 1518 
Bytes we can see that the usage of CPU is 7%, 3.5% and 2% For IPv4 and 62.5%, 38% and 
21.5% for IPv6. When the frame size is twice the CPU usage, it is increased by 50% and 57% 
in IPv4 and 60% and 56.5% in IPv6. Secondly, the CPU usage also increases linearly with the 
throughput until certain point, where the maximum traffic is reached, at this moment the 
router does not accept more traffic. From this point, there is frame loss and even though more 
traffic is sent from the host, no more traffic is read by the router and no more CPU is required. 
This point is reached for frames of 64 Bytes of IPv4 at 20Mbps and earlier for IPv6 at 
10Mbps. From this point the CPU usage for IPv4 is set to 68% and 98% for IPv6. For frames 
of 256 Bytes is reached at 80 Mbps and at 20 Mbps for IPv4 and IPv6 respectively. From this 
point the CPU usage for IPv4 is set to 54% and 97% for IPv6. This limit is reached at 90 
Mbps and 40 Mbps for IPv4 and IPv6 frames of 512 Bytes. From this point the CPU usage 
for IPv4 is set to 30% and 98% for IPv6. Finally, the highest frames, 1518 Bytes, are reached 
only in IPv6 at 90 Mbps and the CPU usage is 98%. 
In all the cases IPv6 traffic reaches the maximum traffic before IPv4.These points 
represent the start of frame loss in Fig. 8. From these points forward the excess of traffic 
represents the frame loss, representing higher frame loss rate. Finally in this graphic is 
possible to see again that IPv4 traffic routing demands less processor capacity than IPv6 
traffic. We are going to compare the CPU usage for all the traffics between IPv4 and IPv6, 
excluding the ones where CPU usage is higher than 95% in IPv4 or IPv6. The cost of sent 
IPv4 traffic, from the point of view of CPU usage, compared with IPv6 is approximately 10% 
(9.84%).  
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Figure 7. CPU usage (%) for different frame size and load lines 
 
Figure 8. Frame loss rate for different frame size and load lines 
The test with bidirectional traffic is analysed now. This is a very important test because in 
normal conditions the network transport data in both directions and the router must route 
traffic from and to both directions. When bidirectional traffic is generated the amount of 
traffic generated is the same for both directions. Fig. 9 and Fig. 10 represent the CPU usage 
and Maximum traffic (Mbps) for different frame size and for unidirectional and bidirectional 
traffic. The CPU usage decrease with the frame size and increase with the percentage of IPv6 
traffic. Regarding to the maximum traffic, as in previous tests, higher frame size implies 
higher maximum traffic because of the fewer number of headers.  
Comparing unidirectional traffic with bidirectional traffic, bidirectional traffic requires higher 
use of CPU when IPv4 protocol is used. This increase of CPU usage represents the 20% of 
the CPU because of it the router is able to archive the traffic, as can be seen in Fig. 10.  
By the other side, with IPv6 protocol and mixed traffic in both cases, unidirectional and 
bidirectional, the CPU usage is near the 100%, see Fig. 9. Nevertheless the maximum traffic 
that the router can route for mixed traffic is lower with bidirectional traffic than for 
unidirectional traffic. The reduction in bidirectional traffic is near 50% of the traffic in 
unidirectional conditions.  
0
20
40
60
80
100
10 20 30 40 50 60 70 80 90 95
CP
U 
us
ag
e 
(%
)
Throughput (Mbps)
64 bytes IPv4 256 bytes IPv4 512 bytes IPv4 1518 bytes IPv4
67 bytes IPv6 256 bytes IPv6 512 bytes IPv6 1518 bytes IPv6
0
20
40
60
80
100
10 20 30 40 50 60 70 80 90 95
Fr
am
e 
lo
ss
 ra
te
 (%
)
Throughput (Mbps)
64 bytes IPv4 67 bytes IPv6 256 bytes IPv4 256 bytes IPv6
512 bytes IPv4 512 bytes IPv6 1518 bytes IPv4 1518 bytes IPv6
www.macrothink.org/npa 
 
 
66 
 Network Protocols and Algorithms 
ISSN 1943-3581 
2016, Vol. 8, No. 3 
 
Figure 9. CPU usage (%) for different frame size and throughputs. 
 
Figure 10. Maximum traffic for bidirectional and unidirectional data flow 
The results of the sixth test, where the difference Software Reset Time (SRT) and 
Hardware Reset Time (HRT) was studied, are show in next. In this test 5 repetitions were 
done, that can be seen in Table 7. The mean reset time was 67.3s for software reset and 
66.86s for hardware reset. However some statistical analyses have been done in order to 
know if the observed difference in the means is because of the different reset modes or it is 
because of the aleatory of the data. The statistical test employed is the ANOVA, before doing 
the ANOVA it is necessary to ensure that our data follows a normal distribution. A descriptive 
analysis of our data confirms that the kurtosis and skewness coefficients are between ±2, thus 
the data follows a normal distributions. The ANOVA result, see Table 8, is a p-value higher 
than 0.05 hence the observed differences is not statistically significant. It is possible to 
conclude that, there is no difference on resetting the router from CLI or from the switch 
button.  
Table 7. Data of reset time for different trials Table 8. ANOVA statistical test 
Trial 1 2 3 4 5 
SRT (s) 67.5 67.8 66.9 67.5 66.8 
HRT (s) 66.3 67.2 67.4 66.5 67 
 
Source Sum. of Squares Df Mean Square F-Ratio P-Value 
Inter groups 0.47524 1 0.47524 2.29 0.1684 
Intra groups 1.6576 8 0.2072 
  
Total (Cor.) 2.13284 9    
 
0
20
40
60
80
100
64 128 256 512 768 1024 1280 1518
CP
U 
us
ag
e 
(%
)
Frame size (Bytes)
100/0 Unidirectional 50/50 Unidirectional 0/100 Unidirectional
100/0 Biodirectional 50/50 Biodirectional 0/100 Biodirectional
0
20
40
60
80
100
64 128 256 512 768 1024 1280 1518
M
am
ix
im
 tr
af
fic
 ra
te
  (
M
bp
s)
Frame size (Bytes)
100/0 Unidirectional 50/50 Unidirectional 0/100 Unidirectional
100/0 Biodirectional 50/50 Biodirectional 0/100 Biodirectional
www.macrothink.org/npa 
 
 
67 
 Network Protocols and Algorithms 
ISSN 1943-3581 
2016, Vol. 8, No. 3 
Now the results of inter packet delay (IPD) tests are shown. First, it is important to 
mention that for the IPv6 traffic at 90Mbps and 95Mbps some packets were lost and this data 
is not considered for the analysis. As the frame size is fixed to 1518 bytes the time to transmit 
a packet at line rate will be fixed as well. The packets are transmitted uniformly, keeping the 
same delay between packets. The higher the throughput, the higher number of packets is 
transmitted in less time, therefore less IPD is observed. At low throughputs, 10 Mbps the IPD 
is 1.2ms. For higher throughputs, as 95 Mbps, the IPD is 10 times lower, 0.12ms. By the 
other side, no effects are found considering the different used protocols and the IPD.  
The results of ICMP test are shown below in Fig. 12. The CPU usage increases with the 
packet size and with the increase of packets per second. For ICMPv4 small size as 100 Bytes 
the CPU usage is less than 10%, with frame size of 1000 Bytes the CPU usage is around 50% 
but for 4000 Bytes the CPU reaches up to 90%. However for ICMPv6 the increase is less 
pronounced, the CPU usage is approximately 5%, 30% and 60% for frames of 100 Bytes, 
1000 Bytes and 4000 Bytes. The high CPU usage in relation with ICMP protocol can be used 
as a weak point for router security, for this reason the use of ICMPv6 can reduce this 
weakness. The use of ICMPv6 instead of ICMPv4 supposes a reduction of 33% of CPU 
usage.  
 
Figure 11. Mean Inter Packet Delay for different throughputs. 
 
Figure 12. The CPU usage for different ICMP messages 
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The results of the tests aimed to evaluate the use of ACL with different IPv4 and IPv6 
traffic are shown below. The CPU usage is shown in Fig. 13 and the maximum traffic rate in 
Fig. 14. First, as it was seen before, the CPU usage increases with the percentage of IPv6 
traffic in all the cases. Second, the CPU usage increases with the use of ACL compared with 
the traffic without ACL. Nevertheless, the use of ACL with 1 line or with 25 lines does not 
suppose a considerable increase on the CPU usage, the differences are less than 2%. By the 
other side, the use of ACL in Fa0/0 in or in Fa0/1 out do not represent any increase of CPU 
usage. But, comparing the use of ACL in Fa0/0 in with the use of ACL in Fa0/0 in and Fa 0/1 
out it presents a difference. In the second case there is an increment of more than 3% and this 
increase is greater as the IPv6 traffic increases. The use of CPU of IPv6 traffic without ACL 
(67.5%) is almost the same CPU usage than with mixed traffic 50/50 with ACL of 1 line 
Fa0/0 in Fa0/1 out (68%). Regarding to the maximum traffic rate it is possible to see that, as 
in previous test, the use of IPv6 traffic reduces the maximum traffic rate. The use of ACL 
reduces the maximum traffic rate only when the IPv6 traffic is higher than 50%, for traffic 
100/0 and 90/10 no great differences on maximum traffic rate when ACL are used. The 
reduction of traffic when the ACL are employed is caused because of the router needs to 
check the ACL for each packet before send it. We also can conclude that traffic reduction is 
only accurate when the IPv6 traffic represents the 50% of traffic or more because of the 
router 1841 costs more to process the ACL with IPv6 traffic that with IPv4 traffic. 
Concerning to the effect of different point of application of the ACL, Fa0/0 in, Fa0/1 out or 
both some data can be deduced. The maximum traffic rate is higher when ACL is applied at 
Fa0/1 out, follow by Fa0/0 in and it is lower when the ACL are applied in both interfaces 
because for each packet the router must check two times the ACL. 
 
Figure 13. CPU usage (%) for different ACL use 
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Figure 14. Maximum traffic for different ACL use 
Finally, the results of the test where different IPv6 extension headers were used are 
presented in Fig. 15. First, the CPU usage is higher as higher is the data flow in pps, because 
of the need of process more packets in less time. When the traffic is low, as 100pps, no big 
differences are found in CPU usage with different traffic, with and without headers or ACL, it 
is 2% approx. But with high traffic, as 6000 pps, the CPU usage is different for different 
traffic typology. It is lower when no ACL are used (around 80%) and maximum for 
Hop-by-Hop with ACL (94%) for other situations the CPU usage is almost 92%. No 
differences are found on the use of 4 extension headers or 20 extension headers. Nevertheless, 
the use of ACL as it was seen in the previous tests, causes an increase of CPU usage. 
 
Figure 15. Maximum traffic for different IPv6 extension headers 
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the effects of packet fragmentation, see Fig. 16. The CPU usage and the PPS in router 1 were 
measured to find when the packets were fragmented and when they were not. It is possible to 
see that while the UDP data (frame size – 46 Bytes) is lower than the MTU the PPS and CPU 
usage are the same for all the frame size. In this conditions the PPS and CPU usage decrease 
with the frames size. It has been explained before, higher frame sizes imply less headers to 
process for the same amount of data. By the other side, with the same data flow, smaller 
frame size contains less data and more packets can be sent. Nevertheless once the UPD data 
is higher than MTU there is a peak on CPU compared with the CPU usage of traffic that do 
not exceed the MTU the use of CPU is 2.7 times higher. This increase on CPU usage is due to 
the need of fragmentation. The frames need to be fragmented, Router 1 must pack new 
packets with corresponding headers and route them to their destination. After this peak the 
CPU usage decreases because the number of packets decreases. The PPS of traffic that 
exceeds the MTU suffers a reduction; this reduction is maximum with MTU of 68 Bytes. For 
MTU, 68 Bytes, only the traffic with frame size of 64 Byte is sent without fragmentation. 
From traffic with frame size of 128 to 1024 Bytes the CPU usage decreases because fewer 
packets are processed. But from traffic of 1280 Bytes and higher, the CPU usage increases 
again. This increase of the CPU usage is caused because of the high fragmentation rate. For a 
frame of 1518 Bytes 31 new frames must be created by the router, it supposes an enormous 
amount of work for the processor.    
Now the results of the test that studied the fps are shown, see Fig. 17. It is possible to see 
that the higher fragmentation implies higher CPU usage. Fragmentation and CPU usage have 
a lineal correlation. An increment of fragmentation of one more fragment per packet supposes 
an increment of CPU usage of 4.5%. This small increment can be critical when traffic of high 
frame size is used with a network with low MTU, see frame size of 918, one packet is 
fragmented into 11 packets. At this point the increase of CPU usage supposes that the use of 
CPU rise to 51.2%, while sending packets without fragmentation supposes a CPU usage of 
6%. 
 
Figure 16. CPU usage and packets per second during fragmentation 
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Figure 17. CPU usage with different fragmentations 
In Fig. 18 the results of the test with REH are shown. First, we can see that the CPU 
usage increases when the traffic contains REH. It is caused because of the need to read the 
REH. This increase is lower as lower is the data flow in pps. For 1000 pps the increase of 
CPU usage when REH are employed is less than 2% of CPU capacity, while for 5000 pps the 
increase of packets implies an increase of CPU usage of 6%. The increase on CPU usage 
caused by the use of REH is the same for bidirectional and unidirectional traffic. As in other 
test, the CPU usage increases with the bidirectional traffic. 
 
Figure 18. CPU usage (%) with different REH use 
 
5. Conclusions 
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packet delay are some of the evaluated parameters. The maximum traffic rate was reached 
with packets of 1518 Bytes and IPv4 protocol, and it decreases with the use of IPv6 protocol. 
The router reaches higher performance when work with IPv4 traffic. The CPU usage 
increases with the increase of IPv6 traffic. The use of ACL in IPv4 traffic the CPU usage rises 
from 6.5% without ACL to 15% with ACL (8.5%) while for IPv6 goes from 67.5% to 82.5%, 
15%, the double. The maximum traffic rate falls 1.54 Mbps by the use of ACL in IPv4 and 
27.14 Mbps in IPv6. With IPv4 the router is able to support bidirectional traffic without 
decrease the maximum traffic rate, compared with unidirectional traffic. But for IPv6 in 
bidirectional traffic the maximum traffic rate is lower than for unidirectional traffic in the 
same conditions. The use of REH in the traffic supposes an increment of the CPU usage; this 
increment depends on the packets per second of the data flow. The presented results and 
conclusions are valid only for the Cisco Router 1841. We can expect that other devices with 
the same limitation to process IPv6 compared with IPv4 traffic at hardware level will show 
similar reductions.  
We can summarize that the usage of IPv6 traffic supposes a reduction of the Cisco 
Router 1841 compared with IPv4 traffic as it is shown in the manufacturer indicates [20]. In 
this paper we have quantified this reduction. It is caused because of the different header sizes 
and the different processing of IPv4 and IPV6. We can expect that in the next years when the 
IPv6 increase the enterprises needs to change their Router 1841 to new devices that process 
the IPv6 traffic at hardware level if they pretend to maintain the maximum traffic rate or 
avoid the increase of CPU usage. The acquisition of devices that can process IPv6 traffic at 
hardware level suppose an investment too high to be assumed by the medium and small size 
enterprises. An increase on CPU usage implies an increase of energy consume that can be 
considerable when several devices are working.  
As future work we will test the energy consumption of different devices with IPv4 and 
IPv6 traffic in more complex topologies and transmitting high flow rates. We will also test 
other devices from other manufacturers with other characteristics. We need to consider that 
nowadays the multimedia streaming supposes an increasing percentage of the traffic. 
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