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Abstract
This paper presents an incremental k-most similar neighbor classifier, for mixed data and similarity
functions that are not necessarily distances. The algorithm presented is suitable for processing large
data sets, because it only stores in main memory the k most similar neighbors processed until step t,
traversing  only  once  the  training  data  set.  Several  experiments  with  synthetic  and  real  data  are
presented.
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Resumen
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En este trabajo, se presenta un algoritmo de clasificación incremental basado en los k vecinos más
similares,  el  cual  permite  trabajar  con  datos  mezclados  y  funciones  de  semejanza  que  no
necesariamente son distancias. El algoritmo presentado es adecuado para procesar grandes conjuntos de
datos,  debido a  que sólo almacena en  la  memoria  principal  de la  computadora los  k vecinos  más
similares procesados hasta el paso t, recorriendo una sola vez el conjunto de datos de entrenamiento. Se
presentan resultados obtenidos con diversos conjuntos de datos sintéticos y reales.
Palabras claves: algoritmo k-NN, Reconocimiento de patrones, clasificación supervisada, algoritmos
incrementales, inteligencia artificial
Introducción
La regla del vecino más cercano k-Nearest Neighbor (k-NN) [23] ha sido ampliamente utilizada como
una técnica no paramétrica en reconocimiento de patrones, debido a su sencillez y buen desempeño.
El algoritmo k-NN tradicional clasifica un nuevo objeto almacenando todo el conjunto de datos de
entrenamiento en memoria, y calculando la distancia de  estos objetos con el nuevo objeto que se desea
clasificar.  Posteriormente,  realiza  un  ordenamiento  de  las  distancias  calculadas,  para  finalmente,
obtener los k-objetos cuyas distancias tengan el menor valor. La clase asignada a ese nuevo objeto será
la clase mayoritaria de los k-objetos más similares. 
Por la aplicación que ha tenido, se han desarrollado diferentes alternativas de clasificadores
basados en la regla k-NN. Algunos de ellos, aparecen en el estado del arte como clasificadores rápidos
k-NN  [25,6].  Estos  algoritmos  han  sido  desarrollados  para  procesar  grandes  conjuntos  de  datos,
aplicados sobre diversos problemas,  como el  análisis  de valores en línea,  control de tráfico aéreo,
detección  de  intrusos,  entre  otros.  Sin  embargo,  varios  de  estos  problemas,  están  definidos  por
conjuntos  de  datos  con  alta  dimensionalidad,  donde  la  función  de  comparación  puede  resultar
computacionalmente  muy costosa,  por  lo  que se  recomienda  reducir  el  número de  comparaciones
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realizadas con los objetos de entrenamiento [17].
Para  resolver  diversos  problemas  de  clasificación,  se  requiere  procesar  conjuntos  de  datos  de
entrenamiento  muy  grandes,  los  cuales,  en  ocasiones  no  es  factible  almacenarlos  en  la  memoria
principal de la computadora. Algunos ejemplos de estos conjuntos de datos muy grandes son: imágenes
hiperespectrales de alta resolución con al menos 256 bandas [11, 10], algunos grupos de transacciones
bancarias  [10]  o  de  compañías  muy  grandes,  entre  otras.  Para  este  tipo  de  problemas,  se  han
desarrollado algunos algoritmos k-NN incrementales estáticos [5, 7]. Sin embargo, si el conjunto de
datos  de  entrenamiento  es  modificado  (agregando  o  eliminando  objetos  del  mismo),  entonces  el
algoritmo  k-NN  debe  ejecutarse  nuevamente.  Esta  deficiencia  limita  el  uso  de  estos  algoritmos
estáticos cuando en la práctica, las actualizaciones suelen ser inevitables. Por ejemplo, en métodos de
minería  de  datos  basados  en  muestreo,  comúnmente  se  requieren  algoritmos  que  permitan
actualizaciones entre el conjunto de puntos de muestreo y los datos originales para evaluar la calidad de
la muestra [3]. Como una alternativa para resolver este problema, se ha desarrollado un algoritmo k-
NN que permite realizar actualizaciones sobre el conjunto de datos de manera incremental [8]. En este
tipo de entornos donde los conjuntos de datos no son estáticos, los algoritmos k-NN que permiten las
actualizaciones, pueden llevar a cabo periódicamente el muestreo, para proporcionar una medida exacta
de la calidad de los datos de manera eficiente. 
No obstante, la mayoría de estos algoritmos clasificadores k-NN propuestos en la literatura, han sido
diseñados para descripciones numéricas de sus objetos, los cuales hacen uso de distancias. De esta
manera, la mayoría de estos métodos hacen uso de las propiedades métricas para reducir el número de
comparaciones entre los objetos. 
Sin embargo, en muchas aplicaciones del mundo real, los objetos se describen por variables numéricas
y categóricas (datos mezclados) [15]. En algunos casos, la función de semejanza no necesariamente
satisface las propiedades métricas. Por esta razón, no siempre es factible aplicar la mayoría de los
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clasificadores k-NN propuestos para procesar objetos con descripciones mezcladas. 
Como una alternativa, se han propuesto el algoritmo de los k vecinos más similares (k-MSN), (descrito
en [22] y [18]) y un algoritmo rápido denominado fast k-MSN, el cual trabaja con datos mezclados,
utilizando una estructura de árbol [22]. A pesar de dar solución a algunas de las deficiencias expuestas
en esta sección, estos algoritmos no permiten realizar actualizaciones en la muestra de entrenamiento.
En el caso del segundo algoritmo mencionado, se tendría que generar el árbol nuevamente con el nuevo
objeto agregado.
Diferentes aplicaciones en minería de datos requieren algoritmos k-NN y k-MSN que permitan realizar
actualizaciones en el  conjunto de datos de entrenamiento.  Además de evitar que se cargue todo el
conjunto de datos en la memoria principal (cuando el conjunto sea muy grande).
En este artículo, se propone una solución a algunos de los problemas encontrados anteriormente, con
las siguientes contribuciones:
• Se propone un algoritmo incremental para procesar grandes, y muy grandes conjuntos de datos
mezclados.
• El  algoritmo  propuesto  permite  insertar  nuevos  objetos  al  conjunto  de  entrenamiento,
obteniendo los k vecinos más similares realizando solamente la comparación de los objetos
insertados con el objeto a clasificar, sin tener que procesar nuevamente todo el conjunto de
datos de entrenamiento actualizado.
• Al ser un algoritmo incremental, no necesita cargar ni almacenar en la memoria principal todo
el  conjunto  de  datos  de  entrenamiento.  Solamente  conserva  los  k  vecinos  más  similares
calculados hasta el paso t. De esta forma, el algoritmo permite procesar conjuntos de datos cuyo
tamaño rebase la memoria principal.
• Para clasificar un nuevo objeto, se recorre una sola vez la muestra de entrenamiento.
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Definición del problema
Sea U  un universo de objetos no necesariamente finito. Cada objeto oi∈U  está descrito por un
conjunto  de  atributos  R={x1 , x2 ,… , xn } ,  y  distribuidos  en  c-clases  {S1 , S 2 , …, Sc } .  Cada
atributo x i∈R  puede tomar valores en un conjunto M i , i=1,… , n  el cual determina la naturaleza
del mismo, pudiendo ser numérico o categórico. Sea además TM={o1 , o2 ,… ,om } , TM⊆U , el
conjunto de entrenamiento de los objetos de U .
Cuando  se  manejan  datos  mezclados,  un  concepto  fundamental  es  la  analogía  o  semejanza  entre
objetos, el cual puede formalizarse a través de una función de similaridad o disimilaridad [14]. 
Un criterio de comparación  C i : M i× M i → L i  es asociado a cada variable  x i , i=1,…, n , donde
C i (x i (o ) , x i ( o ) )=min { y } , y∈ Li , si C i es un criterio de disimilaridad entre valores de la variable
x i  o  C i (x i (o ) , x i ( o ) )=max { y } , y∈ Li , si  C i  es un criterio de similaridad entre valores de la
variable x i . C i  es una evaluación del grado de similaridad (o disimilaridad) entre cualquiera dos
valores de la variable x i , i=1,…, n  donde Li  es un conjunto totalmente ordenado.
Entre  cada  par  de  objetos  de  U ,  se  puede  calcular  una  magnitud.  Esta  magnitud  se  obtiene
aplicando una  función  de  semejanza  FS   (que  pudiera  inclusive  ser  parcial),  la  cual  puede ser
definida para cualquier subconjunto de R . Cuando se manejan datos mezclados, existen funciones
de semejanza que no cumplen la desigualdad triangular [21].
Dado un objeto o∈U ,o∉TM , del cual se quiere obtener la clase a la que pertenece, el problema
abordado en este trabajo es de clasificación supervisada sobre grandes volúmenes de datos, los cuales
pueden ser  de naturaleza  cualitativa  o  cuantitativa  (datos  mezclados),  permitiendo además  realizar
incrementos en la muestra de entrenamiento TM.
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Trabajo relacionado
Actualmente, la tecnología desarrollada permite almacenar grandes cantidades de información. Para
aplicar el clasificador k-NN cuando el conjunto de datos de entrenamiento es grande, se han propuesto
diferentes técnicas [1, 4, 13, 16, 20]. En particular, en este artículo, se considerará una organización
específica  en  el  desarrollo  de  algoritmos  de  clasificación  k-NN:  algoritmos  incrementales  y  no
incrementales.
Dentro  de  los  algoritmos  no  incrementales  se  pueden  mencionar  dos  subtipos:  1)  algoritmos  de
aproximación y 2) algoritmos que generan el resultado exacto.
El algoritmo original propuesto en [23], así como el algoritmo k-MSN (descrito en [22] y [18]) entran
en  la  segunda  categoría  mencionada.  La  principal  desventaja  que  presenta  estos  algoritmos  es  su
complejidad  cuadrática,  la  cual  cuando  se  manejan  conjuntos  de  datos  muy  grandes  hace  que  el
clasificador  se  vuelva  muy  lento.   Además,  estos  algoritmos  requieren  que  todos  los  datos  se
encuentren en la memoria principal. Finalmente, si se agrega un dato a la muestra de entrenamiento, se
debe  ejecutar  todo  el  proceso  del  clasificador  nuevamente.  Este  algoritmo  puede  extenderse  para
generar los k vecinos más similares, manejando un diferente operador de comparación entre objetos, así
como el orden entre las comparaciones obtenidas (el cual se puede denotar como k-MSN).
Los algoritmos de aproximación han tenido un notable desarrollo, debido a que reducen el tamaño de la
muestra de entrenamiento antes de aplicar el clasificador k-NN [4]. Además, de los algoritmos que
particionan el espacio de los datos en regiones, usando estructuras de árboles [13, 20]. 
Otros algoritmos de aproximación, basan su funcionamiento en el uso de reglas de poda derivadas de la
desigualdad  triangular,  para  hacer  eliminaciones  en  algunas  comparaciones  de  la  muestra  de
entrenamiento [6].
La principal desventaja que tienen estas técnicas es que al utilizar estructuras basadas en métricas, son
adecuadas  para  procesar  solamente  datos  numéricos.  Además,  algunos  de  estos  algoritmos  son
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estáticos, y no permiten agregar nuevos objetos a la muestra de entrenamiento sin tener que generar
nuevamente la estructura de árbol o producir nuevamente las reglas de poda.
Recientemente,  se  propuso un algoritmo que usa  una estructura  de árbol,  para  procesar  conjuntos
grandes de datos mezclados, el cual calcula una aproximación de los k vecinos más similares (k-MSN)
[22]. Esta técnica consta de dos fases: a) construcción del árbol con los datos de entrenamiento y b)
fase de clasificación recorriendo el árbol generado. Este algoritmo, a pesar de poder procesar grandes
conjuntos de datos mezclados, tiene la limitación de que si es agregado un objeto a la muestra de
entrenamiento, se debe nuevamente volver a construir todo el árbol con los datos de entrenamiento,
como es indicado en su fase (a). Además, en su proceso de construcción del árbol, el primer nodo de
éste contiene al conjunto de datos de entrenamiento completo. Por lo tanto, este algoritmo requiere que
todos los datos se encuentren en la memoria principal.
El segundo grupo que incluye a los incrementales,  se puede clasificar en dos subtipos: estáticos y
dinámicos.  Los  algoritmos  incrementales  estáticos  utilizan  estructuras  de  árbol,  índices  y
ordenamientos de los datos para aplicar en una fase posterior la regla de clasificación de los k vecinos
más cercanos [5, 7]. Estos algoritmos pueden procesar grandes conjuntos de datos multidimensionales,
teniendo la limitación de usar ciclos anidados para procesar el conjunto de datos de entrenamiento.
Entonces,  si  se realiza alguna actualización en el  conjunto mencionado,  los ciclos empleados para
generar sus estructuras deben calcularse nuevamente para obtener el resultado con los nuevos objetos
agregados. Por otro lado, dentro de los algoritmos dinámicos existe la técnica knnJoin+  [8], la cual
permite  procesar  grandes  conjuntos  de  datos  multidimensionales,  dando  la  facilidad  de  agregar  y
eliminar objetos del conjunto de datos de entrenamiento, sin tener que volver a procesar el conjunto de
entrenamiento  actualizado.  La  limitación  que  presenta  este  algoritmo,  es  que  fue  diseñado  para
procesar exclusivamente datos numéricos.
Existen problemas en bosques usando sensores remotos [26] así como la predicción y estimación de
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especies  para inventario forestal  [12,  19],  que están descritos por grandes conjuntos de datos,  con
variables  que  pueden  ser  tanto  numéricas  como  categóricas.  Además  algunos  de  estos  problemas
realizan un monitoreo constante, lo cual requiere de agregar o eliminar nuevos datos en la muestra de
aprendizaje, ya que puede ser cambiante.
Tomando en cuenta las problemáticas expuestas anteriormente, en este trabajo se propone el desarrollo
de un clasificador  incremental  basado en  los  k vecinos  más similares,  que permita  procesar  datos
mezclados. El algoritmo propuesto representa una alternativa de solución a algunos de los problemas
que han sido reportados en el estado del arte.
El algoritmo incremental propuesto
El algoritmo incremental propuesto (que se denotará por  inc-k-MSN) procesa objeto por objeto del
conjunto de datos de entrenamiento, inclusive si a este conjunto se le van agregando nuevos objetos,
inc-k-MSN no almacena el  conjunto de datos de entrenamiento en la memoria principal, solamente
guarda el objeto a clasificar, así como los k vecinos más similares calculados hasta el paso t  (que
normalmente sería cuando se ha procesado el objeto t  de la muestra de entrenamiento).
Por cada objeto del conjunto de entrenamiento que  inc-k-MSN procesa, se generan los k vecinos más
similares de manera parcial. Al procesarse todos los objetos del conjunto de datos el algoritmo calcula
los mismos k vecinos más similares que el algoritmo original genera, con la diferencia de que inc-k-
MSN podrá  continuar  anexando  nuevos  objetos  en  el  conjunto  de  datos,  siguiendo con  la  misma
filosofía de procesamiento que con los objetos iniciales del conjunto de entrenamiento. Este hecho
garantiza que la precisión de la clasificación no decrezca.
El procedimiento que realiza el algoritmo propuesto, le permite procesar y manejar conjuntos de datos
de entrenamiento que rebasen la capacidad de la memoria principal. El algoritmo  inc-k-MSN sigue la
filosofía de procesar objeto por objeto los datos de entrenamiento, almacenando resultados parciales, y
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generando el mismo resultado que el algoritmo convencional una vez procesados todos los objetos que
conformen los datos de entrenamiento, como lo realiza el algoritmo INC-ALVOT [24].
La principal diferencia entre los algoritmos estáticos reportados y el propuesto en este trabajo, radica en
que los algoritmos estáticos necesitan tener todo el conjunto de datos de entrenamiento para poder
obtener los k vecinos más similares. De manera diferente,  inc-k-MSN basa la generación de los k
vecinos  más  similares  entre  cada  objeto  del  conjunto  de  entrenamiento  y  el  objeto  a  clasificar,
permitiéndole  utilizar  los  k  vecinos  más  similares  previamente  generados  con  los  objetos  ya
procesados, con los objetos restantes del conjunto de entrenamiento.
Este funcionamiento le permite al algoritmo propuesto manejar nuevos objetos añadidos en el conjunto
de datos de entrenamiento, como cualquier otro objeto ya incluido en el conjunto mencionado. Esta
característica hace diferente al algoritmo propuesto de los algoritmos estáticos reportados, debido a que
si hubiera algún incremento en la muestra de entrenamiento, estos algoritmos para encontrar los  k
vecinos más similares, deben procesar nuevamente toda la muestra de entrenamiento.
En la descripción del algoritmo inc-k-MSN, se utiliza una estructura simple denotada como msn (most
similar neighbor), la cual contiene dos elementos: od∈TM ; y FS (o , od )  que indica el valor de la
similaridad calculada entre el objeto o  y el objeto od .
Cada  msn almacena  la  información  de cada  uno de los  k vecinos  más similares  obtenidos  por  el
algoritmo inc-k-MSN. Al especificarse k vecinos más similares a obtener, se manejaran k estructuras de
msn ( msni , i=1,…, k ). 
Entonces, cada  msni=(od , FS (o , od ))  contendrá al vecino más similar representado por el objeto
od  con respecto al objeto a clasificar o .
A continuación, se describe el algoritmo  inc-k-MSN propuesto.
Entrada:  o  (objeto a clasificar);  ot  (objeto tomado de  TM ); msni , i=1,…, k  (k vecinos
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más similares obtenidos antes de procesar el objeto ot )
Salida: msni , i=1,…, k  (k vecinos más similares obtenidos después de procesar al objeto ot ); 
Para el objeto ot∈TM
Calcular la función de semejanza FS (o , ot ) , y generar msn=(o t , FS (o , ot ))
Caso 1: Se utiliza una medida de similaridad.
Si msn.FS (o ,ot )>msni . FS (o ,oq ) , t ≠ q , i=1,… ,k , entonces
Inserta ( msn , i ) ;
msn
Elimina❑
;
Caso 2: Se utiliza una medida de disimilaridad
Si msn.FS (o ,ot )<msni . FS (o ,oq ) , t ≠ q , i=1,… ,k , entonces
Inserta ( msn , i ) ;
msn
Elimina❑
;
Inserta ( msn , i )  inserta en la lista de los k vecinos más similares el  msn  creado, en la posición
i  de la  lista  de los  k vecinos  más similares,  desplazando hacia  el  final  de la  lista  a  todos los
elementos restantes. msnElimina❑
 elimina el último msn  de la lista de los k vecinos más similares
(debido a que se convirtió en el elemento k +1  de la lista mencionada, por la incorporación en la
misma del msn  creado).
De manera computacional, la lista de los k vecinos más similares puede inicializarse de dos maneras:
en la primera se considera que la lista está vacía y se van agregando nuevos objetos conforme van
llegando,  hasta  llegar  a  contener  k-elementos.  En  la  segunda,  se  inicializan  los  valores  de
msni , FS (o ,ot ) , i=1,… , k ,  con  un  valor  muy  grande  (si  se  está  manejando  una  medida  de
Autor de correspondencia: Guillermo Sánchez-Díaz, correo electrónico: guillermo.sanchez@uaslp.mx, 
tel. +52(444)-8262330 ext. 6010; fax ext. 2336
disimilaridad o distancia), o con un valor muy pequeño o negativo (si se está manejando una medida de
similaridad).
El  algoritmo incremental presentado,  va generando los k vecinos más similares  de manera parcial
conforme va  procesando  cada  objeto  ot  del  conjunto  de  datos  de  entrenamiento,  modificando
solamente la lista de los k vecinos más similares si se cumpliera la condición marcada en el algoritmo.
De esta manera, se van generando de manera incremental los k vecinos más similares. Al procesarse el
último objeto del conjunto de datos de entrenamiento, los k vecinos más similares serán los mismos
que los obtenidos por el algoritmo clásico. 
Discusión del algoritmo
El algoritmo propuesto es capaz de procesar una cantidad considerable de funciones de similaridad así
como distancias, para generar los k vecinos más similares. Sin embargo, el algoritmo no está concebido
para procesar funciones que se calculan a partir de todos los objetos, como el caso de la mediana. Esto
se debe,  a que el  algoritmo no almacena todas las comparaciones realizadas con los objetos de la
muestra de entrenamiento.  Tampoco realiza un ordenamiento de todas las similaridades calculadas.
Otra limitación del algoritmo propuesto, radica en que no fue concebido para trabajar con funciones de
similaridad no simétricas.
El algoritmo propuesto recorre una sola vez al conjunto de datos de entrenamiento, el cual contiene m-
objetos. En el peor caso, la lista de los k vecinos más similares generada se recorre completamente cada
vez que se procesa un nuevo objeto de entrenamiento. Entonces, la complejidad de este algoritmo es
O (m∗ k ) .  Pero  al  procesar  conjuntos  de datos  grandes  y  muy grandes  el  valor  de  k suele  ser
insignificante comparándolo con el valor de m. Por tanto, la complejidad del algoritmo sería O (m )
(cuando k << m).
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Al aplicar  el  algoritmo  k-msn a  todos los  objetos del  conjunto de datos  de entrenamiento,  se han
generado los k vecinos más similares de este conjunto. Estos k vecinos pueden ser los mismos que los
calculados con m −1  objetos considerados en el paso anterior. Esto se cumple si el objeto p=m
no forma parte  de los  k  vecinos  ya  calculados  con  los  m −1  objetos.  En otro  caso,  el  objeto
p=m  ahora forma parte de los  k vecinos ya calculados con los  m −1  objetos. Entonces, al
agregarse el objeto p=m  a la lista de los k vecinos, se desplazan hacia el final de la lista todos los
vecinos cuyo valor sea menor que el del objeto insertado (al usarse una disimilaridad o distancia) o
cuyo valor sea mayor que el  del nuevo objeto (al utilizarse una similaridad), eliminando al último
objeto desplazado de la lista de los k vecinos. 
Por otro lado, hasta este paso se ha aplicado el algoritmo inc-k-MSN, m −1  veces sobre el conjunto
de datos, calculando los k vecinos con los m −1  objetos considerados en el paso anterior, faltando
por procesar un último objeto del conjunto de datos de entrenamiento (el objeto p=m ). Al aplicarse
nuevamente el algoritmo  inc-k-MSN para procesar el objeto  p=m , pueden darse dos casos: a) el
objeto  p=m  no cumple la  condición para formar parte de los k vecinos ya calculados con los
m −1  objetos. Entonces, los k vecinos son los mismos considerando tanto  m −1  como  m
objetos; b) el objeto p=m  si cumple la condición para formar parte de los k vecinos ya calculados
con los m −1  objetos. De esta manera, el objeto p=m  será agregado a la lista de los  k vecinos
ya calculados con los m −1  objetos. Entonces, cuando se adiciona el objeto p=m  a la lista de
los k vecinos actual, se desplazan hacia el final de la lista todos los vecinos cuyo valor sea menor que el
del objeto insertado (al usarse una disimilaridad o distancia) o cuyo valor sea mayor que el del nuevo
objeto  (al  utilizarse  una  similaridad),  eliminando al  último objeto  desplazado de  la  lista  de  los  k
vecinos. Por lo tanto, los k vecinos más similares generados como resultado de aplicar el algoritmo inc-
k-MSN m-veces al conjunto de datos de entrenamiento, son los mismos k vecinos generados cuando se
aplica el algoritmo k-msn al mismo conjunto de datos de entrenamiento.
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Experimentación
En esta sección, se muestra un ejemplo paso a paso del algoritmo incremental propuesto, para ilustrar
su funcionamiento. Posteriormente, se presenta una tabla comparativa con algunos conjuntos de datos
de entrenamiento reportados en [22]. Finalmente, se muestran los resultados obtenidos al aplicarse el
algoritmo propuesto y el algoritmo clásico k-msn a conjuntos de datos grandes de entrenamiento para
comparar el desempeño del algoritmo, 
El ejemplo ilustrativo usa la base de datos Irisdata [2], la cual contiene 150 objetos, descritos por 4
variables,  distribuidos  en  3  clases  (setosa:  objetos  de  la  posición  1  a  la  50  en  la  muestra  de
entrenamiento, versicolor: objetos 51 a 100 y virginica: objetos 101 a 150). Se extrajo el objeto 1 de la
muestra  de  entrenamiento  para  utilizarlo  como objeto  a  clasificar.  Los  objetos  restantes  2  al  150
permanecieron en la muestra de entrenamiento. La descripción del objeto a clasificarse es: o ={5.1,
3.5,  1.4,  0.2}.  En la  tabla  1,  se muestran los resultados de obtener  los k vecinos más similares  al
procesar a los objetos  ot , t=2,… ,150 .  En este experimento, el objeto  o39  es el último de la
muestra de entrenamiento que modifica los k vecinos más similares obtenidos. Después de procesar
todos los objetos de la muestra de entrenamiento, el algoritmo inc-k-MSN obtiene los mismos k vecinos
que genera el algoritmo k-MSN. 
El objeto a clasificarse para ilustrar el algoritmo propuesto es: o  ={5.1  3.5  1.4  0.2}. En la tabla 1,
se muestran los resultados obtenidos por  inc-k-MSN al procesar cada objeto ot∈TM , que modifica
la lista de k vecinos más similares, así como el resultado generado por el algoritmo al procesar todos
los  objetos  de la  muestra  de entrenamiento.  Para este  caso en  particular, la  función de semejanza
utilizada fue una distancia Euclidiana. Después de procesar todos los objetos,  inc-k-MSN obtiene los
mismos k vecinos más similares que el algoritmo  k-MSN secuencial. 
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Tabla 1. k vecinos más similares obtenidos por  inc-k-MSN al procesar los objetos ot , t=2,… ,150 .
Mostrando los correspondientes  msni=(od , FS (o ,od )) ,  con el  objeto a clasificar  o ={5.1, 3.5,
1.4, 0.2}
(ot ,FS (o ,o t )) K vecinos generados al procesar el objeto t
( o1 ={4.9, 3.0, 1.4, 0.2},
0.5385)
( o1 , 0.5385), (null, ∞), (null, ∞), (null, ∞), (null, ∞)
( o2 ={4.7, 3.2, 1.3, 0.2},
0.5099)
( o2 , 0.5099), ( o1 , 0.5385), (null, ∞), (null, ∞), (null, ∞)
( o3 ={4.6, 3.1, 1.5, 0.2},
0.6480)
( o2 , 0.5099), ( o1 , 0.5385), ( o3 , 0.6480), (null, ∞), (null, ∞)
( o4 ={5.0, 3.6, 1.4, 0.2},
0.1414)
( o4 , 0.1414),( o2 , 0.5099), ( o1 , 0.5385), ( o3 , 0.6480), 
(null, ∞)
( o5 ={5.4, 3.9, 1.7, 0.4},
0.6164)
( o4 , 0.1414),( o2 , 0.5099), ( o1 , 0.5385), ( o5 , 0.6164), (
o3 , 0.6480)
( o6 ={4.6, 3.4, 1.4, 0.3},
0.5196)
( o4 , 0.1414),( o2 , 0.5099), ( o6 , 0.5196), ( o1 , 0.5385), (
o5 , 0.6164)
( o7 ={5.0, 3.4, 1.5, 0.2},
0.1732)
( o4 , 0.1414),( o7 , 0.1732), ( o2 , 0.5099), ( o6 , 0.5196), (
o1 , 0.5385)
( o9 ={4.9, 3.1, 1.5, 0.1},
0.4690)
( o4 , 0.1414),( o7 , 0.1732), ( o9 , 0.4690), ( o2 , 0.5099), (
o6 , 0.5196)
∙∙∙ ∙∙∙
( o28 ={5.2, 3.4, 1.4, 0.2},
0.099)
( o17 , 0.0999),( o4 , 0.1414), ( o27 , 0.1414), ( o28 , 0.1414), 
( o7 , 0.1732)
( o39 ={5.1, 3.4, 1.5, 0.2},
0.099)
( o17 , 0.0999),( o4 , 0.1414), ( o39 , 0.1414), ( o27 , 0.1414), 
( o28 , 0.1414)
Para verificar el comportamiento del algoritmo propuesto, se tomaron exclusivamente en consideración
las pruebas que muestran el tiempo de ejecución del algoritmo  fast k-MSN, reportado como el más
eficiente  [22].  En  este  trabajo,  se  usaron  4  conjuntos  de  datos  sintéticos,  con:  2000  (1800  de
entrenamiento y 200 para clasificación), 3000 (2700 de entrenamiento y 300 para clasificación), 4000
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(3600  de  entrenamiento  y  400  para  clasificación)  y  7200  (6480  de  entrenamiento  y  720  para
clasificación) objetos. Todos los conjuntos de datos tienen 2 variables y fue usado un valor de k=1 .
De  igual  manera,  fueron  generados  conjuntos  de  datos  sintéticos  con  las  mismas  características
mencionadas anteriormente, para poder realizar una comparación entre los tiempos de ejecución lo más
fiable posible. Estos resultados se muestran en la tabla 2.
Tabla 2. Tiempo de ejecución expresado en segundos, obtenido por los algoritmos fast k-MSN e inc-k-
MSN, con k=1
Número de
objetos 
 total a
procesar
inc-k-MSN
Número de
objetos datos
de
entrenamiento
Número de
objetos datos
de control
Tiempo de
ejecución en
segundos
 fast k-MSN
Tiempo de
ejecución en
segundos
 inc-k-MSN
2000 1800 200 0.485 0.6
3000 2700 300 0.812 1.2
4000 3600 400 1.139 2.0
7200 6480 720 7.63 6.48
726480 6480 720000 7630 (2.1 hrs) 6480 (1.8 hrs)
El algoritmo  inc-k-MSN  fue implementado en Java. Tales pruebas fueron realizadas en una PC con
procesador Intel Pentium con 2 cores, 3 Gb de memoria RAM, bajo el sistema operativo Mandriva
Linux 2010.
Finalmente en las últimas pruebas realizadas para verificar el desempeño del algoritmo al procesar
grande conjuntos  de datos  de entrenamiento,  se utilizaron 2 conjuntos,  los  cuales se especifican a
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continuación: a) 10 conjuntos, desde 1,000 hasta 100,000 objetos con 3 atributos (el primer conjunto
tiene 1,000 objetos, los restantes conjuntos de entrenamiento se van formando al incrementar de 10,000
en 10,000 objetos) y b) 10 conjuntos, desde 1,000,000 hasta 10,000,000 de objetos con 3 atributos (el
primer conjunto tiene 1,000,000 de   objetos, los restantes conjuntos de entrenamiento se van formando
al  incrementar  de 1,000,000 en  1,000,000 de objetos  ).  Los  resultados  de estos  experimentos  son
mostrados en las figuras 1 y 2.
Figura 1. Tiempo de ejecución de los algoritmos k-MSN e inc-k-MSN, con k=5 , procesando desde
1000  hasta  100000
objetos de la muestra
de entrenamiento
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Figura 2. Tiempo de ejecución de los algoritmos k-MSN e inc-k-MSN, con k=5 , procesando desde
1000000 hasta 10000000 objetos de la muestra de entrenamiento.
Estos conjuntos fueron tomados como prueba, ya que inicialmente se usaron algunas bases de datos
reales de [2]. Sin embargo, el tiempo de ejecución utilizado en estos datos de entrenamiento no fue
significante  para  realizar  una  comparación que muestre  el  desempeño del  algoritmo.  Por  ejemplo,
usando una base de datos denominada MAGIC gamma telescope data (telescopy DB), compuesta por
19,018 objetos y 10 atributos. El tiempo de ejecución del  algoritmo incremental para clasificar un
nuevo objeto fue menor de 90 mili-segundos.
Las últimas pruebas fueron realizadas en un servidor HP ProLiant DL380, con procesador Intel Xeon
X5550 a 3.0 Gigahertz, Quad-Core, con 32 Gb de memoria RAM, bajo el sistema operativo Windows 7
de 64 bits.
Discusión
En la tabla 2 para el ejemplo mostrado en particular, cuando la muestra de aprendizaje contiene 2000,
3000 y 4000 objetos, se puede observar que el algoritmo  fast k-MSN [22] tuvo mejores tiempos de
ejecución que el algoritmo inc-k-MSN. Sin embargo, conforme va aumentando el número de objetos en
la muestra  de entrenamiento,  el  algoritmo  inc-k-MSN obtiene mejores tiempos de ejecución que el
algoritmo fast k-MSN. Es importante señalar, que el algoritmo fast k-MSN no tiene la característica de
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poder añadir nuevos objetos en la muestra de entrenamiento sin la necesidad de procesar nuevamente la
muestra completa para generar el árbol que utiliza para su funcionamiento. Si este caso ocurriera, el
algoritmo  inc-k-MSN al  pedir  como entrada los k vecinos más similares  obtenidos hasta  el  último
objeto procesado de la muestra de entrenamiento, el tiempo de ejecución requerido para procesar los
nuevos objetos agregados sería insignificante en comparación de los tiempos de ejecución requeridos
para  procesar  toda  la  muestra  de  aprendizaje.  En  las  figuras  1  y  2,  puede  observarse  el  mejor
desempeño que tuvo el algoritmo inc-k-MSN en relación al algoritmo k-MSN.  inc-k-MSN mantiene el
crecimiento en su tiempo de ejecución de manera estable, inclusive cuando el número de objetos del
conjunto de entrenamiento crece de manera significativa.
Conclusiones
En este  trabajo  se  presentó  un  algoritmo  de  clasificación  incremental  para  grandes  volúmenes  de
información, denominado inc-k-MSN. En las pruebas realizadas en este trabajo, se utilizaron distancias
para la realización de los experimentos.  Sin embargo, el  algoritmo propuesto fue desarrollado para
procesar datos que pueden ser de naturaleza cualitativa o cuantitativa (datos mezclados), permitiendo
utilizar funciones de semejanza que no necesariamente son distancias. El algoritmo propuesto permite
manejar  conjuntos  de  datos  de  entrenamiento  sin  mantenerlos  en  memoria  principal,  además  de
permitir agregar nuevos objetos en el conjunto de entrenamiento, sin tener que realizar nuevamente el
cálculo del conjunto de entrenamiento modificado. Esto es factible de realizar porque por cada objeto
procesado,  se  actualizan  los  k  vecinos  más  similares  hasta  el  paso  t.  El  algoritmo propuesto,  fue
concebido para ser eficiente ante la adición de nuevos objetos en el conjunto de datos, el cual puede ser
grande (millones de objetos) e inclusive, puede procesarse sin almacenarlo completo en la memoria
principal. 
En  este  trabajo,  no  se  muestra  la  aplicación  del  algoritmo  propuesto  a  ningún  problema  real  de
clasificación en particular. Sin embargo, existen problemas de clasificación reales, para los cuales es
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adecuado el uso del algoritmo propuesto, debido a que van  incrementando el número de objetos de la
muestra original de aprendizaje. Algunos problemas de este tipo son: a) la detección y clasificación de
casos  de  epidemias  en  la  población,  ya  que  puede  aumentar  la  muestra  original  de  pacientes
contagiados con diferentes variantes del virus;  b) la detección de fraudes realizados por pagos con
tarjetas bancarias, donde se van incrementando e identificando las maneras de efectuar los fraudes
mencionados, entre otros.
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