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We present an efficient approach to precisely simulate tight binding models with optical lattices, based on
programmable digital-micromirror-device (DMD) techniques. Our approach consists of a subroutine of Wegner-
flow enabled precise extraction of a tight-binding model for a given optical potential, and a reverse engineering
step of adjusting the potential for a targeting model, for both of which we develop classical algorithms to achieve
high precision and high efficiency. With renormalization of Wannier functions and high band effects system-
atically calibrated in our protocol, we show the tight-binding models with programmable onsite energies and
tunnelings can be precisely simulated with optical lattices integrated with the DMD techniques. With numerical
simulation, we demonstrate that our approach would facilitate quantum simulation of localization physics with
unprecedented programmability and atom-based boson sampling for illustration of quantum computational ad-
vantage. We expect this approach would pave a way towards large-scale and precise programmable quantum
simulations based on optical lattices.
Quantum simulation and quantum computing have
been attracting tremendous attention in recent years.
Among the rapidly advancing quantum hardwares [1],
cold atoms provide a unique quantum simulation plat-
form for their controllability and scalability [2–5]. In
the last two decades, cold atom based quantum simula-
tions have achieved fantastic progress not only along the
line of conceptually novel physics such as artificial gauge
fields [6–8], and topological matters [9], but also along
the line of simulating computationally difficult problems
such as BEC-BCS crossover [10], High-Tc physics [11–
15], and non-equilibrium dynamics [16], where its ex-
ceptional quantum advantage has been demonstrated.
In quantum simulations aiming for demonstration of
novel physical concepts, it is not crucial to precisely cali-
brate the system. However, in order to use quantum sim-
ulations to solve computationally difficult problems, it is
required to make the simulation precise—for example in
the study of quantum criticality and in solving spin-glass
problems, the physical properties of interest are sensi-
tive to Hamiltonian parameters. And in quantum sim-
ulations of many-body localization using an incommen-
surate optical lattice, it has been found that calibration
problems cause qualitative disagreement [17–20] with
the targeting Aubry-Andre (AA) model [21, 22]. This
issue also arises generically in using speckle-pattern in-
duced disorder optical potentials to simulate localization
physics [23–34], as the onsite energies and tunnelings are
not programmable, let alone the simulation precision.
Here we consider integration of the recently developed
DMD techniques in controlling optical potentials [13,
35–38] to optical lattices, and calibrate the platform to-
wards precise programmable quantum simulations. We
develop an efficient algorithm, which can systematically
construct an inhomogeneous optical potential to precisely
simulate a given tight binding lattice model, i.e., both
the onsite energies and the tunnelings are made precisely
programmable. Its efficiency relies on the physical lo-
cality. For benchmarking, we provide detailed numerical
results for AA and Anderson localization (AL) models,
where we show our approach has adequate programma-
bility and systematically eliminates calibration errors.
We show that our approach can also be used to imple-
ment atom-based quantum sampling algorithms such as
boson sampling [39, 40] and determinantal point pro-
cess [41, 42], having promising applications to quantum
machine learning. Our protocol provides precise pro-
grammability to the quantum platform of optical lattice,
which is intrinsically demanded for quantum simulations
aiming for computationally difficult problems.
Results
Theory setup. For atoms confined in an optical poten-
tial, the Hamiltonian description is
H =− h¯
2
2m
d2
dx2
+Vp(x)+VD(x). (1)
Here we have separated the optical potential into a
primary part Vp(x) =
Vp
2 cos(2kx) created by standard
counter propagating laser beams and an additional po-
tential VD(x) created by DMD [13, 35–38] or sub-
wavelength potential [43] techniques. The primary part
has lattice translation symmetry with the lattice spacing
determined by the forming laser wavelength. Hereafter,
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2we use the lattice constant a = pi/k as the length unit and
the photon recoil energy of the lattice ER = h¯2k2/2m as
the energy unit. The added potential VD(x) in general
has no homogeneity, and with the present technology it is
typically much weaker than the primary lattice. A target-
ing tight-binding Hamiltonian matrix for the continuous
system to simulate is referred to as H ?, which contains
onsite energies εi and tunnelings J〈ii′〉, with i, i′ labeling
lattice sites determined by the primary optical potential.
In the following, we describe our numerical method to
reverse engineer VD(x) and Vp(x) that makes the precise
tight-binding model description of H in Eq. (1) our target,
H ?.
Firstly, we describe our method for efficient extraction
of a tight-binding model of the continuous Hamiltonian
H. Without the inhomogeneous potential VD(x), the pre-
cise tight binding model of the system can be efficiently
constructed by introducing Bloch modes, because differ-
ent modes with different lattice momenta are decoupled
due to lattice translation symmetry. In the Wannier func-
tion basis, the Hamiltonian takes a block diagonalized
form with the decoupled blocks corresponding to differ-
ent bands [44]. In the presence of an inhomogeneous po-
tential VD(x), the lattice translation symmetry becomes
absent, and the Wannier states are coupled within each
band and also across different bands. We propose to use
Wegner flow [45, 46] to decouple different bands, which
then produces a precise tight-binding model. We denote
the Hamiltonian matrix in the Wannier function basis as
Hmi;m′i′ , with m,m′ labeling different bands running from
zero (lowest band) to a high-band cutoff Mc, and i, i′ the
Wannier function localized centers (or equivalently the
lattice sites of the primary lattice). The band decoupling
procedure follows a flow equation,
dH (l)
dl
= [η(l),H (l)], (2)
that generates a continuous unitary transformation
H (l) = U(l)H (0)U†(l). Here η(l) is an anti-
Hermitian matrix, dU(l)dl U
†(l), which we choose to be
η(l) = [G,H (l)], with Gmi;m′i′ = δii′
[
2δmm′ −δm,0δm′,0
]
.
Following the flow from l = 0 to +∞,H (l) converges to
a matrix that commutes with G because
Tr[H (l)−G]2 ≥ 0, (3)
d
dl Tr[H (l)−G]2 =−2Tr[η†(l)η(l)]≤ 0.
This means the coupling between the m = 0 block of
the matrixH and other blocks monotonically converges
to 0. A more thorough analysis shows an exponential
convergence with a convergence speed inversely propor-
tional to the band gap (see Methods). This means our
approach is applicable as long as the inhomogeneous po-
tential VD(x) is not too strong to close the band gap. The
finite-depth flow equation generates a local unitary that
defines a precise tight-binding model as the converged
m = 0 Hamiltonian block.
Secondly, we develop a numerical optimization
method to adjust the potential VD(x) to minimize the dif-
ference between Heff and H ?. We choose a Frobenius-
norm based cost function f = f0+λ1 f1, where f0 and f1
are Frobenius norms for the difference in the onsite ener-
gies and tunnelings, respectively, and a hyper-parameter
λ1 is introduced to afford extra weight to the tunneling
for better optimization-performance. In our numerics, we
parameterize
VD(x) =
2L−1
∑
n=0
V˜n
2
cos
(
2
n
L
kx+ φ˜n
)
, (4)
where L is the number of periods of the primary lattice,
and V˜n, φ˜n are variational parameters. We start from a
random initialization, obtain Heff through Wegner flow,
and then update the optical potential through a gradient
descent method. This procedure is iterated until the cost
function is below a threshold of our request.
Furthermore, our method is highly efficient by mak-
ing use of locality. Considering a system with large sys-
tem size, instead of performing the Wegner-flow for the
full problem which then has a computation complexity
of O(L3), we split the system into small pieces, with an
individual length Lp. The adjacent pieces have about one
third of their length overlapped with each other. We opti-
mize the optical potential to reproduce the precise tight-
binding model piece-by-piece, and then glue them to-
gether. This is sensible because of the locality in the
problem—the onsite energy at one site and the tunnelings
between two sites are both determined by their neigh-
boring potential, following the finite-depth Wegner flow.
Note that one problem arises that the potential may not be
smooth in the overlapping regions, as the obtained poten-
tial could be inconsistent in optimizing the two adjacent
pieces. To solve this problem, we add λ2 f2 to the cost
function, where f2 is the Frobenius norm of the differ-
ence of the potential in the overlapping region obtained
in the optimization of its belonging two pieces (see Meth-
ods). The piece-by-piece procedure is swept back-and-
forth for convergence, analogous to the optimization in
the standard density-matrix-renormalization group calcu-
lation [47]. In the sweeping process, we find a monotonic
decrease in the difference between Heff and H ? in the
whole system, and that the converged optical potential is
smooth. The computation complexity scaling is thus re-
duced to O(L).
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FIG. 1. Precise quantum simulation of AA model. (a),
The optical potential VD,precise (red solid line) and VD,err (blue
dash-dotted line). The potential VD,precise possesses a vanishing
derivative at the individual sites (black dots), whereas VD,err
does not. (b), The onsite energies produced by VD,precise (red
circles) and VD,err (blue crosses). The dashed line is the de-
sired sinusoidal form of the site-dependent onsite energies in
H?AA. (c), The tunnelings produced by VD,precise (red circles)
and VD,err (blue crosses). The dashed line marks the desired
site-independent tunnelings in H?AA. Here, we choose the high-
band cutoff Mc = 2, the hyper-parameter λ1 = 1, the system
size L = 55, and periodic boundary condition.
Application to quantum simulation of AA model. In
the study of quantum localization physics, AA model has
been investigated extensively in both theory and experi-
ment [17–20, 28, 48–54]. Its Hamiltonian reads as
H?AA =− JAA∑i
(
c†i+1ci+h.c.
)
+ εAA2 ∑i cos(2piαi+φ)c
†
i ci, (5)
where c†i (ci) denotes the creation (annihilation) operator
on a lattice site i, α is an irrational number, JAA is the
site-independent tunneling, εAA describes the strength of
the onsite energies, and φ is an arbitrary phase. Here, we
choose α as the golden ratio (
√
5− 1)/2, which is ap-
proximated by the Fibonacci sequence (Fn) as Fn/Fn+1 in
a finite-size calculation. Because of its energy indepen-
dent duality defined by a Fourier transform, the model ex-
hibits a phase transition from all wave-function localized
to all extended, which makes it natural place to examine
one-dimensional localization criticality.
In the optical lattice experiment [17], the AA model
Hamiltonian is achieved by using an incommensurate
bichromatic potential, a primary lattice perturbed by a
second weak incommensurate lattice with VD,err(x) =
V1 cos(2αkx)/2 following our notation in Eq. 1. How-
ever, its corresponding tight-binding model is not a pre-
cise AA model—there are corrections making tunnelings
inhomogeneous and generating higher-order harmonics,
which generically breaks the central ingredient of dual-
ity of the AA model [55]. The effects of such correc-
tions have been established both in theory [18] and ex-
periment [19, 20]. This problem can be solved by using
our precise quantum simulation method.
Through the optimization described above, we find
that precise quantum simulation of AA model is achieved
by choosing a potential
VD,precise(x) =
V˜1
2
cos
(
2
Fn
Fn+1
kx
)
+
V˜2
2
cos
(
2
Fn−1
Fn+1
kx
)
,
(6)
with appropriate coefficients V˜1,2. As an example, we
consider a specific model H?AA with parameters JAA =
−0.0308ER, εAA = 0.0841ER, α ≈ Fn/Fn+1 (Fn = 34 and
Fn+1 = 55), and φ =−piα . This target model is reached
by choosing Vp = 8ER, V1 = 0.1ER, V˜1 = 0.0341ER, and
V˜2 = −0.0592ER. In Fig. 1(a), we show the optical po-
tentials corresponding to VD,err and VD,precise for compar-
ison. We find that the resultant onsite energies are ap-
proximately the same (Fig. 1(b)), yet with the potential
VD,precise giving a more precise solution. More drasti-
cally, the tunnelings out of our potential with VD,precise(x)
are precisely homogeneous, with a relative inhomogene-
ity below 1E − 4 (Fig. 1(c)). This cannot be achieved
with the potential of VD,err(x).
We also emphasize here that our constructed potential
VD,precise(x) possesses a vanishing derivative at the indi-
vidual sites, as exhibited in Fig. 1(a). This is crucial to
experiments as a potential with finite derivative at the po-
sition of atoms would make the system more susceptible
to shaking-induced heating processes [54].
Anderson localization with programmable disor-
der potential. To further demonstrate the precise pro-
grammability enabled by our method, we also carry out
an application to quantum simulation of Anderson local-
ization models whose previous experimental realization
by speckle pattern lacks programmability [23–34]. The
Hamiltonians of 1D AL models are given as
H?AL =∑
i
hic
†
i ci+∑
i
(
tic
†
i+1ci+h.c.
)
. (7)
We consider three different cases: (a) random onsite
model with hi ∈ [−ε˜AL/2, ε˜AL/2] and ti = JAL being ho-
mogeneous, (b) random hopping model with hi = εAL
homogenous and ti ∈ [JAL− J˜AL/2,JAL + J˜AL/2], and (c)
both onsite energies and tunnelings being random with
hi ∈ [−ε˜AL/2, ε˜AL/2] and ti ∈ [JAL− J˜AL/2,JAL + J˜AL/2].
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FIG. 2. Precise quantum simulation of three cases of AL models. (a), The random onsite model with hi ∈ [−0.05ER,0.05ER] and
ti =−0.0308ER being homogeneous. (b), The random hopping model with hi = 0 homogenous, ti ∈ [JAL−|JAL|/2,JAL + |JAL|/2],
and JAL =−0.0308ER. (c), Both onsite energy and tunneling being random with hi ∈ [−0.05ER,0.05ER], ti ∈ [JAL−|JAL|/2,JAL +
|JAL|/2], and JAL = −0.0308ER. The first row shows the reverse-engineered optical potentials VD(x), the middle row and the last
row shows the onsite energies and the tunnelings. Circles and crosses indicate the values in the tight-binding models extracted from
the continuous Hamiltonian in Eq. (1) and the targeting tight binding model, respectively. Here, we choose the high-band cutoff
Mc = 2, the hyper-parameter λ1 = 100, the system size L = 10, the depth of the primary lattice Vp = 8ER, and periodic boundary
condition.
The random onsite energies and tunnelings are drawn ac-
cording to a uniform distribution. In Fig. 2, we show all
the three different cases of AL model can be precisely
achieved with our optimization method. The absolute er-
rors in the tight-binding model compared to the target one
is made smaller than 1E−5, which demonstrates the pre-
cise programmability of our scheme.
One immediate application of the programmable quan-
tum simulation of Anderson localization is to study the
anomalous localization in the random hopping model.
Unlike the random onsite model, where all states are lo-
calized in one dimension, the random hopping model has
delocalized states at band center [56, 57]. But it is ex-
tremely difficult to perform quantum simulation of this
pure random hopping model with the speckle-pattern ap-
proach lacking programmability, since the unavoidable
inhomogeneity in the onsite energy will make all states
localized. We randomly generate 2000 disorder samples
for the hopping, and compute the corresponding potential
VD(x) using our optimization method. The averaged in-
verse participation ratio (IPR) which diagnoses localiza-
tion to delocalization transition [58] is calculated, with
the results shown in Fig. 3. We find quantitative agree-
ment of results obtained for the continuous potential with
the targeting tight-binding model. The discrepancy can
be further improved by increasing the lattice depth or al-
locating more numerical resources.
Implementation of boson sampling and determi-
nantal point process. Boson sampling is a promising
candidate to demonstrate quantum computational advan-
tage for its established exponential complexity on a clas-
sical computer [39, 40, 59]. Its experimental implemen-
tation has been achieved in linear photonic [60], trapped
ion [61], and quantum-dot devices [62]. Here we show
that boson sampling could also be implemented with
bosonic atoms confined in an optical lattice using our
developed precise programmability. One advantage of
atomic realization is that one can replace bosonic atoms
by their fermionic isotopes, which then performs quan-
tum sampling for determinantal point process [41]. This
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FIG. 3. Averaged IPR for the random hopping model (Eq. (7))
by sampling 2000 disorder configurations. Here we set JAL =
−0.0308ER and J˜AL = 2|JAL|/3, the system size L = 100. The
blue solid, and red dash-dotted lines, correspond to the re-
sults obtained from diagonalizing the continuous Hamiltonian
in Eq. (1) and the tight binding random-hopping model, respec-
tively. Here, we choose the high-band cutoff Mc = 2, the hyper-
parameter λ1 = 100, the system size L = 100, the depth of the
primary lattice Vp = 8ER, and periodic boundary condition. The
whole system is split into a number of pieces with Lp = 10, and
the adjacent pieces overlap with each other over 4 sites. We
choose the hyper-parameter λ2 = 0.5.
then provides one way to verify the quantum advanta-
geous boson sampling because the simulation of deter-
minantal point process is efficient on a classical com-
puter [41, 42].
Here, we consider a standard boson sampling problem
with m input modes and n identical bosons, where the n
bosons are one-to-one injected into the first n modes as
the input state, and then let evolve under an m×m Haar-
random unitary U . In the dilute limit (nm), where each
output mode contains at most one particle, the probability
of a specific output Fock-state configuration S is p(S) =
|per(US)|2, with per meaning the permanent, and US a
submatrix of U selected according to the input and output
configurations [39].
To experimentally realize the Haar-random unitary U
with an optical lattice, we adapt the decomposition in
Ref. 63, where the random unitary is constructed by mul-
tiplication of a series of building blocks of two-mode
unitary operations. For the optical lattice implementa-
tion, we develop a different construction from photonic
realization [64] (see Methods). We choose the two-mode
building blocks as
T (p,q) = exp
(
ih(p,q)z σ
(p,q)
z
)
exp
(
ih(p,q)x σ
(p,q)
x
)
. (8)
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FIG. 4. Comparison between theory and simulated experimen-
tal realization for boson sampling and determinantal point pro-
cess. Here we choose mode number m = 10 and particle num-
ber n = 3. The solid bars indicate the results of the simulated
experimental realization based on DMD enabled programma-
bility. Empty bars indicate the results from the precise targeting
theory model. The similarities (distances) between them are
(a) G = 0.997 (D = 0.0525) and (b) G = 0.998 (D = 0.0412).
Here, we only show no-collision output combinations in the
bosonic case, and we set Jx =−0.01ER, εz = 0.2ER.
Here we have the Pauli matrices σ (p,q)x = |q〉〈p|+ |p〉〈q|
and σ (p,q)z = |q〉〈q| − |p〉〈p|, p, q ∈ {1,2, · · · ,m}, the
quantum states |p〉 and |q〉 represent the Wannier func-
tions in the optical lattice, and h(p,q)x,z are parameters
determined by U . With our optimization method, we
can obtain the Hamiltonians H(q+1,q)z = εzσ
(q+1,q)
z and
H(q+1,q)x = Jxσ
(q+1,q)
x , and hence the unitary
(
T (q+1,q)
)†
can be achieved through the time evolution oper-
ator exp
(
−iτ(q+1,q)x H(q+1,q)x
)
exp
(
−iτ(q+1,q)z H(q+1,q)z
)
,
with the evolution time τ(q+1,q)x = h
(q+1,q)
x /Jx and
τ(q+1,q)z = h
(q+1,q)
z /εz, which are positive with proper
construction (see Methods). For p− q > 1, a more in-
volved construction is required, which is provided in
Methods. The building blocks of T (p,q) ultimately realize
any random unitary. As concrete examples, we consider
87Rb atoms confined in a lattice formed by a laser with
wavelength 1064nm. For a mode number m = 10 and
number of atoms n = 3, the total evolution time is es-
timated to be 1.2 seconds, which is accessible with the
current lifetime of cold atoms. Denoting the probabili-
ties corresponding to the theory and the simulated DMD-
based experimental realization as p1(S) and p2(S), re-
spectively, the sampling precision is characterized by a
measure of similarity G = ∑S
√
p1(S)p2(S), and a mea-
sure of distance D = (1/2)∑S |p1(S)− p2(S)|. The nu-
6merical results are shown in Fig. 4 (a). We find quantita-
tive agreement between the simulated experimental real-
ization and the theory prediction, which implies the pre-
cision achieved with our scheme is adequate to perform
boson sampling experiments.
We also study the case with fermionic atoms, which
then realize the determinantal point process [41]. The re-
sults are shown in Fig. 4(b), where we also find the quan-
titative agreement between the simulated experimental
realization and the theory prediction. It is worth not-
ing here that even when the classical simulation of bo-
son sampling is unavailable for a large particle number,
the experiment with fermions allows one way to verify
the quantum device as the determinantal point process is
efficiently simulatable on a classical computer [41, 42].
Discussion
We have proposed a scheme for precisely simulating
lattice models with optical lattices, whose potentials can
be manipulated through the high-resolution DMD tech-
niques. We have developed a Wegner-flow method to ex-
tract the precise tight-binding model of a continuous po-
tential, and a scalable optimization method for the reverse
engineering of the optical potential whose tight binding
model precisely matches a targeting model. The perfor-
mance is demonstrated with concrete examples of AA
and Anderson models, and quantum sampling problems.
Our approach implies optical lattices can be upgraded
towards high-precision programmable quantum simula-
tions by integrating with DMD techniques.
The precise programmable quantum simulation en-
abled by our scheme make the optical lattice rather flexi-
ble. For disorder physics, having programmable disorder
allows for more systematic study of the localization tran-
sition, especially for cases where the rare disorder Grif-
fith effects are important for example in understanding
disordered Weyl semimetals [65], and many-body local-
ization mobility edge [66, 67]. Our proposing setup also
paves a way to building a programmable quantum an-
nealer with optical lattices. Considering spinor atoms in
a deep lattice with strong interaction, programmable tun-
nelings imply programmable spin-exchange.
Methods
Exponential convergence of Wegner flow. As the ef-
ficiency of our method relies on the convergence behav-
ior of Wegner flow, in this section we prove that the con-
vergence is exponential, and that the convergence speed
is inversely proportional to the band gap—it is lower
bounded by a value inversely proportional to the band
gap to be more precise.
Note that we use Wegner flow to decouple the lowest
band from the rest. The flow converges when the cou-
pling between the lowest and excited bands vanish. To
analyze such couplings, we rewrite the Hamiltonian ma-
trix in terms of the lowest and excited band blocks and
their couplings as
Hmi;m′i′ =D
(0)
ii′ δm0δm′0+D
(1)
mi;m′i′(1−δm0)(1−δm′0)
+δm0Ci;m′i′(1−δm′0)+(1−δm0)C ∗i′;miδm′0. (9)
Following our constructed Wegner flow, we have the flow
equation for the coupling matrix C as
dC
dl
=D (0)C −CD (1). (10)
The overall strength of these couplings in C are quan-
tified by the trace Tr[C †C ], whose l-dependence obeys
d
dl
Tr[C †C ]= 2Tr[CC †D (0)−C †CD (1)]
<−2
[
d(1)min−d(0)max
]
Tr[C †C ], (11)
with d(1)min the minimal eigenvalue of the Hermitian matrix
D (1) and d(0)max the maximal eigenvalue of D (0). We then
obtain a bound on the trace as
Tr[C †C ]l0+∆l < Tr[C
†C ]l0e
−2[d(1)min−d
(0)
max]∆l . (12)
Having a finite gap between the lowest and the first ex-
cited bands, we have d(1)min− d(0)max > 0. The exponential
convergence of the couplings between the lowest and ex-
cited bands is then assured. The convergence speed is
larger than a value inversely proportional to the band gap.
The piece-by-piece optimization method. In this
section, we provide the details of the piece-by-piece op-
timization method. Taking a system having L number of
periods—the period is defined according to the primary
lattice, the starting points of the periods are labeled as
(X0,X1,X2, . . . ,XL−1). We split the system into smaller
pieces with a piece-size Lp. Two adjacent pieces have
a finite overlap region with size Mp. The i-th piece con-
tains the periods from Xi(Lp−Mp) to Xi(Lp−Mp)+Lp . Its over-
lap with the lefthand [righthand] side (i− 1)-th [(i+ 1)-
th] piece is from Xi(Lp−Mp) to X(i−1)(Lp−Mp)+Lp [from
X(i+1)(Lp−Mp) to Xi(Lp−Mp)+Lp ]. In optimizing the opti-
cal potential at i-th piece for the targeting tight-binding
model in that local region, we introduce an additional
cost function λ2 f2, with λ2 a hyper-parameter, and
f2 =
√∫ X(i−1)(Lp−Mp)+Lp
Xi(Lp−Mp)
dx [VD,i(x)−VD,i−1(x)]2
+
√∫ Xi(Lp−Mp)+Lp
X(i+1)(Lp−Mp)
dx [VD,i(x)−VD,i+1(x)]2, (13)
71 3 5 7 9
-5
0
5
1 3 5 7 9
-0.2
0
0.2
1 3 5 7 9
-1
-0.5
0
1 3 5 7 9
1 3 5 7 9
1 3 5 7 9
1 3 5 7 9
1 3 5 7 9
1 3 5 7 9
FIG. 5. Precise quantum simulation of the Hamiltonians corresponding to different quantum gates. (a), H(5,4)x = Jxσ
(5,4)
x with
Jx = −0.01ER. (b), H(5,4)z = εzσ (5,4)z with εz = 0.2ER. (c), Hd = i8pi log(Udiag), with Udiag defined in Eq. (14), corresponding to
the decomposition of the Haar-random unitary in Fig. 4 (see the notation in Methods). The first row shows the reverse-engineered
optical potentials VD(x), the middle row and the last row shows the onsite energies and the tunnelings. Circles and crosses indicate
the values in the tight-binding models extracted from the continuous Hamiltonian and the targeting tight binding model, respectively.
Here, we choose the high-band cutoff Mc = 2, the hyper-parameter λ1 = 20, and the depth of the primary lattice Vp = 20ER.
where VD,i(x) is the variational potential in optimizing
the i-th piece. The f2 cost function is introduced to
minimize the inconsistency of the potential in the over-
lap region with the neighboring (i− 1)-th and (i+ 1)-
th pieces. Since the constraint on the consistency is not
implemented strict, there will still be leftover inconsis-
tency between VD,i(x) and VD,i±1(x) in a single run. To
solve this problem, we perform a back-and-forth sweep-
ing process—we first carry out optimization in a forward
direction from the leftmost piece to the rightmost, and
then in a backward direction from the rightmost to left-
most. This sweeping process is iterated for potential con-
vergence. In our numerics, we find convergence with
three to four times of sweeping. We then glue all the
pieces together and construct the global optical potential.
It is confirmed that this procedure gives the correct po-
tential whose tight binding model is the targeting model.
Decomposition of a Haar-random unitary with op-
tical lattice accessible operations. Here we describe
how to adapt the decomposition of the Haar-random uni-
tary in Ref. 63 to optical lattice implementation. An
m×m Haar-random unitary U(m) is decomposed into
U(m) =Udiag×
[(
∏2p=m∏1q=p−1 T (p,q)
)]†
. (14)
The order of matrix multiplication using ∏ is defined to
be from left to right, for example ∏1i=3 Ai means A3A2A1
and ∏3i=1 Ai means A1A2A3. In the above equation, we
have
T (p,q) = exp
(
ih(p,q)z σ
(p,q)
z
)
exp
(
ih(p,q)x σ
(p,q)
x
)
, (15)
where the Pauli operations are defined according to the
Wannier basis quantum states |q〉 with q the lattice
site index— σ (p,q)z = |q〉〈q| − |p〉〈p|, σ (p,q)x = |q〉〈p|+
|p〉〈q|. To specify the matrix T (p,q), we introduce a ma-
trix U˜ (p,q), whose elements U˜ (p,q)p,q and U˜
(p,q)
p,p determine
the parameters h(p,q)x,z as
h(p,q)x =−arctan
(∣∣∣∣ U˜(p,q)p,qU˜(p,q)p,p
∣∣∣∣)6 0,
h(p,q)z = 12
[
pi− arg
(
iU˜(p,q)p,q
U˜(p,q)p,p
)]
> 0. (16)
8Here, T (p,q) and U˜ (p,q) are constructed in a se-
quential manner as (p,q) goes through the sequence
{(m,m− 1),(m,m− 2), · · · ,(m,1),(m− 1,m− 2),(m−
1,m− 3), · · · ,(2,1)}. From U˜ (m,m−1) = U(m), we ob-
tain T (m,m−1) through Eq. (16) and Eq. (15), and then
we have U˜ (m,m−2) = U˜ (m,m−1)T (m,m−1). In general once
U˜ (p1,q1) and T (p1,q1) are obtained, we have U˜ (p2,q2) =
U˜ (p1,q1)T (p1,q1) for (p2,q2) next to (p1,q1) in that se-
quence. Following this sequence, all matrices are con-
structed. The additional matrix Udiag in Eq. (14) is di-
agonal with the elements (Udiag)n,n =
[
U˜ (2,1)T (2,1)
]
n,n
,
n = 1,2, · · · ,m.
From Eq. (14), we see that to realize the Haar-random
unitary U(m), the building block is the unitary
(
T (p,q)
)†
,
which can be achieved through time evolution of the cor-
responding Hamiltonian, as specified latter. To engineer
the non-local gate operation
(
T (p,q)
)†
we perform the
following transformation,
σ (p,q)x,z = |q〉〈p|+ |p〉〈q|=
(
U (p,q)
)†
σ (q+1,q)x,z U (p,q),
where
U (p,q) =
{
Identity matrix, p = q+1,
∏p−1n=q+1 U
(n+1,n), p > q+1,
with
U (n+1,n) = |n〉〈n+1|− |n+1〉〈n|
+ ∑
k∈{1,··· ,m}\{n,n+1}
|k〉〈k| .
Hence we have
T (p,q) =
(
U (p,q)
)†
T˜ (p,q)U (p,q),
with
T˜ (p,q) = eiτ
(p,q)
z H
(q+1,q)
z eiτ
(p,q)
x H
(q+1,q)
x ,
which corresponds to time evolution with tight binding
Hamiltonians
H(q+1,q)z = εzσ
(q+1,q)
z , H
(q+1,q)
x = Jxσ
(q+1,q)
x .
Here εz > 0 and Jx < 0 are constants, and the evolution
time is τ(p,q)z = h
(p,q)
z /εz, τ
(p,q)
x = h
(p,q)
x /Jx. That is to
say,
(
T˜ (p,q)
)†
can be achieved through the time evolution
operator
e−iτ
(p,q)
x H
(q+1,q)
x e−iτ
(p,q)
z H
(q+1,q)
z .
It is straightforward to show that U (n+1,n) and its her-
mitian conjugate can also be obtained through time evo-
lution operators, i.e.,
U (n+1,n) = e−iτ
u
z H
(n+1,n)
z e−iτ
u
x H
(n+1,n)
x ,(
U (n+1,n)
)†
= e−iτ
u
x H
(n+1,n)
x e−iτ
u
z H
(n+1,n)
z ,
with the evolution time τuz = pi/(2εz) and τux =
−pi/(2Jx). Therefore, we finally have
U(m) =Udiag×
(
T˜ (2,1)
)† m
∏
p=3
[(
2
∏
q=p−1
(
U (q+1,q)
)†)
×
(
p−2
∏
q=1
(
T˜ (p,q)
)†
U (q+2,q+1)
)(
T˜ (p,p−1)
)†]
. (17)
We see that in order to build a general m×m Haar-
random unitary U(m), both the number of Hx and Hz
gates we need are (m− 1)(3m− 4)/2. And also a gate
Udiag is needed, which can be achieved through evolv-
ing the Hamiltonian Hd = i8pi log(Udiag) with the time
τd = h¯8pi/ER. In Fig. 5, we show all the Hamiltonians
of typical quantum gates can be precisely achieved with
our optimization method, and the absolute errors in the
tight-binding model compared to the target one is made
smaller than 1E−5.
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