The Apollonian networks display the remarkable power-law and small-world properties as observed in most realistic networked systems. Their dual graphs are extended Tower of Hanoi graphs, which are obtained from the Tower of Hanoi graphs by adding a special vertex linked to all its three extreme vertices. In this paper, we study analytically maximum matchings and minimum dominating sets in Apollonian networks and their dual graphs, both of which have found vast applications in various fields, e.g. structural controllability of complex networks. For both networks, we determine their matching number, domination number, the number of maximum matchings, as well as the number of minimum dominating sets.
Introduction
Let G = (V, E) be an unweighted connected graph with vertex set V of V vertices and edge set E of E edges. A matching of graph G is a subset M of E, in which no two edges are incident to a common vertex. A vertex linked to an edge in M is said to be covered by M, otherwise it is vacant. A maximum matching is a matching of maximum cardinality, with a perfect matching being a particular case covering all the V vertices. The cardinality of a maximum matching is called matching number of graph G.
A dominating set of a graph G is a subset D of V, such that every vertex in V \ D is connected to at least one vertex in D. For a set D with the smallest cardinality, we call it a minimum dominating set (MDS), the cardinality of which is called domination number of graph G.
Both the maximum matching problem [1] and MDS problem [2] have found numerous practical applications in different areas. For example, matching number and the number of maximum matchings are relevant in lattice statistics [3] , chemistry [4] , while MDS problem is closely related to routing on ad hoc wireless networks [5] and multi-document summarization in sentence graphs [6] . Very recently, it was shown that maximum matchings and MDS are important analysis tools for structural controllability of complex networks [7] , based on vertex [8] or edge [9] dynamics. In the context of vertex dynamics, the minimum number of driving vertices necessary to control the whole network and the possible configurations for sets of driving vertices are, respectively, determined by matching number and the number of maximum matchings in a bipartite graph derived from the original network [8] .
In the aspect of edge dynamics, the structural controllability problem can be reduced to determining domination number and the number of MDSs in the original network [10, 11] , which has an advantage of needing relatively small control energy [12] .
Due to the wide applications, it is of theoretical and practical significance to study matching number and domination number in networks, as well as the number of maximum matchings and MDSs. In the past years, concerted efforts have been devoted to developing algorithms for the problems related to maximum matchings [13, 14, 15, 16, 17, 18, 19, 20, 21, 22] and minimum dominating sets [23, 24, 25, 26, 27, 28] from the community of mathematics and theoretical computer science. However, solving these problems is a challenge and often computationally intractable. For example, finding a MDS of a graph is NP-hard [2] ; enumerating maximum matchings in a generic graph is arduous [29, 30] , which is #P-complete even in a bipartite graph [30] . At present, the maximum matching and MDS problems continue to be an active research object [31, 32] .
Since determining matching number and domination number, especially counting all maximum matchings and minimum dominating sets in a general graph are formidable, it is therefore of much interest to construct or find particular graphs for which the maximum matching and MDS problem can be solved exactly [1] . In this paper, we study maximum matchings and minimum dominating sets in Apollonian networks [33] and their dual graphsextended Tower of Hanoi graphs, which are obtained from the Tower of Hanoi graphs by adding a special vertex connected to all its three extreme vertices [34] . The Apollonian networks are very useful models capturing simultaneously the remarkable scale-free [35] small-world [36] properties in realistic networks [37] , and have found many applications [33] . The deterministic construction of Apollonian networks and their dual graphs allows to treat analytically their topological and combinatorial properties. For both networks, by using the decimation technique for self-similar networks [38] , we find their matching number and domination number, and determine the number of different maximum matchings and minimum dominating sets.
Constructions and properties of Apollonian networks and extended Tower of Hanoi graphs
In this section, we give a brief introduction to constructions and properties of Apollonian networks and extended Tower of Hanoi graphs-the dual of Apollonian networks.
Construction means and structural properties of Apollonian networks
The Apollonian networks are generated by an iterative approach [33] . Definition 2.1 Let A n = (V(A n ), E(A n )), n ≥ 0, denote the Apollonian network after n iterations, with V(A n ) and E(A n ) being the vertex set and the edge set, respectively. Then, A n is constructed as follows:
For n = 0, A 0 is an equilateral triangle. For n ≥ 1, A n is obtained from A n−1 by performing the following operation: For each existing triangle in A n−1 that was generated at the (n − 1)th iteration, a new vertex is created and connected to the three vertices of this triangle. The Apollonian networks are self-similar, which suggests an alternative construction approach [39] . For network A n , we call the three initial vertices in A 0 the outmost vertices denoted by X, Y , and Z, respectively, while call the vertex generated at the first iteration the center vertex, denoted by O. Then, the Apollonian networks can be generated in another way as shown in Fig. 2 . Definition 2.2 Given A n , n ≥ 0, A n+1 is obtained from A n by performing the following merging operations:
(i) Joining three copies of A n , denoted by A i n , i = 1, 2, 3, the three outmost vertices of which are denoted by X i , Y i , and Z i (i = 1, 2, 3), with X i , Y i , and Z i in A i n corresponding to X, Y , and Z in A n . (ii) Identifying Y 1 and Z 2 , Y 3 and Z 1 , and Y 2 and Z 3 as the outmost vertex X , Y , and Z of A n ; and identifying X 1 , X 2 and X 3 as the center vertex O of A n+1 .
Let V n and E n denote, respectively, the number of vertices and edges in A n . By construction, V n and E n obey relations V n = 3V n−1 − 5 and E n = 3E n−1 − 3. With the initial conditions V 1 = 4 and E 1 = 6, we have
. Thus, V n is odd for odd n, and V n is even for even n.
The Apollonian networks display the striking power-law and small-world characteristics of real networks [33] . Their vertex degree obeys a power-law distribution P (k) ∼ k −(1+ln 3/ ln 2) . Their mean shortest distance of all pairs of vertices increases logarithmically with the number of vertices [39] . Thus, the Apollonian networks are good models mimicking real networks, and have received considerable attention from the scientific community [40, 41, 42] .
Constructions and properties of Tower of Hanoi graphs and their ex-
tension In addition to the remarkable scale-free small-world properties, other intrinsic interest of the Apollonian networks is the relevance to the Tower of Hanoi graphs, that is, the dual graphs of Apollonian networks are extended Tower of Hanoi graphs [40] .
Before introducing the dual of Apollonian networks, we first introduce the construction of the Tower of Hanoi graphs, which are derived from the Tower of Hanoi puzzle with n discs [43] . The puzzle consists of n disks of different sizes and three pegs (towers), labeled by 0, 1, and 2, respectively. Initially, all n disks are stacked on peg 0 ordered by size, with the largest on the bottom and the smallest on the top. The task is to move all disks to peg 2 complying with the following Hanoi rules: (i) At each time step only one topmost disk may be moved; (ii) At any moment, no disk can stack on a smaller one.
A convenient and direct representation of the Tower of Hanoi problem is the graph representation. The set of 3 n configurations of the puzzle corresponds to the set of vertices. And the edges specify the legal moves of the game that obey the above rules. The resultant graphs are called the Tower of Hanoi graphs, commonly abbreviated to the Hanoi graphs. Each vertex ξ in the graphs can be labeled by an n-tuple ξ = (ξ 1 ξ 2 . . . ξ n−1 ξ n ) or in the regular expression form ξ = ξ 1 ξ 2 . . . ξ n−1 ξ n , where 0 ≤ ξ i ≤ 2 represents the peg on which the ith smallest disk resides. Then the labels of any pair of adjacent vertices have the Gray property, that is, they differ in exactly one position [44] . We use H n = (V(H n ), E(H n )) to denote the Hanoi graph of n discs, where V(H n ) is the vertex set, and E(H n ) is the edge set. Figure 3 shows H 1 , H 2 and H 3 . In graph H n , there are 3 n vertices. The three vertices 00 . . . 0, 11 . . . 1, and 22 . . . 2, are called extreme vertices, each of which corresponds to a state/configuration with all n disks on one of the 3 pegs. Henceforth we use a n , b n , and c n to represent, respectively, the three extreme vertices 00 . . . 0, 11 . . . 1, and 22 . . . 2 in H n . Every extreme vertex has 2 neighbors, while the degree of the remaining 3 n − 3 vertices is 3. Thus, the number of edges in H n is
. Note that H n+1 , n ≥ 1, can be obtained from three copies of H n joined by three edges, each one connecting a pair of extreme vertices from two different replicas of H n denoted by H 1 n , H 2 n and H 3 n , see Fig. 4 . The properties of the Hanoi graphs have been extensively studied [43, 45] . The extended Tower of Hanoi graph S + n = (V(S + n ), E(S + n )), n ≥ 1 is obtained from H n by adding a special vertex s and three edges linking s to the three extreme vertices of H n . In graph S + n , the degree of every vertex is 3. Thus, the number of vertices and edges in S + n is V n = 3 n + 1 and
, respectively. For odd n, 3 n + 1 is a multiple of 4. Fig. 5 shows an extended Tower of Hanoi graph S + 3 . It has been shown that extended Tower of Hanoi graph S + n , n ≥ 1, is isomorphic to the dual of Apollonian network A n [40] .
Maximum matchings in Apollonian networks and extended Tower of Hanoi graphs
In this section, we study the matching number and the number of maximum matchings in Apollonian networks and extended Tower of Hanoi graphs. We will show that there exist no perfect matchings in Apollonian networks A n when n ≥ 3, but there always exist perfect matchings in extended Tower of Hanoi graphs S + n for all n ≥ 1. Moreover, we will determine the number of distinct maximum matchings in both networks. 
Matching number and the number of maximum matchings in Apollonian networks
We first study the matching number and the number of maximum matchings in Apollonian networks.
Matching number
Although for a general graph, its matching number is not easy to determine, for Apollonian network A n , we can obtain it by using its self-similar structure. Let β n be the matching number for A n . In order to find β n , we introduce some useful quantities. According to the number of covered outmost vertices, all matchings of A n can be sorted into four classes: Ω k n , k = 0, 1, 2, 3, with Ω k n representing the set of matchings covering exactly k outmost vertices. Let Φ k n , k = 0, 1, 2, 3 be subset of Ω k n consisting of all elements with maximum size (cardinality). Let β k n , k = 0, 1, 2, 3, denote the size of each matching in Φ k n .
Lemma 3.1 The matching number of network A n , n ≥ 1, satisfies β n = max{β 0 n , β 1 n , β 2 n , β 3 n }.
After reducing the problem of determining β n to computing β 0 n , β 1 n , β 2 n and β 3 n , we next evaluate their values. . In view of the symmetry, we only illustrate those matchings of An+1, for each of which X is covered, while Y and Z are vacant, but omit matchings that cover only Y (or Z), but not cover X and Z (or X and Y ).
Lemma 3.2 For two successive Apollonian networks A n and A n+1 , n ≥ 1, the following relations hold.
Proof. This lemma can be proved graphically. Note that each set Ω k n+1 , k = 0, 1, 2, 3, can be further classified into two groups of matchings: one group includes those matchings covering the center vertex in A n+1 , while the other group contains those matchings with the center vertex vacant. According to the classification, Figs. 6, 7, 8 and 9 show, respectively, configurations of matchings for A n+1 belonging to Ω k n+1 , k = 0, 1, 2, 3, that comprise all the matchings in Φ k n+1 . In Figs. 6, 7, 8 and 9, only the outmost and center vertices are shown explicitly, with filled circles being covered vertices and empty circles being vacant vertices. From Figs. 6, 7, 8 and 9, we can establish the relations in Eqs. (1), (2), (3) and (4) . ✷ For small n, β 0 n , β 1 n , β 2 n and β 3 n can by directly computed by hand. For example, for n = 1, 2, 3, we have (
, and (β 0 3 , β 1 3 , β 2 3 , β 3 3 ) = (4, 5, 6, 7), respectively. For n ≥ 3, the following lemma establishes the relations between β 0 n , β 1 n , β 2 n and β 3 n . . By symmetry, as in Fig. 7 , we only illustrate those matchings of An+1, for each of which X and Y are covered, while Z is vacant. Lemma 3.3 For Apollonian network A n , n ≥ 3, quantities β 0 n , β 1 n , β 2 n , β 3 n , satisfy the following relations:
Proof. By induction. When n = 3, the result is true. Let us suppose that the relations hold true for n = k, i.e., β 0
. This completes the proof. ✷ Theorem 3.4 For Apollonian network A n , n ≥ 3, its matching number is
Proof. Lemma 3.3 combined with Lemma 3.1 shows that β n = β 3 n . From Lemma 3.2, we obtain the recursive relation governing β 3 n+1 and β 3 n as
, which, together with the initial value β 3 3 = 7, is solved to yield
. ✷ The matching number β n =
for Apollonian network A n , n ≥ 3, is much smaller than half the number of vertices
4 , indicating that no perfect matching exists in A n .
Corollary 3.5 For Apollonian network A n , n ≥ 3, the maximum size of a matching covering exactly 0, 1, and 2 outmost vertices, is
and
respectively.
Proof. By Eqs. (5) and (6), the result is concluded immediately. ✷
Number of maximum matchings
Let τ n be the number of maximum matchings of A n . To determine τ n , we introduce three more quantities. Let ϕ n be the number of matchings of A n that are maximum among those matchings for which all the three outmost vertices X, Y , and Z are vacant. Let θ n be the number of matchings of A n that are maximum among those matchings for which X is covered, while Y and Z are vacant. By symmetry, θ n equals the number of matchings of A n that are maximum among those matchings for which Y (Z) is covered, while X and Z (X and Y ) are vacant. Let φ n be the number of matchings of A n that are maximum among those matchings for which X is vacant, while Y and Z are covered. Obviously, φ n is equal to the number of matchings of A n that are maximum among those matchings for which Y (Z) is vacant, while X and Z (X and Y ) are covered. For small n, quantities ϕ n , θ n , φ n , and τ n can be easily determined by using a computer. For example, in the case of n = 3, ϕ 3 = 108, θ 3 = 246, φ 3 = 480, and τ 3 = 738. For large n, they can be determined recursively as follows. Theorem 3.6 For Apollonian network A n , n ≥ 3, the four quantities ϕ n , θ n , φ n , and τ n can be recursively determined according to the following relations:
with initial values ϕ 3 = 108, θ 3 = 246, φ 3 = 480, and τ 3 = 738.
Proof. First we show that all matchings listed in Figs. 6, 7, 8, and 9 are truly disjoint for n ≥ 3. For this purpose, it is sufficient to show that when n ≥ 3, for any matching M of A n+1 belonging to Φ k n+1 , k = 1, 2, 3, no edge e connecting the outmost vertex X i and another outmost vertex
This can be proved as follows.
We only prove the case that such an edge e is inexistent in any matching M in Φ 1 n+1 . Otherwise, suppose that the edge e linked to X i and Y i is in M. We distinguish two cases: (i) Z i is vacant; (ii) Z i is covered by an edge in A i n . For case (i), all edges belonging to A i n and M at the same time constitute a matching of A i n that is in Φ 2 n . If we delete e, then all the remaining edges simultaneously belonging to A i n and M form a matching of A i n that is in Ω 0 n . This means β 0 n + 1 ≥ β 2 n , in contradiction with the fact β 0 n + 2 = β 2 n obtained in Lemma 3.3. Analogously, we can prove case (ii). In a similar argument, we can prove that such an edge e does not exist in any matching M in Φ 2 n+1 or Φ 3 n+1 . Then, to prove Eqs. (10), (11), (12) , and (13), it suffices to count all cases that yield maximum matchings in Φ k n , k = 0, 1, 2, 3, listed in Figs. 6, 7, 8 and 9, respectively.
We here only prove Eq. (12), since the other three equations can be proved in a similar way.
According to Eq. (3) and Lemma 3.3, all the possible configurations of maximum matchings with size β 2 n+1 are those having size 2β 0 n + β 3 n , β 0 n + β 1 n + β 2 n or 3β 1 n . From Fig. 8 , we can see that among all maximum matchings of A n covering X and Y but not Z, the number of those with size 2β 0 n + β 3 n , β 0 n + β 1 n + β 2 n , 3β 1 n is equal to τ n ϕ 2 n , 8φ n θ n ϕ n , and 3θ 3 n , respectively. By definition of φ n+1 , Eq. (12) holds. ✷ Theorem 3.6 shows that the number of maximum matchings of Apollonian network A n can be calculated in O(ln V n ) time.
Applying Eqs. (10)- (13), the values of ϕ n , θ n , φ n , and τ n can be determined for small n as listed in Table 1 . However, it is very difficult to obtain closed-form expressions for these quantities. Table 1 shows that number of maximum matchings τ n grows exponentially with V n . Let Z(A n ) = ln τn Vn , then we can define a constant describing this exponential growth:
Asymptotic growth constant for the number of maximum matchings
Below we will show that this limit exists. To evaluate the asymptotic growth constant in Eq. (14), we need the following lemma.
Lemma 3.7 For n ≥ 4, the quantities ϕ n , θ n , φ n , and τ n , describing the number of different maximum matchings in Apollonian network A n under certain conditions, obey the following relation:
Proof. We prove this lemma by induction on n. Table 1 shows that for n = 4, the result holds. Let us assume that the lemma is true for n = k, that is,
Proof. It is easy to see that α n , λ n , η n are all constantly positive. By definition,
Thus, α n is a decreasing positive sequence that converges to zero, implying α n ↓ 0 as n → ∞. Next we bound η n and λ n . By definitions, we have
which, together with the initial values η 3 ≈ 0.5125 ≤ . ✷ The above properties of related ratios are given in a loose way. One can provide a tighter bound for λ n , for example. However, they are enough to find the asymptotic growth constant Z(A).
Theorem 3.9 For Apollonian network A n , Z(A n ) has a limit when n is sufficiently large, and the asymptotic growth constant for the number of maximum matchings is Z(A n ) = 0.43017 . . ..
Proof. By Eqs. (10), (11), (12), (13), we obtain
Denote
. From Eqs. (16) and (17), we obtain that for n > m ≥ 3,
Taking logarithm on both sides of Eqs. (18) and (19) gives rise to
log τ n ≤ 3 n−m log τ m + 3 n−m − 1 2 log q.
Notice that for n ≥ 3, ϕ n ≤ τ n as stated in Lemma 3.7. By definition, lim n→∞ Z(A n ) = lim n→∞ ln τn Vn = lim n→∞ 2 ln τn 3 n . Then, for n ≥ 3,
Because
log τm−log ϕm 3 m → 0 as m → ∞. Therefore, the difference of the leftmost and rightmost sides in Eq. (22) converges to zero as m → ∞, meaning that Z(A n ) has a limit when n > m → ∞.
The convergence of the upper and lower bounds for Z(A n ) in Eq. (22) is rapid. For example, when m is 7, the difference between the upper and lower bounds is less than 10 −2 . Note that when n = 7, the difference of the exact values for the upper and lower bounds is approximately equal to 0.4 × 10 −2 , implying that both bounds are a good approximate of the limit. In other words, even for small m, the upper and lower bounds in Eq. (22) converge to the quoted value Z(A n ) = 0.43017 . . .. ✷
Matching number and the number of maximum matchings in extended Tower of Hanoi graphs
We proceed to study the matching number and the number of maximum matchings in extended Tower of Hanoi graphs, the dual of Apollonian networks. We will show that in contrast to Apollonian networks, there always exists a perfect matching in extended Tower of Hanoi graphs. Moreover, we will determine the number of perfect matchings in extended Tower of Hanoi graphs.
Matching number
In the case without inducing confusion, we employ the same notation as those for A n studied in the preceding subsection. Let β n stand for the matching number of S + n . Let U be a subset of V for graph G = (V, E), we use G \ U to denote a subgraph of G, which is obtained from G by deleting those vertices in U and edges adjacent to any vertex in U . Then, S + n \ {s} is isomorphic to H n .
Theorem 3.10
In the extended Tower of Hanoi graph S + n , n ≥ 2, a perfect matching always exists. Thus, the matching number of S + n is
Proof. It suffices to show that the graph S + n , n ≥ 2, has a perfect matching. Then the second result immediately follows from the fact that V n = 3 n + 1.
We first prove the existence of a perfect matching in S + n , n ≥ 2, by induction on n. When n = 2, it is easy to check that a perfect matching exists in S + 2 . Thus the result holds for the base case. Assume that for n = k ≥ 2, there exists a perfect matching in S + k , which means that there exists at least a perfect matching in the three subgraphs H k \ {a k }, H k \ {b k }, and H k \ {c k } of H k . Then there exists a perfect matching M in H k+1 \ {a k+1 }, H k+1 \ {b k+1 }, and H k+1 \ {c k+1 }, see Fig. 10 , where a i k , b i k , and c i k denote the extreme vertices of H i k , i = 1, 2, 3, forming H k+1 . By adding to M the edge connected the special vertex s and the vacant extreme vertex a k+1 , b k+1 , or c k+1 , leads to a perfect matching of S + k+1 , as shown in Fig. 10. ✷ 
Number of perfect matchings
Let β k n , k = 0, 1, 2, 3, be the maximum size of matchings of the subgraph of H n obtained from H n by deleting exactly k extreme vertices and the edges attaching to these k extreme vertices. For any matching M of H n with at least one vacant extreme vertex, we can obtain a matching M ′ of S + n from M by adding to it an edge adjacent to a vacant extreme vertex and the special vertex s.
Note that for any perfect matching M ′ in S + n+1 , the number of matching edges in its subgraph H i n , i = 1, 2, 3, must be β 0 n or β 2 n . Otherwise, we suppose that in some H i n , the number of matching edges is β 1 n or β 3 n , then there must be one vacant non-extreme vertex in H i n , meaning that M ′ cannot be a perfect matching of S + n+1 . Next, we show that in graph H n \ {a n , b n , c n }, any matching with size β 0 n is indeed a perfect matching.
Lemma 3.11 For n ≥ 2, there exists a perfect matching in the subgraph H n \ {a n , b n , c n } of the extended Tower of Hanoi graph H n , and its matching number is β
Proof. We prove this lemma by induction on n. When n = 2, the three edges connecting the three pairs of extreme vertices in H i 1 , i = 1, 2, 3, form a perfect matching of H 2 \ {a 2 , b 2 , c 2 }. Thus, the base case holds. Suppose that for n = k ≥ 2, there exists a perfect matching in H k \ {a k , b k , c k }. Then for n = k + 1, we can obtain a perfect matching of H k+1 \ {a k+1 , b k+1 , c k+1 } by adding to the perfect matchings of H i k \ {a i k , b i k , c i k }, i = 1, 2, 3, three edges connecting three pairs of extreme vertices in H i n , See Fig. 11 . Then, the number of edges in a perfect matching of H n \ {a n , b n , c n } is β 0 n = Let ϕ n be the number of maximum matchings of H n \ {a n , b n , c n }. Let φ n be the number of maximum matchings of H n \ {a n }, which is equal to the number of maximum matchings of H n \ {b n } or H n \ {c n }.
Lemma 3.12 For the Tower of Hanoi graph H n , n ≥ 2, the quantities ϕ n and φ n satisfy the following relations:
Proof. We prove this lemma graphically. Fig. 12 provides all configurations of maximum matchings in H n+1 \{a n+1 , b n+1 , c n+1 } that contribute to ϕ n+1 . Columns 1 and 4 in Fig. 13 provide all configurations of maximum matchings in H n+1 \ {a n+1 } that contribute to φ n+1 . Here we only given an explanation for Eq. (25), while Eq. (26) can be accounted for analogously. Fig. 12 shows that in graph H n+1 \{a n+1 , b n+1 , c n+1 }, all possible configurations of maximum matchings with size β 0 n+1 are those having size 3β 0 n + 3 or 3β 2 n . From Fig. 12 , we can see that the number of all maximum matchings with size 3β 0 n + 3 and 3β 2 n is equal to ϕ 3 n and φ 3 n , respectively. By definition of ϕ n+1 , Eq. (25) holds. ✷
The recursive relations stated in Lemma 3.12 allow to determine explicitly the quantities ϕ n and φ n . Figure 13 : Configurations of maximum matchings for Hn+1 \ {an+1}, Hn+1 \ {bn+1}, and Hn+1 \ {cn+1}.
Lemma 3.13 For the Tower of Hanoi graph H n , n ≥ 2,
Proof. Eqs. (25) and (26) implies ϕ n+1 − φ n+1 = ϕ n (ϕ 2 n − φ 2 n ), which together with ϕ 2 = φ 2 = 2 shows that ϕ n = φ n for all n ≥ 2. Then, considering Eq. (25), we get the recursive relation for ϕ n as ϕ n+1 = 2ϕ 3 n that can be easily solved to yield ϕ n = φ n = 2
. ✷ Theorem 3.14 The number of perfect matchings in the extended Tower of
Proof. Because for any perfect matching of S + n , the special vertex s is covered simultaneously with an extreme vertex in H n , there is a one-to-one correspondence between perfect matchings of S + n and perfect matchings in H n \ {a n }, H n \ {b n } or H n \ {c n }. Thus, the number of perfect matchings in S + n is 3φ n = 3 · 2
. ✷ It should be mentioned that the problem of all matchings in the Tower of Hanoi graphs has been previously studied [46] . However, here we address the problem of perfect matching in the Hanoi graphs with one extreme vertex removed. Moreover, our technique is different from that in [46] , but is partially similar to those in [47] and [48] .
Domination number and the number of minimum dominating sets in Apollonian Networks
We first address the domination number and the number of minimum dominating sets in Apollonian networks, by using their structural self-similarity.
Domination number
Let γ n be the domination number of A n . All dominating sets of A n can be sorted into four classes: Θ 0 n , Θ 1 n , Θ 2 n , and Θ 3 n , where Θ k n , k = 0, 1, 2, 3, denotes the set of those dominating sets, each containing exactly k outmost vertices. Let Υ k n , k = 0, 1, 2, 3, be the subsets of Θ k n , each of which has the smallest cardinality, denoted by γ k n . The dominating sets in Υ k n+1 , k = 0, 1, 2, 3, can be further sorted into two groups: in one group, each dominating set contains the center vertex, while in the other group, every dominating set excludes the center vertex.
Lemma 4.1 The domination number of Apollonian network
Thus, the problem of determining γ n is reduced to evaluating γ 0 n , γ 1 n , γ 2 n , γ 3 n . We next estimate these quantities.
Lemma 4.2 For Apollonian network
Proof. By definition, γ k n+1 , k = 0, 1, 2, 3, is the cardinality of a set in Υ k n+1 . The four sets Υ k n+1 , k = 0, 1, 2, 3, can be iteratively constructed from Υ 0 n , Υ 1 n , Υ 2 n , and Υ 3 n , as will be shown below. Then, γ k n+1 , k = 0, 1, 2, 3, can be derived from γ 0 n , γ 1 n , γ 2 n , and γ 3 n . Eqs. (28)- (31) can all be proved graphically. We first prove Eq. (28). By Definition 2.2, A n+1 consists of three copies of A n , A i n with i = 1, 2, 3. By definition, for an arbitrary dominating set D belonging to Υ 0 n+1 , the three outmost vertices of A n+1 are not in D, implying that the outmost vertices Y i and Z i of A i n , i = 1, 2, 3, do not belong to D, see Fig. 2 . Then, we can construct D from Υ 0 n , Υ 1 n , Υ 2 n , and Υ 3 n by considering whether the outmost vertices X i of A i n , i = 1, 2, 3, are in D or not. . Similarly, we can prove Eqs. (29) , (30) , and (31) . In Figs. 15, 16 , and 17, we provide graphical representations of them. ✷ For small n, γ 0 n , γ 1 n , γ 2 n , and γ 3 n can be determined by hand. For example, for A n , n = 1, 2, 3, we have ( 2, 2, 3) , and (γ 0 3 , γ 1 3 , γ 2 3 , γ 3 3 ) = (3, 3, 3, 3). For n ≥ 3, these quantities follow some relation as stated in the following lemma.
Lemma 4.3 For Apollonian network A n , n ≥ 3, the four quantities γ 0 n , γ 1 n , γ 2 n , and γ 3 n obey the following relations: Proof. We prove this lemma by induction on n. When n = 3, γ 0 3 = γ 1 3 = γ 2 3 = γ 3 3 = 3. Thus, the basis step holds. Let us suppose that the relation holds true for n = k, that is,
Then, from Eq. (28), we obtain
Analogously, we can derive
Comparing the above-obtained four relations and using induction hypothesis
. This completes the proof. ✷ Theorem 4.4 The domination number of Apollonian network A n , n ≥ 3, is
Proof. Lemmas 4.1 and 4.3 imply that γ n = γ 3 n . Then, we have the following recursion relation for
With the initial value γ 3 = 3, this relation is solved to yield γ n =
Corollary 4.5 For Apollonian network A n , n ≥ 3,
Proof. By Lemmas 4.2 and 4.3 and Eq. (33), the result is concluded immediately. ✷
Number of minimum dominating sets
Let w n be the number of minimum dominating sets in Apollonian network A n .
Theorem 4.6
The Apollonian network A n , n ≥ 4, has a unique minimum domination set, that is, w n = 1.
Proof. Equation (34) and Fig. 17 indicate that for n ≥ 4, any minimum dominating set of A n+1 is the union of three minimum dominating sets in Υ 3 n , of the three copies of A n (i.e., A 1 n , A 2 n , and A 3 n ) forming A n+1 , with their identified outmost vertices being counted only four times. Since the minimum dominating set of A 4 is unique, for n ≥ 4, there is a unique minimum dominating set in A n . In fact, the unique dominating set of A n , n ≥ 4, is the set of all vertices of A n−2 . ✷ The Apollonian network A n has some interesting properties. For example, a dominating set of any of its subgraphs, say A ′ n , obtained from A n by deleting one or several outmost vertices is also a dominating set of the whole network A n . This can be explained as follows. For a new neighboring vertex (with degree 3) of an outmost vertex in A n not in its subgraph A ′ n , it must be generated at iteration n and its other neighbors are also neighbors of the outmost vertex. Thus, any dominating set of the subgraph A ′ n must simultaneously dominate the new vertex and its neighboring outmost vertex. Therefore, any dominating set of A ′ n is also a dominating set of A n . In addition to the number of minimum dominating sets in Apollonian network A n itself, the number of minimum dominating sets in some of its subgraphs can also be determined explicitly. Let x n be the number of minimum dominating sets of A n \ {X, Y, Z}, let y n be the number of minimum dominating sets of A n \ {X, Y }, which is equal to the number of minimum dominating sets of A n \ {Y, Z} or A n \ {Z, X}, and let z n be the number of minimum dominating sets of A n \ {X}, which equals the number of dominating sets of A n \ {Y } or A n \ {Z}.
Lemma 4.7 For the Apollonian network A n , n ≥ 4, x n = 8, y n = 2, and z n = 1.
Proof. Figs. 14, 15, and 16 show that the quantities x n , y n , and z n satisfy the following relations:
Using x 3 = 1, y 3 = 2, z 3 = 1, and w n = 1 for all n ≥ 3, the above-obtained relations in Eqs. (38), (39), and (40) are solved to give the result. ✷
Domination number and the number of minimum dominating sets in extended Tower of Hanoi graphs
We are now in a position to study the domination number and the number of minimum dominating sets in extended Tower of Hanoi graphs.
Domination number
Let γ n denote the domination number of the extended Tower of Hanoi graph S + n , n ≥ 1. Proof. The proof technique is similar to that in [49] . The basic idea is to construct a minimum dominating set D of H n (n ≥ 1) with size γ n , and then show that D is also a minimum dominating set of S + n . For a vertex ξ = ξ 1 ξ 2 . . . ξ n−1 ξ n in H n , Let f k ξ denote the number of terms in the label for ξ that are equal to k for k = 0, 1, or 2. Define D as a subset of vertices in H n such that D = {ξ ∈ V(H n )|f 0 ξ and f 1 ξ are even}. Then, for even n, all the three extreme vertices are in D; while for odd n, only extreme vertex c n is in D. By definition, for any pair of nearest vertices in D, their distance is exactly 3, thus they have no neighbors in common [49] . Moreover, any vertex in D has 3 neighbors, except the extreme vertices, each having only two neighbors in H n . Note that any other vertex in V(H n )\D is adjacent to exactly one vertex in D [49] . Therefore, the number of vertices in D is |D| = 3 n +3 4
for even n or |D| = 3 n +1 4
for odd n. Hence D is a dominating set of H n .
We proceed to show that D is also a minimum dominating set of H n . Since all vertices of H n have a degree 3, except the three extreme vertices (each with a degree 2), every vertex in a minimum dominating set can dominate at most 4 vertices including itself. As a result, any dominating set of H n contains at least ⌈ vertices for odd n. Thus, D is actually a minimum dominating set of H n . Considering that D includes at least one extreme vertex, which is a neighbor of the special vertex s in S + n , which implies that D is a dominating set of S + n . Because in any dominating set of S + n , there are at least ⌈
vertices for even n, or ⌈
4 vertices for odd n, D is also a minimum dominating set of S + n . This completes the proof. ✷ Theorem 4.8 shows that the domination number of the extended Tower of Hanoi graph S + n , n ≥ 1, is equivalent to that of the corresponding Tower of Hanoi graph H n [49, 50, 51, 52].
Number of minimum dominating sets in S +
n for odd n We will show that except for the domination number, the number of minimum dominating sets in the extended Tower of Hanoi graph S + n , n ≥ 1, can also be determined explicitly, at least for odd n. Hereafter, we will only consider the number of minimum dominating sets in S + n for odd n. Given a minimum dominating set D of S + n , the vertices of any subset ∆ ⊂ V(S + n ) can be classified into three types. For any vertex y ∈ ∆, either y is in D, or y is adjacent to a vertex in D that is a disjoint union of D ∩ ∆ and D \ ∆. If y ∈ D, we say y is of type I; if y is adjacent to a vertex in D ∩ ∆, then y is of type D; otherwise y is adjacent to a vertex in D \ ∆, then y is of type C. According to this definition, for an arbitrary minimum domination set D of S + n , if we set ∆ = V(H n ), then the possible types of the three extreme vertices a n , b n , and c n of
Note that H n+2 consists of nine copies of H n , denoted as H i n , i = 1, 2, . . . , 9. For any minimum dominating set D 2 of S + n+2 , which is obtained from H n+2 by adding a special vertex s connected to the three extreme vertices of H n+2 , if we set ∆ = V(H i n ), then with respect to D 2 , the corresponding three extreme vertices in H i n could possibly belong to one of three types: (i) C-C-C, (ii) I-D-D, (iii) I-I-C, because any vertex in D 2 dominates exactly four vertices including itself, each without being dominated by any other vertex in D 2 . However, the type I-I-C actually does not exist as stated in the following lemma. type I-I-C for the three extreme vertices in any H i n , i = 1, 2, . . . , 9, is not possible to exist.
Proof. Let D 2 be a minimum dominating set of S + n+2 . As shown above, if we restrict ∆ = V(H n+2 ), then for the three extreme vertices of H n+2 , either all of them are of type C, or one extreme vertex is of type I, while the other two are of type D. For any pair of adjacent extreme vertices belonging to two different copies H i n , their types under ∆ = V(H i n ) obey the following two rules: (1) Type C is adjacent to only type I, and vice versa; (2) D is adjacent to only D. According to these rules, by induction we can prove that in S + n+2 , the type (iii) I-I-C for the three extreme vertices in any H i n actually doesn't exist.
For n = 1, it is easy to check by hand that there are only four minimum dominating sets in S + 3 , see Fig. 18 , where type I-I-C is not existent. Assume that the result holds for n − 2 (n ≥ 3), i.e. for any minimum dominating set in S + n there is no type I-I-C in any H i n−2 , i = 1, 2, . . . , 9, when setting ∆ = V(H i n−2 ). For n, by contradiction, suppose that type I-I-C exists for the three extreme vertices of a subgraph H i n of S + n+2 , Fig. 19 shows that the extreme vertex ⋆ of the topmost H i ′ n−2 as a constituent of some H i n should be of type I. This is not possible to exist, since for this case, at least two extreme vertices in the topmost H i ′ n−2 are of type I, which is in contradiction to the induction hypothesis. This completes the lemma. ✷ We now determine all minimum dominating sets in S + n for odd n. Note that for odd n, all vertices of S + n can be categorized into four disjoint classes: For the four minimum domination sets X 1 n , X 2 n , X 3 n , X 4 n in S + n , considering the vertex subset V(H n ) ⊂ V(S + n ), we have that the types of the three extreme vertices a n , b n , and c n are in succession D-D-I, D-I-D, I-D-D, and C-C-C, respectively. We now prove that X 1 n , X 2 n , X 3 n , and X 4 n are the only four possible minimum dominating sets of S + n by induction. For n = 1, X 1 1 = {c 1 }, X 2 1 = {b 1 }, X 3 1 = {a 1 }, and X 4 1 = {s}, all of which are the possible minimum dominating sets of S + 1 and are uniquely determined by the types of the three extreme vertices.
Suppose that X 1 n , X 2 n , X 3 n , and X 4 n are the only minimum dominating sets of S + n . That means for any minimum dominating set X k n , k = 1, 2, 3, 4, the types of the three extreme vertices of H n are determined, it is the same with the types for extreme vertices of H i n−2 . In other words, the types of the three extreme vertices of H n are sufficient to determine all minimum dominating sets in S + n . For H n+2 , we next prove that X 1 n+2 , X 2 n+2 , X 3 n+2 , and X 4 n+2 are the only possible minimum dominating sets of S + n+2 . As shown above, with respect to any minimum dominating set D 2 of S + n+2 , for the three extreme vertices of H n+2 , either all are of type C, or one is of type I, while the other two should be of type D. Given the initial types of the three extreme vertices of H n+2 as those in X 1 n+2 , X 2 n+2 , X 3 n+2 , and X 4 n+2 , the types of the extreme vertices of its nine subgraphs H i n , i = 1, 2, . . . , 9, are uniquely determined, belonging to D-D-I, D-I-D, I-D-D, or C-C-C, see Fig. 20 . By induction hypothesis, given initial types the three extreme vertices a n+2 , b n+2 , and c n+2 , the vertices in H i n that are in a minimum dominating set are uniquely determined. Consequently, X 1 n+2 , X 2 n+2 , X 3 n+2 , and X 4 n+2 are the only four minimum dominating sets of S + n+2 . Thus the proof is completed. ✷ Note that 1-perfect codes [51] and L(2, 1)-labelings [52] have been studied for Sierpiński graphs, which are generalization of the Tower of Hanoi graphs. 1-perfect codes are also called efficient dominating sets. For a graph G = (V, E), a subset C of V is a 1-perfect code if and only if the neighbours of every vertex v in C, including v itself, form a partition of V. In [51] , it was shown that there are exactly 3 1-perfect codes in H n for odd n; while in [52] , it was proved that there exists an almost perfect code in H n . In the first case the special vertex s in not added to a perfect code, while in the second case s is added to an almost perfect code. This yields four minimum dominating sets of S + n as stated in Theorem 4.10. However, our proof for Theorem 4.10 is short, since we only touch on the Hanoi graphs, while the two previous papers [51, 52] deal with a broad class of Sierpiński graphs, subsuming the Hanoi graphs as particular cases. Thus, to some extent our work and previous ones [51, 52] are complementary to each other, at least for the Hanoi graphs H n with odd n. Fig. 18 provides the four different minimum dominating sets for S + 3 . Although for odd n, there are only four possible minimum dominating sets for S + n , for even n, the number of minimum dominating sets in S + n is high. For example, numerical result shows that there are 22 different minimum dominating sets in S + 2 . Future work should include explicit determination of the number of minimum dominating sets in S + n for even n.
