Predictions from science and engineering models depend on the values of the model's input parameters. As the number of parameters increases, algorithmic parameter studies like optimization or uncertainty quantification require many more model evaluations. One way to combat this curse of dimensionality is to seek an alternative parameterization with fewer variables that produces comparable predictions. The active subspace is a low-dimensional linear subspace of the space of model inputs that captures the variability in the model's predictions. We describe a method for checking if a model admits an exploitable active subspace, and we apply this method to a single-diode solar cell model. We find that the maximum power of the solar cell has a dominant one-dimensional active subspace in its space of five input parameters.
Introduction
Science and engineering simulations often contain several input parameters-e.g., physical constants, boundary conditions, or geometry descriptions. When presented with such parameterized simulations, the scientist naturally wonders how the simulated predictions depend on the input parameters. Which parameters, when perturbed, create the largest change in predictions? How precisely must the parameters be specified to ensure accurate predictions? And what is the effect of imprecisely prescribed input parameters on the predictions? If the goal is to maximize or minimize a predicted quantity, which combinations of parameters correspond to larger or smaller values of the prediction? In a similar vein, one may ask which parameter values correspond to predictions outside a safe region of operation-or which parameter values yield predictions that are consistent with a set of observations.
Many scientists rely on intuition about the physical system to answer these questions.
But intuition becomes less trustworthy as the simulations become more complex, e.g., when they include several interacting physical components. Algorithms for optimization, uncertainty quantification, and model calibration become more attractive as model complexity increases. If an algorithm can easily interface with the simulation-e.g., by automatically evaluating predictions given values for the inputs-then applying the algorithm to the simulation becomes relatively easy.
The number of times the algorithm needs to evaluate a prediction will increasesometimes extremely rapidly-as the number of inputs increases. The situation is worse if each evaluation requires significant computational resources. For example, finding the global minimum of a complicated prediction depending on one hundred inputs is not tractable if available resources permit only ten model evaluations. In practice, the scientist may choose only the most important parameters to vary so the study fits within the computational budget. Alternatively, one may seek a low-dimensional description of the prediction as a function of the input parameters. If such a description is sufficiently accurate, then studies like optimization or calibration can work in the space of fewer variables-potentially allowing the desired parameter studies within the given budget.
The active subspace is low-dimensional linear subspace of the space of input parameters that describes the majority of variability in the model predictions. Not all models have an active subspace. Some model's predictions vary significantly along all directions in the space of model inputs. However, if a model does admit an active subspace, then one can exploit it to perform parameter studies on the coordinates of the subspace-i.e., the active variables-which are linear combinations of normalized versions of the model's input parameters. Therefore, it can be very advantageous to discover that a model admits an active subspace.
Active subspaces have been studied in a variety of contexts under different names.
Cook's excellent text Regression Graphics [3] reviews and develops statistical methods for dimension reduction in the context of regression surfaces, and it contains references to the major works in the statistics literature. What we call the active subspace is a type of dimension-reduction subspace in Cook's parlance [3, Chapter 6]-though we are working with noiseless computer simulations in contrast to general regression surfaces. Russi's 2010 Ph.D. dissertation [10] uses the phrase active subspace in a way comparable to our use. He exploits the active subspace to construct quadratic surrogate models for uncertainty quantification in chemical kinetics models. Our prior work [2] develops a theoretical framework for active subspaces including applications to kriging response surfaces; we have applied these methods to several models in aerospace engineering [1, 9, 13] .
In this paper, we describe how to test a model for an active subspace, and we apply this test to a single-diode model of a photovoltaic solar cell with five input parameters. In the Section 2, we generically describe the active subspace and how to search for it. We then describe the single-diode model, its input parameters, and its predicted performance parameters (i.e., model outputs) in Section 3. We apply the tests for the active subspace to the single-diode model in Section 4 and show that a dominant one-dimensional active subspace is present in the five-dimensional space of input parameters. We conclude in Section 5 with a discussion of how one may exploit the low dimension of the active subpace to further study the parameter dependence in the single-diode model.
We consider a generic multivariate function f = f (x), where x represents the inputs of the model, and f represents a specific scalar performance parameter that the model predicts. Let X = [ −1, 1] m be the normalized domain with x ∈ X , and let ρ : X → R + be a measure on X . For simplicity, we let ρ be constant on X such that it integrates to one; such assumptions are common in engineering models, though this can be relaxed.
Assume f is diffentiable and absolutely continuous, and denote the gradient ∇ x f (x) =
[∂f /∂x 1 , . . . , ∂f /∂x m ] T oriented as a column vector.
We are interested in the following matrix, denoted C and defined as
In the context of dimension reduction for regression functions, this matrix is called an average derivative functional [12] . Note that we are not studying regression functions, per se, but computer simulations symbolized by f . The matrix C is symmetric and positive semi-definite, so it admits a real eigenvalue decomposition
We can partition the eigenvectors,
where W 1 contains the first n eigenvectors, and Λ 1 contains the n largest eigenvalues. We use the two sets of eigenvectors to create new sets of variables y = W T 1 x and z = W T 2 x. We call the subspace defined by W 1 the active subspace, and we call the variables y the active variables; the term active subspace methods for this type of analysis was first used in Russi's 2010 Ph.D. dissertation [10] . The following two lemmas justify these labels.
Lemma 2.1
The mean-squared directional derivative of f with respect to the eigenvector w i is equal to the corresponding eigenvalue,
The proofs of these lemmas can be found in our prior work [2] . In words, they mean that f varies more on average along the directions W 1 than along the directions W 2 ; the eigenvalues quantify precisely how much more. If an eigenvalue is exactly zero, then f (x)
is constant along the direction defined by the corresponding eigenvector over all of X .
To gain some intuition, consider the extreme case where all eigenvalues are precisely
, where w 1 is the first column of W , and g is a univariate function. In many applications, the smaller eigenvalues are not precisely zero, but they may be much (e.g., orders of magnitude) smaller so that f (x) may be reasonably approximated by a function of n < m linear combinations of x.
If a given model f admits such structure, then certain operations-e.g., response surface modeling or optimization-become much less expensive. In particular, these operations can be performed in the n-dimensional space of the active variables y instead of the full mdimensional space. It is therefore extremely valueable to determine if f admits an active subspace. Note that this analysis assumes that the measure ρ on the domain X is given, and the computed quantities (like W and Λ) will change if a different ρ is given.
Identifying an active subspace
To identify the active subspace, we must approximate the matrix C from (1). Since C is the mean of the outer product of the gradient, we can approximate it with simple Monte
We use the eigenvalues of the approximationĈ as evidence of the presence of an active subspace. In particular, a large gap in the eigenvalues indicates a separation between the corresponding active and inactive subspaces defined byŴ 1 andŴ 2 , respectively. The qualification large depends on the application. For example, a good low-dimensional approximation of f over its entire domain may need a much larger separation than a good approximation of the bounds or the average of f . Other eigenvalue-based dimension reduction schemes-e.g., principal component analysis-use heuristics like choosing the dimension of the subspace such that the ratio 
Visualization with the active subspace
Scatter plots are a common way to visualize data sets in search of a trend. Unfortunately, visualization tools can only display scalar responses f as a function of at most two variables.
When the response depends on more than two variables, one can plot responses versus each variable or each pair of variables.
1 One could acheive a more accurate approximation of C and its eigendecomposition with an integration rule that is more accurate than simple Monte Carlo. However, if m is greater than two or three, then tensor product constructions of accurate univariate numerical integration rules (e.g., Gaussian quadrature) require too many evaluations of the gradient to be practical-especially if the gradient is expensive to compute.
Using the vectors defining the active subspace, we can create scatter plots based on the active variables, which often show discernible trends that can be exploited in further studies (e.g., building regression models or optimization). This idea is described in detail in the texts on regression graphics [3] . For example, suppose we have noticed a large gap between the first and second eigenvalue. We can confirm the presence of the active subspace by first sampling x i from ρ as in (6), computing f i = f (x i ) (often computed along with the gradients in (6)), and plotting the pairs (w 
Gradient approximation
Often the gradient ∇ x f is not available or is too complicated to compute. To approximate partial derivatives, one builds a model of f (x) that is easily differentiable, e.g., a polynomial model. A finite difference approximation of the partial derivative with respect to x i at x computes the slope of the plane that interpolates f at x and x + εe i , where e i is a vector of zeros with a one in the ith component.
If the simulation output is well behaved as a function of the variables x, then finite difference approximations of gradients can be used as a substitute for the true gradient.
Each finite difference approximation requires m + 1 evaluations of f , so the number of evaluations to computeĈ is M(m + 1). To repeat this computation M ′ times to study the variability inΛ andŴ requires M ′ (M)(m + 1) evaluations of f . Therefore, finite differences are most appropriate when the following are satisfied:
• the simulation output behaves well as a function of the parameters, i.e., there is no noise due to limited iterations of a nonlinear solver or large changes of the function on scales smaller than the finite difference step size,
• the simulation completes in a short enough time on available computing resources to permit M ′ (M)(m + 1) evaluations.
Both of these conditions are satisfied for the performance parameter of interest from the single-diode model as a function of its input parameters. Therefore, we use finite differences in place of the true gradient to search for an active subspace. it contains several model parameters: the short-circuit current, I SC (I when V = 0), the reverse saturation current I S , the ideality factor, n, and the series and parallel resistances, R S and R P respectively. In general, these parameters may depend on irradiance, temperature, or voltage. Once the model parameters are estimated (e.g., by using methods in [6] or [5] ), practitioners can estimate certain functions of the model parameters-the key performance parameters-such as the maximum power output, P max , and energy conversion efficiency η, which are functions of irradiance and temperature. Estimating the model and performance parameters often presents challenges. For example, many single-diode model parameter estimation methods have been proposed in the PV literature, and it is not always clear if any particular estimation yields a unique result [7] . Further, since each key performance parameter is the output of a function of the model parameters; errors in estimating the latter will cause issues in estimating the former.
Given these issues, it is desirable to know how the variability or uncertainty in each of the model parameters (inputs) affects variability in estimates of the key performance parameter (outputs). In particular, it would be useful to know whether the space of inputs admits an active subspace. If an active subspace is present, then estimation of the performance parameters is greatly simplified. For example, rather than conducting I-V measurements in a way that yields accurate estimates of all model parameters, practitioners could instead focus on measurements that accurately estimate parameters in the active subspace.
Calculating the key performance parameters
To check for an active subspace, we first define the functions that yield the key performance parameters and comment on the implementation of these functions in MATLAB. At any particular (I, V ) point, the power of a PV device is defined as P (I, V ) = IV , and the maximum power is defined as
I-V curves are measured with a discrete set of (I, V ) points. Simply calculating P (I, V ) for each measured (I, V ) pair and choosing the largest value will not necessarily yield the true P max ; the maximum power point may occur at an (I, V ) point that was not measured.
For this reason, we use a performance model to calculate the entire I-V curve. Then, using the entire I-V curve, we can perform the maximization over the entire (I, V ) space. In this work, we use the single-diode model as a performance model 2 :
where the thermal voltage is V th := k B T /q, I L is defined as
and 2 The single-diode model often has accompanying auxiliary equations that describe the way in which each of the parameters changes under different irradiance and temperature conditions. In this work, we use the auxiliary equations described in [14] . See [4] for an example of others. Table 1 . These domains include values that are typical of a 2cm 2 silicon PV cell. We obtain power as a function of the data I, V , E, and fixed parameters θ by first using Lambert W functions to solve equations (8)- (9) for I as a function of V , E, and θ, denoted I = g I (V, E; θ) [8] . Then we multiply this function by V to obtain
For a fixed θ and E = 1 (which corresponds to the irradiance value at SRC), maximizing equation (7) over the space of all values of I and V is equivalent to maximizing equation (10) over the space of all values of V . Once the power is calculated, efficiency η is expressed
where A is the surface area of the PV cell and E is the input irradiance. Implementations of equations (10) and (11) in MATLAB constitute the model being analyzed for active subspaces in Section 4. Requests for the MATLAB code may be sent to the third author, Campanelli.
An active subspace in the single diode model
We apply the techniques from Section 2 to search for an active subspace of the P max performance parameter as a function of the variables θ defined in Table 1 . The MATLAB scripts for generating these figures can be found at https://bitbucket.org/paulcon/active-subspaces-in-a-
We first normalize the domain of P max = P max (θ) to the hypercube; denote the nor-
T . The variable θ 2 varies over several orders of magnitude, and preliminary tests show that P max changes rapidly near smaller values of θ 2 .
To address this, we prefer to work with log(θ 2 ). The range of log(θ 2 ) is bounded below by -24.54 and above by -15.32. Let θ l,i and θ u,i be lower and upper bounds, respectively, on variable θ i . We define the normalized variables as
Then x ∈ [−1, 1] 5 , and we let the measure ρ be equal to 2 −5 inside the hypercube and zero outside.
We choose M = 50 points x i uniformly at random from [−1, 1] 5 , and for each x i we compute both P max and a finite difference approximation of the gradient; each sample x i from the normalized domain must be shifted and scaled (and transformed by the exponential in the second component) to the original domain to make sense with the single-diode model. We use a finite difference step size of 10 −4 in the normalized domain.
To study variability in the computed components ofĈ from (6), we repeat the procedure M ′ = 200 times. The bootstrap 95% confidence intervals for the eigenvalue estimates are shown in Table 2 . There is a gap of nearly an order of magnitude between both the first and second and the second and third eigenvalues. This suggests a very dominant one-dimensional active subspace. These components connect the active subspace to the (normalized) variables in the model; Figure 1 includes the corresponding labels in the x-axis. The magnitudes of the eigenvector components can be used as measures of relative sensitivity for each of the parameters in the model. A large absolute value of the eigenvector component implies that this variable is important in defining the direction that produces the most change (on average) in the model output. The component corresponding the parallel resistance R P is close zero, which implies that changes in R P do not cause as much change to P max as the other parameters. A sensitivity analysis that was limited to model variables (e.g.,
variance-based decompositions that use Sobol indices [11] ) would likely conclude that four of the five coordinate dimensions were important. However, the rotation of the domain Table 1 for a description of the variables.
produced by the eigenvector matrix W allows for a much more general sensitivity analysis. of the one-dimensional active subspace is apparent in this plot, since more variation in P max is visible along the first active variable (the x-axis) than the second (the y-axis).
Lastly, Figures 3a and 3b show all 10000 evaluations of P max projected with the oneand two-dimensional active subspaces, whereŵ 1 andŵ 2 are computed fromĈ in (6) 
Discussion and conclusions
The estimated eigenvalues in Table 2 and the plots in Figures 2 and 3 in Section 4 provide strong evidence for the presence of a dominant one-dimensional active subspace in the P max performance parameter computed from the single-diode model as a function of the model's five input parameters. The natural question is how one can exploit the dimension reduction afforded by this apparent active subspace. There are five types of studies where one must explore the space of inputs that benefit greatly from fewer input parameters. To keep the scope of this paper limited, we do not address the details of any of these studies, and we prefer to reserve them for future exploration.
Visualization. The active subspace enables one to view the model output's dependence on its inputs with standard computer graphics tools when the active subspace is not more than two-dimensional. Visualizations like those in Figures 2 and 3 can provide insights to modelers seeking to improve their models.
Optimization. Suppose one wanted to maximize P max over the input variables. The plot in Figure 3 shows a monotonic trend in the univariate function of the first active variable.
For such functions, maximization is trivial; simply make the first active variable w T 1 x as large as possible subject to the constraints x ∈ [−1, 1] m . In general, a five-dimensional global optimization where the input/output relationship is not well understood is a difficult problem. For the P max output from the single-diode model, the active subspace provides a way to discover the location of the global optimum with ease.
Response surfaces. If the single-diode model were expensive to evaluate, then one may wish to construct a response surface that approximates the map from inputs to outputs. A one-dimensional active subspace allows one to build a response surface on only the active variable instead of the five model input parameters. Constructing a response surface in one variable is certainly preferred to constructing one in five variables. In addition, the visualization tools give one confidence that the response is sufficiently smooth with respect to the active variable to permit an accurate response surface.
Averages. If the input parameters are treated as random variables, then one may wish to compute an average of P max over all five input variables to get its expected value. Since the average of P max over its inputs is the same as the average of the conditional expectation given the active variable, we need only to approximate a marginal density of the active variable to compute the average. We are still working on the specifics of this idea, but the goal would be to transform a five-dimensional integral into a one-dimensional integral requiring many fewer evaluations of P max .
Calibration. Suppose a modeler wanted to design a solar cell with P max in a specified range and needed appropriate values for the model inputs. A one-dimensional active subspace makes this query much easier-especially if P max is monotonic with respect to the active variable as in Figure 3 .
We have discussed methods for discovering a low-dimensional linear subspace that describes the variability in a model's predictions with fewer parameters than the model's natural inputs. We have applied this procedure to a single-diode solar cell model with key performance parameter P max , and we discovered a dominant one-dimensional active subspace. We offered several possible ways to exploit the knowledge of this low-dimensional parametric dependence to gain greater insight into the model.
