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摘  要：针对基于局部特征的图像匹配算法普遍存在对透视变换顽健性差的缺点，提出了一种新的二值特征描述子
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Abstract: Current local feature based image matching algorithms are usually less robust to image perspective transfor-
mation. Aiming to solve this problem, a new perspective invariant binary code (PIBC) based image matching algorithm is 
proposed. Firstly, FAST corners are detected on the pyramid images, those corners with non-maximum Harris corner re-
sponse value and the edge points are further eliminated. And then, by simulating the perspective transformations of im-
ages taken from different viewpoints, a single FAST corner is described with binary descriptors under different viewpoint 
transformations, which makes the descriptor could describe the identical feature point on different perspective transform 
images. Experimental results show its robustness to image perspective transformation, while its complexity is similar 
with SURF.  
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的缺点，Rubee 等[12]提出了一种 ORB 算法，特征
点的主方向通过计算不变矩得出。ORB算法通过提

































题，其计算复杂度约为 SIFT算法的 7.7倍[18]。 
为了弥补上述算法的不足，本文提出了一种基于
PIBC（perspective invariant binary code）二值特征描
述子的图像匹配算法。创新点主要包含以下两点。 
1) 针对 FAST 角点存在边缘响应点和单角点
存在多响应的问题，提出利用 Harris角点响应值，
去除 FAST角点中的边缘点与非极大值点。 
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2  算法原理 
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进行邻域非极大值抑制。实验结果如图 1 所示。  
     
(a) 为原始 FAST角点         (b) 经过非极大值后的角点 
    
    (c) ORB算法提取的角点       (d) 利用Harris角点响应值消除边 
                                 缘响应和非极大值抑制后的角点 
图 1  不同方式提取的 FAST角点分布对比 









































图 2  透视变换图像块测试点分布示意 
为模拟不同视角下测试点对应透视变换矩阵，
下面对相机成像模型进行了分析。如图 3所示，待
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因此只需对和 进行采样。设 0  ，则旋转矩
阵可以简化为 
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sect  描述 的变化，其取值范围为 {1, 2,t  
2, 2 2, 4} ，  的采样步长为 2π 5t  ，
[0, 2π)  ，采样方式如图 4所示。 
 
图 3  相机透视成像模型 
 
(a) t的采样方式              (b) k的采样方式 
图 4  t和 k的采样方式 





本文 r取经验值 9。首先，定义图像不变矩 
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由旋转矩阵计算旋转后的测试点对坐标 





 ,H   L H L  (15) 
经过旋转及透视变换后描述子计算方式如下 
 ( , ) : ( ) | ( , )n n i i Hk p f p  x y L  (16) 








2.6  算法流程 
基于 PIBC描述子的图像配准流程如下。 
输入：待匹配图像 I1, I2 














3  实验与分析 
本文实验使用了 3 组图像，第 1 组图像为
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3.1  与传统匹配算法实验结果对比  




















   
(a) Graf 1                 (b) Graf 4 
   
(c) Wall 1                 (d) Wall 4 
图 5  Mikolajczyk数据集中的部分图像 
表 1 各算法在 Graf图像集的匹配结果 
算法 1|2 1|3 1|4 1|5 1|6 
SIFT 499 369 155 0 0 
SURF 467 280 34 0 0 
ORB 695 435 198 28 0 
BRIEF 509 366 0 42 0 
BRISK 236 58 18 0 0 
KAZE 523 257 67 0 0 
PIBC 675 530 384 286 173 
 
(a) Graf 1与 Graf 4匹配结果 
 
(b) Graf 1与 Graf 6匹配结果 









表 2  各算法在Wall图像集的匹配结果 
算法 1|2 1|3 1|4 1|5 1|6 
SIFT 537 446 296 46 4 
SURF 540 416 271 56 5 
ORB 518 453 81 20 0 
BRIEF 765 695 420 233 25 
BRISK 192 156 43 16 0 
KAZE 597 559 338 74 0 
PIBC 646 585 473 365 260 
 
(a) Wall 1与Wall 5匹配结果 
 
(b) Wall 1与Wall 6匹配结果 
图 7  Wall图像集部分匹配结果 
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每组含 9 幅图像，一组为 painting，倾斜角变化为
−80°~80°，图 8(a)和图 8(b)为其中 2幅图像。一组为
magazine，倾斜角变化为 0°~80°，图 8(c)和图 8(d)
图像为其中 2 幅图像。另一类图像为倾斜角一定，
旋转角不同，旋转角度变化为 0°~90°。该类图像同
样包含 2组图像，每组含 10幅图像，分别为 tilt_t2





(a) painting                 (b) magazine 
  
(c) tilt_t2                      (d) tilt_t4 
图 8  Morel_Yu数据集部分图像 



















(a) painting图像匹配结果对比（每幅图像提取约 400个特征点） 
 
(b) magazine图像匹配结果对比（每幅图像提取约 1 000个特征点） 
 
(c) tilt_t2图像匹配结果对比（每幅图像提取约 600个特征点） 
  
(d) tilt_t4图像匹配结果对比（每幅图像提取约 500个特征点） 
图 9  各算法在Morel_Yu数据集中匹配结果对比 
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(a) painting图像集中第 1幅图像与倾斜角 80°图像匹配结果 
（在 402对匹配点中有 141对正确匹配） 
 
(b) magazine图像集中第 1幅图像与倾斜角 80°图像匹配结果 
（在 1 003对匹配点中有 123对正确匹配） 
 
(c) tilt_t2图像集中第 1幅图像与旋转 90°图像匹配结果 
（在 598对匹配点中有 143对正确匹配） 
 
(d) tilt_t4图像集中第 1幅图像与旋转 30°图像匹配结果 
（在 507对匹配点中有 173对正确匹配） 
图 10  本文算法在Morel_Yu数据集部分匹配结果 




剧烈。图 11给出了从该数据集中抽取的 4对图像。 
  
(a) UAV_1                    (b) UAV_2 
  
(c) UAV_3                     (d) UAV_4 
图 11  XMU_UAVImg数据集部分图像 
每幅图像提取 1 000  10 个特征点，表 3 给出了本
文算法与 SIFT、SURF、BRIEF、ORB、BRISK、





表 3  各算法在 XMU_UAVImg数据集上的匹配结果 
结果 SIFT SURF BRIEF ORB BRISK KAZE PIBC
UAV_1 195 87 0 213 35 65 263
UAV_2 60 61 0 27 23 16 145
UAV_3 92 52 0 73 15 23 182














图 12  本文算法在 XMU_UAVImg数据集上的匹配结果 
由表 3可以看出，BRIEF算法由于不具备旋转
不变性，因此对视角变换大的低空遥感图像匹配基
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本失效。BRISK和 KAZE算法虽然也有一定的正确















表 4   各算法平均正确匹配数与特征点总平均数 
数据集 ASIFT算法 PIBC算法 
Graf 1 699/31 169 410/1 003 
Wall 3 789/36 922 465/1 002 
magazine 4 134/26 178 662/1 004 
painting 7 92/102 82 200/402 
tilt_t2 1 078/17 185 334/603 
tilt_t4 179/7 608 153/503 
XMU_UAVImg 583/34 672 196/1 005 
 













描述子长度与 ORB算法描述子长度均为 256 bit，
由于待匹配图像特征描述子个数为原始 53 倍，所
以匹配时间约是 ORB 算法的 53 倍。在 RANSAC
去错配方面，由于 2个算法返回匹配点个数近似相
等，所以本文算法与 ORB算法去错配时间近似。




7 6 27 2 53 1
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度。ORB 算法在时间效率上比 SIFT 算法提高了 2
个数量级，比 SURF算法提高了 1个数量级[12]，所
以本文算法理论上的时间复杂度和 SURF近似，但
优于 SIFT算法，相比 ASIFT及 PSIFT算法具有更
大的速度优势。 
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