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УДК 519.6 
С. Е. ГАРДЕР, Е. П. ГОМОЗОВ
АНАЛИЗ И ПРОГНОЗИРОВАНИЕ КУРСОВОЙ СТОИМОСТИ БИТКОИНАМЕТОДОМ SSA 
Приведен обзор существующих на сегодняшний день математических моделей функционирования финансового рынка. Однако, практиче-
ски все публикуемые исследования носят в основном теоретический характер, прогнозы, как правило, требуют большого количества наблю-
дений, плохо работают в окрестностях бифуркаций и не имеют компьютерной модели, которая могла бы строить прогнозы в режиме реаль-
ного времени. В работе на основе метода SSA (Singular Spectrum Analysis) проведен анализ структуры и прогнозирование временного ряда
курсовой стоимости биткоина. Получен более точный прогноз по сравнению с применением для прогнозирования моделей ARIMA и
ARFIMA-FIGARCH даже и в «критических» для этих моделей случаях. 
Ключевые слова: временной ряд, биткойн, анализ структуры, прогноз, сингулярный спектральный анализ, метод SSA – «Гусеница». 
С. Є. ГАРДЕР, Є. П. ГОМОЗОВ
АНАЛІЗ І ПРОГНОЗУВАННЯ КУРСОВОЇ ВАРТОСТІ БІТКОІНА ЗА МЕТОДОМ SSA 
Надано огляд існуючих математичних моделей функціонування фінансового ринку. Однак, практично усі досліди, що були опубліковані, 
мають теоретичний характер, прогнози, як правило, потребують більшої кількості спостережень, погано працюють поблизу біфуркацій і не
мають комп’ютерної моделі, яка мала б можливість будувати прогнози в режимі реального часу. На засадах методу SSA проведено аналіз
структури та прогнозування ряду курсової вартості. Отримано найбільш точний прогноз порівняно з застосуванням для прогнозування мо-
делей ARIMA і ARFIMA-FIGARCH навіть в «критичних» для цих моделей випадках. 
Ключові слова: часовий ряд, біткоін, аналіз структури, прогноз, сингулярний спектральний аналіз, метод SSA – «Гусениця». 
S. E. GARDER, E. P. GOMOZOV 
ANALYSIS AND PREDICTION OF BITCOIN RATE BY SSA METHOD 
In the paper the existing mathematical models of the financial market are reviewed. Nevertheless, the majority of the research published has the essen-
tial drawbacks such as the theoretical character of the papers, the amount of the observations required, the inadequate performance in the neighborhood 
of bifurcation points, and the absence of a computer model capable of real-time prediction. In the present paper we apply the SSA method for analyz-
ing the structure and predicting the behavior of the bitcoin rate time series. The results obtained are of higher accuracy compared to the ones obtained 
by using the ARIMA and ARFIMA-FIGARCH models for predicting, even in the critical for these models cases. 
Key words: time series, bitcoin, structure analysis, prediction, singular spectral analysis, the "Caterpillar"-SSA method. 
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Введение. Как известно, всегда существовали проблемы в прогнозировании бифуркаций курсов финансо-
вых инструментов (длин флэтов и трендов, точек перелома трендов, мыльных пузырей, обрушений рынка, кото-
рые никак не объясняются в рамках классической гипотезы эффективного рынка – ЕМН. С математической точ-
ки зрения ЕМН предполагает вероятностную модель рынка с динамикой курсов финансовых инструментов
«марковского» типа). Из теории динамических систем следует, что функционирующая в режиме реального вре-
мени сеть современных финансовых рынков должна неустранимо включать в себя структурно неустойчивые
системы. Как альтернатива ЕМН существует еще одна гипотеза относительно функционирования финансовых
рынков – гипотеза фрактального рынка – FМН [1], которая придает особое значение влиянию информации и ин-
вестиционным горизонтам в поведении инвесторов – так называемых «рациональных» и «шумовых» трейдеров
(то есть, динамика курсов финансовых инструментов описывается фрактальными временными рядами). Есть
попытки создать новые или модифицированные гипотезы поведения финансовых рынков – синергетическая мо-
дель, мультиагентная модель, модификация ЕМН на основе, так называемой теории игровой вероятности. Сре-
ди достаточно распространенных методов математического моделирования можно назвать: классический и
фрактальный анализ временных рядов [2, 3, 4], общий фрактальный анализ [5], методы дифференциальных
уравнений в частных производных [6], нейронные сети [4], многофакторный регрессионный анализ, генетиче-
ский алгоритм, методы когнитивной психологии, теории бифуркаций [8] и так далее. Однако практически все
публикуемые исследования носят в основном теоретический характер, прогнозы, как правило, требуют большо-
го количества наблюдений, плохо работают в окрестностях бифуркаций и не имеют расчетной модели, которая
могла бы строить прогнозы в режиме реального времени. 
Постановка задачи. В настоящее время имеется рынок чисто «шумовых» трейдеров, которых характери-
зует случайное подражательное и стадное поведение – это рынок криптовалют. Метод SSA (Singular Spectrum 
Analysis) – это непараметрический метод анализа временных рядов, который не требует предварительного соз-
дания модели ряда и поэтому, с нашей точки зрения, наиболее подходит для анализа структуры и прогнозирова-
ния ряда курсовой стоимости биткоина – самой популярной на сегодня криптовалюты. 
Источники исходных данных. – электронный ресурс /https://www.calc.ru/grafik-Bitcoin-k-dollaru-za-2018-
01.html. Курс биткоина взят из данных различных онлайн бирж и высчитывался как среднее арифметическое
значение на текущий момент времени. На рис.1 приведен график изменения стоимости биткоина с 20.01.2017 по
15.01.2018. 
Решение задачи. Следуя методу SSA, временной ряд раскладывается на сумму компонент: тренд, гармо-
нические составляющие и остаточную компоненту (шум). Теоретическую основу метода составляет сингулярное
разложение траекторной матрицы, столбцами которой являются вектора вложения – отрезки ряда длины L  – 
основного параметра метода, называемого длиной окна. Анализ членов сингулярного разложения позволяет
сначала классифицировать их как относящиеся к одной из компонент ряда, а затем выделить эту компоненту. 
Пусть имеется временной ряд 1 2( , , ..., )N NX x x x= длины N ( 2)N > , выберем число L  – длину окна, за-
тем последовательно заполним столбцы траекторной матрицы G . 
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Эта матрица – ганкелева, имеющая равные элементы на побочных диагоналях. 
Образуем матрицу
TR GG= . Поскольку R неотрицательно определенная, то ее собственные числа неот-
рицательны.Найдем собственные числа матрицы R , взятые в порядке убывания 1 ... 0Lλ λ≥ ≥ ≥ и соответст-
вующие им собственные векторы 1, ..., LU U . Разложение траекторной матрицы (1) на компоненты имеет вид: 
1 ... dG G G= + + ,                                                                           (2) 
где { }max , таких, что 0jd j λ= > , Ti i i iG U Vλ= , T1i i
i
V G U
λ
= , ( )1, ...,i d= ; iλ  – сингулярные числа; iV  – 
факторные векторы; набор ( ), ,i i iU Vλ  – i − я собственная тройка сингулярного разложения; вектор
i i iZ Vλ= , – вектор i − х главных компонент [1 – 3]. 
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На следующем шаге проводится группировка компонентов разложения: 
1 2
,
mI I IG G G G= + + +…   j
j
I k
k I
G G
∈
= ∑ , 
где матрицы
jIG образуют непересекающиеся подмножества. 
Последним шагом является восстановление составляющих
( )j
NX по сгруппированным матрицам jIG с по-
мощью усреднения элементов вдоль побочных диагоналей этих матриц. Результатом алгоритма является раз-
биение временного ряда на аддитивные составляющие [2]. 
Пусть G – матрица размерности ( )L K×  c элементами ijg , 1 i L≤ ≤ , 1 j K≤ ≤ . Положим ( )* min ,L L K= , 
( )* max ,K L K= и 1N L K= + − . Пусть *ij ijg g= , если L K< и *ij jig g= , если L K≥ . Тогда ряд восстанавлива-
ется по следующим формулам: 
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Полученное нами число элементов ряда курса биткоина 116N = . Следуя рекомендациям [10, 11], длина
вектора вложения 66L =  (близко к половине длины ряда), размерность траекторной матрицы ( )66 50× , что
обеспечивает наилучшую разделимость ряда на компоненты. 
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Рис. 1 – График изменения стоимости биткоина iX от времени t  (суток). 
Первые десять собственных чисел корреляционной матрицы показаны на рис. 2. 
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Рис. 2 – Собственные числа корреляционной матрицы. 
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Как правило, шум порождает медленно убывающую последовательность собственных чисел [11]. Поэтому
скачок в собственных числах отделяет собственные тройки, соответствующие медленно меняющемуся сигналу
(тренду) от остальных, соответствующих шуму. Перелом на третьем собственном значении позволяет сделать
предположение, что первые две-три компоненты в разложении несут информацию о тренде, последующие соот-
ветствуют случайной составляющей (шуму). На рис. 3 приведены собственные векторы, соответствующие пер-
вым трем собственным числам корреляционной матрицы. 
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Рис. 3 – Собственные векторы ,j iU , соответствующие первым собственным числам. Линии
― – 1й собственный вектор;  – – – – 2й собственный вектор; …. – 3й собственный вектор. 
Осцилляции третьего и последующих собственных векторов подтверждают, что соответствующие им ком-
поненты не могут относиться к тренду. 
На рис. 4 показан график временного ряда, восстановленного по 1 – 2 тройкам, вектор остатков (шума). Ряд
остатков, полученный после удаления трендовой компоненты, приведен на рис. 5. 
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Рис. 4 – Исходный ряд, tY  – ―; восстановленный ряд, tXvost  – ….., t  – время. 
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Рис. 5 – График остаточной компоненты tε , t  – время. 
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Характер автокорреляционной функции, (рис. 6) подтверждает стационарность шумовой компоненты. 
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Рис. 6 – Автокорреляционная функция остаточной компоненты. 
Данный метод исследования позволяет рассмотреть прогноз. К сожалению, дать статистическую оценку
точность не представляется возможным в силу непараметричности метода SSA. Пусть X – траекторная матрица
ряда, восстановленного по *K компонентам. Выборка, представленная матрицей X , принадлежит некоторой
поверхности S . В качестве базиса этой поверхности можно взять отобранные собственные вектора *1, ..., KU U , 
входящие в сингулярные тройки, образующие матрицу X .
Запишем разложение i − го столбца матрицы X по базису *1, ..., KU U
( ) ( ) ( )* *1 11 2 2 2, , ..., , , ..., Ti iK KX U U U m m m= ⋅ ,                                                 (4) 
где im  – неизвестные параметры разложения, подлежащие определению. 
Число уравнений системы (4) меньше числа неизвестных, то есть система недоопределенная.
Добавим к матрице X * 1K + столбец и запишем соотношение (4) для этого столбца: 
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Последний элемент в столбце
* 1KX +  – это прогнозное значение, подлежащее определению. Отбросим в
системе (5) последнее уравнение, содержащее неизвестное * 1K Lx + + . Решив полученную усеченную систему
уравнений, найдем параметры разложения ( )* **1 11 ... TK KKm m+ +
( ) 1* * * *Tm U U U X−= ⋅ ⋅
Где *U обозначает усеченную матрицу собственных значений. Теперь можно определить прогнозное зна-
чение  
( )** 1 21 ... KL L LK Lx u u u m+ + = ⋅  .                                                                   (6) 
Для нахождения следующего прогнозного значения алгоритм повторяется с известным * 1K L
x
+ +
. 
К сожалению, отсутствие математической модели не позволяет получить статистическую оценку точности
прогноза. Однако доказано [10,11], что точность обеспечивается асимптотически. 
Результаты применения методики приведены в табл. 1. 
Таблица 1 – Результаты применения методики
Дата продажи 16.01.2018 17.01.2018 18.01.2018 
Цена продажи ($) 13650 11880 11960 
Прогноз ($) 14090 12420 11170 
Погрешность (%) 3.9 4.5 6.6 
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Вывод. Получен более точный прогноз по сравнению с применением для прогнозирования моделей
ARIMA и ARFIMA-FIGARCH даже и в «критических» для этих моделей случаях. В дальнейшем результаты
прогнозирования возможно улучшить за счет разработки корректных методов подбора наиболее влияющих на
прогноз факторов, а также комбинируя модель SSA с другими методами прогнозирования курса и точек пере-
лома тренда. 
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