Abstract. In this paper, we study selection criteria for the use of word trigger pairs in statistical language modeling. A word trigger pair is dened as a long-distance word pair. To select the most signi cant trigger pairs, we need suitable criteria which are the topics of this paper. We extend a baseline language model by a single word trigger pair and use the perplexity of this extended language model as selection criterion. This extension is applied to all possible trigger pairs, the number of which is the square of the vocabulary size. When using a unigram language model as baseline model, this approach produces the mutual information criterion used in 7, 11]. The more interesting case is to use this criterion for a more powerful model such as a bigram/trigram model with a cache. We study di erent variants for including word trigger pairs into such a language model. This approach produced better word trigger pairs than the usual mutual information criterion. When used on the Wall Street Journal corpus, the trigger pairs selected reduced the perplexity of a full language model (trigram/cache) from 138 to 128 for a 5 million word training set and from 92 to 87 for a 38 million word training set.
Introduction
In speech recognition, the most widely used and successful language model is the so-called N-gram model, e. g. a bigram or trigram model, where the dependency of the word under consideration is limited to the immediate predecessor words. However it is clear that some sort of long-distance dependencies exist as well. The main goal in this paper is to include long-distance dependencies into the language model by means of so-called \trigger pairs " 7, 11] . In this work, we restrict ourselves to trigger pairs where both the triggered and the triggering events are single words (as opposed to word phrases). Unlike the approach presented in 1, 7] , where the trigger pairs are selected on the basis of a mutual information criterion, the selection criterion presented in this paper is directly the perplexity improvement obtained by extending the baseline language model by a single trigger pair. What makes the selection criteria for word pair triggers interesting in general, is the following broader view: Given a baseline language model, how can we improve this model by including additional types of dependencies? For the selection criterion, we consider two variants. In the rst variant, we directly combine trigger pairs with a given baseline model using a backing-o scheme 6]. When using a unigram language model as baseline model, this approach produces the mutual information criterion used by Rosenfeld in 11] .
The second variant we examined is based on the idea that trigger pairs in a language model are important to the extend they can improve a given baseline model. We thus adapted the selection criterion to exploit dependencies for trigger pairs beyond what is really supplied by a given baseline model. We proved that there are such dependencies. Section 2 covers the mathematical models of the two selection criteria presented in this paper. In Section 3 we present the main experimental results. Examples of the trigger pairs, which were computed by the di erent methods, are presented. The identity of these examples signi cantly varies for the di erent methods. In the last section perplexity results are presented, where a trigram model with cache is improved by trigger pairs. The perplexity improvements achieved with the trigger pairs selected by the criteria presented in 7, 11] were much smaller.
Selection Criteria for Trigger Pairs
The goal of this paper is to reduce the perplexity of a given baseline language model p(wjh) by means of word trigger pairs. p(wjh) stands for a full language model, where the word w is predicted by the history h, which consists of the preceding words at a given position in the corpus. From the V 2 trigger pair candidates, where V is the number of words in the vocabulary, those trigger pairs are selected that best improve p(wjh). The selection criteria are in terms of the direct perplexity improvement by a trigger pair on p(wjh). This approach to select a trigger pair to extend a given model can be compared to the so-called feature selection in 2]. We present two new selection criteria: high level trigger and low level trigger selection.
High Level Triggers
In order to select a trigger pair, we x a long distance trigger pair (a; b) and de ne an improved model p ab (wjh): 
where q(bja) and q(bj a) are two interaction parameters. Note, that for symmetry reasons we have introduced a special interaction parameter q(bj a), when a has not been seen in the history. The q(bja) and q(bj a) are chosen to maximize the likelihood of the training corpus given the model p ab (wjh). We now consider the di erence between the log-perplexity F ab of p ab (wjh) and the log-perplexity F 0 of the baseline model p(wjh) on a corpus of size N. where S(b) is:
It is interesting to note that S(b) is independent of the triggering word a. From this representation we draw the conclusions:
{ We obtain maximum-likelihood estimates for the q(bja) by taking the derivates in Eq. (4) 
{ If we x a triggered word b and consider the triggering words a i , i = 1; 2;
then the ranking of the a i does not depend on the identity of the baseline model.
Implementation. The real problem of computing Eq. (4) is the second term in Eq. (5) . It amounts to computing a corpus perplexity for each word in the vocabulary. To manage this computational problem, we used sampling. Typically we took every 20-th word to compute the sum P N n=1 log 1 ? p(bjh n )]. We compared this sampling approximation with the exact calculation on a training corpus of 5 million words and found for the tested words that sampling works quite well.
To calculate the perplexity improvement F ab ? F 0 for the high level triggers, we rst compute S(b) for each triggered word b by using sampling. Secondly we need the trigger counts. An index structure is used, containing for each word a the positions of its occurrence in the corpus. For each triggering word a, we have to run once through all its positions in the corpus to get all the counts we need to compute the log-perplexity F ab ? F 0 . For the following two criteria no sampling is needed, because ...
Unigram Triggers
Using a unigram model p(w) as baseline model p(wjh) we get:
If we multiply Eq. (8) 
Low Level Triggers
Considering the model de ned so far, there might be a drawback due to the following fact. The probability q(bja) in de nition (1) is used whenever w n = b and a 2 h n , disregarding the probably high value of p(w n jh n ). The experimental results suggested another approach: To use trigger pairs only in positions where the probability p S (w n jh n ) of a speci c language model is less than a treshhold.
We de ne an interpolated model as follows:
where (w) is the unigram distribution of the words w in the corpus. We replace (w) by a new distribution ab (w), incorporating a trigger pair a ! b to produce a new model p ab (wjh). For the words w n in positions n there is actually no di erence between p ab (w n jh n ) and p(w n jh n ), if p S (w n jh n ) is greater than a threshold p 0 . We de ne:
where p 0 is a probability threshold. For the di erence F ab ? F 0 in the loglikelihoods, we obtain the approximation: The low level triggers are selected, using F ab ? F 0 . Using the approximation (9) this amounts in using a reduced corpus, cosnsisting of all positions n, where w n = 2 V (h n ). ab is de ned as in Eq. (1), where p(w) is the unigram distribution of the reduced corpus. The trigger interaction parameters q(bja) and q(bja) are estimated on the reduced corpus, too. These trigger pairs we call low level triggers to oppose them to the high level triggers. The words w n 2 V (h n ) are omitted as triggered events. But we allowed those words w n to trigger words following in the corpus. This was done to have e cient data to get reliable trigger counts.
Experimental Results
We computed trigger pairs for three selection criteria:
A: unigram selection criterion in Eq. (8) B: high level selection criterion in Eq. (1) C: low level selection criterion in Eq. (9) . For the experiments we used training corpora from the Wall Street Journal task ( WSJ task ) 10]. There were three di erent corpora of 1, 5 and 38 million words. In the rst part of this section we present samples of the selected pairs for the three criteria. They were computed on the 38 million word corpus. These samples we found typical after having gone through hundreds of examples of trigger pairs. In the second part we present perplexity results on test data.
Examples of Trigger Pairs
Considering trigger pairs, where triggering and triggered event are single words, we generally have V 2 candidates, where V is the size of the used vocabulary. Only trigger pairs that co-occured at least 3 times in a window of length 200 were used to calculated the perplexity improvement F ab ?F 0 according to the di erent criteria. For the unigram and low level triggers to carry out the calculation for all the above candidates took a maximum of 6 hours on the 38 million corpus to compute all trigger pair perplexities (on our Silicon Graphics Workstations with R 4000 processors). For the high level triggers the computation time was dominated by the need of sampling and depended on the sampling rate. We thus present for all three methods the best trigger pairs out of V 2 candidates.
As far as WSJ task mainly consists of nancial texts and the trigger pairs from this domain dominate. Two tables show samples of trigger pairs obtained. Three lists of the best trigger pairs according to the three criteria are given in Table 1 . For all three methods same-root triggers of the type a ! a 0 s and a ! as, where a noun a triggers its possesive a 0 s or its plural as, dominate.
These trigger pairs have been removed, to single out the more interesting ones. Therefore the rst column of Table 1 Table 1 the high level triggers only consist of proper names.
Looking at the text all of them seem reasonable within the domain of Wall Street Journal business texts. Table 2 shows that the high level method fails to produce meaningful trigger pairs in some cases. An interesting fact to notice with high level triggers is that only 3000 out of V 2 possible trigger pairs were able to improve a given bigram model with cache. This is because the current word is predicted by a trigger pair with no regard to whether it is already predicted well by the bigram model with cache or not. From all this we draw the conclusion that trigger e ects in general tend to be too weak to improve on a full baseline model in a backing-o fashion presented in this paper and that one should prefer a scheme, where a choice is made for when to use trigger pairs. This is done with the low level trigger pairs as introduced in this paper.
Low Level Triggers. In both tables the low level trigger pairs yield the best results in most cases. To understand them you sometimes have to take a close look at the underlying corpus, consisting of business texts. Some words produce very interesting trigger pairs, e.g. the verbs \asked" and \says" that mostly trigger verbs again, which even agree with them in tense. Another interesting example are the nouns \airlines" and \Ford", where the corresponding low level triggers show names of airlines or names of car models build by \Ford". The corresponding unigram triggers look worse for verbs, but for some nouns they seem to have a kind of generalization capability in some cases. The low level triggers resulted from using counts from a reduced corpus. It consisted of all positions of a given corpus of 38 million words for which a baseline model p(wjh) computed a probability less than a given threshold p 0 = 0:8 1=V , where V is the number of words in the vocabulary. The baseline model was a bigram model trained on the same corpus , which was interpolated with a cache component with a weight of 0:1. Using that threshold 1:8 million positions were left, where the actual history h did not provide su cient information with the baseline model p(wjh) for the actual word w and where we want to rely on trigger pairs. We used di erent thresholds, but changing them has only a small e ect on the selection of the calculated trigger pairs or the perplexity results. We emphasize the following facts with low level triggers: { Among the best low level triggers are nouns that trigger their possessives, while self triggers do not occur at all. { As well as using a probability threshold the corpus could be reduced by using only corpus positions n where the corresponding bigram (w n ; w n?1 ) was seen only once and where w n was not contained in the history h n . The resulting pairs look very much the same.
{ If we con ne the history to the current sentence, we get trigger pairs, showing more grammatical structure, e.g. \I ! myself", \We ! ourselves". These results can be compared to the link grammar results in 4], where the grammar consists simply of pair of words.
The choice of pairs being used to extend a full language model depends on the model to be extended. The unigram trigger might o er a greater average usefulness in terms of mutual information, but the low level triggers have been selected to improve a full language model, consisting of bigram and cache. The perplexity results prove that they manage to provide information that supplements the information by bigram and cache.
Perplexity Results
In this subsection we present perplexity results which were achieved with the calculated trigger pairs on a trigram model with cache. We used the following model to incorporate the selected trigger pairs into a full language model: p(w n jh n ) = (1 ? 1 ? 2 ) p S (w n jh n ) + 1 p C (w n jh n ) + 2 p T (w n jh n ) : where the history h n = w n?1 n?M consists of the M predeccesor words of w n . The cache probability p C (w n jw n?1 n?M ) is de ned as: where the q(bja) are the maximum likelihood estimates as de ned in Eq. (7). This renormalization is due to the fact that not all computed trigger pairs are used in a trigger model. In the experiments the history h consisted of all those words starting from the last article delimiter. Perplexities were computed using a corpus of 325 000 words from the WSJ task. We used the computed word pairs together with a cache in an interpolated model. The i in Eq. (10) were adjusted by trial and error in informal experiments. They can be trained by the EM procedure 3, 5] . The baseline trigram model was a backing-o model presented in 9]. We choose a number of the best trigger pairs as judged by the di erent selection criteria. We suppose that the combination of these trigger pairs will yield the best perplexity improvement within the model de ned in Eq. (10) . The problem with all the selection criteria presented is that the combination of the selected trigger pairs into one global language model is not captured by any of the criteria. However the low level criterion provides a better approximation to the use of the trigger pairs in Eq. (10) . As opposed to the low level triggers, the high level triggers were not able to achieve perplexity improvements because the model de ned in Eq. (10) is inadequate. In a rst simple experiment we try to improve on a unigram model with the unigram triggers and the low level triggers in Table 3 . The unigran model was trained on the 5 million corpus. We used the 500 000 best trigger pairs for low level and unigram triggers. The unigram triggers improve on an that unigram model to a much higher extend than the low level triggers can do. This is because the unigram triggers were selected to improve on an unigram model, whereas the low level triggers were selected to improve on a trigram model with cache. On the other hand the low level triggers were capable of improving on a trigram model with cache, which could not be achieved by using the original unigram triggers as shown in Table 4 . The experiments with the trigram language model were carried out for di erent numbers of trigger pairs. The second column shows the number of the used trigger pairs. Using unigram triggers we weren't capable of achieving the same improvements as with the low level triggers.
The best results were obtained by employing the best 1:5 million trigger pairs. They prove that the low level triggers improve the trigram model with cache. Using 500 000 instead of 1 500 000 low level triggers only slightly changes the results.
Summary
In this paper, we considered the problem of selecting trigger pair pairs for language modeling. Rather than using some more or less arbitrary selection criterion, we presented a new method for nding word trigger pairs: given a reference language model to start with, we extend it by including a word trigger pair and compute the perplexity improvement of this extended model over the reference model. This perplexity improvement is used as selection criterion. For the special case of a unigram reference model, this new method is identical with the mutual information criterion. In the experimental tests, we found that the new method produces better results:
1. The selection criterion for the low level triggers produces intuitively better word trigger pairs than the usual mutual information criterion. 2. When used in a full language model, consisting of trigram model and cache the introduced low level triggers reduce the perplexity from 138 to 128 for the 5-million training set and from 92 to 87 for the 38-million training set. In comparison, when using the conventional mutual information criterion, the perplexity improvements were signi cantly smaller.
