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Ž .Minkowski’s ? x function can be seen as the confrontation of two number
systems: regular continued fractions and the alternated dyadic system. This way of
looking at it enables us to prove that its derivative, when it exists in a wide sense,
can only attain two values: zero and infinity. It is also proved that if the average of
the partial quotients in the continued fraction expansion of x is greater than
Ž . Ž .k 5.31972, and ? x exists, then ? x  0. In the same way, if the same average
Ž .is less than k 2 log , where  is the golden ratio, then ? x  . Finally2
some results are presented concerning metric properties of continued fractions and
alternated dyadic expansions.  2001 Academic Press
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1. INTRODUCTION
  Ž .In 1904 Minkowski 13 built the function ? x with the idea of matching
 all quadratic irrationals in 0, 1 to the periodic dyadic rationals. In 1938,
  Ž .Denjoy 1 proved that ? x is a singular function in the sense that its
 derivative is zero almost everywhere in 0, 1 , and exhibited an analytic
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Ž .  expression for ? x : if x 0; a , . . . , a , . . . denotes the regular continued1 n
fraction expansion of x,
1
 x 0; a , . . . , a , . . .  1.1Ž .1 n 1
a 1 1
a  .2 . .
then
n11 1 1Ž .
? x       . 1.2Ž . Ž .a 1 a a 1 a    a 11 1 2 1 n2 2 2
  Ž .Salem, in 1943 15 , proved the singularity of ? x using a metric property
of continued fractions:
 The set S of x 0, 1 for whom the continued fraction expansion has unbounded
Ž .partial quotients is such that if ? x exists and is finite then it anishes.
Ž  . Ž .As the Lebesgue measure of S is 1 see 6, p. 69 , the singularity of ? x is
proved.
 In 1960, Kinney 7 , following the original scheme of Minkowski and
 working with the partitions of 0, 1 determined by the different stages of
Ž  .the Farey tree also known as the SternBrocot tree; see also 3 , found a
Lipschitz condition constant  that in its turn determines the Hausdorff
Ž .dimension of the set formed by the inverse images under ?  of normal
numbers to the alternated dyadic system. The value of  is
1
1
 2 log 1 x d? x .Ž . Ž .H 2
0
 Recently, in 1995, Tichy and Uitz 16 , following Kinney’s ideas, exhibited a
family of singular functions g , which generalize Minkowski’s function. In
this last paper, there is a numerical approximation for Kinney’s constant,
	 0.875.
Minkowski’s function is related to many issues concerning singular
 functions and singular measures. Two recent instances of that are 5, 11 .
Our purpose in the present paper is to study more closely the links
between the metric properties of the number systems involved in Denjoy’s
Ž .definition of ? x , continued fractions, and the alternated dyadic
systemthe usual dyadic system with alternating signs in the expansion
Ž . Ž .see Section 5 , and the singularity of ? x . As a consequence, we will
Ž .establish that the derivative of ? x can only take two values, 0 or , and
we will determine conditions which will ensure one value or the other.
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2. SALEM’S APPROACH
  Ž .Salem 15 proved the singularity of ? x in the following way. Let
 S x 0; a , a , . . . , a , . . . : lim sup a   ,½ 51 2 n n
n
 and let r  p q  0; a , . . . , a be the nth convergent. These conver-n n n 1 n
gents verify the following recurrence relations:
p  0; p  1; p  a p  p0 1 n n n1 n2
2.1Ž .
q  1; q  a ; q  a q  q .0 1 1 n n n1 n2
Ž . Ž .   Let also 	  ? r and y ? x . If a  a ; a , . . . , we haven n n1 n1 n2
a p  p p 1n1 n n1 n
x , x  , a q  q q a q  q qŽ .n1 n n1 n n1 n n1 n
and, consequently, we have the double inequality
1 p 1n
 x  .2 2qa  2 q a qŽ . nn1 n n1 n
On the other hand, if S  a  a , we haven 1 n
1 1n
y 	  1    ,Ž .n S 1 S 1ž /n 1 n22 2
and hence
1 1
  y 	  .nS S 1n 1 n12 2
If 
 denotes the differential quotient,n
y 	n

  ,n x rn
we can write the double inequality
a q2 2 a  2 q2Ž .n1 n n1 n
 
  .nS Sn 1 n12 2
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Now, considering the sequence 
 ,n
2
 2 a  2 qn n1 n
 an 1 ž /ž /
 2 a qn1 n n1
2 a  2n1 2
 a  1Ž .nan 1 ž /2 an
a an n1
 C , 2.2Ž .an 12
where C is an absolute constant. A simple calculation leads to 24 as a
possible value of C.
Salem’s reasoning is the following: if x S, there exists a strictly
 4increasing subsequence of partial quotients a , with a  . Thusn nk k

n
lim inf  0.

n n1
Ž .If ? x existed and were finite and different from 0, then 
 
 shouldn n1
Ž . Ž .tend necessarily to 1. Thus, if ? x exists and is finite then ? x  0.
 Finally, as the derivative exists almost everywhere in 0, 1 , the singularity
Ž .of ? x is proved.
Salem’s proof suggests that the essential metric property of the contin-
Ž .ued fraction expansion of x for which ? x  0 is the unboundedness of
its partial quotients. This is not the case as we can see refining somewhat
Salem’s proof.
 Ž . 4 Ž .THEOREM 2.1. Let S x : lim sup a x 
 12 . For x S, if ? xn
Ž .exists and is finite, then ? x  0.
Ž .Proof. From inequality 2.2 ,

 a an n n1
 24 .an 1
 2n1
 4As long as a subsequence a can be found for whichnk

 a an n n 1k k k 24  C 1 C constant ,Ž .a 1nk
 2n 1k
Ž .we can ensure that if ? x exists and is finite lim 
  0.n n
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 4Now, if x S, it is not difficult to prove that a subsequence a existsnk
such that infinitely many times verify:
Ž .i a  a ;n n 1k k
Ž .ii a 
 12.n 1k
For the alues of n in this subsequence we have

 a2n n1
 24  C 1,an 1
 2n1
2 has for h
 12 we have 24h  2 .
Remark 1. The set S includes all the quadratic irrationals with a
continued fraction expansion such that any of the periodic terms is greater
or equal than 12.
It is convenient to notice that both S and S have Lebesgue measure one
Ž . Ž .and their images, ? S and ? S have also measure one. This remark makes
Ž .us conjecture that both sets contain x for which ? x  , as we shall
presently prove rigorously in the next sections.
Ž .3. A CLOSE STUDY OF ? x
 Following Kinney 7 , but using directly the continued fraction expan-
sions instead of Farey fractions, we are going to find an analytical expres-
Ž .sion for ? x better suited for our purposes than Salem’s.
   Let x 0; a , a , . . . , a , . . . be the expansion of x 0, 1 as a regular1 2 n
Ž . Ž .continued fraction. Let us denote by R x its nth convergent, R x n n
  Ž . Ž .0; a , . . . , a  p q . If ? x exists in a wide sense then it has to1 n n n
coincide with the limit
? R x  ? R xŽ . Ž .Ž . Ž .n n1
? x  lim , 3.1Ž . Ž .
R x  R xn Ž . Ž .n n1
 Ž .4for the terms of the sequence R x are the endpoints of a sequence ofn
nested intervals with limit x,
R  R  R    x   R  R  R ,0 2 4 5 3 1
Ž .and lim R  x. Both numerator and denominator in 3.1 have then n
same sign.
We have
1 1
   R x  R x , ? R x  ? R x .Ž . Ž . Ž . Ž .Ž . Ž .n n1 n n1 a   a 11 nq q 2n n1
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Ž .Calling S  a  a , 3.1 can be written asn 1 n
2 q qn n1
? x  lim . 3.2Ž . Ž .Sn2n
Ž .Using 3.2 , our next theorem extends Salem’s result, freeing it from any
metric consideration:
Ž . Ž .THEOREM 3.1. If ? x exists and is finite then ? x  0.
Ž . SnProof. Let 
  2 q q 2 , and let us prove that lim 
  k,n n n1 n n
for any positive constant k. In fact, we shall prove that 
 
 can nevern1 n
tend to 1 when n .
We have

 qn1 n1 , 3.3Ž .an 1
 q 2n n1
Ž .and from the recursive definition of q 2.1 , we have, for all n,n
q 1n1
q  a q  q  q a   q a  ,qn1 n1 n n1 n n1 n n1 n2ž /q ž /a n n qn1
and, consequently,
1 qn2
q  q a  a qn1 n1 n1 nn2 ž /qž /a  n1n qn1
qn2 q a a   1 .n1 n1 nž /ž /qn1
 Notice that q q  0; a , a , . . . , a  1.n2 n1 n1 n2 1
Ž .If we call q q   , replacing in 3.3 , and simplifying wen2 n1 n1
finally get

 a a    1Ž .n1 n1 n n1 .an 1
 2n
As 0   1, we have the following double inequality:n1
a a  1 
 a a  1  1Ž .n1 n n1 n1 n
  . 3.4Ž .a an 1 n12 
 2n
Ž .MINKOWSKI’S ? x FUNCTION 113
If 
 
 has to tend to 1, from some place onwards we must haven1 n

 1n1  1  , 3.5Ž .

 32n
Ž .and that means, according to 3.4 , that we must have, simultaneously,
a a  1  1 31Ž .n1 n
A  ;Ž . an 12 32
a a  1 33n1 n
B  .Ž . an 12 32
Ž . Ž .Let us examine the consequences of both A and B in terms of the
Ž .sequence a . As a direct consequence of A , we can assert thatn
‘‘If a 
 5 then a  a .’’ 3.6Ž .n n1 n
Indeed,
a a  1  1 31 31Ž .n1 n an 1  a a  1  1  2 .Ž .n1 nan 12 32 32
3.7Ž .
Now, if a  5, then this last expression says 6a  1 2 an 1  3132,n n1
which implies a  5. To see this, notice that a  5 makes bothn1 n1
sides in the previous expression take the value 31; and, for x 5, we have
6 x 1 2 x  3132. Thus a  5.n1
Ž .If a  5 then the inequality in 3.7 cannot take place for a 
 an n1 n
even in the worst case, which would be for a  a . The conclusion isn1 n
that a  a .n1 n
Ž .As a consequence of 3.6 , if a is greater than 5, the partial quotientsn
have to decrease until they reach the value 1, 2, 3, or 4.
Ž .Let us examine now the consequences of B . We rewrite it as
33
an 1a a  1  2 .n n1 32
As we have just mentioned, from some value of n onwards, a  5. Let usn
see the possible values of a for the four possible a :n1 n
A a a B a aŽ . Ž .n n1 n n1
1  2 1 
 1
2  3 2  2
3  4 3  3
4  4 4  4
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We conclude that the only possible values for a after a  1, 2, 3, 4 aren1 n
a an n1
1 1 or 2
2 3
3 4
4 none
The case 1, 1, 1, . . . has to be discarded because in that case q behavesn
asymptotically as C   n, so that

 q 1n n 2    1.an
 q 2 2n1 n2
Ž .Summing up, if 3.5 holds, a eventually will be less than 5 and the lastn
table shows that, in that case, a will eventually have no possible valuesn1
at all.
The conclusion we reach is that it is impossible for the terms in the
sequence 
 
 to differ from 1 less than 132 from some placen1 n
onwards.
The theorem we have just established shows that Minkowski’s function
Ž . Ž .? x , in the points where the derivative exists in a wide sense , can only
take two values: 0 or .
This behavior is also presented by the well-known Cantor’s singular
Ž .function, C x , for which it is obvious that if x does not belong to Cantor’s
Ž .ternary set, C x  0 and it is easy to prove that in those points of
Ž . Ž . ŽCantor’s set where C x exists in a wide sense, C x   this was
 already proved by Gilman 2 for a wide class of functions similar to
.Cantor’s singular function . These are all the possibilities concerning the
value of the derivative. The same can be proved for the family of singular
 functions of RieszNagy 14 , or the wider family found in Gho and Wimp
 4 . For these functions, the derivative cannot be finite and different from
zero. The proof may follow the same scheme as the proof of the previous
theorem.
These results could lead us to conjecture that this behavior is common
to all singular functions but there exist families of singular functions for
which there are points in which the derivative is finite and different from
 zero; see 12 .
In the next sections, we establish some results that provide us with
information about different sets for which, if the derivative exists at their
points, it has to be zero or infinity. These results will enable us to exhibit
Ž .sets of Lebesgue measure one whose image by ? x has measure zero and
vice versa, sets of measure zero with image of measure one. The metric
properties that define these sets discriminate the points at which the
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derivative is zero from those at which the derivative is infinite, an aspect
that Salem’s result did not contemplate.
Ž .4. NEW RESULTS FOR ? x
Ž .In this section we present some results concerning the value of ? x for
x in sets defined through metric properties of continued fraction expan-
 sions. As before, let x 0; a , . . . , a , . . . and S  a  a . The1 n n 1 n
Ž .behavior of the average S n will determine the value of ? x .n
Ž .THEOREM 4.1. If ? x exists in a wide sense and we hae
S xŽ .n
lim inf  k	 5.31972 . . . ,
nn
Ž .where the constant k is the solution of the equation 2 log 1 x  x 0,2
Ž .then ? x  0.
Ž . Ž .Proof. Let us consider expression 3.2 for ? x :
2 q qn n1
? x  lim 
  lim .Ž . n Sn2n n
By the arithmeticgeometric mean inequality we have
nn Sn
q  a  1  1 ,Ž .Łn j ž /nj1
and, consequently,
n2Sn2 12 q q 2 q ž /n n1 n n

    2 .n S S S  nn n n2 2 2
A sufficient condition for 
  0 is to have, from some place n onwards,n 0
the inequality
2Sn1ž /n
n
 n ,  C 1,0 S  nn2
which is equivalent to
S Sn n
2 log 1   k 0.2 ž /n n
Ž .The only root of 2 log 1 x  x 0 is k 5.31972 . . . .2
PARADIS, VIADER, AND BIBILONI´116
Ž .In a similar way, we can state a result that ensures ? x   whenever
the average of the partial quotients is asymptotically bounded above.
Ž .THEOREM 4.2. If ? x exists in a wide sense and we hae
S xŽ .n
lim sup  k 2 log 	 1.388483 . . . ,2nn
'Ž . Ž .where  1 5 2, then ? x  .
 Proof. The golden ratio  1; 1, 1, . . . , 1, . . . presents the slowest
growth possible in the denominators q of the convergents of a regularn
continued fraction. These denominators constitute exactly the Fibonacci
sequence and it is seen at once that
 x 0, 1 , q x 
 C n ,Ž . Ž .n
which implies
2C 2
2 n2 q q 
  ,n n1 
Ž .and, replacing these inequalities in 3.2 , we get
n2 22C 

 
 .n S  nnž / 2
For 
   it is enough to have 22 Sn n 
 k* 1 for some constant k*n
which, taking logarithms, becomes
Sn
2 log  
 k** 0,2 n
which is true if lim sup S n 2 log  k.n n 2
Let us examine an example. For the irrational quadratics
 0; 1, 1, . . . , 1 , 12 ,  0; 1, 12 ,  
30
we have the limits
S  S Ž . Ž .n n 1.354 . . . ,  6.5,
n n
Ž . Ž .and, according to Theorems 4.1 and 4.2 :
If ?  exists, then ?   Ž . Ž .
If ?  exists, then ?   0.Ž . Ž .
Ž .MINKOWSKI’S ? x FUNCTION 117
In this way, it is easy to construct points belonging to Salem’s set S, such
that if the derivative exists at them it takes the value infinity. For instance,
for the number whose continued fraction expansion is
7 11 4n 5  
x 0; 2, 1, 1, 1, 3, 1, . . . , 1 , 4, 1, . . . , 1 , . . . , n , 1, . . . , 1 , . . . ,
we have
S x 5Ž .n
lim   2 log  ,2n 4n
Ž .and, according to Theorem 4.2 if the derivative exists at x, it must be ,
in spite of the fact that x S.
5. THE ALTERNATED DYADIC SYSTEM
Ž . Ž .Salem’s expression 1.2 of ? x constitutes an instance of what we call
the alternated dyadic system for real number representation. In this section
we deal to some extent with it because we have not been able to trace it in
the literature, not even in the very detailed account offered by Knuth in 9,
pp. 179197 . It is easily proved that:
Ž THEOREM 5.1. Any irrational number x 0, 1 can be represented in a
unique way as
n11 1 1Ž .
x      , 5.1Ž .a 1 a a 1 a a   a 11 1 2 1 2 n2 2 2
where the a are positie integers.i
The a can be considered the ‘‘digits’’ of the representation and wei
Ž .  denote x in 5.1 by a , a , . . . , a , . . . . It is immediate that1 2 n
1 1
  a , a , . . . , a , . . .  .1 2 na a 11 12 2
The shift transformation for this algorithm is
1
nLx 2 1 2 x , where n log , 5.2Ž . Ž .2 x
 and the different digits in a , a , . . . , a , . . . are obtained as n 1.1 2 n
Ž .Now, if S  a  a , expression 5.1 can be written asn 1 n
n11 1 1Ž .
x      ,S 1 S 1 S 11 2 n2 2 2
where the S are integers verifying 1 S  S   .i 1 2
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A number can be represented as a string of 0’s and 1’s, and S indicatesi
the place in which we find a 1, with the proviso that at exactly these places,
Ž .the sign changes starting always by  . Thus, the number
1 1 1 1
 1, 2, 3, 3, . . .      11 31 61 912 2 2 2
can be written as
² :101001001 . . . . 5.3Ž .
Following Borel’s definition of normality to the usual dyadic system, we
state:
Ž DEFINITION 1. A real number x 0, 1 is simply normal to the alter-
nated dyadic system if the relative frequency of the digits 0 and 1
Ž . Ž .independently of the latter’s sign in expansions of the form 5.3 is 12.
Ž DEFINITION 2. A real number x 0, 1 is normal to the alternated
dyadic system if the relative frequency of any block of 0’s and 1’s
Ž . Ž .independently of the latter’s sign in expansions of the form 5.3 of
arbitrary length k is exactly 12 k.
Obviously a normal number is simply normal but the converse is not
 true. Definition 2 implies that, if x a , a , . . . , then for any k 1, 2, . . .1 2
 4 i : a  k , i 1, . . . , n 1i  . 5.4Ž .kn 2
 It can be proved 10, Chap. 1, Sect. 8 that if x is normal to the alternated
 n 4dyadic system then its orbit number L, L x is uniformly distributed in
Ž 0, 1 . Moreover, L preserves Lebesgue measure and is ergodic by Knopp’s
   n 4theorem; see 8 . Consequently the orbits L x are uniformly distributed
for almost all x. This proves
Ž THEOREM 5.2. The set of normal numbers of 0, 1 to the alternated
dyadic system has Lebesgue measure one.
We finish this section by proving two results that will be needed in the
sequel:
 Ž . i1 Si1THEOREM 5.3. If xÝ 1 2 is simply normal to the alter-i1
nated dyadic system, then
Sn
lim  2. 5.5Ž .
nn
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² :  4Proof. Let x  ,   0, 1, 1 be the expansion of x in 0’s and 1’si i
Ž .as in 5.3 . Then, as we mentioned above, S denotes the place where wen
find the nth 1. Now, as
 4 i :   1, i 1, . . . , S  ni n
if x is simply normal to the alternated dyadic system,
 4n  i :   1, i 1, . . . , S 1i n
lim  lim  . 5.6Ž .
S S 2S  S n nn n
Ž .As S   implies n , reversing 5.6 we have lim S n 2.n n n
 THEOREM 5.4. If x a , a , . . . is normal to the alternated dyadic1 2
system, for k 0, 1, 2, . . . , we hae
n1 k 1
lim a  .Ý i k1n 2n i1
a 
ki
Proof. We have indeed
n1
2 lim a Theorem 5.3Ž .Ý inn i1
n n1
 lim a  aÝ Ýi inn ž /i1 i1
a k a 
ki i
k1 n1 1
 i   lim a by 5.4Ž .Ž .Ý Ý ii n2 ni1 i1
a 
ki
nk 1 1
 2  lim a .Ý ik1 n2 n i1
a 
ki
6. SOME SETS FOR WHOSE ELEMENTS ?
IS EITHER 0 OR 
 THEOREM 6.1. If x 0; a , a , . . . , under the shift transformation of1 2
continued fractions,
1 1
Tx  , 6.1Ž .
x x
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Ž .has an orbit whose asymptotic distribution function a.d. f. is Gauss measure,
Ž . Ž . Ž .log 1 x , and ? x exists and is finite then ? x  0.2
Ž Proof. We recall the definition of the a.d.f. of a sequence see 10, p. 53
.  4  and ff. . If  is a sequence of real numbers in 0, 1 , the a.d.f. of then n
     sequence is the function f : 0, 1  0, 1 such that for every z 0, 1 ,
 i  :   z , i 1, 2, . . . , n 4i
lim  f z .Ž .
nn
 It can be proved 17 that if under T , x has an orbit whose a.d.f. is
Ž .log 1 x we have2
a  a  a1 2 n
lim  ,
nn
Ž . Ž .and according to Theorem 1.4 we have that if ? x exists it is zero.
Let us denote by N the set of real numbers such that their orbit undercf
Ž .  T has log 1 x as a.d.f. We have the result 172
 N  1,  ? N  0, 6.2Ž . Ž . Ž .Ž .cf cf
where  denotes Lebesgue’s measure. The result is a consequence of the
fact that the images of N are not normal to the alternated dyadic system.cf
We are presently going to prove that the inverse images of normal
numbers to the alternated dyadic system constitute a set where, if the
Ž .derivative of ? x exists at one of its points, it equals infinity.
Let N denote the set of normal numbers to the alternated dyadic2
system. It is clear that we have
 ?1 N  0,  N  1, 6.3Ž . Ž . Ž .Ž .2 2
and, moreover, we have the following result:
Ž . Ž . 1Ž .THEOREM 6.2. If ? x exists in a wide sense for x ? N , then2
Ž .? x  .
 Proof. Using the notation of the previous sections, if x 0; a , a , . . . ,1 2
Ž .  then y ? x  a , a , . . . . The normality of y to the alternated dyadic1 2
system implies that its orbit under the corresponding shift transformation,
Ž . Ž   4L, as in 5.2 , is uniformly distributed in 0, 1 . If this orbit is y , then then
orbit of x generated by the shift transformation under continued fractions,
Ž .  1Ž .4 Ž .T , as in 6.1 , will be ? y , with a.d.f. ? x since we haven
 i  : ?1 y  z , i 1, 2, . . . , nŽ . 4i
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 i  : y  ? z , i 1, 2, . . . , n 4Ž .i
 4and, as y is uniformaly distributed, we haven
 i  : ?1 y  z , i 1, 2, . . . , nŽ . 4i
lim  ? z .Ž .
nn
Ž . Ž .As before, we consider ? x defined through expression 3.2 , that is,
Ž . Snlim 
 where 
  2 q q 2 . Taking logarithms we haven n n n1
log 
  1 log q  log q  S2 n 2 n 2 n1 n
1 log q log q S2 n 2 n1 n    n. 6.4Ž .ž /n n n n
Ž .The normality of y and 5.5 prove that lim S n 2. Thus, in order ton
find lim log 
 we only need the following result:2 n
1Ž .LEMMA 6.3. For x ? N ,2
log q xŽ . 12 n
lim  log t d? t .Ž .H 2nn 0
Ž .Proof. Let us study the behavior of log q n. We have2 n
1
 q  q a   q a ; a , . . . , an n1 n n1 n n1 1ž /q q   n1 n2
1n
and therefore
nlog q 12 n  log  . 6.5Ž .Ý 2 in n i1
 The   0; a , a , . . . , a have ? as their a.d.f. as a consequence ofn n n1 1
the next lemma:
   4LEMMA 6.4. If y a , a , . . . , a , . . . is normal, then the sequence s ,1 2 n n
 where s  a , a , . . . , a , is uniformly distributed.n n n1 1
Proof. The normality of y means that, for any given block of digits,
b b . . . b we have1 2 k
 i  : a  b , . . . , a  b , i 1, . . . , n 1 4i 1 ik1 k
lim  .b b   b1 2 kn 2n
6.6Ž .
  Ž .Now, if y  a , a , . . . , and C b , . . . , b denotes the cylinderi i i1 1 k
 C b , . . . , b  x a , a , . . . : a  b , a  b , . . . , a  b , 4Ž .1 k 1 2 1 1 2 2 k k
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then
 i  : a  b , . . . , a  b , i 1, 2, . . . , n 4i 1 ik1 k
 i  : y  C b , . . . , b , i 1, 2, . . . , n . 6.7 4Ž . Ž .i 1 k
It is also obvious that
 i  : y  C b , . . . , b , i 1, 2, . . . , n 4Ž .i 1 k
 i  : s  C b , . . . , b , i k , . . . , n k . 6.8 4Ž . Ž .i k 1
Ž . Ž . Ž .From 6.6 , 6.7 , and 6.8 we have that, for any given block of digits
b b . . . b ,1 2 k
 i  : s  C b , . . . , b , i 1, 2, . . . , n 1 4Ž .i k 1
lim  b   b1 kn 2n
  C b , . . . , b ,Ž .k 1
 where C denotes the length of cylinder C. This last result is equivalent to
saying that s is uniformly distributed.i
Now, given k 2, 3, . . . , we can always write
n n n1 1 1
log   log   log  .Ý Ý Ý2 i 2 i 2 in n ni1 i1 i1
1k 
1ki i
 4Since the  have ? as their a.d.f., the limit, as n , of the second termn
 in the sum is 10, p. 54
1
log t d? t .Ž .H 2
1k
Ž . Ž . k1On the other hand, if   0, 1k , then   ?   12 and we cani i i
write
n n1 1
lim  log   lim  log ? Ž .Ý Ý2 i 2 in nn ni1 i1
k11k Ž .?  12i i
n1 k 1
 lim a  .Ý i k1n 2n i1
a 
ki
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This last equality is due to Theorem 5.4. Consequently, for each k
2, 3, . . . we can write
n1 k 11 1
 log t d? t  lim  log   log t d? t  ,Ž . Ž .ÝH H2 2 i 2 k1n 2n1k 1ki1
which proves that
n1 1
lim  log   log t d? t .Ž .Ý H2 i 2nn 0i1
Now, separating the integral in the previous lemma in two parts,
1 12 1
log t d? t  log t d? t  log t d? t ,Ž . Ž . Ž .H H H2 2 2
0 0 12
Ž .and making the change t y 1 y in the first part and the change
Ž .t 1 1 y in the second part, we have
1 1
 log t d? t  2 log 1 y d? y ,Ž . Ž . Ž .H H2 2
0 0
 which, according to the value found by Tichy in 16 , is exactly 10.875	
1.14285.
Ž .Replacing this value within the parentheses in expression 6.4 we find
1 log q log q S2 n 2 n1 n
lim    	 2 1.14285 2	 0.2857.ž /n n n nn
1Ž .Consequently, for the elements of the set ? N we have2
lim 
 x  ,Ž .n
n
Ž .thus completing the proof of Theorem 6.2 .
Remark 2. An approximate calculation for log q n can be carried2 n
Ž .out using Eq. 6.5 directly, taking as  the first terms of a sequencei
Ž .whose a.d.f. is ? x . Thus, taking the first 1000 terms of the sequence
  Ž presented in 17 , which enumerates all the positive rationals in 0, 1 in
Ž .such a way that the enumeration has ? x as its a.d.f., we get the
approximate value 1.143076 . . . ; that is,  0.874832 . . . .
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7. CONCLUSIONS
The main result we achieve is to prove that the derivative of Minkowski’s
Ž .function, ? x , when it exists in a wide sense, can only take two values: 0
and .
We go a little further and we are able to discriminate two sets on which
the derivative, when it exists, is one or the other:
Ž . Ž .a If lim inf S n k 5.31972 . . . , then ? x  0. This im-n n
plies that for all real numbers, x, whose regular continued fraction
Ž . Ž .expansion follows Gauss law log 1 x , the derivative ? x can only be2
zero.
Ž . Ž .b If lim sup S n  2 log  k 1.38848 . . . , then ? xn n 2
 .
We believe that the second bound, k, cannot be improved, despite Theo-
1Ž .rem 6.2, which proves that for the inverse images x ? y of normal
Ž . Žnumbers y to the alternated dyadic system, we have ? x   for these
.numbers, lim S n 2 . This theorem might suggest that 2 could be an
possible value for k, but normality is essential for the result.
ŽThere are reasons to believe basically numerical examples as the ones
.offered at the end of Section 4 that the other bound, k, could be much
improved and lowered to a value about 4.4. This can be a subject for
further research.
Ž . Ž .We could go a little further than results 6.2 and 6.3 and prove, using
the same techniques we have been using, the result:
Ž . 1Ž .THEOREM 7.1. The Hausdorff dimensions of ? N and ? N are 0cf 2
Ž 1 Ž . Ž ..1and 2 H log 1 x d? x , respectiely.0 2
Ž  .These results, though, are well known see 16 .
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