Abstract: Osteoporosis is found from the set of electronic health care data and the bone loss rate is calculated from the available osteoporosis risk feature sets. The main disadvantage arise in existing work is that, bone loss rate cannot be predicted accurately due to limited number of features. This is resolved in our proposed work by introducing the relevance based feature selection which helps to predict the related features with less availability of feature. Osteoporosis measured by bone mineral density, bone fracture risk is determined by the bone loss rate and various factors such as family history and life style. . The Deep belief network is used for fine tuning of risk factors. In this learning process, two stages of process are carried out. They include pre-training and fine tuning. In the pre-training phase, most important risk factors with model parameters are used to calculate contrastive divergence and it minimizes the record size. In the fine tuning phase comparison is made with the results achieved in the previous phase with the ground truth value g1 and again the same comparison done with ground truth value g2, were g1 is refer to as osteoporosis and g2 is refer to as a bone loss rate. The final results are applied to confusion matrix to describe the performance of classification model based on the comparison results, the following are calculated: Accuracy, Precisions, Recall, and F-Measure.
Introduction
Risk Factor (RF) analysis based on patients' Electronic Health Records (EHRs) is a crucial task of epidemiology and public health. Bone disease is one of the major challenging disease or injury that affects human bones. Diseases and injuries of bones are the major causes of abnormalities of the human skeletal system. Out of the major bone diseases over the past few decades, osteoporosis has been recognized as an established and well-defined disease that affects more than 75 million people all over the world [7] . Different from osteoporosis measured by Bone Mineral Density (BMD), bone fracture risk is determined by the bone loss rate and various factors such as demographic attributes, family history and life style. With a faster rate of bone loss, people have a higher risk of fracture [8] . In data mining feature selections and classifications algorithm are used for this analysis.
A. Framework of Proposed System

Methodology
In existing work, it proposes a novel approach for the study of bone diseases in two aspects: bone disease prediction and disease RF selection according to the significance. For clear understanding, we define disease memory (DM) as a model trained by a specific group of samples aiming to memorize the underlying characteristics for this group. Our model is separately trained using diseased samples and non-diseased samples to distinguish their different properties. Bone disease memory (BDM) is a type of DM model which is trained by diseased samples and so it only memorizes the characteristics of those patients who suffer from bone diseases. Similarly, the non-disease memory (NDM) is a model which is trained by the non-diseased samples and memorizes their attributes. The main disadvantages of existing work are The Less availability of features present in the system might leads to the failure of the system in which prediction of bone loss rate would be more difficult. More time complexity in case of presence of missing values. Decrease accuracy of better prediction of risk. The major objective of a new framework is to efficiently find the optimal subset. This can be achieved through a new framework, shown in Figure 1 is composed of two steps: First, relevance analysis that determines the subset of relevant features by removing irrelevant ones, and second, Deep Belief Network (DBN) learning is used. In this learning process, 2 stages of process are carried out. They include pre-training and fine tuning. In the pre-training phase, most important risk factors with model parameters are used to calculate contrastive divergence and it minimizes the record size. In the fine tuning phase, comparison is made with the results achieved in the previous phase with the ground truth value g1 and again we compare that result with ground truth value g2, where g1 is referred to as osteoporosis and g2 is referred to as the bone loss rate. The Final results are applied to the confusion matrix to describe For a data set S with N features and class C, the algorithm finds a set of predominant features Sbest. In the first step (lines 2-7), it calculates the SU value for each feature, selects relevant features into S' list based on a predefined threshold d, and orders them in a descending order according to their SU values. In the second step (lines 8-18), it further processes the ordered list S' list to select predominant features. A feature F j that has already been determined to be a predominant feature can always be used to filter out other features. The iteration starts from the first element in S' list (line 8) and continues as follows. For all the remaining features (from the one right next to F j to the last one in S' list ), if F j happens to form an approximate value for F i (line 13), F i will be removed from S' list . After one round of filtering features based on F j , the algorithm will take the remaining feature right next to F j as the new reference (line 17) to repeat the filtering process. The algorithm stops until no more predominant features can be selected. Here applying the layerwise Contrastive Divergence (CD) learning procedure for putting the parameter values in the appropriate range for further supervised training. So the result of the pre-training procedure establishes an initialization point of the fine tuning procedure inside a region of parameter space in which the parameters are henceforth restricted. In the second stage, the fine-tuning stage, it takes the advantage of information to train our model in a supervised fashion. In this way, the prediction errors for both prediction tasks will be minimized. Specifically, the parameters from the pretraining stage to calculate the prediction results for each sample and then back propagate the errors between the predicted result and the ground truth (g1) about osteoporosis from top to bottom to update model parameters to a better state. The another type of information, then repeat the finetuning stage by calculating errors between the predicted result and another ground truth (g2) about bone loss rate. After the two-stage training procedure, our Diseased Memory DM is well trained and can be used to predict osteoporosis and bone loss rate.
C.DBN Based Classification Algorithm
Implementation
The experimental tests were conducted in the MATLAB simulation environment between the existing and the proposed methodology in terms of performance measures called the accuracy, precision, recall and the F-measure values. It is done to prove the effectiveness of the proposed approach than the existing approach. In the above graph, proposed and existing research methodologies are compared and evaluated for the performance evaluation. In the x axis methodologies are depicted and in the y axis accuracy in % is depicted. This comparison graph proves that the proposed approach leads to the high accuracy rate of correct prediction of bone disease than the existing approach.
B. Precision Comparison
Precision value is determined based on the retrieval of information at true positive prediction, false positive. In health care data precision is determined the percentage of positive outcome returned that are relevant.
Precision =True Positive / (True Positive + False Positive)
Figure 4: Precision comparison of True Positive Prediction for Proposed and Existing Method
In the above graph, proposed and existing research methodologies are compared and evaluated for the performance evaluation in terms of precision metric value.
In the x axis methodologies are depicted and in the y axis precision value is depicted. This comparison graph proves that the proposed approach leads to the high precision rate of correct prediction of bone disease than the existing approach.
C. Recall Comparison
Recall value is determined based on the retrieval of information at true positive prediction, false negative. Recall in this context is also referred to as the True Positive Rate.
In that process the fraction of relevant instances that are retrieved.
Recall =True Positive / (True Positive + False Negative) In the above graph, proposed and existing research methodologies are compared and evaluated for the performance evaluation in terms of recall metric value. In the x axis methodologies are depicted and in the y axis recall value is depicted. This comparison graph proves that the proposed approach leads to the high recall rate of correct prediction of bone disease than the existing approach. In the above graph, proposed and existing research methodologies are compared and evaluated for the performance evaluation in terms of F-measure metric value.
In the x axis methodologies are depicted and in the y axis Fmeasure value is depicted. This comparison graph proves that the proposed approach leads to the high F-Measure rate of correct prediction of bone disease than the existing approach.
Conclusion
Analysing risk factor is the process of finding the risk level of bone diseases in various stages. Risk factor analysis on bone diseases needs to be done with more concern which should be implemented with various analysis factors. In this work, osteoporosis based bone disease prediction is done by analysing the various risk factors that are present in the electronic health care data with the concern of different stages of bone diseases.
In future following research scenarios can be considered for the efficient prediction of bone related diseases. Different machine learning algorithms can be used to label the features of bone diseases accurately. The various prediction methodologies can be incorporated to predict the bone disease accurately. Additional risk feature sets can be incorporated with the available features to improve the detection accuracy. The relevancy based feature selection with DBN learning approach is used to improve the detection accuracy
