This paper presents a new feature matching algorithm for nonrigid multimodal image registration. The proposed algorithm first constructs phase congruency representations (PCR) of images to be registered. Then scale invariant feature transform (SIFT) method is applied to capture significant feature points from PCR. Subsequently, the putative matching is obtained by the nearest neighbour matching in the SIFT descriptor space. The SIFT descriptor is then integrated into Coherent Point Drift (CPD) method so that the appropriate matching of two point sets is solved by combining appearance with distance properties between putative match candidates. Finally, the transformation estimated by matching the point sets is applied to registration of original images. The results show that the proposed algorithm increases the correct rate of matching and is well suited for multi-modal image registration.
INTRODUCTION
Due to the wide availability of different imaging modalities, multimodal registration is emerging as a promising research area in recent years. Multimodal registration is a process of determining the alignment of two images from different imaging modalities. Typically, one image, called the reference image, is considered the reference to which the other image, called floating image, is compared. Multimodal registration is more challenging than monomodal registration because multimodal images have different gray level characteristics and the features in the two images to be registered are often not well preserved. So far, extensive researches have been made on image registration technique, and various registration methods for medical image have been developed. A good survey of the existing literature on this problem can be found in [1] [2] [3] . The image registration methods are generally classified into two mains categories: intensity-based methods and feature-based methods. Intensity-based registration methods don't require extracting features in images and attempt to find directly pixel correspondences between two images by determining the similarity between two pixel points according to feature information from neighboring pixel points. Some common similarity metrics used in intensity-based methods include maximum likelihood [4] , correlation [5, 6] , and mutual information (MI) [7] [8] [9] . Of particular interest in recent years are techniques based on mutual information, which attempt to match data points by finding the mutual dependence between the images. Such techniques are very powerful and therefore are considered to be the state-of-the-art approaches to multimodal image registration. An excellent survey of these methods, and their variations, is in [10] . The main advantage of MI is that it allows for the direct intensity-based comparison of multimodal images, making no underlying assumptions regarding the intensity relationships between the images under evaluation. However, since the intensity relationship between the images is relatively unconstrained by MI, this cost function can be highly non-monotonic with many local maxima. Since local optimization schemes are dependent on the monotonicity of the underlying cost function such schemes can often get trapped in local maxima. This is particularly problematic in situations with small initial overlaps, where the optimization scheme must travel a long distance to the correct solution. This need for careful initialization of the system to achieve proper registration is one of the drawbacks to the use of MI. Furthermore, techniques based on mutual information are computationally expensive and may not be practical for certain situations where computational speed is important.
Feature-based methods extract a number of corresponding features (such as points, lines, contours, invariant moments, orientation, and shape properties) between the pair of images to be registered [11] [12] [13] [14] [15] . Knowing the corresponding features between two images, a transformation is then determined to map the floating image to the reference images, thereby establishing pixel-by-pixel correspondence between the floating and reference images. Obviously, feature-based methods are data dependent. Identification of the organs of interest in multimodal images is not always an easy task and inaccuracies in feature extraction process have severe effects on a subsequent registration step, preventing partly featurebased methods from being used generally in multimodal image registration. On the other hand, frequently feature-based methods are more accurate and less sensitive to photometric variations than intensity-based methods as long as the feature extraction is reliable and accurate. Due to the reduction of the problem space, feature-based methods are also significantly faster to compute, and are more suitable for real time applications. So, this paper will concentrate on the registration approach based on feature matching. Robust structure descriptors are invariant to image scaling, rotation, translation, variable lightning conditions, as well as noise. One particular approach that satisfies these requirements is local phase congruency (PC). Morrone et al. [16] firstly observed that important visual features are perceived at points of maximum local phase congruency, where the phases of different spatial frequencies are aligned. PC has become a very appealing concept with some advantages: it has bee demonstrated experimentally [17] that phase spectrum of images, rather than the amplitude spectrum, contains much of the perceptually important information in an image; the phase is stable not only under translation but also geometric deformations and contrast variations. Morrone et al. [16] defined PC at each location as the amplitude weighted mean local phase angle of all the Fourier terms at that point and identified PC from the extremum points of local energy. Kovesi [19, 20] extended the concept to two dimensional signals and proposed a more robust energy model which was calculated in different orientations in order to address issues such as noise. PC gives good results for a wide range of synthetic and natural images and produces feature maps that compare favourably with e.g. a Canny edge detector [18, 19] . Recently, there is an obvious trend to use PC model to image processing and a lot of researches on image registration have been done by using the PCRs of images. Dalvi and Abugharbieh [21] proposed a registration approach which first computes PC information from the slices/volume using oriented 2D Gabor wavelets and then extracts a set of feature points that are subsequently matched using an Iterative Closest Point (ICP) approach. Wong et al. have published a series of papers to show the wide availability of PC to multimodal image registration [22] [23] [24] [25] . Particularly, Wong and Fieguth [23] proposed a PC based feature extraction method to determine the locations of sub-clouds to be used as keypoints for medical image registration. The primary goal of this paper is to develop a robust and fast approach to multimodal medical image registration that provides comparable accuracy at a significantly reduced computational cost. The proposed approach can be divided into several parts. First, the PCRs of the images to be aligned is constructed and then the well known SIFT [26] method is applied to capture significant feature points from PCRs, as described in section II. Second, an iterative scheme is designed to solve robustly the simultaneous matching and feature space transformation estimation problem by combing CPD algorithm, recently introduced in [27] , with the SIFT descriptor in section III. Finally a set of experiments are reported to demonstrate the capability of our method in Section IV. Concluding remarks are presented in Section V.
FEATURE EXTRACTION BASED ON PHASE CONGRUENCY AND SIFT DESCRIPTOR

Phase congruency representations of the images
Images captured with different modalities can possess significantly different pixel intensity mappings for the same content, making them difficult to compare in a direct manner. One possible solution to this problem is to construct representations of the multimodal images that allow for comparison independent of the underlying image intensity. PC has been proved to be an effective method for determining structural significance in an image [19, 20] . PC adopted in this paper is based on the method proposed by Kovesi can be described as follows. The local amplitude and phase at each point in image I is computed over multiple scales and orientations using complex-valued wavelets such as logarithmic Gabor wavelets. The local amplitude and phase at a particular point x at wavelet scale n is computed based on a pair of even-symmetric and odd-symmetric wavelets 
The PC at point x , orientation θ , and over a range of N scales can then be computed as
where W represents the frequency spread weighting factor, n A and n φ represent the amplitude and phase at wavelet scale n respectively, φ represents the weighted mean phase, T represents the noise threshold and ε is a small constant used to avoid division by zero. In this paper, ( ) PC x is referred to as the phase congruency representation of image.
Feature extraction using SIFT descriptor
Feature extraction is a crucial step in image registration. A feature extractor should have good spatial localization and be robust against noise and geometric/photometric changes. Although PC may be used directly to detect corner points, feature points do not necessarily correspond to physical corner points. This is true particularly in multimodal medical image registration. Recently, methods to extract scale and affine invariant interest points have been proposed. A review of these methods can be found in [28] . A comprehensive evaluation of the interest point detectors is provided in [29] . Among these methods, the SIFT method is among the best performers and can achieve illumination invariance in addition to scale invariance. However, the SIFT method is highly sensitive to data non-homogeneities, where the same data content is represented by different data point values due to certain conditions. For example, in the case of MRI data volumes, RF inhomogeneity conditions can result in significant data non-homogeneities in the constructed data volume. Fortunately, the PC measure is largely invariant to data non-homogeneities. Therefore, The combination of PC with SIFT is a natural choice because of their complementary characteristics. In this section, a feature extraction method based on PC and SIFT, namely PC-SIFT, is implemented to improve the robustness of feature extraction against inhomogeneity. The PCR of image first is constructed adopting the method mentioned above. Then feature points are determined from this PCR of image using SIFT method. SIFT involves two stages: feature extraction and description. The description stage concerns use of the low-level features in point matching, and this will be considered next section.
SIMULTANEOUS FEATURE MATCHING AND SPACE TRANSFORMATION ESTIMATION
Finding initial matching pairs using SIFT descriptor
Feature matching is used to determine the corresponding features in different datasets that represent homonymous entities in the real world. Lowe [26] presented a simple initial matching scheme based on the descriptor vectors of the feature points. Given the feature points detected in two images I and J , A feature point n p from image I is considered a match to a feature point m q from image J if n p is the nearest neighbor of m q in the descriptor's feature space and is selected, which eliminates 90% of the false matches while discarding less than 5% of the correct matches.
Simultaneous feature matching and space transformation estimation based on CPD algorithm
The above matching scheme searches feature matches in the descriptor's feature space which does not involve location information of feature point, so many mismatches may occur. Therefore, it is necessary to develop a matching algorithm based on location information of feature points. Many algorithms exist for point sets matching. A popular one is the Iterative Closest Point (ICP) algorithm [30] , which iterates two steps until it reaches the local minimum. However ICP requires that the initial positions of the two point sets be adequately close, which is not always possible, especially when transformation is non-rigid. Furthermore, ICP's performance degenerates quickly with outliers, even if some robustness control is added [31] . Recently, Myronenko and Song [27] introduced a novel probabilistic method called as CPD for point sets registration. This method treats the registration as a Maximum Likelihood (ML) estimation problem with motion coherence constraint over the velocity field such that one point set moves coherently to align with the second set. In this paper, CPD method is preferred because it outperforms than most state-of-the-art algorithms in the presence of noise, outliers and distortion. The CPD method takes two data sets as input representing feature points of a reference image I and a floating image J . Let operator P "extracts" a part of the function for regularization. The detailed explanation can be found in reference [27] . A drawback of the CPD method is that it isn't immune from the presence of false match correspondences or "outliers".
To deal with this problem, in this paper extra information like SIFT descriptor is incorporated to the CPD method to improve the robustness of feature matching stage. For distinction, we call the extended CPD method as SIFT-CPD method. Next, we show how to integrate SIFT and CPD methods to overcome one of the intrinsic limitation of each algorithm. The matching stage of SIFT provides a putative initial set of correspondences which can be used to initialize SIFT-CPD method. The objective function equation (7) of the original CPD method is modified to consider both appearance similarity and geometrical proximity properties between feature points by ( ) 
The coefficient α is a factor that control the weight of SIFT based appearance in matching stage. We have observe that a good tradeoff to weight appearance and distance information is obtained by setting the coefficient 0.4
The closed form solution of (8) can be directly obtained by adopting the same scheme with the reference [27] . In general, the proposed SIFT-CPD method works very well on our test data and achieves impressively high performance. However, it faces a few challenges due to the high complexity of test data. Firstly, the SIFT-CPD method might fail to find the optimal correspondences due to the interference of mismatches when the initial matching based on the SIFT descriptors is not satisfactory. Secondly, in most cases, more than a third of the feature points in our data has no correspondences. To match them takes a lot of time. Therefore, we propose a new scheme to eliminate false match pairs. If the displacement transformation between two point sets is given by SIFT-CPD method, we can project the feature point m y in one set to the other one and find it's nearest neighbor point n x . If the nearest neighbor n x is just m y , we will say that a pair ( ) , 
So, the proposed removal scheme can be summarized as follows
Step 1. Compute the nearest neighbors for all elements in ( ) v Y .
Step 2. Select all matching candidate pairs and delete all unselected points.
Step 3. Compute the matching measure for selected candidate pairs by using equation (9) . The measure becomes the cost of removing that pair.
Li
Step 4. Place all the pairs in a heap keyed on cost with the maximum cost pair at the top.
Step 5. Remove the pairs whose cost is greater than given threshold Γ . In our test, the Γ is set as 1.5. A small value limits matching candidates to a reduced neighborhood while a bigger value allows matching more distant features. The above removal scheme is used after the SIFT-CPD method is carried out. In generally, the removal scheme and the SIFT-CPD method can be used alternately in iterative process. Finally, the estimated transformation by registering the point sets is applied to registration of original images.
RESULTS
In this section, we demonstrate the capabilities of the proposed PC-SIFT feature extraction method and SIFT-CPD feature matching method for image registration. The simulation results have been obtained using the MATLAB software package. We first look at the correct ratio of matching of our algorithms on feature points. We then examine the effectiveness of the matching method to multimodal image registration. It is seen that the two PCRs are very similar. Fig. 1 (e) and (f) show the putative matching result found by SIFT descriptor and the result obtained by our algorithm. In this experiment the SIFT-CPD algorithm clearly outperforms the original SIFT algorithms and gives reliable matching result.
In Fig. 2 , we report a registration experiment with a pair of MRI images obtained using a T1 and T2 weighted imaging protocols respectively. Each image was obtained from different subjects making it apt for the application of a non-rigid deformation. For visual evaluation of the proposed method, the registered floating image and the fused images between the reference and the transformed floating images are presented in Fig. 2(g ) and (h) respectively. It can be seen from the results that the proposed algorithm provides a robust matching of multimodal images while achieving good accuracy visually. 
CONCLUSION
In this paper, we presented a robust feature based nonrigid registration algorithm for multimodal image data. The new algorithm first extracts feature points from PCRs of the input images by using SIFT method. Initial matches of feature points are obtained by the nearest neighbor algorithm in descriptor space. Then the SIFT descriptor as appearance similarity is integrated into the CPD algorithm to refine the initial matches. Finally, the estimated transformation by matching the point sets is applied to registration of original multimodal medical images. The algorithm was tested on several data and illustrated via two examples. Experimental results show that the proposed SIFT-CPD algorithm is robust to data non-homogeneities and is well suited for multi-modal medical image registration.
