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Abstract
The generalization of Wielandt and Ky-Fan theorem is given for Hermitian matrix pairs,
and some new eigenvalue perturbation estimates are obtained. An application is made on a
class of quadratic matrix pencils.
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1. Introduction
The classical Wielandt theorem states that the quantity
sup
M1⊃···⊃Mk
dimMj =ij
inf
xj ∈Mj
x∗
i
xj =δij
k∑
j=1
x∗j Axj
equals the sum λi1 + · · · + λik , where λ1  · · ·  λn are the eigenvalues of the Herm-
itian matrix A ∈ Cn×n, and 1  i1 < · · · < ik  n (see, for instance [16] and [2]).
The Wielandt theorem above was generalized to some specific matrix pairs. In
fact, Svarzman [18] obtained a similar result for the class of Hermitian matrix pairs
(A, J ), where J−1 = J and JA is a positive definite matrix. He obtained a three-part
variational characterization of the form “inf sup inf ” and “sup inf sup”.
Recently, Li and Mathias [13] proved a Wielandt-type theorem for definite matrix
pairs (A,B), (i.e. pairs for which exist numbers α, β ∈ R such that αA + βB is a
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positive definite matrix), where, instead of eigenvalues, they considered the angles
θ = (Ax, Bx), with x an eigenvector of the pair (A,B).
The classical Ky-Fan theorem [2,16] states that
min
X∈Cn×p
X∗X=Ip
Tr(X∗AX)
equals the sum of the p smallest eigenvalues of the Hermitian matrix A ∈ Cn×n.
A generalization of this result to the class of Hermitian matrix pairs (A,B), where
B is positive definite, was given in [15]. In [10], Kovacˇ-Striko and Veselic´ obtained
a Ky-Fan-type theorem for definite matrix pairs.
The classical Wielandt and Ky-Fan theorems are widely used in matrix theory.
Using these theorems one can obtain various eigenvalue perturbation bounds, for
instance, the famous Cauchy inequality (see [16])
λi(A) + λmin(E)  λi(A + E)  λi(A) + λmax(E)
can be derived from the Wielandt theorem. For other perturbation bounds derived
from Wielandt and Ky-Fan theorems, see, for example, [2,13].
Our aim is to give a generalization of the Wielandt and Ky-Fan theorems for an
arbitrary Hermitian matrix pair (A,B), the only assumption being the non-singular-
ity of B.
The main tool in this paper will be the variational characterization of eigenvalues
of Hermitian matrix pairs given in [6,7] (for a variational formulation in an infinite
dimensional case see [4]).
In [7] the so-called “cancellation algorithm” was introduced. We show that we can
variationally characterize, in the form “sup inf ”, the sum of those eigenvalues which
“survive” a cancellation algorithm, and which do not “jump over” the cancelled pairs
of eigenvalues. We first prove the theorem in the case when all real eigenvalues are
semi-simple, the general case being a corollary of the semi-simple case. 2
In our Ky-Fan-like theorem, we show that the sum of the p smallest eigenvalues
of the same type can be variationally characterized. In both theorems, the matrix B
induces a geometry in which we operate.
In the last section we apply both results to a “partially overdamped” quadratic
eigenvalue problem by a convenient reduction of the quadratic matrix pencil to a
linear pencil with Hermitian matrices.
2. Preliminaries
Let A,B be Hermitian matrices. We say that λ is an eigenvalue of the pair (A,B)
if there exists x /= 0 such that Ax = λBx. The set of all eigenvalues of (A,B) is
denoted by σ(A,B).
2 In the first draft of the paper we only proved the semi-simple case. The referee’s comments encour-
aged us to try to prove the general case, in which we succeeded.
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In the rest of the paper we treat the case of a Hermitian matrix pair (A,B) from
CN×N , where B is non-singular.
For indefinite and non-singular B, it is often appropriate to work in the space
with an indefinite inner product induced by B; see [9] for such an approach. Hence
we introduce the inner product [x, y] = y∗Bx. A real eigenvalue λ is said to be
of the positive (resp. negative) type if [x, x] > 0 (resp. < 0) for some eigenvector
x associated with λ. Note that this definition differs from the usual one, where an
eigenvalue λ is said to be of the positive (resp. negative) type if [x, x] > 0 (resp.
< 0) for every eigenvector x associated with λ. Thus, it is possible that an eigenvalue
λ is of both types. In this case it is always possible to find an eigenvector x such that
[x, x] = 0. On the other hand, if we count multiplicities then a k-tuple semi-simple
eigenvalue can be regarded as k eigenvalues, each of which is either of positive or of
negative type. We denote the set of the eigenvalues of positive (resp. negative) type
of the matrix pair (A,B) by σ+(A,B) (resp. σ−(A,B)). By n+(A,B), n−(A,B)
we denote the number of the eigenvalues of positive (resp. negative) type of pair
(A,B), counting multiplicities.
Let {π(A), ν(A), δ(A)} denote the inertia of a Hermitian matrix A, i.e. π , ν and
δ are the number of positive, negative and zero eigenvalues of A, respectively.
By Sn we denote the sum of all eigenspaces corresponding to non-real eigen-
values.
For the sake of brevity, we introduce the following notation:
a(x) = x∗Ax, b(x) = x∗Bx, and a 0 (b 0) on some setSmeans a(x) 0 (b(x)
 0) for all non-zero vectors fromS, where  stands for the symbols , >, <, .
We say that a vector x is B-normalized if b(x) = ±1. We say that the vectors
{x1, . . . , xk} form an B-orthonormal set if x∗i Bxj = ±δij , where δij denotes the Kro-
necker symbol. We say that the set {x1, . . . , xk} is a B-orthonormal basis for the
subspaceW if it is a basis forW and if it is B-orthonormal. ByB+ (B−) we denote
the set of all x such that b(x) > 0 (< 0).
3. Main results
First we consider the case when all real eigenvalues are semi-simple, i.e. with the
corresponding Jordan chains of length one. As we have already said, in this case all
real eigenvalues are either of positive or negative type.
Let λ−
n−  · · ·  λ−1 and λ+1  · · ·  λ+n+ be the eigenvalues of negative and pos-
itive type of the pair (A,B), respectively, counted by their multiplicity. If there exist
λ± ∈ σ±(A,B) such that λ+ < λ−, then we define γ−1 as the smallest λ−j greater
then some λ+k , and γ1 as the greatest λ
+
j < γ−1. Obviously, γ±1 are well defined, the
segment [γ1, γ−1] is not empty and its interior (if not empty) contains no eigenvalues
of (A,B). Now we repeat this procedure inductively on the set σ(A,B) \ {γ−i , γ+i}
until there are no (+,−) pairs. The eigenvalues γ±1, . . . , γ±c are called “cancelled”
eigenvalues, and the number d given by
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Fig. 1. Cancellation algorithm.
d = c + n, n = 12 dim(Sn)
is called variational shift. This procedure is called the cancellation algorithm. By
r± = r±(A,B) we denote the number of non-cancelled eigenvalues of positive (resp.
negative type). Notice that N = 2c + 2n + r+ + r− = r+ + r− + 2d . The follow-
ing figure gives an example of the cancellation algorithm (Fig. 1).
Let Sc denote the sum of all eigenspaces corresponding to the cancelled eigen-
values.
The following theorem from [6] gives the variational characterization of the non-
cancelled eigenvalues. Set
σ±k = sup
S
codimS=k−1
inf
x∈S
b(x)≷0
a(x)
b(x)
, (1)
with the convention inf ∅ = −∞. We will state the theorem only for the eigenvalues
of positive type. The formulation for the eigenvalues of negative type is analogous.
Theorem 1. Let (A,B) be a Hermitian matrix pair such that all real eigenvalues
are semi-simple. Let µ1  · · ·  µr+ denote the non-cancelled eigenvalues of posi-
tive type. Then we have
σ+k =

−∞ for k  d,
µk−d for d < k  r+ + d,
+∞ for k > r+ + d,
(2)
where d is the variational shift.
The numbers d and r+ + d can be obtained without prior knowledge of the spec-
trum. Indeed, it can be seen that d = minλ∈R ν(λ) and r+ + d = π(B) (see [5]),
where ν(λ) = ν(A − λB).
It is easy to prove that, instead of σ±k as defined in formula (1), we can take
σ±k = sup
S
codimSk−1
inf
x∈S
b(x)≷0
a(x)
b(x)
. (1′)
The same change can also be made in the case of the classical max–min formula
for the eigenvalues of a Hermitian matrix.
Substituting A by −A and/or B by −B, we get three other “dual” versions of
Theorem 1. These “dual” variational formulations are obtained by interchanging inf
and sup and/or and ≷ by ≶ in (1) (and hence in (1′)), along with obvious mod-
ifications of the cancellation algorithm. This in general leads to different sets of
non-cancelled eigenvalues.
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3.1. A Wielandt-type theorem
We need the following two lemmas from [7].
Lemma 2. For all real λ there exists a c-dimensional subspace Sc(λ) ⊂Sc on
which b > 0 and a − λb < 0 holds.
Lemma 3. For all real λ there exist n-dimensional subspaces Sn0, S±(λ) ⊂Sn
such that
a = b = 0 onSn0
and
b > 0, ±(a − λb) > 0 onS±(λ).
The following lemma is a simple generalization of Lemma 2.0 from [1].
Lemma 4. Suppose thatW1 ⊃ · · · ⊃Wk are subspaces of CN such that dimWj =
k − j + 1, and b > 0 on Wj , j = 1, . . . , k. Let wj , j = 1, . . . , k − 1 be B-ortho-
normal vectors such that wj ∈Wj , j = 1, . . . , k − 1, and let U = span{w1, . . . ,
wk−1}. Then there exists a vector u ∈W1 \U, u /= 0 such that U span{u} has a
B-orthonormal basis {v1, . . . , vk}, where vj ∈Wj , j = 1, . . . , k.
Lemma 4, Theorem 2.1 and Corollary 2.2 from [1] imply the following result.
Lemma 5. Let N1 ⊂ · · · ⊂Nk be subspaces such that dimNj = d + ij , j =
1, . . . , k, 1  i1 < · · · < ik  N − d, 0  d < N. Suppose also that b > 0 onNj ,
j = 1, . . . , k. LetM1 ⊃ · · · ⊃Mk be another set of subspaces such that dimMj =
N − (d + ij ) + 1, j = 1, . . . , k. Then there exists a B-orthonormal set {v1, . . . , vk}
where vj ∈Nj , j = 1, . . . , k, and a B-orthonormal set {w1, . . . , wk} where wj ∈
Mj , j = 1, . . . , k, such that
span{v1, . . . , vi} = span{w1, . . . , wi}, i = 1, . . . , k.
Now we can state our generalization of Wielandt theorem for the matrix pairs,
in the case of semi-simple real eigenvalues. The general case will be obtained as a
corollary to this theorem.
Theorem 6. Let (A,B) be a Hermitian matrix pair fromCN×N with B non-singular
and such that all real eigenvalues are semi-simple. We denote the non-cancelled
eigenvalues of negative (resp. positive) type by µ−
r−  · · ·  µ−1 (resp. µ+1  · · · 
µ+
r+), and the cancelled pairs by γ±j ∈ σ±(A,B), j = 1, . . . , c, γ1 < · · · < γc.
(i) Let 1  i1 < · · · < ik  r+. Let γ−j be the greatest cancelled eigenvalue such
that γ−j < µ+i1 (if such an eigenvalue does not exist we take j = 0). Assume that
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µ+ik < γj+1 (if such an eigenvalue does not exist this condition is void), i.e. that
the eigenvalues µ+i1 , . . . , µ
+
ik
do not “jump over” the cancelled pairs (γ−j , γj ).
Then
µ+i1 + · · · + µ+ik = sup
N1⊃···⊃Nk
codimNj =ij +d−1
inf
xj ∈Nj
j=1,...,k
x∗
j
Bxi=δij
k∑
j=1
x∗j Axj , (3)
where d = c + n is the variational shift.
(ii) Let 1  i1 < · · · < ik  r−. Let γ−j be the greatest cancelled eigenvalue such
that γ−j < µ−ik (if such an eigenvalue does not exist we take j = 0). Assume that
µ−i1 < γj+1 (if such an eigenvalue does not exist this condition is void), i.e. that
the eigenvalues µ−ik , . . . , µ
−
i1
do not “jump over” the cancelled pairs (γ−j , γj ).
Then
µ−i1 + · · · + µ−ik = − infN1⊃···⊃Nk
codimNj =ij +d−1
sup
xj ∈Nj
j=1,...,k
x∗
j
Bxi=−δij
k∑
j=1
x∗j Axj , (4)
where d = c + n is the variational shift.
Here we used convention inf ∅ = −∞.
Proof. We will prove only (i), the other statement can be proved by applying the
statement (i) to the matrix pair (A,−B).
By u±j , u±j , we denote the B-orthonormal eigenvectors corresponding to µ
±
j and
γ±j , respectively.
We define zl = u±l such that ±(γ±l − µ+ij )  0, 1  j  k. Set
Vj =Sn span{u+ij , . . . , u+r+ , u−1 , . . . , u−r− , z1, . . . , zc}. (5)
Obviously, V1 ⊃ · · · ⊃Vk and dimVj = N − (d + ij ) + 1. Note that the
“jumping over” assumption was used here.
From a straightforward calculation it follows that a − µ+ij b  0 on Vj , and
(a − µ+ij b)(u+ij ) = 0, hence
min
xj ∈Vj
j=1,...,k
x∗
j
Bxi=δij
k∑
j=1
a(xj ) =
k∑
j=1
µ+ij .
This implies
sup
V1⊃···⊃Vk
codimVj =ij +d−1
inf
xj ∈Vj
j=1,...,k
x∗
j
Bxi=δij
k∑
j=1
a(xj ) 
k∑
j=1
µ+ij . (6)
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On the other hand, letM1 ⊃ · · · ⊃Mk be subspaces such that codimMj = d +
ij − 1. To prove the relation (3) it is sufficient to find vectors xj ∈Mj , j = 1, . . . , k,
x∗i Bxj = δij such that
∑k
j=1 a(xj ) 
∑k
j=1 µ
+
ij
. Finally, we define
Nj =Sc(µ+i1)S−(µ+i1) span{u+1 , . . . , u+ij }.
Obviously,N1 ⊂ · · · ⊂Nk and dimNj = d + ij . It is easy to see that b > 0 on
Nj and that a − µ+ij b  0 onNj . Now, Lemma 5 implies that there exist a B-ortho-
normal sets {x1, . . . , xk}, with xj ∈Mj , j = 1, . . . , k and {y1, . . . , yk}, yj ∈Nj ,
j = 1, . . . , k, such that
span{x1, . . . , xi} = span{y1, . . . , yi}, i = 1, . . . , k.
Let us introduce the subspace
W = span{x1, . . . , xk}
( = span{y1, . . . , yk}).
SinceW ⊂Nk , the subspaceW, together with the scalar product defined by [x, y] =
y∗Bx, can be regarded as a Hilbert space. ByW[⊥] we denote the orthogonal com-
plement ofW generated by this scalar product, i.e.
W[⊥] = {x ∈ CN : [x, y] = 0, ∀y ∈W}.
SinceW is a Hilbert space with this scalar product,W[⊥] is well-defined. By PW
we denote the projector onW along the subspaceW[⊥]. Set QW = PWB−1Ax, for
x ∈W. Then
[QWx, y] = x∗Ay, for all x, y ∈W,
hence QW is a Hermitian operator on (W, [·, ·]). Then Tr QW = ∑kj=1 τj , where
τ1  · · ·  τk are the eigenvalues of QW.
Let vj be the eigenvector corresponding to τj , j = 1, . . . , k. Set Uj = span{x1,
. . . , xj },Vj = span{vj , . . . , vk}. ThenUj ,Vj ⊂W andUj ∩Vj /= {0}. Let uj ∈
Uj ∩Vj be such that b(uj ) = 1. Note that span{x1, . . . , xj } = span{y1, . . . , yj },
hence uj ∈Nj , and a(uj )  µ+ij . Then
τj  [QWuj , uj ] = a(uj )  µ+ij , j = 1, . . . , k.
Using this we obtain
k∑
j=1
a(xj ) =
k∑
j=1
[QWxj , xj ] = Tr QW
=
k∑
j=1
τj 
k∑
j=1
µ+ij ,
which together with (6), finishes the proof. 
The general case will be treated using a perturbation technique. From [6], it al-
ways follows the existence of a number δ0 > 0, and a positive semi-definite matrix
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P , such that the pair (A + P,B) has all real eigenvalues semi-simple, for all 0 <
δ < δ0. This perturbation also has the following property: the real eigenvalue of the
pair (A,B) with Jordan chain of length m > 1 and of the type ∗ ∈ {+,−} under
perturbation becomes
(i) one semi-simple eigenvalue of the type ∗ and k conjugate pairs of non-real
eigenvalues, if m = 2k + 1,
(ii) two semi-simple eigenvalues, one of the + type, the other of the − type, where
the eigenvalue of negative type is smaller of the eigenvalue of positive type, and
k − 1 conjugate pairs of non-real eigenvalues, if m = 2k and ∗ equals +,
(iii) k conjugate pairs of non-real eigenvalues, if m = 2k and ∗ equals −.
Now we introduce the extended cancellation algorithm (see [6]). First we perturb
the matrix A by P , with 0 < δ < δ0, and then use the cancellation algorithm defined
before.
We have [6]
d(δ) = d, for all 0 < δ < δ0,
where d(δ) = d(A + P,B). We will state the result only for the eigenvalues of
positive type, the version for the eigenvalues of negative type is similar.
Theorem 7. Let (A,B) be a Hermitian matrix pair from CN×N, with B non-
singular. We denote the non-cancelled eigenvalues of negative (resp. positive) type of
extended cancellation algorithm by µ−
r−  · · ·  µ−1 (resp. µ+1  · · ·  µ+r+), and
the cancelled pairs by γ±j ∈ σ±(A,B), j = 1, . . . , c, γ1 < · · · < γc.
Let d = n + c, where 2n is the dimension of the eigenspace corresponding to
all non-real eigenvalues and of those eigenvalues which become non-real under the
perturbation.
Let 1  i1 < · · · < ik  r+. Let γ−j be the greatest cancelled eigenvalue such
that γ−j < µ+i1 (if such an eigenvalue does not exist we take j = 0). Assume that
µ+ik < γj+1 (if such an eigenvalue does not exist this condition is void), i.e. that
eigenvalues µ+i1 , . . . , µ
+
ik
do not “jump over” the cancelled pairs (γ−j , γj ).
Then (3) holds.
Proof. Let us denote with µ+i (δ) the corresponding perturbed eigenvalues of the
pair (A + P,B), 0 < δ < δ0. Since the eigenvalues µ+i1(δ), . . . , µ+ik (δ) satisfy the
assumptions of the Theorem 6, we have
µ+i1(δ) + · · · + µ+ik (δ) = sup
N1⊃···⊃Nk
codimNj =ij +d(δ)−1
inf
xj ∈Nj
j=1,...,k
x∗
j
Bxi=δij
k∑
j=1
x∗j (A + P)xj .
Now, when δ ↘ 0 we obtain (3). 
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By simple substitution of A by −A and/or B by −B we get three other “dual”
versions of the cancellation algorithm, and, hence, of Lemmas 2, 3 and of Theorem
7. Also, by imitating the proof of [1, Theorem 2.3], we can generalize Theorem 7 by
replacing the left hand side of (3) by ϕ(µ+i1 , . . . , µ
+
ik
), and the right hand side by the
corresponding relation, where ϕ is some symmetric function in k variables. We omit
the details.
Note that for definite matrix pairs d = 0, hence all eigenvalues are non-cancelled.
Also, from the proof of Theorem 6 it follows that the inequality
µ+i1 + · · · + µ+ik  sup
N1⊃···⊃Nk
codimNj =ij +d
inf
xj ∈Nj
j=1,...,k
x∗
j
Bxi=δij
k∑
j=1
x∗j Axj ,
holds regardless of the “jumping over” condition.
We conjecture that the “jumping over” assumption cannot in general be discarded,
but we were not able to find an appropriate example.
Remark 8. Let (A,B) be a strongly definitizable matrix pair, i.e. a Hermitian ma-
trix pair with all real eigenvalues semi-simple, and not of mixed type (for more
details see [11,14]). Let A be a Hermitian perturbation such that the pair (A˜, B) =
(A + A,B) has the same eigenvalue structure as the pair (A,B). The sufficient
conditions on A which imply these assumptions can be found in [14].
Using the technique of [17] (see also [12]) we can obtain an eigenvalue bound. We
present only the bound for the eigenvalues of positive type, bound for the eigenvalues
of negative type is similar.
Let µ+j , 1  j  r+, be the non-cancelled eigenvalue of positive type, where the
eigenvalues are ordered as in Theorem 6, and let µ˜+j be the corresponding eigenvalue
of the pair (A˜, B). LetVj be defined by (5), and let V˜j be a corresponding subspace
for the pair (A˜, B).
We define
rj = max
 supx∈Vj
b(x)=1
x∗δAx, sup
x∈V˜j
b(x)=1
x∗δAx
.
Then ∣∣∣µ˜+j − µ+j ∣∣∣  rj .
Obviously, rj can be bounded with η = supb(x)=1 x∗δAx, but, as can be seen from
(2), it is possible that η = ∞.
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3.2. Ky-Fan theorem
Now we prove the generalization of the well-known Ky-Fan theorem. The theo-
rem will be formulated only for the eigenvalues of positive type, the formulation for
the eigenvalues of negative type being analogous.
Theorem 9. Let (A,B) be a Hermitian matrix pair from CN×N, where B is non-
singular. Let µ±j , r±, and c be defined as in Theorem 7. Then for 1  p  r+ we
have
min
X∈CN×p
X∗BX=Ip
Tr(X∗AX) =
p∑
j=1
µ+i , (7)
where Ip denotes the identity matrix in Cp×p.
Proof. As before, we first treat the case when all real eigenvalues are semi-
simple. Set X = [x1 · · · xp], where xi are the eigenvectors corresponding to µ+i ,
i = 1, . . . , p, such that b(xi) = 1. Then, obviously,
Tr(X∗AX) =
p∑
i=1
µ+i and X
∗BX = Ip.
Hence, we have proved
min
X∈CN×p
X∗BX=Ip
Tr(X∗AX) 
p∑
j=1
µ+i .
Now, let X ∈ CN×p be arbitrary such that X∗BX = Ip. ByX we denote the sub-
space in CN spanned by the columns of X. Obviously, f ∗Bf > 0 for each non-zero
vector f from X.
By τ1  · · ·  τp we denote the eigenvalues of the matrix X∗AX. From previous
considerations and the variational principle given in Theorem 1, for 1  i  p it
follows
τi = max
S⊂Cp
dim Si−1
min
f∈Cp
f ∗g=0,
g∈S
f ∗X∗AXf
f ∗f
= max
g1,...,gi−1∈Cp
min
f∈Cp
(Xf )∗B(Xgj )=0,
j=1,...,i−1
(Xf )∗A(Xf )
(Xf )∗B(Xf )
= max
g1,...,gi−1∈X
min
f∈X
f ∗Bgj =0,
j=1,...,i−1
f ∗Af
f ∗Bf
= max
g1,...,gi−1∈CN
min
f∈X
f ∗Bgj =0,
j=1,...,i−1
f ∗Af
f ∗Bf
 sup
g1,...,gi−1∈CN
inf
f∈CN
f ∗Bgj =0,
j=1,...,i−1
b(f )>0
a(f )
b(f )
= sup
M⊂CN
codimMi−1
inf
f∈M
b(f )>0
a(f )
b(f )
= µ+i .
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Since τ1 + · · · + τp = Tr X∗AX, follows
Tr X∗AX 
p∑
j=1
µ+j .
Hence, we have proved the Theorem in the semi-simple case.
As before, by use of the perturbation technique, we easily prove the general
case. 
4. An application to quadratic pencils
In this section we apply obtained results to a quadratic matrix pencil
L(λ) = λ2I + λC + K,
where C, K are symmetric matrices of order N such that K is positive definite and
C is positive semi-definite.
The spectrum of the matrix pencil L(λ) is the set of complex numbers λ such that
there is a non-zero vector x such that L(λ)x = 0. It is easy to see that the spectrum
of L(λ) is situated in the left half plane. We denote the spectrum of L by σ(L).
We now describe the class of pencils which will be treating.
We assume that matrices C and K can be decomposed in the following way:
C =
[
0 0
0 C22
]
, K =
[
K11 K12
K∗12 K22
]
, (8)
where C22 is positive definite. We assume also that the operator pencil L2(λ) =
λ2I + λC22 + K22 is overdamped. (A quadratic pencil L(λ) = λ2 + λC + K is over-
damped if (x∗Cx)2 > 4x∗Kx holds for all ‖x‖ = 1.)
Next we introduce following block-matrices:
A =
[
0 K1/2
K1/2 C
]
, B =
[
I 0
0 −I
]
. (9)
It is easy to see that λ is an eigenvalue of the matrix pencil L(λ) if and only if λ is
an eigenvalue of the Hermitian matrix pair (A, B). So, we can introduce the B-sign
characteristics of the eigenvalues of the matrix pencil L(λ), as is done in Section 2.
To clarify the statements, we will use the following convention. Vectors corre-
sponding to the pencil L2, i.e. vectors which are applied to the matrices C22, K22 are
denoted by letters u and v. Vectors which are applied to the matrices C and K are
denoted by letters x and y, and vectors which are applied to the matrices A and B
are denoted by the bold font.
Our aim in this section is to prove the following theorem.
Theorem 10. Let L(λ) = λ2I + λC + K be a Hermitian quadratic pencil of order
N with C positive semi-definite and K positive definite. Assume that
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(1) matrices C and K can be decomposed as in (8), and
(2) the operator pencil L2(λ) = λ2I + λC22 + K22 is overdamped.
Let r be the size of C22. Then there exists a gap in the real spectrum of the pen-
cil L(λ), i.e. there exist a segment [α, β], α < β such that [α, β] ∩ σ(L) ∩ R = ∅,
and there exist r real eigenvalues on the left side of the gap. Let us denote them by
µ−r  · · ·  µ−1 . Then the following holds.
1. Let 1  i1 < · · · < ik  r. Then
µ−i1 + · · · + µ−ik = − infN1⊃···⊃Nk
codimNj =ij +d−1
sup
xj ∈Nj
j=1,...,k
x∗
j
Bxi=−δij
k∑
j=1
x∗jAxj (10)
holds, where d is the variational shift for the matrix pair (A, B).
2. We have
r∑
j=1
µ−i = − max
X∈C2N×r
X∗BX=−Ir
Tr(X∗AX).
Proof
First we prove the existence of a gap in the real spectrum of L.
Let x = (u
v
)
. Then
(λ2I + λC + K)x = 0
can be written as
λ2
[
u
v
]
+ λ
[
0 0
0 C22
] [
u
v
]
+
[
K11 K12
K∗12 K22
] [
u
v
]
= 0.
From this follows
λ2u + K11u + K12v = 0,
λ2v + λC22v + K∗12u + K22v = 0.
Substituting u in the second equation, from the first we get
λ2v + λC22v + (K22 − K∗12(K11 + λ2)−1K12)v = 0. (11)
We introduce the Hermitian matrix function
K(λ) = K22 − K∗12(K11 + λ2)−1K12, λ ∈ R,
and the (non-linear) functionals
p±(v, λ) = −v
∗C22v ±
√
(v∗C22v)2 − 4v∗vv∗K(λ)v
2v∗v
. (12)
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Obviously, p±(v, λ) = λ, if and only if λ2v∗v + λv∗C22v + v∗K(λ)v = 0.
Hence, if λ is an eigenvalue of L(λ) with the corresponding eigenvector x = (u
v
)
,
then we have p+(v, λ) = λ or p−(v, λ) = λ or both. Since K(λ)  K22 for real λ,
we have p+(v, λ)  p′+(v) and p−(v, λ)  p′−(v), where p′± is the corresponding
functional for the matrix pencil L2(λ), given by
p′±(v) =
−v∗C22v ±
√
(v∗C22v)2 − 4v∗vv∗K22v
2v∗v
.
Since the matrix pencil L2(λ) is overdamped, we have sup p′− < inf p′+ [8], hence
it follows that there is a gap in the real spectrum of the pencil L(λ), and we can take
α = sup p′−, β = inf p′+.
We will show that each real eigenvalue of the left hand side of the gap is of
negative type, and therefore all real eigenvalues on the left hand side of the gap are
semi-simple.
Let (λ, x), λ ∈ R, λ < α be an eigenpair of the matrix pencil L(λ), x = (u
v
)
. Then
p−(v, λ) = λ, i.e.
λ = −v
∗C22v −
√
(v∗C22v)2 − 4v∗vv∗K(λ)v
2v∗v
< −v
∗C22v
2v∗v
.
Since v∗v  x∗x and v∗C22v = x∗Cx, it follows
λ < −x
∗Cx
2x∗x
.
This implies (λ is necessarily negative!)
2λ2x∗x + λx∗Cx > 0,
which together with
λ2x∗x + λx∗Cx + x∗Kx = 0
implies
λ2x∗x > x∗Kx. (13)
Set x1 = (1/λ)K1/2x. Then one can easily check that x =
(
x1
x
)
is an eigenvector
of the matrix pair (A, B) corresponding to the eigenvalue λ.
Now (13) implies x∗1x1 < x∗x, hence x∗Bx < 0.
Next we show that the number of real eigenvalues on the left hand side of the
gap, counted by multiplicity, is precisely r . The number of these left eigenvalues is
determined by the following continuity argument. Consider the family of pencils
L(λ, ε) = λ2 + λεC + K, ε  0.
For any ε  1 this family obviously satisfies the conditions of our theorem. The
negative spectral gap increases with ε, more precisely, the corresponding functionals
p−(v, λ, ε) and p+(v, λ, ε) satisfy
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p−(v, λ, ε) p′−(v, ε) = −
εv∗C22v
2v∗v
(
1 +
√
1 − 4v
∗vv∗K22v
(εv∗C22v)2
)
 −εv
∗C22v
2v∗v
(
1 +
√
1 − δ
ε2
)
,
p+(v, λ, ε)  p′+(v, ε)  −
εv∗C22v
2v∗v
(
1 −
√
1 − δ
ε2
)
,
with
δ = sup
v∈Rr
v /=0
4v∗vv∗K22v
(v∗C22v)2
.
Since the pencil L2(λ) is overdamped, it follows δ < 1.
The left eigenvalues are real analytic functions of ε without singularities––even
if the eigenvalues should cross themselves. This is because they are of positive type
(a proof can be found e.g. in [19]). This precludes any mixing with possible non-real
eigenvalues. Thus, as ε ↗ ∞ these eigenvalues tend to −∞ and do not change their
number, the multiplicities included.
On the other hand, no other eigenvalues can approach infinity from any (complex)
direction. Indeed, let us assume that λ ∈ C \ R is an eigenvalue of L(λ) with the
corresponding eigenvector x. Then
λ = −x
∗Cx ±√(x∗Cx)2 − 4x∗xx∗Kx
2x∗x
.
Since λ is non-real, this can be written as
λ = −x
∗Cx
2x∗x
± i
√
4x∗xx∗Kx − (x∗Cx)2
2x∗x
,
so we have
|λ|2 = x
∗Kx
x∗x
. (14)
Hence
‖K−1‖−1  |λ|2  ‖K‖. (15)
Thus, the number of the eigenvalues in question is equal to the dimension of the
spectral subspace of the matrix
lim
ε→∞ (BA(ε) − λ)
−1 (16)
belonging to the eigenvalue zero. Here λ is a fixed real number between sup p′− and
inf p′+ and A(ε) is the corresponding block matrix. We compute the limit (16). We
calculate
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lim
ε→∞L(λ, ε)
−1 =
[
(λ2 + K11)−1 0
0 0
]
.
Now the well-known formula
(BA(ε) − λ)−1 =
[− 1
λ
+ 1
λ
K1/2L(λ, ε)−1K1/2 −K1/2L(λ, ε)−1
L(λ, ε)−1K1/2 −λL(λ, ε)−1
]
implies
lim
ε→∞ (BA(ε) − λ)
−1
=
−
1
λ
+ 1
λ
K1/2
[
(λ2 + K11)−1 0
0 0
]
K1/2 −K1/2
[
(λ2 + K11)−1 0
0 0
]
[
(λ2 + K11)−1 0
0 0
]
K1/2 −λ
[
(λ2 + K11)−1 0
0 0
]
 .
One can easily see that the defect of this block-matrix is exactly r .
Hence, we can apply negative-type analogues of Theorems 7 and 9 to the matrix
pair (A, B) to obtain desired result. 
From the proof of the foregoing theorem it follows that everything said will hold
for the positive-type eigenvalues as well, provided that
inf
v
p′+(v) < ‖K‖−1/2
(we omit the details).
Unfortunately, the real eigenvalues on the right hand side of the gap need not be of
positive type. This can be readily seen from Fig. 2. The picture in Fig. 2 is obtained
by plotting the eigenvalues of random matrix pencils of order three, which satisfy
our conditions, while keeping the smallest eigenvalue of K to one.
A concrete example is the matrix pencil with the following entries:
C =
0 0 00 0 0
0 0 301.822
 , K =
136.63382 113.58142 1583.7435113.58142 97.472318 1343.3431
1583.7435 1343.3431 18709.024
 .
The eigenvalues of this pencil are λ1 = −215.39099, λ2 = −82.517913, λ3 =
−3.3700361, λ4,5 = −0.04725 ± 1.34i, λ6 = −0.44885985. The eigenvalues λ1 and
λ3 are of negative type, other (real) eigenvalues are of positive type. The gap is
[−214.6697, −87.152], hence the eigenvalue λ3 is on the right hand side of the gap.
Moreover, inside of the circle with the center in the origin and the radius λ1/2min(K)
there are no non-real eigenvalues, which follows from (14).
One could show that all eigenvalues which are contained in this circle are of
positive type and that Theorems 6 and 9 are applicable for them, too. We omit the
details.
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Fig. 2. Distribution of the eigenvalues.
Another characterization of a single eigenvalue of the negative type was given in
[3]; it reads
µ−j = minS
dim S=j
S⊂M
max
‖x‖=1
p−(x),
whereM = {x : (x∗Cx)2  x∗Kxx∗x}, and p− is given by
p−(x) = −x
∗Cx −√(x∗Cx)2 − 4x∗xx∗Kx
2x∗x
.
Our formula (10), specialized for the case of a single eigenvalue reads
µ−j = − inf
codimN=j+d−1 supx∈N
x∗Bx=−1
x∗Ax,
where A and B are given in (9).
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