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Abstract
Diffusion in liquids can still be predicted only with high uncertainty due to the lack of sufficient experimental data. Diffusion experiments are
complex and time-consuming. Furthermore, the concentration dependence of the diffusion coefficients requires usually several experiments
even for binary mixtures. The possibility to extract this information from one short Raman diffusion experiment is explored here. A general
identification framework is provided which does not require the a priori specification of a diffusion coefficient model structure but establishes
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dhe concentration dependence directly from the data. The methodology is used to determine the diffusion coefficient in the mixture ethyl
cetate–cyclohexane in a wide concentration range.
2004 Elsevier B.V.
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. Introduction
Even in binary liquids, the concentration dependence of
he diffusion coefficient is not simple and no single predictive
orrelation gives satisfactory estimates for all mixtures [1].
herefore, experiments are usually necessary in order to de-
ermine precise diffusion coefficients required in mass trans-
er calculations. Unfortunately, most diffusion experiments
re rather complex and time-consuming [2]. Furthermore,
nly constant diffusion coefficients describing the behavior
t one single composition are usually determined. A number
f experiments are therefore needed to describe the overall
oncentration dependence.
On the other hand, the direct determination of concentra-
ion dependent multicomponent diffusivities from a single
iffusion experiment was already suggested more than 30
ears ago [3]. For binary diffusion in liquids, this idea has
een implemented using diaphragm cell [4] and interferome-
∗ Corresponding author. Tel.: +49 241 8096712; fax: +49 241 8092326.
E-mail address: marquardt@lpt.rwth-aachen.de (W. Marquardt).
try measurements [5]. In diaphragm cell experiments, the dif-
fusion coefficients found are always time and concentration
averaged values [2]. From this data, Clunie et al. [4] retrieved
information about the first and second derivative of the dif-
fusion coefficient with respect to concentration. Thereby, the
concentration dependence may be described in an interval ad-
jacent to the measured composition. The values determined
by this method show a large scatter though and several ex-
periments are still required to analyze the full composition
space. In the analysis of holographic interferometry exper-
iments, a polynomial for the concentration dependence of
the diffusion coefficient D(c) was proposed [5]. The coeffi-
cients of this polynomial were then estimated from the data
in a least squares procedure. In experiments, only linear and
quadratic functions were used. It was found that the correla-
tion among the coefficients was too severe to allow them to
be determined with sufficient precision. This led to abandon-
ment of this idea. The possibility of direct determination of
the concentration dependence is therefore not even mentioned
any more in later reviews on measurements of diffusion co-
efficients [2,6] despite its prospect of reducing experimental
378-3812 © 2004 Elsevier B.V.
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effort substantially. More recently though, this possibility was
exploited in other fields such as adsorption [7] and transport
in anionic gels [8].
In this work, the estimation of concentration dependent
diffusion coefficients in binary liquids will be reexamined.
Recently, a new measurement technique for diffusion in liq-
uids using model-based Raman spectroscopy has been pre-
sented by the authors [9]. The new technique is designed
to reduce experimental effort for diffusion measurements. It
was shown that the concentration dependence of the diffu-
sion coefficient could be determined from the joint analysis
of four Raman experiments. As a drawback a diffusion coef-
ficient model structure (e.g., a polynomial of fixed order) had
to be postulated a priori as in the work of Durou et al. [5].
This may be unsatisfactory: if the suggested structure is not
capable of capturing the concentration dependence properly,
the estimate may be misleading and the model will not ade-
quately describe the data. If a very flexible model structure
is used, a large number of parameters have to be determined
which is prohibitive due to the computational effort and the
ill-posed nature of the identification problem.
Recently, an incremental model identification strategy has
been developed by some of the authors for the determina-
tion of concentration dependent diffusion coefficients di-
rectly from the data, i.e., without a priori specification of
a model structure [21]. In this simulation study, complicated
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2. Experiment
The diffusion experiments in this work were conducted
employing one-dimensional Raman spectroscopy. A first de-
scription of the experimental setup was given by the authors
in [9,12]. Here, the principle is summarized and we report
some recent improvements.
The Raman diffusion experiment is performed in a verti-
cal column similar to those used in interferometric diffusion
experiments [2]. Initially, two uniform solutions of different
composition are layered on top of each other. Mixing then
occurs due to diffusion. The mole fractions of all species
x˜i(z, t) are simultaneously measured in a section of the dif-
fusion cell with high spatial and temporal resolution using
Raman spectroscopy.
In order to induce the so-called Raman scattering the
beam of an Argon Ion Laser (SPECTRA PHYSICS, exci-
tation wavelength 514.5 nm, power 1.5 W) is focussed and
directed vertically through the diffusion cell made of quartz-
glass, as shown in Fig. 1. Molecules in the sample get
excited and emit Raman scattering. The frequency of the
Raman signal is shifted compared to the incoming laser
beam. The signal is collected in a 90◦ angle to the cell
and the dominating, disturbing Rayleigh scattering is re-
moved by filtering. An imaging spectrograph (ARC Spectra
Pro 500 i) equipped with a 1200 l/mm grating resolves the
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liffusion coefficients with several extrema could be estimated
ithin 5% error. In the following, the approach will be ap-
lied to actual data from Raman diffusion experiments.
Raman diffusion experiments will be briefly introduced
ext and some recent improvements are discussed. Subse-
uently, the mathematical description of the diffusion exper-
ment is presented. This model is then employed in the in-
remental identification procedure. Results will be presented
or the mixture ethyl acetate–cyclohexane and compared to
iterature data [11].
Fig. 1. Experimental setup of one-dimensiona n spectroscopy for diffusivity measurements.
pectral information. In this way, a two-dimensional image
ith one spatial and one spectral coordinate is obtained. The
mage is detected by an air-cooled charge coupled device
CCD) camera (PRINCETON INSTRUMENTS NTE/CCD-
340/400) and stored sequentially on a PC. Thus, each de-
ector row (e.g., no. 1, 2 in Fig. 1) collects the emitted
aman scatter from a certain volume along the measure-
ent line. From this spectral information, the concentra-
ion profiles of all species are determined as described be-
ow.
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Methods of optimum experimental design have shown
[9,10] that it is advantageous to perform experiments in re-
stricted diffusion.1 The measuring line is therefore positioned
in the lower part of the cell covering both the initial boundary
layer and the bottom wall.
In contrast to previous work [9], the laser beam is now
focussed by a telescopic lens pair instead of a single lens
down to a diameter of 100m. Thereby, the uniformity
of the intensity distribution along the spatial axis is im-
proved leading to smaller dependencies of the calibration
function on spatial position. In order to reduce trapezium
distortions the CCD-camera is flanged to the spectrograph
by a special adapter at an angle of 81◦. This position is
the best compromise between high spectral and spatial res-
olution. The camera operates in full image modus, so 400
spectra are recorded simultaneously. The practical spatial
resolution obtained corresponds to two detector lines, i.e.,
50m. This value increases slightly at the bottom of the
cell.
The diffusion cell is filled first with the lighter compo-
nent, in this study pure cyclohexane, up to four fifth of its
inner height (all chemicals from FLUKA in “spectroscopic
grade”, purity >99.8%). Then, ethyl acetate as the denser so-
lution is added carefully below with the help of a syringe
pump (ABG). The filling is stopped when the denser so-
lution has reached a level of about 8 mm, measured from
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and co-workers. A detailed description of the analysis of over-
lapping spectra can be found in the original work [14]. In in-
direct spectral hard modeling, the pure component spectra of
a mixture are approximated by hard modeling using overlap-
ping Gauss, Lorentz and Voigt profiles. During the calibration
procedure these models are allowed to adapt to the system-
atic shifts of vibration bands due to molecular interactions in
the mixture. This is done by setting some parameters in the
hard models as free variables in the mixture spectrum fitting
problem. The mixture spectrum consists then of the weighted
superposition of all component spectra models and a model
to account for the background intensity level.
The weighting factor wi of each species i is related to the
particular amount of substance in the measuring volume. This
is based on the linear relationship between the Raman scat-
tering intensity and the concentration of the component [15].
This proportionality holds for a variety of not too nonideal
systems over a wide concentration range with good precision.
In order to get results independent of drifts in laser power or
other exterior influences the method of an internal standard
is preferred. In a mixture with nc components a species n
is therefore chosen as a reference component. Dividing the
individual scaling factor wi by the reference component the
following relationship can be obtained [12,14].
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ahe bottom of the cell. Then a drain tube is lowered from
he top of the cell until the tip is 3 mm below the diffu-
ive boundary of both substances. The premixed liquid is
ucked out of the cell with a flow rate of 0.5 ml/min. In
his way the boundary is sharpened and lowered to the tip’s
evel, which corresponds to the center of the CCD-chip. Fi-
ally, the needle is carefully pulled out still sucking with
lower flow rate to avoid contamination of the upper so-
ution. Imaging Raman spectroscopy allows already an on-
ine control of this experimental preparation. After the cell
as been closed with a thin PTFE-greased glass cover the
rst picture is recorded. The exposure time was set to 20 s
n all runs. Delays between two images increased from 25 s
t the start up to 300 s for the last exposures. The exper-
ment duration was between 2 and 3 h. The temperature
as constant within 0.2 K at 20 and 25 ◦C, respectively. Al-
hough data collection starts immediately after the beginning
f an experiment, measurements from the first minutes are
ropped. Initially, the diffusion process may be superposed by
arginal convective mixing induced by the boundary sharp-
ning.
.1. Spectral analysis and calibration
Raman spectra are analyzed by the so-called indirect spec-
ral hard modeling method developed by some of the authors
1 During a restricted diffusion experiment the concentration changes at
east at one end of the diffusion column.wn
=
cn
kin, (1)
here the proportionality factor kin between the ratios of
olar concentration and the weighting factors has to be de-
ermined by calibration. In a binary mixture only one inde-
endent proportionality factor kin has to be determined since
ni = 1/kin. Thus, the analysis of one calibration sample is
heoretically sufficient here.
In practice, the factor might depend on spatial position
nd mixture composition. The spatial effect is caused by
ystematic errors concerning the optical parts of the ex-
erimental setup and their adjustment. The spectral analy-
is (lack of the model) and also the nonideal behavior of
he system due to intermolecular forces itself might induce
composition dependence. Thus, for high-precision mea-
urements, it is necessary to determine both dependencies
rom calibration with a few test samples of known com-
osition. The dependency of composition is typically rep-
esented by a second to third order polynomial, while for
he local influence a 5-row-average-value is used. The anal-
sis of the spatial effect does not require additional calibra-
ion samples. A spatially resolved calibration is sufficient.
hus, the calibration effort for Raman spectroscopy is simi-
ar to the verification of a linear or higher order composition
ependence of the refraction index [13] required by inter-
erometry or Taylor dispersion measurements of diffusion
oefficients.
In order to measure the concentration of each component
n an unknown sample, the weighting factors wi are evalu-
ted from the mixture spectrum. The mole fraction of each
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component can then be calculated with the knowledge of the
proportionality factor kin(x, z) from
xi = ci/cn∑nc
j=1 cj/cn
=

 nc∑
j=1
wj
wi
kin
kjn


−1
. (2)
In this work, spectra from cyclohexane and ethyl acetate were
analyzed in the region from 280 to 1175 cm−1. The pure
component spectrum model consists of 22 profiles for ethyl
acetate and 18 for cyclohexane. To consider concentration
dependent shifts of vibration bands efficiently, peaks showing
nearly identical behavior have been grouped. In this way, only
seven variable positions plus five parameters representing the
intensity level of Raman and background signal have to be
fitted for each spectrum. This analysis takes about 2 s on a
standard PC.
In Fig. 2 the influence of the careful calibration method
explained above is presented. The concentration profile of
ethyl acetate 45 s after the start of a diffusion experiment is
calculated here from the ratio of the integrated intensities (2)
using
(a) only an average value for the proportionality factor
kEC(x¯, z¯),
(b) a local calibration factor kEC(x¯, z¯), and
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3. Model development
Diffusion experiments are usually designed such that the
volume of mixing is negligible [2]. The volume average ve-
locity uV vanishes in such systems. It is therefore convenient
to regard diffusion in the volume average reference frame
since it corresponds to the coordinates found in the labora-
tory. Generalized Fick’s law is commonly employed in the
analysis of diffusion experiments [16]. Combination of the
balance equation with generalized Fick’s law leads to the
model
∂ci
∂t
= ∂
∂z
(
nc−1∑
k=1
DVik
∂ck
∂z
)
, i = 1, . . . , nc − 1. (3)
The initial conditions ci(z, 0) have to be further specified and
the boundary conditions have to be given. The boundary is
impermeable in Raman diffusion experiments which leads to
∂ci(0, t)
∂z
= ∂ci(L, t)
∂z
= 0, i = 1, . . . , nc − 1. (4)
The assumption of constant molar volumes is in general no
longer valid for the applications intended in this work. The
whole concentration interval is to be covered in a single ex-
periment. Constant molar volumes may therefore be expected
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d(c) the full model kEC(x, z).
he differences seem negligible if the whole concentration
nterval is plotted (Fig. 2, top). The three concentration pro-
les seem to coincide. Differences are only visible on a mag-
ified scale (Fig. 2, bottom). Due to the properties of the
ndirect hard modeling approach deviations become largest
n the equimolar region. Though the differences between the
implest and most complex calibration procedure lead to dif-
erences in the order of 0.5 mol% only, it will be shown that
uch systematic deviations have to be avoided for demand-
ng problems as the estimation of concentration dependent
iffusion coefficients considered here.
ig. 2. Influence of calibration model on calculated concentration profiles
or ethyl acetate is not visible at the full range plot (top). Differences between
onstant (a) and full (c) model (full line) and between local (b) and full (c)
odel (dashed line) are shown in bottom plot.nly for ideal mixtures. A more general model is required to
escribe the diffusion process. Such models have been devel-
ped [17] but are usually avoided in practice.
Due to the deviations from ideal mixture behavior the vol-
me now changes during the diffusion process, i.e., uV = 0.
model for this case was already derived by Bardow et al. [9]
sing index reduction by differentiation [18]. This leads to a
oving boundary problem which is not suited for implemen-
ation using standard simulation software. Therefore, a new
ormulation is developed in the following using a coordinate
ransformation given by Crank [17].
A moving boundary problem was obtained previously due
o the use of the laboratory coordinate system. The volume
f the sample changes, therefore the coordinate for the up-
er boundary condition (4) is moving. Since the total mole
umber does not change during the diffusion process it is
ore convenient to introduce the molar reference frame. An
ncrement of the number of moles dn can be related to the
aboratory coordinate system z by
n = ctA dz, (5)
here A denotes the cross-section of the diffusion cell and ct
he total concentration of the mixture which is a function of
pace and time. It is more convenient to express the coordinate
n units of length [17]. A new coordinate dz¯ is defined by
ultiplication of Eq. (5) with the molar volume V 0n per cross
ection A of a reference species nc
z¯ = V
0
n
A
dn = ctV 0n dz. (6)
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The fictional section dz is therefore only identical to the
length found in the laboratory for segments of pure compo-
nent nc. The two coordinate systems can be converted from
one to another by
z¯ =
∫ z
0
ct(t, z′)V 0n dz′. (7)
The appropriate measure of concentration in the molar refer-
ence frame is the mole fractionxi(= ni/n). The concentration
in the transformed system follows as [17]
ξMi =
xi
V 0n
. (8)
Continuity for each species i must also hold in the trans-
formed coordinate. Hence,
∂ξMi
∂t
= −∂N
M
i
∂z¯
. (9)
If diffusion is regarded in the molar reference frame the
species’ flux NMi will be purely diffusive since the molar
average velocity uM vanishes in the chosen molar coordinate
system, i.e.,NMi = JMi . This intuitive assertion can be proved
rigorously [10].
The model (9) will be completed by insertion of a constitu-
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Fig. 3. Excess volume of ethyl acetate–cyclohexane mixture: crosses mark
measurements, line shows fitted expression (15) used in this work.
which reduces for the binary case2 to
∂ξM1
∂t
= ∂
∂z¯
(
D12(ctV 02 )2
∂ξM1
∂z
)
. (14)
It should be noted that the same result was derived in the
literature for the binary case [17]. However, the arguments
used there are only valid for ideal mixtures. In this sense,
the derivation presented here generalizes the results from the
literature to nonideal multicomponent mixtures.
3.1. Mixing effects in binary diffusion experiments
In order to assess the impact of the excess volume simula-
tion results are presented for the binary system ethyl acetate–
cyclohexane. The density was measured using a densiometer
(ANTON PAAR, type DSA48) modified for a precision of 6
significant digits. The excess volume is shown in Fig. 3. The
excess data ˜VEX was fitted to a Redlich-Kister-type function
[20]
VEX = x1x2(A+ B(x1 − x2) + C(x1 − x2)2 + · · ·) (15)
where only the first two terms were used with A = 4.9603,
B = −0.6809. At its maximum the excess volume corre-
sponds to 1.2% of the total volume. The excess effects would
therefore be expected to be small.
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cive equation for the diffusive fluxes JMi . Generalized Fick’s
aw can be formulated in the molar reference frame as [16]
M
i = −ct
nc−1∑
k=1
DMik
∂xk
∂z
i = 1, . . . , nc−1. (10)
he spatial mole fraction gradient (∂xk/∂z) is transformed
nto the new coordinate z¯ using the chain rule [19]
∂φ
∂z¯
= ∂φ
∂z
∂z
∂z¯
. (11)
eneralized Fick’s law may therefore be written as
M
i = −ct
nc−1∑
k=1
DMik
∂xk
∂z
= −ct
nc−1∑
k=1
DMik ctV
0
n
∂xk
∂z¯
= −
nc−1∑
k=1
DMik (ctV 0n )2
∂ξMk
∂z¯
. (12)
he Maxwell–Stefan equations may be transformed similarly
10].
In summary, multicomponent diffusion in the transformed
oordinates may be simulated by
∂ξMi
∂t
= ∂
∂z¯
(
nc−1∑
k=1
DMik (ctV 0n )2
∂ξMk
∂z¯
)
i = 1, . . . , nc−1,
(13)Simulations of a diffusion experiment were performed us-
ng both assumptions of ideal and nonideal mixture behavior.
iffusion coefficients were taken from the literature [11]. The
ength of the diffusion cell was L = 25 mm. The initial con-
ition corresponded to an infinite sharp concentration jump
etween both pure components at z = 6 mm. The computed
ole fraction profiles are compared in Fig. 4. Even though
xcess volumes are small for the ethyl acetate–cyclohexane
ystem the neglect of mixing effects leads to errors up to
.6 mol%. This deviation is several times larger than the sta-
istical noise found in the Raman measurements. The use of
2 Since diffusion coefficients in all reference frames are identical for binary
iffusion if suitable concentration gradients are chosen [16] the superscript
denoting the molar reference frame will be dropped from the diffusion
oefficient in the following to improve readability.
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Fig. 4. Difference in model prediction of ethyl acetate mole fraction x in
Raman diffusion experiment assuming ideal and real mixtures.
an ideal mixture assumption would induce significant sys-
tematic modeling errors. Therefore, the full model (14) in
the molar coordinates has to be used in the subsequent data
analysis.
4. Incremental model identiﬁcation framework
The binary diffusion coefficient D12 is known to depend
on concentration. Commonly, several experiments are con-
ducted to determine this concentration dependence although
it can be proven that a single experiment should suffice [10].
Previous attempts to estimate the full concentration depen-
dent diffusion coefficient in binary liquids have not been able
to give reliable estimates [5] and led to the abandonment of
this approach. These methods further relied on the a priori
assumption of a model structure for the diffusion coefficient.
Only the unknown parameters in the models were then deter-
mined from the data.
Recently, an incremental identification strategy for the de-
termination of diffusion models was suggested [21]. Here, the
model identification procedure is split into the incremental
steps commonly used in model development. These steps
are:
1. Balance: a balance envelope and a coordinate system are
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new incremental approach will be presented and extended to
mixtures with volume effects considered in this work.
In incremental model identification, only the balance
Eq. (9) is proposed initially without assuming a particular
model for the contained fluxes. Using the high resolution
concentration measurements the binary diffusive flux can be
computed directly from the data
balance : ˆNM1 (z¯, t) = −
∫ z¯
0
∂˜ξM1 (z¯′, t)
∂t
z¯′. (16)
The estimation problem (16) is linear even for nonlinear
diffusion phenomena. Furthermore, all subsequent steps are
algebraic which reduces the computational complexity sub-
stantially.
The main difficulty in this computation is the estimation
of the time derivative of the measured data (∂˜ξMi /∂t) which
is known to be an ill-posed problem [22]. Smoothing splines
can be used to solve this problem (for details see [21]). Since
the standard natural cubic smoothing spline induces signif-
icant bias near the ends of the measurement interval [23] a
boundary corrected smoothing spline [24] is employed here.
The model-based measurements of the molar flux ˆNM1 (z¯, t)
can now be analyzed to test if the previous assumptions (en-
velope and coordinates) are appropriate and to generate flux
model candidates. In the chosen molar reference frame, con-
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aselected and the balance equations are formulated;
. Fluxes: constitutive equations for the generalized fluxes
contained in the balances (e.g., diffusive flux, reaction
rates) are chosen;
. Coefﬁcients: constitutive equations for the transport coef-
ficients contained in the flux models (e.g., diffusion coef-
ficient, reaction constants) are inserted.
ach step contains further assumptions on the underlying
rocess. It seems therefore natural to exploit this structure
lso in model identification. This is the main idea of incre-
ental identification. Here, a sequence of inverse problems
orresponding to the steps in model development has to be
olved. This decoupling gives additional insight into the im-
act of model assumptions and leads to a significant reduc-
ion of computational effort. It allows therefore the efficient
eneration of model structures directly from the data. Theection can be neglected as discussed above, i.e., NM1 = JM1 .
ick’s law (10) is used to describe the diffusive flux. For bi-
ary diffusion, the unknown diffusion coefficient can then be
etermined as a function of space and time:
uxes : ˆD12(z¯, t) = − 1(ct(z¯, t)V 02 )2
ˆJM1 (z¯, t)
∂˜ξM1 (z¯, t)/∂z¯
. (17)
t can be seen that the diffusion coefficient will be not identifi-
ble if the concentration gradient vanishes (∂˜ξM1 /∂z) and that
he estimate will be very sensitive to errors if the gradient
s small. The diffusion coefficient measurements ˆD12(z¯, t)
temming from a soft sensor are now employed for fur-
her analysis and for model structure generation. Hanke and
cherzer [22] proposed a very general approximation scheme
ased on inverse problem theory which will be followed here.
piecewise constant representation of the concentration de-
endent diffusion coefficient D12(x) is used
coefficient : ˆD12(x) = θi for x(z¯, t) ∈
[
i− 1
m
,
i
m
]
,
i = 1, . . . , m. (18)
he coefficients θi are then determined in a regularized linear
east squares problem (see [21] for details). Thereby, a highly
arameterized, flexible model for the diffusion coefficient is
btained directly from the Raman measurements.
The diffusion coefficient model such provided will always
e slightly biased due to the ill-posed nature of the estima-
ion problem. In a detailed analysis the impact of error prop-
gation in incremental identification was analyzed [23]. The
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incremental approach was found to be very efficient and ro-
bust for model structure identification but it turned out to
be beneficial to perform a final classical parameter estima-
tion step for model parameter determination. A work process
for model identification was suggested [23]. This combined
strategy is employed in this work.
Based on the flexible, piecewise constant model of the
diffusion coefficient (18) appropriate model structures using
fewer parameters are proposed
coefficient : ˆD12(x) = f (x,ϑ) (19)
The coefficients ϑ of these models are initialized by curve fit-
ting the simpler structure (19) to the piecewise constant rep-
resentation (18). This step concludes the incremental method.
In order to remove the parameter bias induced by the incre-
mental approach, the parameters are then readjusted using a
standard least squares problem
min
ϑ
N∑
µ=1
(x˜(zµ, tµ) − x(zµ, tµ;ϑ))2, (20)
where the model Eqs. (7), (8), (14) and (19) serve as con-
straints. The incremental method is used as a tool for the
efficient generation of a model structure with good initializa-
tion of the parameters contained.
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Fig. 5. Estimated diffusive flux ˆJM1 from incremental method (Eq. (16)) and
with the use of literature data (Eq. (21)).
sional, purely diffusive process is wrong for the initial stage
of the experiment, i.e., the assumed balance (9) is not valid.
Disturbances may result from the actions necessary to es-
tablish the initial layering of the two mixtures leading to a
three-dimensional process.
Another reason for the nonvanishing diffusion flux may
be due to the numerical procedure. In previous studies [21],
it was assumed that the whole diffusion cell can be observed.
The integration in the flux estimate (16) can then be per-
formed from both ends and a weighted average of these flux
estimates can be used. In the current experiment, measure-
ments are available only in the lower part of the cell. There-
fore, systematic errors in the estimation of the concentration
time derivative accumulate over the integration length z¯ in
the flux estimate (cf. Eq. (16)). The gradient (∂˜ξM1 /∂t) is ini-
tially steep and cannot be easily separated from measurement
errors. It seems that the estimates are therefore too conserva-
tive and underestimate the gradient which contributes to the
deviation found in the upper part of the diffusion cell. Other
techniques for numerical differentiation (e.g., filtering, ker-
nel smoothers) will be explored in the future. A substantial
improvement can be expected if the equation error method
used here would be replaced by an output least squares (OLS)
formulation. The current flux estimate could be used as an
initialization for the OLS problem. Efficient methods for this
purpose have been proposed in the literature (e.g., [25]). But
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p. Experimental results: ethyl acetate–cyclohexane
The identification framework presented in the previous
ection is now applied to the estimation of the diffusion co-
fficient in the mixture ethyl acetate–cyclohexane. This mix-
ure was already studied at T = 20◦C by Aminabhavi and
unk [11]. It is therefore possible to compare the estimates
btained in this work with the results from the literature. Fur-
her measurements at T = 25 ◦C are also provided.
.1. Flux estimation
The first step in incremental identification is the flux es-
imation (16). For the considered example, an independent
est of the estimated flux is possible since values for the dif-
usion coefficient can be found in the literature [11]. A second
stimate of the diffusive flux ˆJM1,lit can therefore be directly
omputed from Fick’s law
ˆ
M
1,lit(z¯, t) = −D12,lit(x(z¯, t)) (ct(z¯, t)V 02 )2
∂ˆξM1 (z¯, t)
∂z¯
. (21)
he flux ˆJM1,lit is plotted in comparison to the estimate from
he incremental approach (16) in Fig. 5. Both flux estimates
gree very well for the lower part of the diffusion cell. The
redictions differ for the upper part though. The incremen-
al approach estimates a diffusive flux at the upper end of
he measurement zone (z = 10 mm) below the expected zero
alue. This indicates that the assumption of a one dimen-t should be noted that an OLS approach would lead to a dra-
atic increase in computational cost and be therefore coun-
erproductive to the aim of incremental model identification
hich is systematic and efficient data exploration and model
tructure generation.
Still, since the estimated quantity, the diffusive flux, has
physical interpretation, measurements that do not comply
ith the expected behavior can be discarded from following
stimation steps.
.2. Diffusion coefﬁcient estimation
The estimated diffusive flux ˆJM1 is regarded as model-
ased measurement in the subsequent steps of the incremental
rocedure. In the case of binary diffusion, Fick’s law provides
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Fig. 6. Estimated concentration gradient (∂x/∂z) as a function of composi-
tion and time from t = 0.5, . . . , 133 min.
an adequate model candidate and the diffusion coefficient can
be determined as function of space and time (cf. Eq. (17)). As
discussed above, diffusion coefficients will not be identifiable
where the concentration gradient (∂x/∂z) vanishes and they
will be very sensitive to measurement errors where its value is
low. The behavior of the concentration gradient in a diffusion
experiment is therefore plotted in Fig. 6. The concentration
gradient is largest near the initial boundary between both mix-
tures and decays over time. The gradient is always small for
very low and very large concentrations. Furthermore, it can
be seen that gradient information for very large mole fractions
of ethyl acetate is available only for the early stages of the
experiment. Due to the concentration equilibration process
these large mole fractions are quickly reduced. In the cyclo-
hexane rich region (xE ≈ 0.1), a kink in the concentration
gradient profile may be observed for the first profiles sup-
porting the hypotheses of nondiffusive effects derived from
the flux estimates. In summary, the diffusion coefficient esti-
mates are therefore expected to be most reliable in the middle
part of the concentration range.
This fact can be seen in Fig. 7 where the diffusion coeffi-
cients computed from Eq. (17) are shown. The general profile
of the concentration dependence is observable in a wide con-
centration range from this plot. However, it is more reliable to
estimate the diffusion coefficient using the piecewise constant
model (18). This estimate is compared to the values found
f
F
c
Fig. 8. Comparison of piecewise constant estimate ˆD12 (18) to data from
the literature (crosses) [11].
dependence is qualitatively captured in a large concentration
interval. Good quantitative agreement with the measurements
in the literature [11] can be found for x = 0.15, . . . , 0.6. De-
viations of <10% are still found in the range up to 0.9 mol%
(with the exception of the point at x = 0.81) while the quan-
titative values are here always larger than the literature data.
This may be due to measurement errors in both experiments
as well as to the flux estimates.
The piecewise constant estimate may be used to generate
model candidates (19) containing only few parameters ϑ for
the diffusion coefficient. It can be seen from Fig. 8 that, e.g.,
a constant or linear function would be inappropriate to cap-
ture the concentration dependence. The following model is
proposed
coefficient : ˆD12(x,ϑ) = ϑ1x+ ϑ2(1 − x) + x(1 − x)
×
[ np∑
k=3
ϑk(2x− 1)k−3
]
. (22)
with np ≥ 3. The parameters were initialized by fitting them
to the piecewise constant representation and then readjusted
in a least squares problem (20). The models finally obtained
are shown in Fig. 9. The same general behavior as for the
general piecewise constant representation (cf. Fig. 8) can
be found. The different models practically coincide with
a
[
v
F
trom the literature in Fig. 8. The shape of the concentration
ig. 7. Estimated diffusion coefficient ˆD12 from Eq. (17) as a function of
omposition.nother and the literature data in the mole fraction range
0.2 . . . 0.85]. For very high and low mole fraction the low
alues of the spatial gradient (cf. Fig. 6) lead to higher
ig. 9. Comparison of diffusion coefficient estimate ˆD12 (22) to data from
he literature (crosses) [11].
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Fig. 10. Concentration dependence of the diffusion coefficient ˆD12 from
three experimental runs at T = 25 ◦C.
uncertainty. The fit between the mole fractions predicted by
the model and the experimental data is excellent. The aver-
age absolute deviation between model and data is 0.29, 0.25
and 0.20 mol% for np = 3, 4, 5, respectively. This fact fur-
ther stresses the importance of careful calibration and of the
inclusion of mixing effects which are of the same order of
magnitude (cf. Figs. 2 and 4). The analysis of the residuals
shows that there is still a slight systematic deviation between
model and data in the region of xE ≈ 0.1. The incremental
data analysis already revealed difficulties in that concentra-
tion range (cf. Figs. 5 and 6).
It should be noted that the parameter estimation (20)
following the incremental analysis is computationally de-
manding since it involves the repeated solution of the model
consisting of partial differential equations. Furthermore, the
choice of a suitable representation (19) is crucial for param-
eter convergence and quality of the fit. For example, the use
of a polynomial basis to model the diffusion coefficient led
too a poorer fit with the same number of parameters.
5.3. Diffusion coefﬁcients at T = 25 ◦C
Further measurements were performed at the standard
temperature of T = 25 ◦C. The identification procedure was
applied as explained in detail above. The measured diffusion
c
d
s
h
w
v
t
d
T
C
w
A
method [1], e.g., predicts changes of only 8–9% for the dif-
fusion coefficients in infinite dilution.
The experimental results are summarized in Table 1.
6. Conclusions
A framework for the direct determination of concentra-
tion dependent diffusion coefficients was presented. The em-
ployment of an incremental strategy for model identification
allows the efficient generation of an appropriate model struc-
ture. The parameters of the model structure such identified
are then readjusted in a standard least squares procedure.
The incremental method provides further insight in the data
analysis procedure and helps to identify shortcomings in the
measurements.
The incremental approach proved to be robust for the ap-
plication to real life data. The careful modeling of mixing
effects was shown to be necessary. Further improvements
should focus on the reduction of systematic errors in the es-
timation of the diffusive fluxes.
Raman diffusion experiments [9] were enhanced to pro-
vide sufficiently precise mole fraction measurements with
high spatial and temporal resolution. Still, it should be noted
that the general strategy should be directly applicable to other
d
p
r
e
b
i
l
i
p
b
A
h
f
d
c
w
b
M
Roefficient is shown in Fig. 10. The concentration depen-
ence is qualitatively similar to the lower temperature mea-
urement. It may therefore be expected that the values at very
igh and low concentrations might again be underestimated
hile the values for intermediate mole fractions should be
ery accurate. These values are approximately 15% larger
han for T = 20 ◦C. The increase is therefore larger than pre-
icted from standard temperature correction methods. Tyn’s
able 1
oefficients ϑ for the diffusion coefficient concentration dependence (22)
ith np = 3. Values in 10−9 m2/s
Parameter ϑ1 ϑ2 ϑ3
T = 20 ◦C 2.14 1.20 −1.44
T = 25 ◦C 2.43 1.29 −1.52
pplicable in the range xE ∈ [0.2, 0.85].iffusion measurement techniques such as interferometry [2].
The presented method determines the concentration de-
endence of the binary diffusion coefficient with good accu-
acy in a concentration interval from 0.2 to 0.85 mol%. Good
stimates of the diffusion coefficients outside this interval can
e efficiently obtained from the tracer diffusion coefficients
n infinite dilution using, e.g., NMR-measurements [2]. A
arge number of predictive equations for the diffusivities in
nfinite dilution are also available [1]. Such a combined ap-
roach provides a fast and efficient means to determine the
inary diffusion coefficient in the full concentration range.
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