We present a generic and flexible module that encodes region proposals by both their intrinsic features and the extrinsic correlations to the others. The proposed non-local region of interest (NL-RoI) can be seamlessly adapted into different generalized R-CNN architectures to better address various perception tasks. Observe that existing techniques from R-CNN treat RoIs independently and perform the prediction solely based on image features within each region proposal. However, the pairwise relationships between proposals could further provide useful information for detection and segmentation. NL-RoI is thus formulated to enrich each RoI representation with the information from all other RoIs, and yield a simple, low-cost, yet effective module for region-based convolutional networks. Our experimental results show that NL-RoI can improve the performance of Faster/Mask R-CNN for object detection and instance segmentation.
Introduction
The current trend of deep network architectures for object detection can be categorized into one-stage detectors and two-stage detectors. One-stage detectors perform the task of object detection in an end-to-end single-pass manner, e.g. YOLO [15, 16, 17] and SSD [3, 13] . On the other hand, two-stage detectors divide the task into two sub-problems that respectively focus on extracting object region proposals and classifying each of the candidate regions. Detectors such as Faster R-CNN [18] and Light-Head R-CNN [10] are both of this kind.
State-of-the-art object detection methods [1, 2, 5, 7, 9, 12, 18] in terms of precision mainly follow the region based paradigm, which is popularized by the seminal work R-CNN [6] . Given a sparse set of region proposals, object classification and bounding box regression are performed on each proposal individually. Mask R-CNN [9] extends Faster R-CNN by adding a branch for predicting segmentation masks on each Region of Interest (RoI) in parallel with the existing branch for classification and bounding box regression. This showcases the flexibility of two-stage detectors for multitasking over the one-stage counterparts. Different branches in Mask R-CNN share the same set of high-level features from a CNN backbone network, such as ResNet [8] . Each branch attends to a specific RoI via RoIAlign, a quantization-free layer that faithfully preserves spatial preciseness. Further, our non-local RoI (NL-RoI) mechanism can be incorporated into Mask R-CNN to achieve better performance.
The ability to capture long-range and non-local information is a key success factor of deeper CNNs. For vanilla Mask R-CNN, the only way to acquire non-local information for each RoI is to explore the high-level features extracted by the deep backbone network. However, the high-level features are shared among all RoIs of different spatial locations, semantic categories, and branches for different tasks. Such high-level features are assumed to be general rather than specific for individual RoIs so that they are applicable to all the above varieties. Therefore, it is difficult for the same set of features to also contain the RoI-specific information. Besides, RoI features are rectangularly extracted based on their corresponding bounding box proposed by the Region Proposal Network (RPN). It is very likely to have multiple instances in a single bounding box when the scene is crowded. Moreover, if the instances are of the same category, it is harder for the branch network to tell apart the boundary by only referring to the local feature within an RoI. Especially for non-rigid objects, such as persons, the target object will deform in shape, and the bounding box has a higher chance to include other objects or backgrounds interlacing in a more complicated way.
We introduce the idea of NL-RoI to address the aforementioned issues and argue that RoI-specific non-local information can be helpful in discriminating the target instance from the others. For example, due to object co-occurrence prior in the real world, it is more probable to see cars along with pedestrians instead of refrigerators in a street scene. Besides, mutual information between instances may also be useful. Consider a scene of group dancing: People are usually posing in similar ways, and hence we can more confidently predict the pose for a dancer under partial occlusion, by referring to other dancers' poses.
Formulation
Inspired by the non-local operation in [20] , we define a generic non-local RoI operation for the use in conjunction with R-CNN based models [6] :
where i is the index of a target RoI whose non-local information is to be computed and j enumerates all the N RoIs, including the target one. The input feature blob is denoted as
and the output feature containing non-local information is denoted by
A pairwise function f computes a scalar that reflects the correlation between the ith target RoI and each of the RoIs (∀j ∈ {1..N }). The unary function g maps the input feature from the jth RoI to another representation, which gives the operation the capacity to convert the input feature to be more specialized for non-local information. Finally, the response is normalized by a factor
. The non-local RoI property in Eq. (1) originates from the fact that all RoIs are associated with each other in the operation. For each RoI, the non-local RoI operation computes responses based on correlations between different RoIs. Theoretically, each RoI should gradually learn to characterize a meaningful instance during training. That is, Eq. (1) enables the attention mechanism between instances. Moreover, this kind of non-local operation supports a variable input number N of RoIs. Fig. 1a shows an overview of NL-RoI.
Implementation
For simplicity, we adopt the Embedded Gaussian version of f :
T ψ(xj ) . Assume that we have N RoIs and D channels of input features, and the aligned RoI spatial size is H × W . Hence, the input feature blob X has the shape of (N, D, H, W ). The two embedding functions φ and ψ are both chosen to be a 1-by-1 2D convolution that reduces the channel dimension of the input blob. The purpose of f is to calculate the correlations between N RoIs, so the output of f being applied to the whole input blob X should be an N -by-N matrix. The output blobs from φ and ψ are reshaped to (N, D f × H × W ). Afterward, a matrix multiplication on the reshaped outputs is performed to obtain the correlation matrix. Exponential and normalization terms are implemented by taking softmax to the rows of the correlation matrix.
It is worth noting that this form of f is essentially the same as the Self-Attention Module in [19] for machine translation. For a given i, [19] . The remaining part in non-local RoI operation g is responsible for extracting useful non-local information from the input feature. Following the bottleneck design of [8] , we first use a 1- by-1 (a) ... convolution to reduce the channel dimension and then a 3-by-3 convolution to take in the spatial information. To further cut down memory cost, a global 2D average pooling is applied. Finally, the pooled feature blob of shape (N, D g , 1, 1) is tiled around H, W spatial dimensions and is appended to the end of input blob, as shown in Fig. 1b . A ReLU activation function [14] is used between the two convolution layers.
Experiments
We use COCO [11] 2017 dataset to evaluate NL-RoI. The comparison baseline is Mask-RCNN [9] , one of the state-of-the-art frameworks for detection and segmentation. The official train/val splits in COCO 2017 are essentially equal to the unofficial minival COCO 2014 train/val splits, which are used by Mask-RCNN. We refer to the latest resluts reported in Facebook Research's GitHub repository, called Detectron [4] . These results are generally equal to or better than the ones given in the published papers. The experiments are based on a reimplementation of Detectron in PyTorch (the official Detectron is written in Caffe2). Faster R-CNN on COCO. As shown in Table 1 , NL-RoI can achieve around 0.5% improvement in AP box either with R-50 or R-101 backbone network. Similar improvements are achieved using both short (1x) and longer (2x) training schedules. NL-RoI makes the training of Faster R-CNN more effective, since the model trained with 1x schedule can still achieve competitive performance using only half the time of the baseline trained with 2x schedule. Mask R-CNN on COCO. The improvements of NL-RoI on Mask R-CNN models are similar to those on Faster R-CNN. An increment around 0.5% in performance is obtained on both bounding box AP box and mask AP mask . However, on the combination of deeper backbone (R-101) and longer training schedule (2x), NL-RoI brings only about 0.03% and 0.25% improvements in AP box and AP mask , respectively. This phenomenon suggests that deeper neural networks may have better abilities to encode cross objects relations in high-level features if denser information about individual objects, such as instance masks, is available while training. A supporting evidence for this hypothesis can be found in experimental results of Faster R-CNN in Table 1 . When training Faster R-CNN, only the sparse annotations about the objects, i.e., the bounding boxes, are provided, and the improvements on a deeper backbone achieved by NL-RoI are more significant.
Despite less significant improvement on deeper backbone models, NL-RoI still has better average precision over the baselines on almost every metric. On deeper backbone models, again, we can observe the same behavior of alternating first place between two training schedules in each metric, as previously shown in the results of Faster R-CNN. This behavior only exits in the scores for box APs, but not in mask APs. The box head network is composed of two FC layers, i.e., a two-layer MLP. In contrast, the mask head network consists of four convolution layers and one transposedconvolution layer. This discrepancy, as shown in box APs and mask APs of R-101 NL-RoI models, provides another support to the previous discussion about the cause to the behavior: The overpowered high-level features extracted by a deeper backbone saturate the head network and limit its capacity.
Conclusion
Non-local RoI is a generic module to improve the performance of R-CNN based methods by explicitly modeling the relations and attention mechanisms between different object regions. Through the experiments on COCO dataset, we show that NL-RoI achieves consistent improvements on Faster R-CNN and Mask R-CNN with different backbone networks and training schedules. Althogh the experimental results also indicate that, when denser or more detailed annotations about objects such as segmentations are given during training, deep neural networks may have the ability to learn object relations implicitly to some extent, we show that using NL-RoI to model the relations between objects in perceptual tasks is still more effective and advantageous.
