Prescribing Morse scalar curvatures: critical points at infinity by Mayer, Martin
ar
X
iv
:1
90
1.
06
40
9v
2 
 [m
ath
.D
G]
  2
3 J
an
 20
19
Prescribing Morse scalar curvatures: critical points at infinity
Martin Mayer
Scuola Normale Superiore, Piazza dei Cavalieri 7, 50126 Pisa, ITALY
martin.mayer@sns.it
January 24, 2019
Abstract
The problem of prescribing conformally the scalar curvature of a closed Riemannian manifold as
a given Morse function reduces to solving an elliptic partial differential equation with critical Sobolev
exponent. Two ways of attacking this problem consist in subcritical approximations or negative
pseudo gradient flows. We show under a mild none degeneracy assumption the equivalence of both
approaches with respect to zero weak limits, in particular an one to one correspondence of zero weak
limit finite energy subcritical blow-up solutions, zero weak limit critical points at infinity of negative
type and sets of critical points with negative Laplacian of the function to be prescribed.
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1 Introduction
Prescribing conformally the scalar curvature on a manifold as a given function falls into the class of
variational problems, which lack compactness, since the underlying partial differential equation is critical
with respect to Sobolev’s embedding. In particular the Palais-Smale condition is violated, which in
classical variational theory allows the use of deformation lemmata. These lemmata are in return a
fundamental pillar in the calculus of variations.
To overcome this lack of compactness one may try to restore compactness or study a hopefully only
slightly different, yet compact situation and pass to the limit or return directly to the deformation lemmata
themselves, hence studying none compact flows. The first approach is restrictive to e.g. symmetric
situations with improved Sobolev embedding, the second one leads to the idea of compact approximation,
while the third one has led to the theory of critical points at infinity.
Let us comment on the corresponding ideas. First and famously in order to restore compactness the
positive mass theorem has been used, cf. [20]. Here the argument is, that a certain sublevel set of the
variational functional is shown to be compact, while, assuming sufficient flatness of K or even K to be
1
constant, the positive mass term becomes dominant in the expansion of the energy of a specific test
function and pushes the corresponding energetic value below the threshold of the sublevel set, i.e. the
test function already lies withing the latter. Hence one can find a minimizer by direct methods.
For compact approximations, cf. [8],[12], in contrast the underlying equations can be solved classically,
whereas the passage to the critical limit then has to be understood in detail. The advantage of this
approach is, that one deals with a sequence of solutions to specific equations rather than with arbitrary
Palais-Smale sequences. Of course there will be a lack of compactness, i.e. there will be, as we pass to
the critical limit, solutions, which do not converge in the variational space. But one may hope to find at
least some sequences, which remain compact, thus providing a solution to the critical equation itself.
Similarly in the context of studying none compact flows, cf. [4],[9], i.e. returning to the study of
energy deformation, we do not have to study arbitrary Palais-Smale sequences, but flow lines. And the
liberty is, that we are not bound to study a specific, but an energy deformation of our choice, i.e. we
may adapt a flow to the obstacles in form of potentially none compact flow lines. While in [9] classical
min-max schemes are established by excluding certain none compactness scenarios, in [4] the topological
effect of none compact flow lines to sublevels sets is computed. The difference is, that while the first result
is based on avoiding none compactness, the second one uses this none compactness by understanding its
topological contribution directly, which is the central topic of the theory of critical points at infinity.
Evidently in case of compact, for instance subcritical approximation or the study of none compact flow
lines one has to understand and describe the lack of compactness in absence of at least partial compactness
as in [20] qualitatively. A natural question is, whether or not one can expect to find different results by
means of subcritical approximation or the study of none compact flows, as the first describes subcritical
none compact sequences of solutions and the latter none compact flow lines. We shall refute this within
the limitations of our setting. Consider a closed Riemannian manifold
M = (Mn, g0) with n ≥ 5,
volume measure µg0 and scalar curvature Rg0 . We assume the Yamabe invariant
Y (M, g0) = infA
∫ (
cn|∇u|2g0 +Rg0u2
)
dµg0
(
∫
u
2n
n−2 dµg0)
n−2
n
, cn = 4
n− 1
n− 2 , (1.1)
where
A = {u ∈W 1,2(M, g0) | u ≥ 0, u 6≡ 0},
to be positive positive. As a consequence the conformal Laplacian
Lg0 = −cn∆g0 +Rg0
is a positive and self-adjoint operator. Without loss of generality we assume Rg0 > 0 and denote by
Gg0 : M ×M \∆ −→ R+
the Green’s function of Lg0 . Considering a conformal metric g = gu = u
4
n−2 g0 there holds
dµgu = u
2n
n−2 dµg0 and R = Rgu = u
− n+2
n−2 (−cn∆g0u+Rg0u) = u−
n+2
n−2Lg0u
due to conformal covariance of the conformal Laplacian, i.e.
−cn∆guv +Rguv = Lguv = u−
n+2
n−2Lg0(uv).
So prescribing conformally the scalar curvature R = K as a given function K is equivalent to solving
Lg0u = Ku
n+2
n−2 (1.2)
and the Green’s function Ggu for Lgu transforms according to
Ggu (x, y) = u
−1(x)Gg0 (x, y)u
−1(y).
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Moreover we may associate in a unique and smooth way to every a ∈M a suitable conformal metric
ga = gua = u
4
n−2
a g0
and hence a conformal normal coordinate system from the standard geodesic one for ga, cf. [11]. Then
Ga = Gga(a, ·),
i.e. the Green’s function Gga with pole at a ∈M for the conformal Laplacian
Lga = −cn∆ga +Rga ;
expands as
Ga =
1
4n(n− 1)ωn (r
2−n
a +Ha), ra = dga(a, ·), Ha = Hr,a +Hs,a for ga = u
4
n−2
a g0,
where ra denotes the geodesic distance from a with respect to the metric ga, ωn = |Sn−1| the unit volume,
Hs,a = O

 ra for n = 5ln ra for n = 6
r6−na for n ≥ 7


and Hr,a ∈ C2,αloc . Due to
c‖u‖2W 1,2(M,g0) ≤
∫
uLg0u dµg0 =
∫ (
cn|∇u|2g0 +Rg0u2
)
dµg0 ≤ C‖u‖2W 1,2(M,g0)
we may define and use
‖u‖2 = ‖u‖2Lg0 =
∫
uLg0u dµg0
as an equivalent norm on W 1,2. We then wish to study the scaling invariant functional
J(u) =
∫
Lg0uudµg0
(
∫
Ku
2n
n−2 dµg0)
n−2
n
for u ∈ A.
Since the conformal scalar curvature R = Ru for g = gu = u
4
n−2 g0 satisfies
r = ru =
∫
Rdµgu =
∫
uLg0udµg0 ,
we have
J(u) =
r
k
n−2
n
with k =
∫
K u
2n
n−2 dµg0 . (1.3)
The first and second order derivatives of the functional are given by
∂J(u)v =
2
k
n−2
n
[ ∫
Lg0uvdµg0 −
r
k
∫
Ku
n+2
n−2 vdµg0
]
,
hence and in particular (1.2) has variational structure, and
∂2J(u)vw =
2
k
n−2
n
[ ∫
Lg0vwdµg0 −
n+ 2
n− 2
r
k
∫
Ku
4
n−2 vwdµg0
]
− 4
k
n−2
n
+1
[ ∫
Lg0uvdµg0
∫
Ku
n+2
n−2wdµg0 +
∫
Lg0uwdµg0
∫
Ku
n+2
n−2 vdµg0
]
+
2(n+2
n−2 + 3)r
k
n−2
n
+2
∫
Ku
n+2
n−2 vdµg0
∫
Ku
n+2
n−2wdµg0 .
Note, that J is of class C2,α(A ∩ {c−1 < k < c}) for every c > 1 and that the scalar product
〈u,w〉 = 〈u,w〉Lg0 =
∫
Lg0uwdµg0
induces the gradient 〈∇J(u), w〉 = ∂J(u)w, i.e. ∇J(u) = L−g0∂J(u).
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Definition 1.1. We call a positive Morse function K on M none degenerate for n ≥ 5, if
{|∇K| = 0} ∩ {∆K = 0} = ∅. (1.4)
We will always assume this none degeneracy, under which in [13] and [14] we proved for the with
respect to Sobolev’s embedding subcritical approximation to (1.2), i.e.
Lg0u = Ku
n+2
n−2−τ with 0 < τ −→ 0, (1.5)
the following uniqueness and existence result, whose proof is based on considering the variational func-
tional to (1.5), namely
Jτ (u) =
∫
Lg0uudµg0
(
∫
Kup+1dµg0)
2
p+1
for u ∈ A and with p = n+ 2
n− 2 − τ,
and analysing zero weak limit Palais-Smale sequences for Jτ . Evidently J = J0.
Theorem 1 ([13],[14]). Let (M, g) be a compact manifold of dimension n ≥ 5 of positive Yamabe invariant
and K : M −→ R be a positive Morse function satisfying (1.4). Let x1, . . . , xq be distinct critical points
of K with negative Laplacian.
Then there exists, as τ −→ 0 and up to scaling, a unique solution uτ,x1,...,xq developing a simple bubble
at each xi converging weakly to zero in as τ −→ 0. Moreover and up to scaling
m(Jτ , uτ,x1,...,xq) = (q − 1) +
q∑
i=1
(n−m(K,xi)).
Conversely all blow-up solutions of uniformly bounded energy and zero weak limit type are as above.
Here m(·, ·) denotes the Morse index. For instance the functions
ϕa,λ =ua
(
λ
1 + λ2γnG
2
2−n
a
)n−2
2
with Ga = Gga(a, ·), γn = (4n(n− 1)ωn)
2
n−2
are almost solutions to (1.2) for λ ≫ 1, cf. Lemma 3.1, hence also for (1.5). A blow-up analysis then
shows, that every such zero weak limit Palais-Smale sequence has to be of the form of a finite sum
u = αiϕai,λi + v, ‖v‖ ≪ 1
with scaling parameters c < αi < C and high concentrations λi ≫ 1. Based on this representation, which
is made unique by means of a minimisation problem providing certain orthogonalities, a careful evaluation
and combination of testings of the derivative ∂Jτ along ϕi, λi∂λiϕi,
∇ai
λi
ϕi and v as performed in [13]
subsequently provides a lower bound of |∂Jτ |, which reduces to a high degree the possible configurations
of the parameters αi, λi and ai for zero weak limit blow-up solutions, in particular
ai −→ xi ∈ {|∇K| = 0} ∩ {∆K < 0} as τ −→ 0 and xi 6= xj for i 6= j, (1.6)
thus excluding tower bubbling. Finally in [14] and based on calculations of the second derivative ∂2J the
sharpness of (1.6) is established, i.e. that for every
{x1, . . . , xq} ⊆ {|∇K| = 0} ∩ {∆K < 0}
there exists a unique solution u ∈ {∂Jτ = 0} of type u =
∑
i αiϕai,λi + v with
1
λi
, d(ai, xi), |1−
∑
j α
2
j∑
j K(aj)α
2n
n−2
j
K(ai)α
4
n−2
i |, ‖v‖ −→ 0 as τ −→ 0 (1.7)
and the latter convergence is understood to a high degree in τ . Hence Theorem 1.
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Taking the scaling invariance of J into account we will in the present work construct a semi-flow
Φ : R≥0 ×X −→ X on X = {0 ≤ u ∈W 1,2(M) | u 6= 0, ‖u‖ = 1},
which decreases the energy J , and study its zero weak limit flow lines. Again the aforementioned unique
representation and testings of the derivative ∂J are available, to which the flow is finely tuned. In
particular the latter allows us to show in analogy to (1.6), that necessarily along zero weak limit flow
lines there holds
ai −→ xi ∈ {|∇K| = 0} ∩ {∆K < 0} as t −→∞ and xi 6= xj .
And again in analogy to the subcritical case of Theorem 1 we show, that for every
{x1, . . . , xq} ⊆ {|∇K| = 0} ∩ {∆K < 0}
there exists a flow line u(t) = Φ(t, u0) of type u =
∑
i αiϕai,λi + v with
1
λi
, d(ai, xi), |1−
∑
j α
2
j∑
j K(aj)α
2n
n−2
j
K(ai)α
4
n−2
i |, ‖v‖ −→ 0 as t −→∞
exponentially fast, cf. (1.7).
Consequently zero weak limit flow lines for this energy decreasing flow and finite energy zero weak
limit subcritical blow-up solutions display the same limiting behaviour and, since from the computation
of the second derivative ∂2Jτ at the latter subcritical blow-up solutions the induced change of topology
of sublevel sets is known according to their Morse index, the same change of topology is induced by
corresponding critical points at infinity, which we will discuss in Section 2, but we may imagine at this
point as none compact flow lines inducing a change of topology of sublevel sets, cf. Figure 1. Hence
Theorem 2. Let (M, g) be a compact manifold of dimension n ≥ 5 of positive Yamabe invariant and let
K : M −→ R be a positive Morse function satisfying (1.4). Let x1, . . . , xq be distinct critical points of K
with negative Laplacian.
Then there exists up to scaling a unique critical point at infinity u∞,x1,...,xq of zero weak limit type
exhibiting a simple peak at each point xi. Moreover and up to scaling by constants u∞,x1,...,xq is none
degenerate for J and
m(J, u∞,x1,...,xq) = (q − 1) +
q∑
i=1
(n−m(K,xi)).
Conversely all critical points at infinity of energy decreasing and zero weak limit type are as above.
Theorem 2 as a result, in particular and foremost the exclusion of tower bubbles along a suitable flow,
will be crucial for [15] and is not new, we refer to Appendix 2 in [3] for the case of the sphere. While
in the latter work the most important arguments are nicely displayed, there is an inaccuracy, which we
shall discuss after the proof of Theorem 2 at the end of this work, whose motivation besides is thricefold
(i) the discourse fits well into the language and notation of [13] and [14] and the result demonstrates
a natural equivalence of subcritical approximation versus critical points at infinity of negative, i.e.
of energy decreasing type.
(ii) the flow, we study, is in contrast to previous explicit constructions, cf. [2],[3],[5],[6],[7], norm and
positivity preserving, hence provides a natural deformation of energy sublevels as subsets of the
variational space X for the variational functional J on X . Conversely these properties hold true for
Yamabe type, i.e. weak L2-pseudo gradient flows, cf. [10],[17],[16], whose analysis relies on higher
Lp curvature norm controls, hence are not easy to adapt at infinity to exclude tower bubbles.
(iii) the construction of the flow as in Section 4 is explicit and keeps track of all the relevant quantities.
In particular we move the blow-up points ai exactly along the stable manifolds of K, which will
prove helpful for adaptations to describe the flow outside V (q, ε), but still in a concentrated regime.
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We finally note, that Theorems 1 and 2 negates the meta question, whether we can expect to find existence
results arguing by contradiction and thus assuming none existence to the conformally prescribed scalar
curvature problem via subcritical approximation, which we cannot obtain by means of the theory of
critical points at infinity of negative, i.e. of energy decreasing type; and vice versa.
2 Critical points at infinity
We first wish to discuss informally, what critical points at infinity of a functional J are in our under-
standing by comparing them in a natural way to critical points of J in the classical sense, before passing
to precise notions and computation from Section 3 on. To that end and for the sake of simplicity let us
describe in a none degenerate setting critical points by their variational effect rather than by, what they
are, i.e. solutions to ∂J = 0.
Definition 2.1. We call a critical point u0 ∈ {∂J = 0} concentrically none degenerate, if
∀ ε > 0 ∃ cε > 0 : |∂J | > cε on B2ε(u0) \Bε(u0).
In particular every such a concentrically none degenerate critical point is isolated.
We remark, that an isolated critical point is not necessarily concentrically none degenerate, if we are
in infinite dimensions.
Considering such a concentrically none degenerate critical point, we first observe, that u0 is an obstacle
to deforming along a positive or negative pseudo gradient flow an arbitrarily small neighbourhood U of
u0 strictly beyond or below the critical energy J(u0), since u0 cannot be moved as a critical point by
means of any pseudo gradient. And this is not due to a topological obstruction, but caused by limiting
ourselves to deformations of pseudo gradient type, as the example
J : (−1, 1) −→ R : u −→ u3, Φ : [0, 1)× (−1, 1) −→ R : (t, u) −→ −1 + (1− t)(u+ 1) (2.1)
shows, for which Φ is an energy decreasing deformation below the critical energy J(0) = 0, but not of
pseudo gradient type. To overcome the necessity to describe this obstacle as being induced by the trivial
flow u0 ≡ 0, we note, that due to none degeneracy there are for any pseudo gradient necessarily none
trivial flow lines converging to u0 - for the positive or the negative flow associated.
Indeed considering for instance a negative pseudo gradient flow and assuming, that apart from the
trivial, constant flow line sitting on u0 every flow line starting on an arbitrarily small neighbourhood U
of u0 is not converging to u0, then by none degeneracy every such flow line will eventually have energy
below J(u0) and thus this negative pseudo gradient flow will deform the initial neighbourhood U of u0
to another neighbourhood V of u0, on which the energy does not exceed J(u0). Therefore u0 has to be
a local maximum and consequently every flow line for a positive pseudo gradient flow starting on U will
converge to u0. Moreover this is independent of the choice of a particular pseudo gradient.
Thus we have seen, that a none degenerate critical point induces an obstacle to energetic deformation
by pseudo gradients of its neighbourhoods and is necessarily the endpoint of a none trivial, compact
pseudo gradient flow line converging to it - either for the positive or the negative pseudo gradient flow or
possibly both. Moreover trivially such a flow line is tubularily none degenerate in the sense of
Definition 2.2. We call a none trivial pseudo gradient flow line tubularily none degenerate, if
∀ ε > 0 and T ≫ 0 ∃ cε,T > 0 : |∂J | > cε,T on ∪t>T B2ε(ut) \ ∪t>TBε(ut).
And this is true for every pseudo gradient under consideration. Conversely every such tubularily none
trivial, compact and none degenerate flow line for an arbitrary pseudo gradient induces a concentrically
none degenerate critical point and thus an obstacle to energetic deformation by any pseudo gradient. So
every none degenerate critical point induces a none trivial, compact and none degenerate flow line for
every pseudo gradient and an obstacle to energetic deformation via pseudo gradients - and vice versa.
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x1
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c1
c2
Figure 1: A critical point at infinity of index 0
Passing from compact to none compact flow lines we will simply use the latter implication as a
definition of critical points at infinity, i.e. we say, a none trivial, none compact and tubularily none
degenerate pseudo gradient flow line induces a critical point at infinity, if no neighbourhood of this flow
line can by means of pseudo gradient flows be energetically deformed below or above its limiting value.
Thus by definition a critical point at infinity associated to a none compact flow line of a particular
pseudo gradient provides an obstacle to energetic deformation by means of any pseudo gradient. We
remark, that in contrast to a critical point, which cannot be removed as an end point of some compact
flow line for any pseudo gradient, a none compact flow line of a particular pseudo gradient and with it a
full neighbourhood could principally be compactified in the sense, that for a different pseudo gradient this
neighbourhood can be deformed energetically beyond or below the limiting energy of the previous none
compact flow line and moreover every flow line starting on this neighbourhood could become compact.
This is why we include the energetic none deformability, i.e. the notion of a critical point at infinity as
an obstacle to energetic deformation for any pseudo gradient, in the definition.
Definition 2.3. We say, a none trivial, none compact and none degenerate flow line for a particular
pseudo gradient induces a critical point at infinity, if no neighbourhood of this flow line can by means
of arbitrary pseudo gradient flows be energetically deformed below or above its limiting value
The natural question with respect to this notion of critical points at infinity is, whether it is again
independent of the choice of a particular pseudo gradient. The answer is yes, i.e. this notion of a critical
point at infinity is independent of the particular choice of a pseudo gradient, cf. Definition 1 in [1], and
the reason is the none degeneracy assumption.
Lemma 2.1. Suppose, that a none trivial, none compact and none degenerate flow line for a particular
pseudo gradient induces a critical point at infinity. Then for every pseudo gradient there exists a flow line
inducing a critical point at infinity and both flow lines coincide asymptotically. In particular this notion
of a critical point at infinity is independent of the choice of a particular pseudo gradient.
Proof. Indeed suppose a none trivial, none compact and none degenerate flow line ut, say decreasing
energy, induces a critical point at infinity. And consider neighbourhoods of this flow line of type
Uδ = ∪t>δ−1Bδ(ut)
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and let some Uε1 flow by an arbitrary, say negative pseudo gradient. Then, since we may assume
|∂J | > cε on U2ε \ Uε for all 0 < ε < ε0
and some ε0 > 0 by none degeneracy, every flow line starting on Uε1 will by energy consumption either
drop out of Uε0 with energy below the critical energy limt→∞ J(ut) or eventually remain in any Uδ, δ > 0,
provided 0 < ε1 ≪ ε0 is sufficiently small. The latter scenario then has to occur for at least one flow line,
since otherwise Uε1 could by this negative pseudo gradient flow be energetically deformed in contradiction
to the assumption, that ut induces a critical point at infinity. Thus there has to exist a flow line for the
latter pseudo gradient starting on Uε1 , which is none trivial, none compact and has the same asymptotic
as the original flow line, as it will stay eventually in every Uδ, δ > 0, and hence is none degenerate
itself.
Having introduced the notion of a critical point at infinity in analogy to a critical point as an endpoint
of a none trivial, none compact flow line versus a none trivial, compact flow line of an arbitrary pseudo
gradient providing an obstruction to energetic deformation by means of pseudo gradients, we ask, in
which way this notion is dependent on the notion of a pseudo gradient, which appears twice, namely by
how we arrive at a critical point or a critical point at infinity on the one hand and on the other, when we
demand energetic none deformability. Here for us a pseudo gradient P is a vector field of norm |P | ≃ |∂J |,
which strictly decreases energy close to, but away from a critical point or critical point at infinity at rate
〈∂J, P 〉 ≃ −|∂J |2.
Let us compare this to an arbitrary bounded vectorfield V , which as well decreases strictly energy away
from a critical point or a critical point at infinity, i.e. for concentric or tubular neigbourhoods Uδ of a
critical point or a critical point at infinity
∀ ε > 0 ∃ cε > 0 : 〈∂J, V 〉 < −cε on U2ε \ Uε. (2.2)
The similarities and differences are
(i) If we arrive at a critical point c along a flow line of some P , then trivially also by a flow line of
some V . Conversely, if we arrive along a flow line v of some V at a critical point, i.e.
∂tv = V (v) and lim
t→T
v(t) = c for T ∈ (0,∞],
then we consider on some suitable concentric neigbourhood of c
P =
|∂J |
|V | V. (2.3)
Then to a none trivial as a flow line v for V there corresponds a none trivial flow line p for P ,
namely p = v ◦ φ and ∂tp = P (p), where
φ : R+ −→ R+ : t −→ φ(t) solves ∂tφ = |∂J(v)||V (v)| (φ) = Φ(φ). (2.4)
Hence p simply moves along v just with different speed and necessarily φ(t)
t→∞−−−→ T , in particular
we arrive at c by means of the pseudo gradient P in infinite time.
(ii) Evidently in case of a critical point at infinity, where necessarily T =∞, the same holds true.
(iii) Example (2.1) shows, that for a critical point the question of energetic none deformability does
depend on, whether we consider pseudo gradients or more general, energy decreasing vector fields.
(iv) With respect to the energetic none deformability for a critical point at infinity we first note, that
trivially, if we cannot deform energetically by means of an arbitrary vectorfield V as above, then
in particular not by means of a pseudo gradient P . Conversely suppose, that for some pseudo
gradient flow line w corresponding to a critical point at infinity we cannot deform an arbitrarily
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small tubular neigbourhood of it strictly beyond or above the limiting value by means of any P ,
but by means of some V . Then consider P given by (2.3) with flow lines (2.4). We may assume
every flow line v of V to exist for all times and for instance in the energy decreasing case, that
lim
t→∞
J(v(t)) < lim
t→∞
J(w(t)) = cw.
Moreover for every flow line p of P we may assume by energy consumption, when starting on a
sufficiently small tubular neighbourhood, that either p eventually has energy strictly below cw or
stays in some tubular neigbourhood of w, where in any case P is well defined. Then the latter case
has to occur, since otherwise P would provide a pseudo gradient strictly decreasing energy below
the limiting critical value. Hence for at least some flow line p there necessarily holds
φ(t) 6−→ ∞ as t −→∞.
But then from φ′ = ∂tφ =
|∂J(v)|
|V (v)| (φ) > 0 we find
|p(t)− p(0)| ≤
∫ t
0
|∂J(v)| ◦ φdt =
∫ t
0
|V (v)| ◦ φφ′dt ≤
∫ limt→∞ φ(t)
0
|V (v)|dt <∞,
so p = v ◦ φ remains bounded away from infinity and will hence forever consume energy
∂tJ(p) = ∂J(p)P (p) = (
|∂J |
|V | 〈∂J, V 〉)(p),
whereas the right hand side for p away from infinity, but still on a tubular neighbourhood Uε of w
is strictly lower bounded due to none degeneracy and assumption (2.2) on V ; a contradiction.
Evidently this justifies
Remark 2.1. Critical points at infinity are independent of the notion of pseudo gradients, i.e. we may
replace in Definition 2.3 the notion of pseudo gradients with more general vectorfields satisfying (2.2).
In conclusion, while it is not important how we arrive at a critical point or a critical point at infinity,
there is a difference in the description with respect to energetic none deformability, namely, that a critical
point is detectable as an obstacle to deformation for pseudo gradients, but not necessarily for more general
energetic deformations, as example 2.1 shows, while a critical point at infinity for instance of negative
type, i.e. when we decrease energy, has to be detectable by more general energy decreasing vector fields
of type (2.2). And this justifies the standard constructions of suitable vector fields as in [2] et alteri.
Let us also comment on the variational aspect. A critical point in general may or may not induce
a change of topology of the energy sublevel sets. For instance for a function with Morse structure at a
critical point, this critical point does not induce any change of topology of the sublevel sets, if both the
positive and negative eigenspace of the second variation are infinite dimensional. Likewise a critical point
at infinity may or may not induce a change of topology of the sublevel sets.
To be precise let us consider a critical point u ∈ {∂J = 0} with Morse structure. Then the induced
change of topology on sublevel sets is seen from applying a negative pseudo gradient flow to compare
{J < J(u)+ε} to {J < J(u)−ε} and we find an attachment of a cell of dimension m(J, u) corresponding
to the negative eigenspace of ∂2J(u). Topologically this is none trivial, if m(J, u) < ∞, and trivial, if
m(J, u) = ∞, as the infinite dimensional unit sphere is contractible and a deformation retract of the
infinite dimensional unit ball. Vice versa superlevel sets are compared via positive pseudo gradient flows.
In particular in finite dimension a critical point with Morse structure changes the topology of sub- and
superlevels. E.g. in Figure 1 restricting to one dimension to the right along the x2 axis, we find
(i) {J < c2 + ε} ≃ (0,∞) and {J < c2 − ε} ≃ (0, 1) ∪˙ (1,∞);
(ii) {J > c2 − ε} ≃ (0, 1) and {J > c2 + ε} ≃ ∅.
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In contrast the critical point at infinity, at which we arrive via a negative, but no positive pseudo gradient
flow, changes only the topology of the sublevels.
(i) {J < c1 + ε} ≃ (0, 1) ∪˙ (1,∞) and {J < c1 − ε} ≃ (0, 1);
(ii) {J > c1 − ε} ≃ (0,∞) and {J > c1 + ε} ≃ (0, 1).
This difference with respect to the topological effect is simply explained by the presence versus the lack of
trivial, i.e. constant flow lines sitting on a critical point versus a critical point at infinity. While a critical
point, as we explained before, is an obstacle to energetic deformation - due to the presence of the trivial
flow line sitting on the critical point itself - for every positive and negative pseudo gradient flow, which
in presence of a Morse structure attaches a cell of corresponding dimension, a critical point at infinity
might be an obstacle for a negative pseudo gradient flow, but not for a positive pseudo gradient flow -
and vice versa. And, as is evident from figure 1, the reason is simply, that a critical point at infinity may
be reachable by a negative pseudo gradient flow, but not by a negative one - and vice versa.
In any case a critical point at infinity has to be reachable and only then may induce a change of
topology of the level set by - in presence of a Morse structure for instance - attaching cells. Conversely
such a change of topology necessitates a critical point or a critical point at infinity.
Let us examine Figure 1 closely. To the right the functional takes to form
J(u) = 1 +
1
x2
+ |x1|2, u = (x1, x2)
with gradient ∇J(u) = (−x−22 , 2x1) and negative gradient flow solution
u(t) = (x1, x2)(t) = (x1(0)e
−2t, x2(0) + 3t).
Obviously the critical point at infinity, call it u∞ = (∞, 0), is reached by a plethora of flow lines. Also
J(u) = 1 +
1
xn
+
n−1∑
i=1
bi|xi|2, bi ∈ {−1, 1}
has similar patterns, i.e. u∞ = (0,∞) induces a change of topology and this change is readable from the
Morse structure of J around u∞. Indeed the second variation reads as
∂2J(u) =


2b1 0 . . . 0
0
. . . . . . 0
0 0 2bn−1 0
0 . . . 0 2
x3n

 ,
hence is of minimum type in the none compact variable xn and thus induces a change of topology of the
sublevel sets only, since u∞ = (0, . . . , 0,∞) is only relevant to a negative, not a positive pseudo gradient
flow, by attaching a cell of dimension m(J, u∞) = ♯{bi < 0}.
Let us close this discussion on critical points at infinity by pointing out, that, while, what we have said,
may seem pretty natural from a conceptual point of view, historically the notion and use of critical points
at infinity for various variational problems has been a change of point of view. Indeed in the context of
finding critical points by direct minimisation or by analysing gradient flows the presence of none compact
minimising sequences, more generally a violation of the Palais-Smale condition is an obvious obstacle. In
contrast the study of critical points at infinity allows us to use these obstacles themselves in a topological
way to prove the existence of critical points, which as a theory has been pioneered by Abbas Bahri and we
refer to [1] for an excellent introduction and treating the case of contact forms and the Nirenberg problem,
to [4] for an elegant topological argument for the prescribed scalar curvature problem, for multiplicity
results of the latter to [7], to [18] for an application to the Riemannian mapping problem.
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3 Preliminaries
Let us start with a quantification of the deficit for some ϕa,λ from solving (1.2).
Lemma 3.1. There holds Lg0ϕa,λ = O(ϕ
n+2
n−2
a,λ ). More precisely on a geodesic ball Bα(a) for α > 0 small
Lg0ϕa,λ = 4n(n− 1)ϕ
n+2
n−2
a,λ − 2ncnrn−2a ((n− 1)Ha + ra∂raHa)ϕ
n+2
n−2
a,λ +
u
2
n−2
a Rga
λ
ϕ
n
n−2
a,λ + o(r
n−2
a )ϕ
n+2
n−2
a,λ ,
where ra = dga(a, ·). In particular
(i) Lg0ϕa,λ = 4n(n− 1)[1− cn2 rn−2a (Ha(a) + n∇Ha(a)x)]ϕ
n+2
n−2
a,λ +O
(
λ−2ϕa,λ
)
for n = 5;
(ii) Lg0ϕa,λ = 4n(n− 1)ϕ
n+2
n−2
a,λ = 4n(n− 1)[1 + cn2 W (a) ln r]ϕ
n+2
n−2
a,λ +O(λ
−2ϕa,λ) for n = 6;
(iii) Lg0ϕa,λ = 4n(n− 1)ϕ
n+2
n−2
a,λ = O(λ
−2ϕa,λ) for n ≥ 7.
The expansions stated above persist upon taking λ∂λ and ∇a
λ
derivatives.
Proof. Cf. Lemma 2.1 in [13].
Thereby we may describe the blow-up behaviour of Palais-Smale sequences for (1.3).
Proposition 3.1. Let (um)m ⊂W 1,2(M, g0) be a sequence with um ≥ 0 and km = kum = 1 satisfying
J(um) = rum −→ r∞ and ∂J(um) −→ 0 in W−1,2(M, g0).
Then up to a subsequence there exist u∞ : M −→ [0,∞) smooth, q ∈ N0 and for i = 1, . . . , q sequences
M ⊃ (ai,m) −→ ai∞ and R+ ⊃ λi,m −→∞ as m −→∞
such, that um = u∞ + αiϕai,m,λi,m + vm with
∂J(u∞) = 0, ‖vm‖ −→ 0 and rK(ai)α
4
n−2
i
4n(n− 1) −→ 1
and for each pair 1 ≤ i < j ≤ q there holds εi,j(um) −→ 0 as m −→∞, cf. (3.2).
Proof. Cf. proposition 3.1 in [13].
This justifies to consider for ε > 0, q ∈ N and u ∈W 1,2(M, g0)
(i) Au(q, ε) = {(αi, λi, ai) ∈ Rq+,Rq+,M q | ∀
i6=j
λ−1i , λ
−1
j , εi,j,
∣∣∣∣1− rα
4
n−2
i K(ai)
4n(n−1)k
∣∣∣∣, ‖u− αiϕai,λi‖ < ε};
(ii) V (q, ε) = {u ∈ W 1,2(M, g0) | Au(q, ε) 6= ∅}
and look for zero weak limit Palais-Smale sequences in V (q, ε) only. However, for a precise analysis of J
on V (q, ε) it is convenient to make the representation of its elements unique.
Proposition 3.2. For every ε0 > 0 there exists ε1 > 0 such, that for u ∈ V (q, ε) with ε < ε1
inf
(α˜i,a˜i,λ˜i)∈Au(q,2ε0)
‖u− α˜iϕa˜i,λ˜i‖2
admits a unique minimizer (αi, ai, λi) ∈ Au(q, ε0) depending smoothly on u and we set
ϕi = ϕai,λi , v = u− αiϕi, Ki = K(ai). (3.1)
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Proof. Cf. Appendix A in [4].
The term v = u− αiϕi is orthogonal to all ϕi,−λi∂λiϕi, 1λi∇aiϕi, with respect to the product
〈·, ·〉Lg0 = 〈Lg0 ·, ·〉L2g0 .
and we define for u ∈ V (q, ε)
Hu(q, ε) = 〈ϕi, λi∂λiϕi,
1
λi
∇aiϕi〉⊥Lg0 .
A precise analysis of J on V (q, ε) was performed in [13] by testing the variation ∂J separately with the
bubbles ϕi and their derivatives −λi∂λiϕi, 1λi∇aiϕi on the one hand and orthogonally to them, i.e. with
elements of Hu(q, ε) on the other. For the sake of brevity we denote e.g.
Ki = K(ai), ∇Ki = ∇K(ai), ∆Ki = ∆K(ai)
for a set of points {ai}i ⊂M and for k, l = 1, 2, 3 and λi > 0, ai ∈M, i = 1, . . . , q we let
(i) ϕi = ϕai,λi and (d1,i, d2,i, d3,i) = (1,−λi∂λi , 1λi∇ai);
(ii) φ1,i = ϕi, φ2,i = −λi∂λiϕi, φ3,i = 1λi∇aiϕi, in particular φk,i = dk,iϕi;
(iii) 〈φk,i〉 = span{φk,i : k = 1, 2, 3 and 1 ≤ i ≤ q}.
Note, that with the above definitions ‖φk,i‖ ≃ 1. We collect below some of their principal interactions
over various integrals, which clearly appear in the gradient testing or expansion of the energy J itself.
Lemma 3.2. For k, l = 1, 2, 3 and i, j = 1, . . . , q and
εi,j = (
λj
λi
+
λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj))
2−n
2 , γn = (4n(n− 1)) 22−n (3.2)
we have with constants bk, ck > 0
(i) |φk,i|, |λi∂λiφk,i|, | 1λi∇aiφk,i| ≤ Cϕi;
(ii)
∫
ϕ
4
n−2
i φk,iφk,idµg0 = ck · id+O( 1λ2
i
), ck > 0;
(iii) for i 6= j ∫
ϕ
n+2
n−2
i φk,jdµg0 = bkdk,iεi,j =
∫
ϕidk,jϕ
n+2
n−2
j dµg0 ;
(iv)
∫
ϕ
4
n−2
i φk,iφl,idµg0 = O(
1
λ2
i
) for k 6= l and ∫ ϕn+2n−2i φk,idµg0 = O

λ2−ni for n ≤ 5lnλi
λ4
i
for n = 6
λ4i for n ≥ 7

 for k = 2, 3;
(v)
∫
ϕαi ϕ
β
j dµg0 = O(ε
β
i,j) for i 6= j, α+ β = 2nn−2 , α > nn−2 > β ≥ 1;
(vi)
∫
ϕ
n
n−2
i ϕ
n
n−2
j dµg0 = O(ε
n
n−2
i,j ln εi,j) for i 6= j;
(vii) (1, λi∂λi ,
1
λi
∇ai)εi,j = O(εi,j) for i 6= j.
Proof. Cf. Lemma 3.4 in [17] or Lemma 2.2 in [13].
Let us comment on the following lemmata, which describe the testing of ∂J . First a testing in an
orthogonal direction is due to orthogonalities small.
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Lemma 3.3. For u ∈ V (q, ε) with k = 1 and ν ∈ Hu(q, ε) there holds
∂J(αiϕi)ν = O
([∑
r
|∇Kr|
λr
+
∑
r
1
λ2r
+
∑
r 6=s
ε
n+2
2n
r,s
]
‖ν‖
)
.
Proof. Cf. Proposition 4.4 in [17] or Lemma 4.1 in [13].
In combination with the well known uniform positivity of the second variation on the orthogonal space
〈φk,i〉⊥Lg0 , cf. [19], this allows us to estimate v itself in terms of the aforegoing quantities.
Lemma 3.4. For u ∈ V (q, ε) with k = 1 and v is as in (3.1) there holds
‖v‖ = O
(∑
r
|∇Kr|
λr
+
∑
r
1
λ2r
+
∑
r 6=s
ε
n+2
2n
r,s + |∂J(u)|
)
.
Proof. Cf. Corollary 4.6 in [17] or Lemma 4.2 in [13].
The latter smallness estimate will turn out to be sufficient to consider v as a negligible quantity in
the sense, that v is not responsible for a blow-up.
Let us turn to the testing in the directions of the bubbles and their derivative as had been performed
carefully in low dimensions n = 3, 4, 5 in Section 4 of [17]. We note, that for each bubble we have three
quantities associated, namely α, a and λ. The α-direction then corresponds to a testing with a bubble
itself, since α∂α(αϕa,λ) = αϕa,λ. Again for the sake of brevity let us define the quantities
α2 =
∑
i
α2i and α
2n
n−2
K =
∑
i
Kiα
2n
n−2
i , (3.3)
which are the principal terms in the nominator and denominator of J , cf. (1.3).
Lemma 3.5. For u ∈ V (q, ε) and ε > 0 sufficiently small the three quantities ∂J(u)φ1,j, ∂J(αiϕi)φ1,j ,
∂αjJ(α
iϕi) can be written as
αj
(α
2n
n−2
K )
n−2
n
(
c`0
(
1− α
2
α
2n
n−2
K
Kjα
4
n−2
j
)− c`2(∆Kj
Kjλ
2
j
−
∑
k
∆Kk
Kkλ
2
k
α2k
α2
)
+ b`1
(∑
k 6=l
αkαl
α2
εk,l −
∑
j 6=i
αi
αj
εi,j
)
− d`1


Hj
λ3
j
−∑k α2kα2 Hkλ3
k
for n = 5
Wj lnλj
λ4
i
−∑k α2kα2 Wk lnλkλ4
k
for n = 6
0 for n ≥ 7


)
with positive constants c`0, c`2, b`1, d`1 and up to some O
(∑
r 6=s
|∇Kr|2
λ2r
+ 1
λ4r
+ε
n+2
n
r,s + |∂J(u)|2
)
. In particular
∀ j : α
2
α
2n
n−2
K
Kjα
4
n−2
j = 1 +O
(∑
r 6=s
1
λ2r
+ εr,s + |∂J(u)|
)
.
Proof. Cf. Lemma 5.1 in [13], for instance see also Lemma A.4.3 in [3] or Proposition 5.1 in [7].
Evidently the principal term due to largeness of the concentration parameters λi and smallness of the
interaction terms εi,j in the above expansion is the one related to c`0 forcing αj into a certain regime.
Lemma 3.6. For u ∈ V (q, ε) and ε > 0 sufficiently small the three quantities ∂J(u)φ2,j, ∂J(αiϕi)φ2,j
and
λj
αj
∂λjJ(α
iϕi) can be written as
αj
(α
2n
n−2
K )
n−2
n
(
c˜2
∆Kj
Kjλ
2
j
− b˜2
∑
j 6=i
αi
αj
λj∂λjεi,j + d˜1


Hj
λ3
j
for n = 5
Wj lnλj
λ4
j
for n = 6
0 for n ≥ 7

)
with positive constants c˜1, c˜2, d˜1, b˜2 and up to some O
(∑
r 6=s
|∇Kr|2
λ2r
+ 1
λ4r
+ ε
n+2
n
r,s + |∂J(u)|2
)
.
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Proof. Cf. Lemma 5.2 in [13], for instance see also Lemma A.4.3 in [3] or Proposition 5.1 in [7].
Here at least in high dimensions the principal terms are the ones related to c˜2 and b˜2. The first one
turns out to be responsible for a potential diverging flow line within V (q, ε) depending on the sign of
∆K, the latter one, measuring interactions, may be relatively strong or weak depending on, whether the
corresponding aj are close to ai or not. In any case these interaction terms will turn out to be responsible
for excluding tower bubbling, i.e. multiple bubbles concentrating at the same point along a flow line, just
as they prevent tower bubbling in the subcritical case, cf. [14]. The location of a bubble ϕa,λ on M in
the sense of the centre a is principally determined from the a-testing below.
Lemma 3.7. For u ∈ V (q, ε) and ε > 0 sufficiently small the three quantities ∂J(u)φ3,j, ∂J(αiϕi)φ3,j
and
∇aj
αjλj
J(αiϕi) can be written as
− αj
(α
2n
n−2
K )
n−2
n

cˇ3 ∇Kj
Kjλj
+ cˇ4
∇∆Kj
Kjλ
3
j
+ bˇ3
∑
j 6=i
αi
αj
∇aj
λj
εi,j


with positive constants cˇ3, cˇ4, bˇ3 and up to some O
(∑
r 6=s
|∇Kr |2
λ2r
+ 1
λ4r
+ ε
n+2
n
r,s + |∂J(u)|2
)
.
Proof. Cf. Lemma 5.3 in [13], for instance see also Lemma A.4.3 in [3] or Proposition 5.1 in [7].
Evidently the principal terms are the one related to cˇ3, trying to force the centres of concentration to
be close to critical points of K, and the one related to bˇ3.
Of course the source of delicacy is, that the principle terms above are related by their error terms.
Proposition 3.3. For ε > 0 sufficiently small there holds uniformly on V (q, ε) ∩ {k = 1}
∑
r 6=s
|∇Kr|
λr
+
1
λ2r
+ |1− α
2Krα
4
n−2
r
α
2n
n−2
K
|+ εr,s . |∂J | .
∑
r 6=s
|∇Kr|
λr
+
1
λ2r
+ |1− α
2Krα
4
n−2
r
α
2n
n−2
K
|+ ε
n+2
2n
r,s + ‖v‖.
Proof. The lower bound is due to Theorem 2 in [13], the upper bound due to Lemma 6.1 in [13].
We note, that the latter gradient evidently prevent the existence of a solution in V (q, ε) and allow us
to compare the quantities appearing to |∂J | and vice versa. Finally we may perform an expansion of the
energy itself on V (q, ε), which reads as
Lemma 3.8. For u = αiϕi + v ∈ V (q, ε) and ε > 0, both J(u) and J(αiϕi) can be written as
cˆ0α
2
(α
2n
n−2
K )
n−2
n
(
1− cˆ2
∑
i
∆Ki
Kiλ
2
i
α2i
α2
− bˆ1
∑
i6=j
αiαj
α2
εi,j − dˆ1
∑
i
α2i
α2


Hi
λ3
i
for n = 5
Wi lnλi
λ4
i
for n = 6
0 for n ≥ 7


)
with positive constants cˆ0, cˆ1, cˆ2, bˆ1, dˆ1 and up to some O(
∑
r
|∇Kr|2
λ2r
+ 1
λ4r
+
∑
r 6=s ε
n+2
n
r,s + |∂J(u)|2
Proof. Cf. Proposition 5.1 in [13], see also Proposition 5.6 in [2]
In the following we will work with the normalisation to the unit sphere, i.e. on {‖ · ‖ = 1}, whereas
in [13] and [14] we have been restricting to {k = 1}, i.e. to the unit sphere with respect to the conformal
K-volume, cf. (1.3). However, along an energy decreasing flow line u = ut we have
0 < c < J(u) =
r
k
n−2
n
=
‖u‖2
k
n−2
n
< J(u0)
thanks to the positivity of the Yamabe invariant, cf. (1.1), and hence a control of k via ‖u‖ and vice
versa. Moreover on V (q, ε) we there holds
J(u) =
α2
(α
2n
n−2
K )
n−2
n
+ o(1) and
α2
α
2n
n−2
K
Kiα
4
n−2
i = 1 + o(1),
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cf. (3.3), whence, as an easy computation shows, we have uniform energy control on each V (q, ε) via
J(u) =
∑
i
(K
2−n
2
i )
2
n + o(1) for u ∈ V (q, ε).
In particular the aforegoing Lemmata are still applicable, when working on {‖ ·‖ = 1} instead of {k = 1}.
4 Flow construction
Lemma 4.1. For bounded ν ∈ 〈ϕi, λi∂λiϕi, ∇aiλi ϕi〉
⊥Lg0 and
βα,a,λ = (βαi , βai , βλi) ∈ C0(V (q, ε))
there exist bα, bv ∈ C0(V (q, ε)) with
(i) bα = −
∑
i
βαiα
2
i‖ϕi‖2∑
i α
2
i
‖ϕi‖2 +O(
∑
r 6=s
1
λ2r
+ εr,s + ‖v‖2 + ‖ν‖2);
(ii) bv = O(‖v‖(
∑
i |βλi |+ |βai |)
∑
r ϕr) ∈ 〈φk,i〉
such, that moving u = αiϕi + v ∈ V (q, ε) ∩ {‖ · ‖ = 1} along
α˙i
αi
= βαi + bα,
λ˙i
λi
= βλi , λia˙i = βai and ∂tv = bv + ν
there holds ∂t‖u‖2 = 0 and v ∈ 〈ϕi, λi∂λiϕi, ∇aiλi ϕi〉
⊥Lg0 .
Remark 4.1. Lemma 4.1 simply tells us, that we may move ai and λi and v independently up to a small
modifications bv in the v evolution such, that writing u = α
iϕi + v is compatible with the representation
in the sense of proposition 3.2 and ‖u‖ is constant.
Proof. Let us suppose a 〈v, 〈φk,i〉Lg0 = 0 orthogonality preserving evolution
∂tu =∂t(α
iϕi) + ∂tv = βαiα
iϕi + bαα
iϕi + βλiα
iλi∂λiϕi + βaiα
i∇ai
λi
ϕi + bv + ν
=βk,iα,a,λφk,i + bαα
iϕi + bv + ν
exists. Then the preservation of orthogonality, i.e. ∂t〈v, φk,i〉 = 0 for 〈·, ·〉 = 〈·, ·〉Lg0 , necessitates
(i) in the α-variable 0
!
= ∂t〈v, ϕi〉 = 〈bv + ν, ϕi〉+ 〈v, βλiλi∂λiϕi + βai ∇aiλi ϕi〉 = 〈bv, ϕi〉;
(ii) in the λ-variable
0
!
=∂t〈v, λi∂λiϕi〉 = 〈bv + ν, λi∂λiϕi〉+ 〈v, βλi(λi∂λi)2ϕi + βai∇ai∂λiϕi〉
=〈bv, λi∂λiϕi〉+ βλi〈v, (λi∂λi)2ϕi〉+ βai〈v,∇ai∂λiϕi〉;
(iii) in the a-variable
0
!
=∂t〈v, ∇ai
λi
ϕi〉 = 〈bv + ν, ∇ai
λi
ϕi〉+ 〈v, βλiλi∂λi
∇ai
λi
ϕi) + βai(
∇ai
λi
)2ϕi〉
=〈bv, ∇ai
λi
ϕi〉+ βλi〈v, λi∂λi
∇ai
λi
ϕi〉+ βai〈v, (
∇ai
λi
)2ϕi〉.
Since |φk,i| ≤ Cϕi pointwise and, as follows from Lemmata 3.1 and 3.2,
〈φk,i, φl,j〉 = ck,i,l,jδk,lδi,j +O(
∑
r 6=s
1
λ2r
+ εr,s) for some c < ck,i,l,j < C,
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we may choose some O(ϕj) = φ
∗
l,j ∈ 〈φk,i〉 dual to φk,i = (ϕi, λi∂λiϕi, ∇aiλi ϕk,i) such, that
〈φ∗l,j , φk,i〉 = δk,lδi,j and ‖φ∗k,i − φk,i‖ = O(
∑
r 6=s
1
λ2r
+ εr,s). (4.1)
We then may solve (i)-(iii) via bv = b
k,iφ∗k,i, b1,i = 0 and for k = 2, 3
bk,i = −βλi〈v, λi∂λiϕk,i〉 − βai〈v,
∇ai
λi
φk,i〉. (4.2)
Conversely solving ∂tv = bv + ν with the above choice of bv we find
〈v, φk,i〉t=τ =〈v, φk,i〉t=0 +
∫ τ
0
∂t〈v, φk,i〉 =
∫ τ
0
〈bv, φk,i〉+ 〈v, ∂tφk,i〉
=
∫ τ
0
bk,i + βλi〈v, λi∂λiφk,i〉+ βai〈v,
∇ai
λi
φk,i〉 = 0.
Hence the statement on bv follows. Therefore and in particular due to b1,i = 0 we find as well
∂t‖u‖2 =2〈αiϕi + v, α˙i
αi
αiϕi +
λ˙i
λi
αiλi∂λiϕi + λia˙iα
i∇ai
λi
ϕi + bv + ν〉
=2
∑
i
α2i (βαi + bα)‖ϕi‖2 +O(
∑
r 6=s
1
λ2r
+ εr,s + ‖v‖2 + ‖ν‖2),
where ‖ · ‖ = ‖ · ‖Lg0 , whence ∂t‖u‖2 = 0 is equivalent to putting
bα = −
∑
i βαiα
2
i ‖ϕi‖2∑
i α
2
i ‖ϕi‖2
+O(
∑
r 6=s
1
λ2r
+ εr,s + ‖v‖2 + ‖ν‖2),
noticing that c < αi, ‖ϕi‖ < C on V (q, ε) ∩ {‖ · ‖ = 1}.
Definition 4.1. Consider on V (q, 2ε) ∩ { ‖ · ‖ = 1} with constants κα, κλ, κa, κv ≫ 1
(i) Av,κv = {‖v‖ ≥ κv(
∑
r 6=s
|∇Kr |
λr
+ 1
λ2r
+ |1− α2
α
2n
n−2
K
Krα
4
n−2
r |+ ε
n+2
2n
r,s )};
(ii) Aα,κα = {
∑
j |1− α
2
α
2n
n−2
K
Kjα
4
n−2
j | > κα(
∑
r 6=s
|∇Kr |
λr
+ 1
λ2r
+ ε
n+2
2n
r,s )};
(iii) Aaj ,κa = { |∇Kj |λj ≥ κaλ2j };
(iv) A≥λj ,κλ = {
∑
r 6=s εr,s ≥ κλλ2
j
};
(v) A≤λj ,κλ = {
∑
r 6=s εr,s ≤ κ
−1
λ
λ2
j
}
and cut-off functions η· ∈ C∞(V (q, ε), [0, 1]) with
(i) ηv⌊Av,κv= 1 and ηv⌊(Av,√κv )c= 0;
(ii) ηα⌊Aα,κα= 1 and ηα⌊(Aα,√κα )c= 0;
(iii) ηaj⌊Aaj,κa= 1 and ηaj ⌊(Aaj,√κa )c= 0;
(iv) η≥λj ⌊A≥λj,κλ= 1 and η
≥
λj
⌊
(A≥
λj,
√
κλ
)c
= 0;
(v) η≤λj ⌊A≤λj,κλ= 1 and η
≤
λj
⌊
(A≤
λj,
√
κλ
)c
= 0.
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With monotone η ∈ C∞(R, [0, 1]), η⌊(−∞, 1
2
]= 0, η⌊[1,∞)= 1 define
mλj ,λi = η(
λj
λi
) and mλj = κ
∑
j 6=imλj,λi , κ≫ 1
and move according to
(α)
α˙j
αj
= −ηα(1− ηv)‖ϕj‖−2(1− α2
α
2n
n−2
K
Kjα
4
n−2
j ) + bα;
(a) λj a˙j = (1− ηα)(1− ηv)ηaj ∇Kj|∇Kj | ;
(λ)
λ˙j
λj
= −(1− ηα)(1 − ηv)(η≤λjΠi(1− ηai)
mλj,λi ∆Kj|∆Kj| + η
≥
λj
mλj );
(v) ∂tv = bv − Cvv, Cv ≫ 1 large and fixed
as set out in Lemma 4.1, i.e.
∂tu =− ηα(1− ηv)‖ϕj‖−2αj(1− α
2
α
2n
n−2
K
Kjα
4
n−2
j )ϕj + bαα
iϕi
+ (1− ηα)(1 − ηv)ηajαj〈
∇Kj
|∇Kj| ,
∇aj
λj
ϕj〉
− (1− ηα)(1 − ηv)αj(η≤λjΠi(1− ηai)
mλj,λi
∆Kj
|∆Kj | + η
≥
λj
mλj )λj∂λjϕj
+ bv − Cvv = A(α, a, λ, v).
(4.3)
Remark 4.2. (i) There holds
bα = o(‖v‖) +O(
∑
r 6=s
1
λ2r
+ εr,s), (4.4)
cf. Lemma 4.1, since from
α˙j
αj
= −ηα(1− ηv)‖ϕj‖−2(1− α
2
α
2n
n−2
K
Kjα
4
n−2
j ) + bα = βαj + bα
we find
∑
i βαiα
2
i ‖ϕi‖2 = 0, cf. (3.3). Secondly, since ν = −Cvv, we find ‖ν‖2 = o(‖v‖), provided
‖ν‖ = Cv‖v‖ ≤ Cε = o(1), which we may assume as ε −→∞.
(ii) The purpose of introducing Cv is to obtain ∂t‖v‖2 ≤ 0 and in fact bv does not depend on Cv.
Moreover from (4.3) and (4.4) it is clear, that ∂tu ≥ −Cαiϕi − Cv for a universal Cκ,q > 0
independent of Cv. Hence we may assume ∂tu ≥ −Cvu by fixing Cv ≥ C appropriately large.
(iii) Whereas the movement in α and a are obviously well defined, we note, that
{η≤λjΠi(1− ηai)
mλj,λi 6= 0} ⊆{ηaj 6= 1} = {|∇Kj| ≤
κa
λj
},
whence by none degeneracy, cf. (1.4), also the movement in λ is well defined.
(iv) The union ∪A·,κ· covers V (q, 2ε) for ε > 0 sufficiently small. Indeed we have
∀ 1 ≤ i, j ≤ q : 1
λ2i
≃
∑
r 6=s
εr,s ≃ 1
λ2j
and |∇Ki| . 1
λi
on Ac = V (q, 2ε) \ ∪A·,κ· , whence 1λ2
i
≃ ( 1
λiλj
)
n−2
2 ≃ 1
λ2
j
, a contradiction for n ≥ 5.
(v) In view of Lemmata 3.5, 3.6 and 3.7 we call
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(α) P (∂J(u)ϕj) = (1− α2
α
2n
n−2
K
Kjα
4
n−2
j );
(λ) P (∂J(u)λj∂λj ) =
∆Kj
Kjλ
2
j
and P (∂J(u)λj∂λj ) =
∑
j 6=i λj∂λjεi,j ;
(a) P (∂J(u)
∇aj
λj
) =
∇Kj
Kjλj
the principal terms in α, λ and a. The flow is designed in such a way, that whenever the principal
terms are dominant in the expansion of the lemmata above, their corresponding movement in α, λ
and a will decrease energy. Notably we move λ = maxλi as little as possible by the Laplacian of K.
From Lemma 4.1 and Definition 4.1 we may generate a flow.
Lemma 4.2. On X = {0 ≤ u ∈ W 1,2(M) | u 6= 0, ‖u‖ = 1} the evolution
∂tu = ηA(α, a, λ, v) − (1− η)∇J(u), ∇ = ∇Lg0
for a corresponding cut-off function η ∈ C∞loc(X, [0, 1]) satisfying
η⌊V (q,εq)= 1 and η⌊V c(q,2εq)= 0
induces a semi-flow
Φ : R≥0 ×X −→ X,
i.e. the flow exists for all times, remains none negative and preserves ‖ · ‖ = 1, provided for
κv = κv(q), κα = κα(q), κa = κa(q), κλ = κλ(q), κ = κ(q) and ε = ε(q)
there holds
κv ≫ 1, κα ≫ 1, κa ≫ κ2λ,
√
κλ ≫ κq2 , κ≫ 1
and 0 < ε≪ 1 is sufficiently small
Proof. Since ∇J = ∇Lg0J is the Lg0-gradient, we may write ∂tu = f(u) and f is a locally smooth
vectorfield on W 1,2(M,R≥0) \ {0}. So we have short time existence and due to
∂t‖u‖2 = −2(1− η)〈∇J(u), u〉Lg0 + 2η〈A(α, a, λ, v), u〉Lg0 = 0,
since 〈A(α, a, λ, v), u〉Lg0 = 0 by construction and
〈∇J(u), u〉Lg0 = ∂J(u)u = 0
by scaling invariance of J , the Lg0-norm is preserved. Moreover, as Proposition 4.1 will show, there holds
∂tJ(u) ≤ 0, whence in combination with the positivity of the Yamabe invariant we have
cK < J(u) =
∫
Lg0uudµg0
(
∫
Ku
2n
n−2 dµg0)
n−2
n
=
‖u‖2
k
n−2
n
=
1
k
n−2
n
< J(u0) (4.5)
along each flow line for its time of existence. Hence ∇J and thus f are uniformly bounded along each
flow line and, as is easy to see, locally smooth. Therefore every flow line exists for all times. Moreover
A(α, a, λ, v) ≥ −C(αiϕi)− Cvv ≥ Cvu for some C > 0
by (4.3), (4.4) and |φk,i| . ϕi, provided Cv > C, i.e. Cv > 0 is sufficiently large. Hence
∇J(u) = L−g0(∂J(u)) =
2L−g0
k
n−2
n
(Lg0u−
r
k
Ku
n+2
n−2 ) <
2u
k
n−2
n
by definition of the Lg0-gradient and positivity of L
−
g0
≃ Gg0 > 0. We conclude ∂tu > −cu using (4.5), so
every initially none negative or positive flow line becomes or remains positive for all times to come.
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We point out, that the long time existence part is not critical, since the flow is based on a strong
gradient, i.e. the gradient corresponding to the metric on the variational space, and thus falls into the
class of ordinary differential equations, cf. [4] or [7], in contrast to Yamabe type flows as in[10] or [17].
Proposition 4.1. Under u = Φ(·, u0) there holds
∂tJ(u) ≤ −cq(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ |1− α
2
α
2n
n−2
K
Krα
4
n−2
r |2 + ε
n+2
n
r,s + ‖v‖2) on V (q, 2ε),
provided for κv = κv(q), κα = κα(q), κa = κa(q), κλ = κλ(q), κ = κ(q) and ε = εq = ε(q) there holds
κv ≫ 1, κα ≫ 1, κa ≫ κ2λ,
√
κλ ≫ κq2 , κ≫ 1
and 0 < ε≪ 1 is sufficiently small, while ∂tJ(u) = −|∇J(u)|2 on (∪qV (q, 2ε))c.
Proof. First consider the flow on V (q, ε) for some q ∈ N fix. We then have
Iv =∂J(u)∂tv = ∂J(u)(−Cvv + bv).
From (4.1) and (4.2) we have
∂J(u)bv = O(‖v‖(
∑
i
|βλi |+ |βai |))

∑
i
(|∂J(u)φ2,i|+ |∂J(u)φ3,i|) +O(|∂J(u)|)(
∑
r 6=s
1
λ2r
+ εr,s)

 ,
whence by virtue of Lemmata 3.6, 3.7 and Proposition 3.3
∂J(u)bv = O(
∑
r 6=s
|∇Kr|
λr
+
1
λ2r
+ εr,s + |1− α
2
α
2n
n−2
K
Krα
4
n−2
r |2 + ‖v‖2)‖v‖
and thus
∂J(u)bv = O(
∑
r
|1 − α
2
α
2n
n−2
K
Krα
4
n−2
r |3 + ‖v‖3) +O(
∑
r 6=s
|∇Kr|
λr
+
1
λ2r
+ εr,s)‖v‖.
Moreover by the well known positivity of ∂2J(αiϕi) > 0 on Hu(q, ε) = 〈φk,i〉⊥Lg0 we find by expansion
−∂J(u)v ≃− ‖v‖2 +O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s ), (4.6)
where we made use of Lemma 3.3. Hence
Iv ≃− ‖v‖2 +O(
∑
r
|1− α
2
α
2n
n−2
K
Krα
4
n−2
r |3 + ‖v‖3) +O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s ). (4.7)
Secondly for
Iα =
α˙i
αi
∂J(u)αiϕi = ∂J(u)(−ηα(1− ηv)‖ϕj‖−2αj(1− α
2
α
2n
n−2
K
Kjα
4
n−2
j )ϕj + bαα
iϕi)
we have due to ∂J(u)u = 0 by scaling invariance of J and due to (4.4), (4.6)
bα∂J(u)α
iϕi = O(
∑
r 6=s
1
λ2r
+ εr,s + ‖v‖)∂J(u)v = O(‖v‖3) +O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s ).
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Moreover Lemma 3.5 and Proposition 3.3 show
−‖ϕj‖−2αj(1− α
2
α
2n
n−2
K
Kjα
4
n−2
j )∂J(u)ϕj .−
∑
j
|1− α
2
α
2n
n−2
K
Kiα
4
n−2
i |2
+O(
∑
r 6=s
1
λ4r
+ ε2r,s + |1−
α2
α
2n
n−2
K
Krα
4
n−2
r |4 + ‖v‖4)
and we obtain
Iα .− ηα(1 − ηv)
∑
j
|1− α
2
α
2n
n−2
K
Kiα
4
n−2
i |2
+O(
∑
r
|1 − α
2
α
2n
n−2
K
Krα
4
n−2
r |4 + ‖v‖3) +O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s ).
(4.8)
Therefore combining (4.7) and (4.8)
Iα + Iv .− ‖v‖2 − ηα(1− ηv)
∑
j
|1− α
2
α
2n
n−2
K
Kiα
4
n−2
i |2
+O(
∑
r
|1− α
2
α
2n
n−2
K
Krα
4
n−2
r |3 + ‖v‖3) +O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s )
and recalling the definitions of ηv and ηα from Definition 4.1 we conclude
Iα + Iv .− ‖v‖2 − ηα(1− ηv)
∑
j
|1− α
2
α
2n
n−2
K
Kiα
4
n−2
i |2
+ (1− ηα)(1 − ηv)O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s ).
(4.9)
We turn to the λ and a evolution. By Proposition 3.3 and the definitions of ηv and ηα we find up to some
(1− ηα)(1− ηv)O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s )
from Lemma 3.6 the relation
Iλ =
λ˙j
λj
∂J(u)αjλj∂λjϕj = −(1− ηα)(1− ηv)(η≤λjΠi(1 − ηai)
mλj,λi
∆Kj
|∆Kj | + η
≥
λj
mλj )
(
αjαj
(α
2n
n−2
K )
n−2
n
(c˜2
∆Kj
Kjλ
2
j
− b˜2
∑
j 6=i
αi
αj
λj∂λjεi,j + d˜1


Hj
λ3
j
for n = 5
Wj lnλj
λ4
j
for n = 6
0 for n ≥ 7

))
=− c˜2(1− ηα)(1− ηv)
∑
j
η
≤
λj
Πi(1 − ηai)mλj,λi
α2j
(α
2n
n−2
K )
n−2
n
(
|∆Kj |
Kjλ
2
j
+ o(
1
λ2j
) +O(
∑
j 6=i
εi,j))
+ b˜2(1− ηα)(1 − ηv)
∑
j 6=i
η
≥
λj
mλj (
αiαj
(α
2n
n−2
K )
n−2
n
λj∂λjεi,j +O(
1
λ2j
))
and likewise from Lemma 3.7
Ia =λj a˙
j∂J(u)αj
∇aj
λj
ϕj = −(1− ηα)(1− ηv)ηaj
αjαj
(α
2n
n−2
K )
n−2
n
∇Kj
|∇Kj |
(
c˙3
∇Kj
Kjλj
+O(
1
λ3j
+
∑
j 6=i
εi,j)
)
.
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Thus recalling (iii) of Remark 4.2 and the definition of ηaj we have for some positive constants ci > 0
Iλ + Ia ≤− c1(1− ηα)(1− ηv)
∑
j
ηaj
α2j
(α
2n
n−2
K )
n−2
n
(
|∇Kj |
Kjλj
+O(
∑
j 6=i
εi,j))
− c2(1− ηα)(1− ηv)
∑
j
η
≤
λj
Πi(1 − ηai)mλj,λi
α2j
(α
2n
n−2
K )
n−2
n
(
|∆Kj |
Kjλ
2
j
+O(
∑
j 6=i
εi,j))
+ c3(1− ηα)(1− ηv)
∑
j 6=i
η
≥
λj
mλj (
αiαj
(α
2n
n−2
K )
n−2
n
λj∂λjεi,j +O(
1
λ2j
))
(4.10)
up to some (1− ηα)(1− ηv)O(
∑
r 6=s
|∇Kr|2
λ2r
+ 1
λ4r
+ ε
n+2
n
r,s ). Let us now suppose
∃ 1 ≤ i ≤ q : |∇Ki|
λi
= max
j
|∇Kj|
λj
≥ κa
2λ2
, where λ = min
i
λi.
In particular we may assume ηai ≥ 12 , cf. Definition 4.1, and this implies
∃ 1 ≤ i ≤ q :
∑
j
ηaj
|∇Kj |
λj
≃ max
j
{ηaj
|∇Kj |
λj
} ≃ |∇Ki|
λi
≃
∑
j
|∇Kj |
λj
.
We thus infer from (4.10), that up to some
(1− ηα)(1− ηv)O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s )
and with possibly different constants ci > 0
Iλ + Ia ≤− c1(1 − ηα)(1 − ηv)(
∑
j
|∇Kj |
Kjλj
+
κa +O(
∑
rmλr)
λ2
+O(
∑
r 6=s
εr,s))
+ c3(1 − ηα)(1 − ηv)
∑
j 6=i
η
≥
λj
mλj
αiαj
(α
2n
n−2
K )
n−2
n
λj∂λjεi,j
≤− c1(1 − ηα)(1 − ηv)(
∑
j
|∇Kj |
Kjλj
+
κa +O(
∑
r κλmλr )
λ2
+O(
∑
r 6=s
εr,s))
+ c3(1 − ηα)(1 − ηv)
∑
j 6=i
mλj
αiαj
(α
2n
n−2
K )
n−2
n
λj∂λjεi,j
(4.11)
recalling the definition of η≥λj , cf. Definition 4.1, for the last inequality. Note, that
− λj∂λjεi,j =
n− 2
2
λj
λi
− λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj)
(
λj
λi
+ λi
λj
+ λiλjγnG
2
2−n
g0 (ai, aj))
n
2
, (4.12)
cf. (3.2), and recalling Definition 4.1, there holds
(i) mλj ≥ mλi for λj ≥ λi;
(ii) mλj ≥ κmλi for for λj ≥ 2λi.
Therefore ∑
j 6=i
mλjαiαjλj∂λjεi,j . −
∑
i6=j
mλiεi,j
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and, since mλr ≥ κ≫ 1, cf. Definition 4.1, plugging this into (4.11) we conclude
Iλ + Ia .− (1− ηα)(1− ηv)(
∑
j
|∇Kj |
Kjλj
+
1
λ2j
+
∑
j 6=i
εi,j +O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s )), (4.13)
provided κa ≫
∑
r κλmλr ≫ 1. We now assume contrarily and in addition
∀ 1 ≤ j ≤ q : |∇Kj|
λj
<
κa
2λ2
and
∑
r 6=s
εr,s <
1
κλmaxrmλrλ
2 .
Then from (4.10) and recalling the definition of η≥λ· we find with possibly different constants ci > 0
Iλ + Ia ≤− c1(1− ηα)(1 − ηv)(
∑
j
ηaj
|∇Kj |
Kjλj
+O(max
r
mλr
∑
r 6=s
εr,s))
− c2(1− ηα)(1 − ηv)
∑
j
η
≤
λj
Πi(1− ηai)mλj,λi
|∆Kj|
Kjλ
2
j
)
up to some (1− ηα)(1− ηv)O(
∑
r 6=s
|∇Kr|2
λ2r
+ 1
λ4r
+ ε
n+2
n
r,s ). Note, that
∑
r 6=s
εr,s ≤ 1
κλmaxrmλrλ
2 =⇒
∑
r 6=s
εr,s ≤ max
r
mλr
∑
r 6=s
εr,s ≤ 1
κλλ
2
and in particular η≤λ = 1. Hence up to the same error as above
Iλ + Ia .− (1− ηα)(1− ηv)(
∑
j
ηaj
|∇Kj|
Kjλj
+
Πi(1− ηai)mλ,λi
λ2
+O(
1
κλλ
2 )).
Recalling Definition 4.1 there holds
Πi(1− ηai)mλ,λi = o(1) =⇒ ∃ λ ≤ λi ≤ 2λ : (1− ηai) = o(1)
and in the latter case ηai ≃ 1, i.e. |∇Ki|λi ≥ κa2λ2i ≥
κa
4λ2
. Hence we deduce, that in any case
Iλ + Ia .− (1− ηα)(1 − ηv)( 1
λ2
+O(
1
κλλ
2 +
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s ))
and (4.13) follows again, provided κλ ≫ 1 is sufficiently large. We finally consider the remaining case
∀ 1 ≤ j ≤ q : |∇Kj|
λj
<
κa
2λ2
and
∑
r 6=s
εr,s ≥ 1
κλmaxrmλrλ
2 .
Then recalling again the definition of η≥λ· we find from (4.10)
Iλ + Ia ≤c3(1 − ηα)(1 − ηv)(
∑
j 6=i
η
≥
λj
mλj
αiαj
(α
2n
n−2
K )
n−2
n
λj∂λjεi,j +O((1 +
maxrmλr√
κλ
)
∑
r 6=s
εr,s))
up to some
(1 − ηα)(1 − ηv)O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s ).
Let us decompose for some Λ≫ 1 and with a slight abuse of notation
q = q1 + q2, where q1 = {1 ≤ i ≤ q | λi > Λλ} and q2 = q \ q1.
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In particular for i, j ∈ q2 we have
Λ−1 ≤ λi
λj
≤ Λ and |∇Ki| ≤ κaΛ
2λ
ε→0−−−→ 0.
Hence, if ai, aj for i, j ∈ q2 were close to the same critical point, we find, cf. 3.2, the contradiction
0
ε→0←−−− εi,j ≃ ( 1
Λ + Λ2λ2(κaΛ2λ )
2
)
n−2
2 ≃ 1
(κaΛ2)n−2
6−→ 0 as ε −→ 0.
Hence for i, j ∈ q2 we may assume, that ai, aj are close to different critical points of K, whence
εi,j ≃ ( 1
λiλj
)
n−2
2 ≤ 1
λn−2
.
Moreover for j ∈ q1
{η≥λj < 1} = {
∑
r 6=s
εr,s <
κλ
λ2j
} ⊆ {
∑
r 6=s
εr,s <
κλ
Λ2λ2
}.
Consequently
Iλ + Ia ≤c3(1− ηα)(1− ηv)
∑
q1∋j 6=i
mλj
αiαj
(α
2n
n−2
K )
n−2
n
λj∂λjεi,j
+ c3(1 − ηα)(1 − ηv)
∑
q2∋j 6=i∈q1
η
≥
λj
mλj
αiαj
(α
2n
n−2
K )
n−2
n
λj∂λjεi,j
+ (1 − ηα)(1 − ηv)O(κλmaxrmλr
Λ2λ2
+
maxrmλr
λn−2
+ (1 +
maxrmλr√
κλ
)
∑
r 6=s
εr,s)
up to some
(1− ηα)(1− ηv)O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s )
and rearranging this we obtain up to the same error
Iλ + Ia ≤c3(1 − ηα)(1 − ηv)
∑
q1∋j 6=i∈q1
mλj
αiαj
(α
2n
n−2
K )
n−2
n
λj∂λjεi,j
+ c3(1− ηα)(1− ηv)
∑
q1∋j 6=i∈q2
αiαj
(α
2n
n−2
K )
n−2
n
(mλjλj∂λj + η
≥
λi
mλiλi∂λi)εi,j
+ (1− ηα)(1− ηv)O(κλmaxrmλr
Λ2λ2
+
maxrmλr
λn−2
+ (1 +
maxrmλr√
κλ
)
∑
r 6=s
εr,s).
Recalling (4.12) and from Definition 4.1
(i) mλj ≥ mλi for λj ≥ λi;
(ii) mλj ≥ κmλi for for λj ≥ 2λi,
we find ∑
q1∋j 6=i∈q1
mλj
αiαj
(α
2n
n−2
K )
n−2
n
λj∂λjεi,j . −
∑
q1∋j 6=i∈q1
mλiεi,j
and using λj ≥ λi for j ∈ q1 and i ∈ q2∑
q1∋j 6=i∈q2
αiαj
(α
2n
n−2
K )
n−2
n
(mλjλj∂λj + η
≥
λi
mλiλi∂λi)εi,j .
∑
q1∋j 6=i∈q2
mλiεi,j .
Therefore and recalling εi,j .
1
λn−2 for i, j ∈ q2
Iλ + Ia .− (1− ηα)(1 − ηv)(
∑
i6=j
mλiεi,j +O(
κλmaxrmλr
Λ2λ2
+
maxrmλr
λn−2
+ (1 +
maxrmλr√
κλ
)
∑
r 6=s
εr,s))
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up to some
(1 − ηα)(1 − ηv)O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s ).
Consequently (4.13) follows again and thus in any case from κq
2 ≥ maxrmλr and upon choosing
√
Λ≫ √κλ ≫ κq2 .
We therefore conclude combining (4.9) and (4.13), that on V (q, ε) for ε > 0 sufficiently small
Iα + Iλ + Ia + Iv .− ‖v‖2 − ηα(1− ηv)
∑
j
|1− α
2
α
2n
n−2
K
Kiα
4
n−2
i |2
− (1− ηα)(1 − ηv)(
∑
j
|∇Kj |
Kjλj
+
1
λ2j
+
∑
j 6=i
εi,j +O(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ ε
n+2
n
r,s )),
which recalling the definitions of ηv, ηα, cf. Definition 4.1 simplifies to
Iα + Iλ + Ia + Iv
.− ‖v‖2 − ηα(1 − ηv)
∑
j
|1− α
2
α
2n
n−2
K
Kiα
4
n−2
i |2 − (1− ηα)(1 − ηv)(
∑
j
|∇Kj |
Kjλj
+
1
λ2j
+
∑
j 6=i
εi,j)
.− ‖v‖2 −
∑
j
(|1− α
2
α
2n
n−2
K
Kiα
4
n−2
i |2 +
|∇Kj |2
Kjλ
2
j
+
1
λ4j
+
∑
j 6=i
ε
n+2
n
i,j ).
(4.14)
As for the gluing with the gradient flow on some V (q, 2ε) \ V (q, ε) for ε = εq via η, i.e.
∂tu = ηA(α, a, λ, v) − (1− η)∇J(u),
we remark, that from (4.14) we now have
η∂J(u)A(α, a, λ, v) ≤ −cqη(
∑
r 6=s
|∇Kr|
λ2r
+
1
λ4r
+ |1− α
2
α
2n
n−2
K
Krα
4
n−2
r |2 + ε
n+2
n
r,s + ‖v‖2)
by virtue of (4.14), as A(α, a, λ, v) is the same vectorfield as considered before, cf. Definition 4.1, but on
supp(η) = ∪qV (q, 2εq).
Moreover
(1− η)|∇J(u)|2 & cq(1 − η)(
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ |1− α
2
α
2n
n−2
K
Krα
4
n−2
r |2 + ε
n+2
n
r,s + ‖v‖2) on V (q, 2εq)
due to Proposition 3.3 and Lemma 3.4. Thence the proof of the proposition is complete.
Let us show, that a flow line, which at least up to a sequence in time concentrates for some q eventually
for every ε > 0 in V (q, ε), then the whole flow line will eventually stay for every ε > 0 in V (q, ε). In
particular such a flow line will be eventually governed by the prescribed movements (α), (a), (λ) and (v)
as in Definition 4.1, i.e. the patching with the gradient flow will be irrelevant.
Lemma 4.3. If for a flow line u = Φ(·, u0)
utk = Φ(tk, u0) ∈ V (q, εk) with εk −→ 0,
then for every ε > 0 there exists Tε > 0 such, that
u = Φ(t, u0) ∈ V (q, ε) for all t > Tε.
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Proof. If the statement was false, there would exist 0 < t1 < t
′
1 < t2 < t
′
2 < . . . <∞ such, that
u ∈ V (q, ε) \ V (q, ε
2
) during [ti, t
′
i], uti ∈ ∂V (q, ε) and ut′i ∈ ∂V (q,
ε
2
)
for some arbitrarily small ε > 0. Thus the flow has during [ti, t
′
i] to travel a distance
c0,ε = d(∂V (q, ε), ∂V (q,
ε
2
)) > 0
with bounded speed |∂tu| ≤ c1,ε and energy decay ∂tJ(u) ≤ −c2,ε due to proposition 4.1. So the time for
this travelling is lower bounded, i.e. |t′i − ti| ≥ c0,εc1,ε , and thus we consume at least a quantity of energy
J(uti)− J(ut′i) = −
∫ t′i
ti
∂tJ(u) ≥ c0,εc2,ε
c1,ε
.
Clearly this leads to a contradiction, as the lower bounded energy is never increased.
5 None compact flow lines
Since every flow line can be considered as a Palais-Smale sequence, when restricted to a sequence in time,
every none compact zero weak limit flow line has by Proposition 3.1 to enter every V (q, ε) and by lemma
4.3 to remain therein eventually. Let us study such a flow line u = αiϕai,λi , which then satisfies
(α)
α˙j
αj
= −ηα(1− ηv)‖ϕj‖−2(1− α2
α
2n
n−2
K
Kjα
4
n−2
j ) + bα;
(a) λj a˙j = (1− ηα)(1 − ηv)ηaj ∇Kj|∇Kj | ;
(λ)
λ˙j
λj
= −(1− ηα)(1− ηv)(η≤λjΠi(1− ηai)
mλj,λi ∆Kj|∆Kj| + η
≥
λj
mλj );
(v) ∂tv = bv − Cvv
for all times to come. First note, that from (v) we have ∂t‖v‖2 . −‖v‖2, while from (a) and (λ)
∂t| 1
λ2i
|2 = O( 1
λ4i
), ∂t|∇Ki
λi
|2 = O( |∇Ki|
2
λ2i
+
1
λ4i
) and ∂t
∑
i6=j
ε
n+2
n
i,j = O(
∑
i6=j
|∇Ki|2
λ2i
+
1
λ4i
+ ε
n+2
n
i,j )
and finally from (α), (a) and (4.4), cf. also (3.3),
∂t
∑
i
|1− α
2
α
2n
n−2
K
Kiα
4
n−2
i |2 =O(
∑
i
|1− α
2
α
2n
n−2
K
Kiα
4
n−2
i |)‖v‖
+O(
∑
i6=j
|∇Ki|2
λ2i
+
1
λ4i
+ |1− α
2
α
2n
n−2
K
Kiα
4
n−2
i |2 + ε
n+2
n
i,j ).
Recalling the definition of ηv, cf. Definition 4.1, we then have for κv sufficiently large
∂t‖v‖2 ≪ ∂t
∑
r 6=s
|∇Kr|2
λ2r
+
1
λ4r
+ |1− α
2
α
2n
n−2
K Krα
4
n−2
r
|2 + ε
n+2
n
r,s on {ηv ≥ 0}
and may thus assume, that eventually, hence from now on and for all times to come
ηv ≡ 0. (5.1)
We turn to describing the movement in ai and λi. Clearly we may assume
∀ i : λi t→∞−−−→∞
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due to Lemma 4.3 and so at least for a time sequence tk −→∞
∂tλ⌊t=tk> 0, where λ = max
i
λi.
Hence (λ) and ∀ i : mλ,λi = 1, cf. Definition 4.1, show, that necessarily
∀ i : ηai < 1 at t = tk and hence ∀ i :
|∇Ki|
λi
≤ κa
λ2i
.
Since we assume K to be Morse, we conclude, that at least for a sequence in time
∀ i : ai −→ xi ∈ {|∇K| = 0}.
On the other hand due to (a) all ai move exclusively along the gradient of K, whence necessarily
ai
t→∞−−−→ xi ∈ {|∇K| = 0}
and ai has to move along the stable manifold of xi with respect to the positive gradient flow for K, hence
∀ i : ai ∈Ws(xi) = W∇Ks (xi).
But the only possibility for λi to increase is ∆Ki < 0, cf. (λ), whence necessarily as a first consequence
∀ i : Ws(xi) ∋ ai t→∞−−−→ xi ∈ {|∇K| = 0} ∩ {∆K < 0}.
In particular we may assume ∆Ki < 0 from now on. Secondly, since for λj ≥ λk
η
≤
λj
≤ η≤λk , η
≥
λj
≥ η≥λk and ∀i : mλj ,λi ≥ mλk,λi and mλj ≥ mλk ,
cf. Definition 4.1, we derive from (λ) using ∆Ki|∆Ki| = −1 and ηv = 0
λ˙j
λj
=(1− ηα)(η≤λjΠi(1− ηai)
mλj,λi − η≥λjmλj ) ≤ (1− ηα)(η
≤
λk
Πi(1− ηai)mλk,λi − η≥λkmλk) =
λ˙k
λk
,
whence ∂t
λj
λk
≤ 0 for λj ≥ λk and we may therefore assume from now on
1 ≤ λ
λ
≤ C = C(u0) for λ = max
i
λi and λ = min
i
λi. (5.2)
Thirdly, as we had said, λ has to grow at times t = tk, and then we have
∀ i : ηai < 1 and
|∇Ki|
λi
≤ κa
λ2i
, (5.3)
whereas generally there holds due to (a) and (λ)
∂t
2
(λ2i |∇Ki|2) =
λ˙i
λi
λ2i |∇Ki|2 + λi|∇Ki|〈∇2Ki,
∇Ki
|∇Ki| , λia˙i〉
≤(1− ηα)[(1 − ηai)λ2i |∇Ki|2 + ηaiλi|∇Ki|〈∇2Ki,
∇Ki
|∇Ki| ,
∇Ki
|∇Ki| 〉]
where we used mλi,λi = 1. Since K is Morse and ai is close xi and moves along Ws(xi), we have
〈∇2Ki, ∇Ki|∇Ki| ,
∇Ki
|∇Ki| 〉 < −δ for some δ > 0 (5.4)
and consequently
∂t
2
(λ2i |∇Ki|2) ≤(1− ηα)[(1− ηai)λ2i |∇Ki|2 − δ ηaiλi|∇Kj |]. (5.5)
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In particular (5.3) and (5.5) imply, that we may assume from now on and for all times to come
∀ i : ηai < 1− ǫ and
dg0(ai, xi)
λi
≃ |∇Ki|
λi
<
κa
λ2i
(5.6)
for some fixed ǫ > 0. From (5.2) and (5.6) we then may exclude tower bubbling, i.e.
ai −→ xi = xj ←− aj .
Indeed in the latter case
d2g0(ai, aj) ≤ (dg0 (ai, xi) + dg0 (aj , xj)2 . (λ−1i + λ−1j )2 . λ−2i + λ−2j
and λi ≃ λj , whence
0
t→∞←−−−− εi,j ≃ (λi
λj
+
λj
λi
+ λiλjd
2
g0
(ai, aj))
2−n
2 ≃ (λi
λj
+
λj
λi
)
2−n
2 6−→ 0 as ε −→ 0,
a contradiction. Hence we may assume xi 6= xj , thus d(ai, aj) 6−→ 0 and therefore
∀ i :
∑
r 6=s
εr,s ≃
∑
r 6=s
(λrλs)
2−n
2 ≃ 1
λn−2i
and
∑
r 6=s
ε
n+2
2n
r,s = o(
1
λ2i
) (5.7)
for all times to come due to λr ≃ λs ≃ λi, cf. (5.2). In particular (a) and (λ) therefore simplifies to
(a) λj a˙j = (1− ηα)ηaj ∇Kj|∇Kj | ;
(λ)
λ˙j
λj
= (1− ηα)Πi(1− ηai)mλj,λi & ǫq(1− ηα)
due to (5.6), (5.7) and, cf. Definition 4.1, mλj ,λi ∈ [0, 1] and
(i) η≤λj = 1 on {
∑
r 6=s εr,s ≤ κ
−1
λ
λ2
j
} ;
(ii) η≥λj = 0 on {
∑
r 6=s εr,s ≤
√
κλ
λ2
j
}.
We turn our attention to the movement in αi. Since we may assume by now ηv = 0, hence
‖v‖ .
∑
r 6=s
|∇Kr|
λr
+
1
λ2r
+ |1− α
2
α
2n
n−2
K
Krα
4
n−2
r |+ ε
n+2
2n
r,s .
∑
r
1
λ2r
+ |1− α
2
α
2n
n−2
K
Krα
4
n−2
r |,
cf. Definition 4.1, (5.6) and (5.7), and due to (4.4), we have
(α)
α˙j
αj
= − ηα
c¯02
(1− α2
α
2n
n−2
K
Kjα
4
n−2
j ) + o(
∑
r |1− α
2
α
2n
n−2
K
Krα
4
n−2
r |) +O(
∑
r
1
λ2r
),
where we made use of ‖ϕj‖ = c¯0 +O( 1λ2
j
). Note, that due to (a) we have
∂t(
α2
α
2n
n−2
K
Kjα
2n
n−2
j − α2j ) =
∑
i
αi∂αi(
α2
α
2n
n−2
K
)
α˙i
αi
Kjα
2n
n−2
j + (
α2
α
2n
n−2
K
Kjαj∂αjα
2n
n−2
j − αj∂αjα2j)
α˙j
αj
,
up to some O(
∑
r
|∇Kr|
λr
). Recalling (3.3) we then find, that up to some
o(
∑
r
|1− α
2
α
2n
n−2
K
Krα
4
n−2
r |) +O(
∑
r
|∇Kr|
λr
+
1
λ2r
)
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there holds
∑
i αi∂αiα
2 α˙i
αi
= 0 and secondly
∑
i
αi∂αiα
2n
n−2
K
α˙i
αi
=
2n
n− 2
ηα
c¯02
∑
i
Kiα
2n
n−2
i (
α2
α
2n
n−2
K
Kiα
4
n−2
i − 1),
i.e.
α2
α
2n
n−2
K
∑
i
αi∂αiα
2n
n−2
K
α˙i
αi
=
2n
n− 2
ηα
c¯0
2
∑
i
(
α2
α
2n
n−2
K
Kiα
2n
n−2
i − α2i + α2i )(
α2
α
2n
n−2
K
Kiα
4
n−2
i − 1) = 0.
Hence we obtain up to the same error
∂t(
α2
α
2n
n−2
K
Kjα
2n
n−2
j − α2j ) =
ηα
c¯0
2

 2n
n− 2
α2
α
2n
n−2
K
Kjα
2n
n−2
j − 2α2j

 ( α2
α
2n
n−2
K
Kjα
4
n−2
j − 1)
=
4
n− 2
ηα
c¯02
α2
α
2n
n−2
K
Kjα
2n
n−2
j (
α2
α
2n
n−2
K
Kjα
4
n−2
j − 1) & ηα(
α2
α
2n
n−2
K
Kjα
2n
n−2
j − α2j ).
Consequently we have
∂t
∑
i
| α
2
α
2n
n−2
K
Kjα
2n
n−2
j − α2j |2 ≥ 0 and ∂t
|∇Kr|2
λ2r
, ∂t
1
λ4r
≤ 0 (5.8)
as long as u ∈ {ηα > 14} due to (λ) and (a), cf. (5.4). Thence necessarily
ηα <
1
2
(5.9)
for all times to come. Indeed we may assume
(i) {ηα > 14} = {
∑
j |1− α
2
α
2n
n−2
K
Kjα
4
n−2
j | > κ˜α, 1
4
(
∑
r 6=s
|∇Kr |
λr
+ 1
λ2r
+ ε
n+2
2n
r,s )}
(ii) {ηα > 12} = {
∑
j |1− α
2
α
2n
n−2
K
Kjα
4
n−2
j | > κ˜α, 1
2
(
∑
r 6=s
|∇Kr |
λr
+ 1
λ2r
+ ε
n+2
2n
r,s )}
with
κα 1
4
, κα, 1
2
∈ (√κα, κα) and
κα, 1
2
κα, 1
4
−→∞ as κα −→∞.
We then find from (5.8), since δ < αi < δ
−1 on V (p, ε) ∩ [‖ · ‖ = 1], that
∃ cδ > 0 ∀ u0 ∈ {ηα > 1
2
} :
∑
j
|1− α
2
α
2n
n−2
K
Kjα
4
n−2
j | ≥ cδ κα, 12 (
∑
r
|∇Kr|
λr
+
1
λ2r
)
as long as u ∈ {ηα > 14}, and thus by virtue of (5.7)∑
j
|1− α
2
α
2n
n−2
K
Kjα
4
n−2
j | ≥
cδ
2
κα, 1
2
(
∑
r 6=s
|∇Kr|
λr
+
1
λ2r
+ ε
n+2
2n
r,s ).
Consequently and, since we may assume
cδ
2
κα, 1
2
> κα, 1
4
,
provided κα is sufficiently large, we will stay in {ηα > 14} for all times, whence by virtue of (5.8)
∑
i
| α
2
α
2n
n−2
K
Kjα
4n
n−2
j − 1| ≃
√√√√∑
i
| α
2
α
2n
n−2
K
Kjα
2n
n−2
j − α2j |2 6−→ 0 as t −→∞,
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a contradiction. We thus conclude from (5.2), (λ), (5.6), (5.9) and (5.1), that eventually
∀ i : λi ≃ λj , e−Ct ≤ 1
λi
, dg0(ai, xi), |1 −
α2
α
2n
n−2
K
Kiα
2n
n−2
i |, ‖v‖ ≤ e−ct
for some 0 < c < C <∞. We have thus derived the none trivial part of
Proposition 5.1. A zero weak limit flow line is none compact, if and only if eventually
(i) ‖v‖ decays exponentially;
(ii) |α2Kiα
4
n−2
i − α
2n
n−2
K | decays exponentially;
(iii) λi increases exponentially;
(iv) ai −→ xi ∈ {|∇K| = 0} ∩ {∇K < 0} along Ws(xi) exponentially fast and xi 6= xj
for all i 6= j = 1, . . . , q, and flow lines satisfying (i)-(iv) exist.
Remark 5.1. Evidently the latter flow lines are none trivial, none compact and by virtue of Proposition
3.3 fit into the notion of tubular none degeneracy, cf Section 2.
Proof. By what we have seen above, every none-compact zero weak limit flow line has to satisfy (i)-(iv)
above eventually and clearly every flow line satisfying (i)-(iv) is none compact with zero weak limit.
Hence we are left with showing their existence. Let us choose for simplicity as initial data
v = 0, ai = xi and
α2
α
2n
n−2
K
Kiα
4
n−2
i = 1
for xi ∈ {|∇K| = 0} ∩ {∆K < 0} and xi 6= xj for i 6= j. Recalling bv = O(‖v‖), cf. Lemma 4.1, we have
∂‖v‖2 = −Cv‖v‖2 +O(‖v‖2), Cv ≫ 1
cf. (v) and hence v = 0 is preserved. Secondly due to (a) also ai = xi is preserved. Thirdly
∂t(
α2
α
2n
n−2
K
Kiα
4
n−2
i ) = 0
follows from
α˙j
αj
= bα and a˙i = 0, cf. (α), hence also
α2
α
2n
n−2
K
Kiα
4
n−2
i = 1 is preserved. In particular
ηv, ηα, ηαi = 0
are preserved, as long as we do not leave some V (q, ε), upon which (α), (a), (λ) and (v) are valid. Thus
λ˙j
λj
= (η≤λjΠi − η
≥
λj
mλj )
due to (λ). Since ai = xi and xi 6= xj for i 6= j by assumption, there holds for λ = mini λi∑
r 6=s
εr,s . (
1
λrλs
)
n−2
2 .
1
λn−2
= o(
1
λ2
),
whence η≤λ = 1 and η
≥
λ = 0, so ∂tλ = 1. Hence the above V (q, ε) will never be left and λր∞.
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Proof of Theorem 2. Consider the flow introduced in Lemma 4.2, i.e. Φ : R≥0 ×X −→ X, where
X = {0 ≤ u ∈ W 1,2(M) | u 6= 0, ‖u‖ = 1},
which decreases the energy J according to Proposition 4.1. Then every flow line ut = Φ(t, ·) induces upon
choice of a subsequence in time a Palais-Smale sequence utk = Φ(tk, ·) by energy reasoning. Indeed J is
by positivity of the Yamabe invariant strictly positive, while by virtue of Propositions 3.3 and 4.1 every
flow line consumes energy as long as |∂J | > 0. Then Proposition 3.1 and the comment following show,
that upon choice of a subsequence utk is of zero weak limit, if and only if utk concentrates in the sense
∀ ε > 0 ∃ N ∈ N ∀ k ≥ N : utk ∈ V (q, ε),
in which case u is of zero weak limit itself, as Lemma 4.3 shows. Hence according to Proposition 5.1 the
full flow line concentrates simply with limiting profile and energy∑
i
c
K
n−2
4
i
δxi and lim
t→∞
J(ut) = Jx1,...,xq
at finitely many distinct critical points xi of K with negative Laplacian. Hence zero weak limit sequences
along a flow line are classified with respect to their end configuration, which corresponds one to one to
subsets of {|∇K| = 0} ∩ {∆K < 0} on the one hand and to finite energy and zero weak limit subcritical
blow-up solutions on the other, cf. [14]. Finally flow lines of the latter type do exist by Proposition 5.1.
So let us consider xi, . . . , xq ∈ {|∇K| = 0} ∩ {∆K < 0} with xi 6= xj and denote correspondingly by
uτx1,...,xq ∈ {∂Jτ = 0}
the unique, zero weak limit subcritical blow-up solution from [14] of the same limiting profile and energy∑
i
c
K
n−2
4
i
δxi and lim
τ→0
J(uτx1,...,xq ) = Jx1,...,xq .
We then claim, that there exists ε > 0 such, that for all for 0 < τ ≪ ε1
{uτx1,...,xq} = {∂Jτ = 0} ∩ V (q, ε) ∩ {d(ai, xi)≪ 1},
i.e. uniqueness as a solution on some V (q, ε) ∩ {d(ai, xi)≪ 1}. Indeed there would otherwise exist
uτkx1,...,xq 6= uk ∈ {∂Jτk = 0} ∩ V (q, εk) ∩ {d(ai, xi)≪ 1}
for sequences 0 < τk ≪ εk k→∞−−−−→ 0. Then Proposition 3.1 from [13] shows, that necessarily uk is of zero
weak limit and concentrates in some V τ (q, ε) = V (q, ε) as defined at the beginning of Section 4 in [13].
But then necessarily uk = u
τk
x1,...,xq
by virtue of Proposition 3.1 in [14], a contradiction.
Hence for some ε > 0 and any 0 < τ ≪ ε
{∂Jτ = 0} ∩ V (q, ε) ∩ {d(ai, xi)≪ 1}
contains exactly one element as a subcritical solution with Morse index
mx1,...,xm = m(Jτ , u
τ
x1,...,xq
) = q − 1 +
q∑
i=1
(n−m(K,xi))
and we have a homotopy equivalence by attaching a cell, cf. Figure 2,
J
Jx1,...,xq− δ
τ ∪ V (q, ε) ≃ JJx1,...,xq− δτ ♯ C, C = Cx1,...,xq with dimC = mx1,...,xq
suspended at uτx1,...,xq with approximate energies Jτ (u
τ
x1,...,xq
) = Jx1,...,xq + o 1
τ
(1). Since
Jsτ = {Jτ ≤ s} ⊂ {J ≤ s} = Js
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JX
JJx1,...,xq− δ
J
Jx1,...,xq− δ
τ
• ←− uτx1,...,xq
Figure 2: Attaching a cell suspended at a subcritical solution
due to Hölder’s inequality, we then find
Hmx1,...,xq (J
Jx1,...,xq− δ ∪ V (q, ε), JJx1,...,xq− δ)
=Hmx1,...,xq
(
JJx1,...,xq− δ ∪ JJx1,...,xq− δτ ∪ V (q, ε), JJx1,...,xq− δ
)
=Hmx1,...,xq
(
JJx1,...,xq− δ ∪ (JJx1,...,xq− δτ ♯ C), JJx1,...,xq− δ
)
=Hmx1,...,xq
(
JJx1,...,xq− δ ♯ C, JJx1,...,xq− δ
) 6= 0
for the relative cellular homology. Thus we observe a change of topology of the sublevel sets of J on
V (q, ε) ∩ {d(ai, xi)≪ 1},
while thanks to Proposition 3.3 we know, that for ε > 0 sufficiently small {∂J = 0} ∩ V (q, ε) = ∅. Hence
this change of topology has to be induced by a critical point at infinity corresponding to a none compact
flow line in V (q, ε) ∩ {d(ai, xi)≪ 1}, which we have classified above and already know to exist.
Let us conclude with a discussion of the inaccuracy in [3], namely, that the deformation constructed
in its Appendix 2, cf. also [5], leaves the variational space
X = {0 ≤ u ∈W 1,2(M) | ‖u‖ = 1}
by not preserving none negativity u ≥ 0 and not preserving the normalisation ‖u‖ = 1. While the first
violation is not an issue as exposed in [5], the latter has to be addressed. Let us discuss some possibilities.
(i) Naive renormalisation The most simple approach would be to let flow and renormalise afterwards,
which however might lead to a lack of well definedness as a flow on X , cf. Figure 3
(ii) Brute force normalisation The construction in [3] is an adaptation at infinity, i.e. flow lines of type
u = αiϕai,λi + v.
Leaving the v-part aside, the constructed vectorfield prescribes a movement in ai and λi keeping
the scaling parameters αi invariant. Hence one might adjust the αi dynamically, e.g. along
α˙i
αi
= βα, βα = βα(ai, λi)
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1 ︷ ︸︸ ︷
Σ = [‖ · ‖ = 1]
Φ(t,Σ) Φ‖Φ‖
Figure 3: Ambiguous movement after normalisation
Description of Figure 3 : Taking for instance as initial data the unit sphere Σ and deforming Σ under
a none norm preserving flow Φ(t,Σ), we may end up in the situation, that at some time t > 0
Φ(t, σ1) ∈ RΦ(t, σ2) and Φ
′(t, σ1) 6∈ RΦ
′(t, σ2) for some σ1, σ2 ∈ Σ
in order to preserve ‖u‖ = 1. This however adds error terms of type
o(
∑
r
|1−
∑
s α
2
s∑
sK(as)α
2n
n−2
s
K(ar)α
4
n−2
r |),
when verifying energy decreasing, i.e. ∂tJ(u) ≤ 0, and hence necessitates a dynamical control of
these quantities, which is not available from [3] or [5].
(iii) Geometric normalisation The most intuitive way to adjust the vectorfield w0 constructed in [3] in
order to preserve ‖u‖ = 1 is passing from ∂tu = w0 to
∂tu = w0 − 〈w0, u〉‖u‖2 u. (5.10)
Of course this perturbs the movements in ai and λi, so the statement of Proposition A2 in [3], that
away from the critical points at infinity λ = maxi λi is none increasing, then requires justification.
Clearly this statement holds in the pure case ∂tu = w0 by construction and may be weakened to
require only, that λ¯ does not tend to infinity, where not desired. Performing a shadow flow analysis
by testing
σl,j = 〈∂tu, φl,j〉 = 〈∂t(αiϕai,λi) + ∂tv, φl,j〉 = Ξk,i,l,j ξ˙k,i
as in [4], [17], where
φl,j = (ϕaj ,λj ,−λj∂λjϕaj ,λj ,
∇aj
λj
ϕaj ,λj ) and ξ˙
k,i = (
α˙i
αi
,
λ˙i
λi
, λia˙i),
there holds a priori under ∂tu = w0 or (5.10)
Ξ ≃ Id+O(. . .+ ‖v‖) and σl,j = O(1).
For instance let us by w0 only move λ1 = λ = mini λi, e.g. λ˙ = λ. Then
ξ˙k,i = δ2,1 =
{
1 for k = 2 and i = 1
0 else
under ∂tu = w0 by construction and definition and hence
δ2,1 = ξ˙k,i = Ξk,i,l,jσl,j = Ξ
k,i,l,j〈w0, φl,j〉, 〈w0, φ2,1〉 ≃ 1.
The latter relation however will not be preserved under (5.10), for which we then have
ξ˙k,i = Ξk,i,l,jσl,j = Ξ
k,i,l,j〈w0 − 〈w0, u〉‖u‖2 u, φl,j〉 = Ξ
k,i,l,j〈w0, φl,j〉+ o(. . .)
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and hence for e.g. λq = λ a priori only a control of type
λ˙q
λq
= ξ˙q,2 = ξq,2,1,2〈w0, φ1,2〉+ o(. . .) = O(‖v‖) + o(. . .).
However the best estimate on ‖v‖, which we can hope for, involves some∑
i6=j
εσi,j , σ < 1
at least in high dimensions, cf. (A229) in [3]. But this quantity is not known to be integrable by
gradient bounds, cf. Proposition A2 in [3] and so λq = λ is not necessarily bounded, even if we do
not move it directly for ∂tu = w0.
Since there has been a variety of scientific research relying on [3] and in particular its Appendix 2, we
would like to point out, that in our opinion and based on the availability of better estimates on v the
errors induced by the necessity to normalise the flow are not critical in low dimensions n = 3, 4, 5. Also
note, that for instance [2] describing the positivity and norm preserving gradient flow, is not affected.
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