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Summary. We prove that the numerical solution of partitioned Runge-Kutta
methods applied to constrained Hamiltonian systems (e.g., the Rattle algo-
rithm or the Lobatto IIIA–IIIB pair) is formally equal to the exact solution of
a constrained Hamiltonian system with a globally defined modified Hamil-
tonian. This property is essential for a better understanding of their longtime
behaviour. As an illustration, the equations of motion of an unsymmetric top
are solved using a parameterization with Euler parameters.
Mathematics Subject Classification (1991): 65L06, 65L80, 65P10
1 Introduction
It is well-known that symplectic integrators applied to Hamiltonian systems
have an improved long-time behaviour (no secular terms in the preservation
of the Hamiltonian, linear error growth for generic integrable systems). This
is explained by a backward error analysis which states that the numerical so-
lution is exponentially close to the exact solution of a modified Hamiltonian
system which is given by a formal series
H˜ (p, q) = H(p, q) + hH2(p, q) + h2H3(p, q) + . . .
in powers of the step size h (see for example [3, Chap. IX]). For this expla-
nation it is crucial that all Hj(p, q) of the modified Hamiltonian are globally
defined, i.e., they have to be single-valued. This holds true for all known
symplectic integrators.
For constrained Hamiltonian systems, a backward error analysis has first
been elaborated by Reich [13]. It is based on an extension of the integrator
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to an open neighbourhood ofM so that standard techniques can be applied.
For simple methods such as the Rattle algorithm (Table 1) and the symplectic
Euler method (Table 2) this extension is given explicitly in [4, Sect.VII.8]
and a globally defined modified Hamiltonian is obtained in this way. In the
general case, however, Darboux’ Theorem on the transformation of a Pois-
son structure to canonical form is involved, and only the local existence of a
modified Hamiltonian is guaranteed.
A different approach (considered in [3]) is based on the use of a para-
meterization of the constraint manifold, which transforms the constrained
Hamiltonian system to an unconstrained Poisson system. Backward error
analysis can be applied in the parameter space and the results can be re-
written in the original variables. Also this approach is in general of a local
character.
The main contribution of the present article is to derive a globally de-
fined modified Hamiltonian for a class of symplectic partitioned Runge-Ku-
tta methods including the Lobatto IIIA–IIIB pair of arbitrary order. In Sect. 2
we present Hamiltonian systems that are subject to holonomic constraints,
we give the formulas for partitioned Runge-Kutta methods, and we state
the main result of this article. The key for the proof is an extension of the
approach of Lasagni (unpublished manuscript with the same title as [9],
see also Sanz-Serna & Calvo [14, Sect. 11.4]) to partitioned Runge-Kutta
methods for constrained Hamiltonian systems (Sect. 3). We give in Sect. 4
a constructive derivation of the globally defined modified Hamiltonian. An
illustrative numerical experiment (Sect. 5) solving the equations of motion
for an unsymmetric top concludes this study.
2 Problem, Numerical Method, and Main Result
We consider the numerical integration of constrained Hamiltonian systems
p˙ = −∇qH(p, q) − ∇qg(q)λ
q˙ = ∇pH(p, q), 0 = g(q).(2.1)
Here, p and q are vectors in Rn, g(q) = (g1(q), . . . , gm(q)
)T is the vec-
tor of constraints, ∇pH and ∇qH are column vectors of partial derivatives,
∇qg =
(∇qg1, . . . ,∇qgm
)
is the transposed Jacobian matrix of g(q), and
λ ∈ Rm is the vector of Lagrange multipliers.
Differentiating the constraint 0 = g(q(t)) with respect to time yields
0 = ∇qg(q)T ∇pH(p, q)(2.2)
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(the so-called hidden constraint) which is an invariant of the flow of (2.1). A
second differentiation gives the relation
0 = ∂
∂q
(
∇qg(q)T ∇pH(p, q)
)
∇pH(p, q)
−∇qg(q)T ∇2pH(p, q)
(
∇qH(p, q) + ∇qg(q)λ
)
,(2.3)
which allows us to express λ in terms of (p, q), if the matrix
∇qg(q)T ∇2pH(p, q)∇qg(q) is invertible(2.4)
(∇2pH denotes the Hessian matrix of H ). Inserting the so-obtained function
λ(p, q) into (2.1) gives a differential equation for (p, q) on the manifold
M = {(p, q) | g(q) = 0, ∇qg(q)T ∇pH(p, q) = 0
}
.(2.5)
Partitioned Runge-Kutta Methods. For the numerical integration of prob-
lem (2.1) with initial value (p0, q0) ∈M we consider the discretization
Pi = p0 − h
s∑
j=1
aij
(
∇qH(Pj ,Qj) + ∇qg(Qj)j
)
(2.6)
Qi = q0 + h
s∑
j=1
âij∇pH(Pj ,Qj), 0 = g(Qi)(2.7)
p1 = p0 − h
s∑
i=1
bi
(
∇qH(Pi,Qi) + ∇qg(Qi)i
)
(2.8)
q1 = q0 + h
s∑
i=1
bi∇pH(Pi,Qi).(2.9)
Due to the conditions 0 = g(Qi) in (2.7), which have to be satisfied by choos-
ing suitably the i , the existence of the numerical solution is not guaranteed
without any assumptions on the coefficients of the method. Following Jay [7]
(see also [4, Sect.VII.8]) we assume that
â1j = 0, âsj = bj , ais = 0
bs = 0,
(∑s
k=1 âikakj
)s
i,j=2 invertible.
(2.10)
The assumptions â1j = 0 and âsj = bj imply Q1 = q0 and Qs = q1, so
that g(Q1) = 0 gives no extra condition and g(q1) = 0 is automatically
satisfied because of g(Qs) = 0. Since ais = 0, the equation (2.6) does not
depend on s , and the invertibility of the matrix in (2.10) together with
(2.4) allow us to determine 1, . . . , s−1 in such a way that g(Qi) = 0
for i = 2, . . . , s. If bs = 0, the freedom in choosing s can be exploited
to satisfy ∇qg(q1)T ∇pH(p1, q1) = 0. Consequently, the numerical solution
(p1, q1) after one step remains in the manifoldM.
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Example 2.1 (Rattle Algorithm). The most prominent example is the so-
called Rattle algorithm, developed by Ryckaert, Ciccotti & Berendsen and by
Andersen for separable Hamiltonians, and extended to general constrained
Hamiltonian systems by Jay. It is defined by (2.6)–(2.9) with s = 2 and co-
efficients âij (left tableau), aij (right tableau), and bi (bottom rows) given in
Table 1. This method is symmetric and of order two.
Table 1. Coefficients of the Rattle algorithm
0 0
1/2 1/2
1/2 1/2
1/2 0
1/2 0
1/2 1/2
Example 2.2 (Lobatto IIIA–IIIB Pair). A natural extension of the Rattle
algorithm to higher order has been found by Jay [7]. The idea is to take
for bi the weights of the Lobatto quadrature of order 2s − 2, for the coeffi-
cients âij the Lobatto IIIA collocation method, and for aij the Lobatto IIIB
method. For details of the coefficients we refer to [4] and to [3, Chap. II]. With
these coefficients the method (2.6)–(2.9) is symmetric and of order 2s − 2.
A new proof of the order of convergence is presented in [3, Sect.VII.1].
Example 2.3 (Methods with bs = 0 : Symplectic Euler). If the conditions
of (2.10) are satisfied with the exception of bs = 0, the numerical solution
still exists and satisfies g(q1) = 0, but in general (p1, q1) ∈ M. To achieve
(p1, q1) ∈ M we subtract the term h∇qg(q1)s from (2.8) and determine
s such that ∇qg(q1)∇pH(p1, q1) = 0 holds. An important special case is
given by the coefficients of Table 2. The order of the resulting method is
one.
Table 2. Symplectic Euler for Constrained Systems
0 0
1 0
1 0
1 0
1 0
1 0
Backward Error Analysis. We are now in the position to formulate and
discuss the main result of this article. We denote by ϕt : M→M the exact
flow of the system (2.1), and by h : M → M the discrete flow of one of
the above methods applied with step size h to (2.1).
Theorem 2.4 Let H(p, q) and g(q) be defined and smooth on a neighbour-
hood D ofM and let (2.4) be there fulfilled. Assume that the method (2.6)–
(2.9) satisfies (2.10) and the symplecticity condition
biâij + bjaji = bibj for all i, j.(2.11)
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Then, there exist functions Hk(p, q) defined and smooth on D, satisfying
∇qg(q)T ∇pHk(p, q) = 0 for (p, q) ∈M,(2.12)
such that for arbitrary N ≥ 1 and with
H˜ (p, q) = H(p, q) + hH2(p, q) + . . . + hN−1HN(p, q)(2.13)
we have
h(y) − ϕ˜h(y) = O(hN+1),
where ϕ˜t : M→M denotes the exact flow of
p˙ = −∇qH˜ (p, q) − ∇qg(q)λ
q˙ = ∇pH˜ (p, q), 0 = g(q).
(2.14)
The proof of this theorem is the subject of this article.
3 Generating Function
The numerical solution of (2.6)–(2.8) is well-defined only for (p0.q0) ∈M.
However, if we replace the condition “0 = g(Qi)” in (2.7) by
0 = g(Qi) − g(q0) − ĥci∇qg(q0)T ∇pH(p0, q0)(3.1)
(i = 2, . . . , s) and the condition “0 = ∇qg(q1)T ∇pH(p1, q1)” defining s
by
0 = ∇qg(q1)T ∇pH(p1, q1) − ∇qg(q0)T ∇pH(p0, q0),(3.2)
then the numerical solution is well-defined for all (p0, q0) in an open neigh-
bourhood ofM (cf. [4, page 546]). Unfortunately, the so-obtained extension
of (2.6)–(2.8) is not symplectic.
Inspired by the formulas of Lasagni for the generating functions of (un-
constrained) symplectic Runge-Kutta methods, we define
S(p1, q0, h)(3.3)
= h
s∑
i=1
bi
(
H(Pi,Qi) + g(Qi)T i
)
− h2
s∑
i,j=1
bi âij
(
∇qH(Pi,Qi) + ∇qg(Qi)i
)T
∇pH(Pj ,Qj),
where Pi,Qi and i are considered as functions of (p1, q0), what is possible
because p1 = p0 + O(h). This function S permits us to find a symplectic
extension of our method on the manifoldM.
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Lemma 3.1 Let the coefficients bi, aij , âij satisfy (2.10) and (2.11). Then,
the numerical method given by
p0 = p1 + ∇q0S(p1, q0, h), q1 = q0 + ∇p1S(p1, q0, h)(3.4)
defines a symplectic extension of the partitioned Runge-Kutta method (2.6)–
(2.9) to an open neighbourhood ofM.
Proof. As a consequence of the theory of generating functions the trans-
formation (p0, q0) → (p1, q1), given implicitly by (3.4), is a symplectic
mapping for every smooth S(p1, q0, h).
We still have to prove that (3.4) is an extension of the partitioned Runge-
Kutta method (2.6)–(2.9). For this we compute the partial derivatives of
S(p1, q0, h). Observing that the derivatives of Pi,Qi, p0 with respect to p1
and q0 can be obtained from (2.6)–(2.8) by implicit differentiation, and using
the symplecticity condition (2.11), a straightforward computation yields
∇q0S = h
s∑
i=1
bi
(
∇qH(Pi,Qi) + ∇qg(Qi)i
)
+ h
s∑
i=1
bi
(∇q0i
)
g(Qi)
∇p1S = h
s∑
i=1
bi∇pH(Pi,Qi) + h
s∑
i=1
bi
(∇p1i
)
g(Qi).
Since g(Qi) = 0 for (p0, q0) ∈ M (cf. (3.1)), this proves that the method
(3.4) is on the manifoldM the same as (2.6)–(2.9). unionsq
For methods satisfying (2.11) and (2.10) with the exception of bs = 0 we
have to include the term −h∇qg(q1)s in formula (2.8) to be able to fulfill
(3.2). In this case the statement of Lemma 3.1 holds true, if the expression
hg(Qs)
T s − h2
s∑
j=1
âsj
(
∇qg(Qs)s
)T
∇pH(Pj ,Qj)(3.5)
is added to S of (3.3).
We observe, and this is crucial for the rest of this paper, that the generating
function can be written as
S(p, q, h) = hS1(p, q) + h2S2(p, q) + h3S3(p, q) + . . . ,(3.6)
where the functions Sj (p, q) are smooth and well-defined on D (the domain
where H(p, q) and g(q) are defined and where (2.4) holds). In fact, they are
composed of derivatives of H and g, and of multiplications with the inverse
of the matrix (2.4). This is illustrated with the following example.
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Example 3.2. For the symplectic Euler method of Table 2 it follows from
(3.3) and (3.5) that
S(p1, q0, h) = h
(
H(P1, q0) + g(q0)T 1 + g(q1)T 2
)
− h2 ∇pH(P1, q0)T ∇qg(q1)2,
where P1, q1,1,2 have to be interpreted as functions of (p1, q0). This
generating function has an expansion of the form (3.6) with
S1(p, q) = H(p, q) + g(q)T
(
λ01(p, q) + λ02(p, q)
)
S2(p, q) = ∇pH(p, q)T ∇qg(q)λ02(p, q) + g(q)T
(
λ11(p, q) + λ12(p, q)
)
,
where λji (p1, q0) are the coefficients of the h-expansion of i(p1, q0, h). In
fact, λ01(p, q) + λ02(p, q) equals the function λ(p, q) defined in (2.3), the
function λ02 is given by
(∇qgT ∇2pH ∇qg
)
λ02 = g′′ (∇pH)2 + ∇qgT ∇pqH ∇pH,
(the obvious argument (p, q) is omitted in this formula), and for λ11 + λ12 we
have a similar formula with a much more complicated right-hand side.
Remark 3.3 (Symmetric Extension). For symmetric partitioned Runge-Ku-
tta methods (2.6)–(2.9), i.e., methods for which aij + as+1−i,s+1−j = bj and
âij + âs+1−i,s+1−j = bj hold, the extension (3.4) is not symmetric. This is
due to the unsymmetric relation (3.1) and can easily be repaired by replacing
it with
(3.7)
0 = g(Qi) − 12
(
g(q0) + g(q1)
)
− h
(
ĉi − 12
)
∇qg(q0)T ∇pH(p0, q0).
Examples of symmetric methods are the Rattle algorithm (Table 1) and the
Lobatto IIIA–IIIB pair.
4 Global Modified Hamiltonian
For numerical methods (3.4) with a globally defined generating function the
modified Hamiltonian can be obtained from the Hamilton-Jacobi differen-
tial equation (see Benettin & Giorgilli [2], the thesis of Murua [11, p. 100],
and also [3, Sect. IX.3.2]). We briefly recall this construction of the modified
Hamiltonian. It consists of three steps:
First Step. We consider a formal modified Hamiltonian
H˜ (p, q) = H1(p, q) + hH2(p, q) + h2H3(p, q) + . . .(4.1)
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and use the fact that the exact solution (P,Q) = ϕ˜t (p0, q0) of the Hamilto-
nian system with H˜ (p, q) is formally given by
p0 = P + ∇q S˜(P , q0, t), Q = q0 + ∇pS˜(P, q0, t),
where S˜(p, q, t) is the solution of the Hamilton-Jacobi differential equation
∂S˜
∂t
(p, q, t) = H˜
(
p, q + ∇pS˜(p, q, t)
)
, S˜(p, q, 0) = 0(4.2)
We express S˜(p, q, t) as a series (observe that H˜ and hence S˜ depend on h)
S˜(p, q, t) = t S˜1(p, q, h) + t2S˜2(p, q, h) + t3S˜3(p, q, h) + . . . ,
insert it into (4.2), expand H˜ (p, q + . . .) into a Taylor series, and compare
like powers of t . This yields recurrence relations for S˜j (p, q, h) expressed
in terms of derivatives of H˜ : for example, we obtain S˜1(p, q, h) = H˜ (p, q)
and 2 S˜2(p, q, h) =
(∇qH˜ T ∇pS˜1
)
(p, q, h), etc.
Second Step. We write S˜j as a formal series
S˜j (p, q, h) = S˜j1(p, q) + h S˜j2(p, q) + h2S˜j3(p, q) + . . . ,
insert it and the expansion (4.1) for H˜ into the relations obtained in the
first step, and compare like powers of h. This yields S˜1k(p, q) = Hk(p, q) ,
2S˜2k =
∑k−1
l=1 ∇qHTl ∇pHk−l , and also for j ≥ 3 the function S˜jk(p, q) is
expressed in terms of derivatives of Hl with l < k.
Third Step. To obtain the modified Hamiltonian for our extended meth-
od (3.4) we require that the generating function (3.6) is equal to S˜(p, q, h).
This gives S1(p, q) = S˜11(p, q), S2(p, q) = S˜12(p, q)+ S˜21(p, q), etc., and
hence
S1 = H1
S2 = H2 + 12∇qH
T
1 ∇pH1
S3 = H3 + 12∇qH
T
1 ∇pH2 +
1
2
∇qHT2 ∇pH1
+ 1
6
∇qHT1 ∇p
(∇qHT1 ∇pH1
)+ 1
3
∇pHT1 ∇2qH1∇pH1
(4.3)
so that Sj (p, q) is seen to be equal to Hj(p, q) plus terms containing de-
rivatives of Hk(p, q) with k < j . For a given generating function (3.6), this
recurrence relation allows us to determine successively the Hj(p, q). We see
from these explicit formulas that the functions Hj are defined on the same
domain as the Sj .
Properties of the Modified Hamiltonian. We consider a consistent parti-
tioned Runge-Kutta method satisfying the assumptions of Theorem 2.4. The
modified Hamiltonian (4.1) constructed above has the following properties:
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(a) The Hamiltonian system
p˙ = −∇qH˜ (p, q), q˙ = ∇pH˜ (p, q),(4.4)
where H˜ is an arbitrary truncation of the series (4.1), defines a dif-
ferential equation on the manifold M, i.e., for all k ≥ 1 the vector
(−∇qHk(p, q),∇pHk(p, q)
)
lies in the tangent space of M at (p, q).
This is seen by induction on the truncation index (starting with the ze-
ro-vector field), because the numerical method (3.4) hasM as invariant
manifold (cf. [3, Sect. IX.5]).
(b) As a consequence of property (a), all functions Hk(p, q) satisfy
∇qg(q)T ∇pHk(p, q) = 0 for (p, q) ∈M(4.5)
(c) On the manifoldM the differential equation (4.4) is equivalent to
p˙ = −∇qH˜ (p, q) − ∇qg(q)λ
q˙ = ∇pH˜ (p, q), 0 = g(q)
(4.6)
with a function λ that vanishes identically.
(d) In the formulation (4.6), terms of the form
g(q)T µ(p, q)
can be removed from the functions Hk without changing the problem on
M. This makes the function λ non-zero.After this modification the func-
tion H1(p, q) can be assumed to be equal to the original Hamiltonian
H(p, q) of (2.1).
These properties altogether complete the proof of Theorem 2.4. We should
mention that due to the arbitrariness in choosing the extension of the method
to an open neighbourhood of the manifoldM, the functions Hk(p, q) in (4.1)
are not unique. However, their restriction to the manifoldM is unique up to
an additive constant (this is a consequence of the uniqueness of the modified
differential equation).
5 Numerical Illustration
Let us consider the movement of a rigid body with a fixed point chosen at
the origin. We express a point of the body by a ∈ R3 in the coordinate
system connected to the body, and by Q(t)a in a stationary coordinate sys-
tem. The matrix Q(t) is orthogonal and describes the movement of the body.
This means that the configuration manifold is the three-dimensional rotation
group SO(3). If we denote by I1, I2, I3 the moments of inertia of the body,
its kinetic energy is
T = 1
2
(
I1
2
1 + I222 + I323
)
,
334 E. Hairer
where the angular velocity in the body  = (1, 2, 3)T is defined by
̂ =
( 0 −3 2
3 0 −1
−2 1 0
)
= QT Q˙,
(see [1, Chap. 6]). Expressed in terms of ̂ or Q, the kinetic energy on the
manifold {Q |QT Q = I } becomes
T = 1
2
trace (̂D̂T ) = 1
2
trace (QT Q˙DQ˙T Q) = 1
2
trace (Q˙DQ˙T ),
where D = diag (d1, d2, d3) is given by the relations I1 = d2 +d3, I2 = d3 +
d1, and I3 = d1 + d2. Introducing conjugate variables P = ∂T /∂Q˙ = Q˙D,
we are thus concerned with
H(P,Q) = 1
2
trace (PD−1PT ) + V (Q),
and the constrained Hamiltonian system becomes
P˙ = −∇QV (Q) − Q
Q˙ = PD−1, 0 = QT Q − I,(5.1)
where  is a symmetric matrix consisting of Lagrange multipliers. This is of
the form (2.1) and satisfies the regularity condition (2.4).
Every partitioned Runge-Kutta method satisfying the assumptions of Sec-
tion 2 can be applied. E.g., the Rattle algorithm of Example 2.1 yields
P1/2 = P0 − h2∇QV (Q0) −
h
2
Q01
Q1 = Q0 + hP1/2D−1, QT1 Q1 = I(5.2)
P1 = P1/2 − h2∇QV (Q1) −
h
2
Q12, D
−1PT1 Q1 + QT1 P1D−1 = 0,
where both, 1 and 2, are symmetric matrices. For consistent initial values,
Q0 is orthogonal and QT0 P0D−1 = ̂0 is skew-symmetric. Working with
̂0 = QT0 Q˙0 = QT0 P0D−1, ̂1/2 = QT0 P1/2D−1, ̂1 = QT1 P1D−1
instead of P0, P1/2, P1, the equations (5.2) become the following integrator
(Q0, ̂0) → (Q1, ̂1) :
(i) find an orthogonal matrix I + h̂1/2 such that
̂1/2 = ̂0 − h2Q
T
0 ∇QV (Q0)D−1 − h21D
−1
holds with a symmetric matrix 1;
(ii) q compute Q1 = Q0(I + h̂1/2) ;
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0
scaled energy error
Fig. 1. Scaled energy error
(
H(pn, qn) − H(p0, q0)
)
/h2 as a function of the time tn for
step sizes h = 0.2, 0.1, 0.05, 0.025; smaller step sizes correspond to thicker lines
(iii) compute a skew-symmetric matrix ̂1 such that
̂1 = ̂1/2 − h2Q
T
1 ∇QV (Q1)D−1 − (̂1/2 + ̂T1/2) − h22D
−1
holds with a symmetric matrix 2.
This algorithm for the simulation of the heavy top is proposed in [10]. A
variant, based on the first order method of Table 2, is considered in [12].
We emphasize that the above algorithm can be implemented efficiently
with the use of quaternions, sometimes called Euler parameters (see [8, page
76] for an introduction to quaternions, and Sections 9.3 and 11.3 of [5] for the
use of Euler parameters in numerical simulations). In fact, every orthogonal
matrix can be written as
Q = I + 2e0 ê + 2 ê2, ê =
( 0 −e3 e2
e3 0 −e1
−e2 e1 0
)
,
where e20 +e21 +e22 +e23 = 1. The parameters e0, e1, e2, e3 are the coordinates
of a quaternion. In the above algorithm we represent the orthogonal matrices
Q0, Q1 and I + h̂1/2 by quaternions. This reduces the dimension of the
system, simplifies the nonlinear system in step (i) of the algorithm, and due
to the simple product formula of quaternions gives an efficient program. A
Fortran version is available from the author.
For our numerical experiment we let V = q33 = e20 − e21 − e22 + e23 be
the potential energy due to gravity, so that the above equations describe the
movement of a top. We let I1 = 0.5, I2 = 0.9, I3 = 1, and we consider initial
values e(0) = (0.4, 0.2, 0.4, 0.8)T , and (0) = (0.2, 1.0, 0.4)T . We apply
the above algorithm, and we plot in Fig. 1 the scaled error in the Hamiltonian
(
H(pn, qn)−H(p0, q0)
)
/h2 as a function of the time tn. We observe that this
scaled error behaves like H3
(
p(tn), q(tn)
) + O(h2), which is in agreement
with (2.13) and with the fact that symmetric methods have an expansion in
even powers ofh. Computations on longer time intervals confirm that not only
H(p, q) but also H3(p, q) remains bounded along the numerical solution.
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Remark 5.1. There exist several numerical approaches to the solution of the
equations of motion for the heavy top. Let us just mention the widely used
splitting method as described in [15], or Lie-group methods as studied in [6].
Limited numerical tests indicate that the above algorithm is comparable to
the most efficient integrators among them.
Acknowledgements. The author is grateful to Francesco Fasso`, Peter Kaps, Christian
Lubich, Ander Murua, and Gerhard Wanner for stimulating discussions on the subject of
this paper.
References
[1] Arnold,V.I.: Mathematical Methods of Classical Mechanics, Second Edition, Spring-
er-Verlag, 1989
[2] Benettin, G., Giorgilli, A.: On the Hamiltonian interpolation of near to the identity
symplectic mappings with application to symplectic integration algorithms, J. Statist.
Phys. 74, 1117–1143 (1994)
[3] Hairer, E., Lubich, Ch., Wanner, G.: Geometric Numerical Integration. Structure-
Preserving Algorithms for Ordinary Differential Equations, Springer Ser. Comput.
Math. 31, Springer-Verlag, 2002
[4] Hairer, E.,Wanner, G.: Solving Ordinary Differential Equations II. Stiff and Differen-
tial-Algebraic Problems, 2nd ed., Springer Ser. Comput. Math. 14, Springer-Verlag,
1996
[5] Haug, E.J.: Computer Aided Kinematics and Dynamics of Mechanical Systems.
Volume I: Basic Methods, Allyn & Bacon, Boston, 1989
[6] Iserles, A., Munthe-Kaas, H.Z., Nørsett, S.P., Zanna, A.: Lie-group methods, Acta
Numerica 215–365 (2000)
[7] Jay, L.: Symplectic partitioned Runge-Kutta methods for constrained Hamiltonian
systems, SIAM J. Numer. Anal. 33, 368–387 (1996)
[8] Klein, F.: Elementarmathematik vom ho¨heren Standpunkte aus, 4.Aufl., Grundlehren
XIV, Verlag von Julius Springer, Berlin, 1933
[9] Lasagni, F.M.: Canonical Runge-Kutta methods, ZAMP 39, 952–953 (1988)
[10] McLachlan, R.I., Scovel, C.: Equivariant constrained symplectic integration, J. Non-
linear Sci. 5, 233–256 (1995)
[11] Murua, A.: Me´todos simple´cticos desarrollables en P-series, Doctoral Thesis, Univ.
Valladolid, 1994
[12] Reich, S.: Momentum conserving symplectic integrators, Phys. D 76, 375–383
(1994)
[13] Reich, S.: On higher-order semi-explicit symplectic partitioned Runge-Kutta meth-
ods for constrained Hamiltonian systems, Numer. Math. 76, 231–247 (1997)
[14] Sanz-Serna, J.M., Calvo, M.P.: Numerical Hamiltonian Problems, Chapman & Hall,
London, 1994
[15] Touma, J., Wisdom, J.: Lie-Poisson integrators for rigid body dynamics in the solar
system, Astron. J. 107, 1189–1202 (1994)
