Abstract: We present a game theoretic approach for power reduction in large-scale distributed storage systems. The key idea is to use a distributed hash table and migrate its virtual nodes dynamically so as to skew the workload towards a subset of physical disks while not overloading them. To realize this idea in an autonomous way, virtual nodes are regarded as selfish agents playing a game in which each node receives a payoff according to the workload of the disk on which it currently resides. We model this setting as a potential game, a kind of strategic game in which the incentive of all players to change their strategy can be represented by a single global function. Thus, any increase in the payoff of a virtual node yields a better state in terms of energy conservation. This game model consists of a pair of global and private payoff functions, derived by the Wonderful Life Utility scheme. The former function evaluates how good the current state of the system is, while the latter determines the current payoff of each node. The performance of our method is measured both by simulations and a prototype implementation. From the experiments, we observed that our method consumed 11.1%-16.4% less energy than the static configuration. In addition, although a small number of responses were heavily delayed because of overloading of some disks at peak time, our method maintained preferred overall average response time in the range 50-190 ms.
Introduction
Energy conservation has become a central issue in today's computing systems. In particular, because a high percentage of the total energy utilized by a computing system is consumed by its data storage system, there have been a number of attempts at reducing the power consumption of storage systems. A technique used in most of these studies is to skew the workload towards a subset of disks, thereby enabling the others to be in low-power mode. This technique can be traced back to prominent early studies such as MAID [2] , and PDC [19] . However, many early studies restricted their scope to storage systems with a specific kind of central controller to manage the data access or storage systems consisting of a relatively small number of disks (typically, up to several dozens). Thus, when considering increasingly huge computing systems as typified by the cloud, scalability is of major importance.
In this paper, we propose a power-saving method for largescale distributed storage systems. As our prime interest is to achieve a higher level of scalability, the main objective of this paper is to investigate an autonomic control technique to effectively skew data accesses in a storage array without any kind of central controller. In particular, our study targets storage systems that consist of hundreds to thousands of physical disks. To achieve sawada@osss.cs.tsukuba.ac.jp c) kato@cs.tsukuba.ac.jp this goal, our method uses a distributed hash table (DHT) [29] to provide a lookup service for data accesses. More specifically, we use the concept of virtual node of DHT, which was originally used in Refs. [3] , [4] , [21] for load balancing. In our method, the data are stored in virtual nodes of the underlying DHT, with each node migrating over physical disks according to the current workload of the resident disk. Here, the "principle for migration" can be stated as follows: for any physical disk, the higher the workload, the better it is for the system, but overload must be avoided. This idea was originally introduced in our previous work [7] . However, in that work, the migration destination of each virtual node was strictly predetermined in a specific way, and thus could not migrate freely to another disk that may yield a better state. Moreover, owing to this restriction, it was also difficult to change the system configuration by adding/removing disks (when extending the system or when node failure occurred), as well as to deal with changes in the distribution of popularity (i.e., data access frequency).
To overcome this flexibility issue, in this paper we propose a game theoretic approach based on the following idea. First, the virtual nodes are considered selfish agents that are able to move to any of the neighboring physical disks. Next, we introduce a game in which each of the virtual nodes receives a payoff according to the workload of the physical disk on which it currently resides. Here, the payoff is defined so as to motivate virtual nodes to move in conformity with the "principle for migration" stated above. That is, the higher the workload of the disk on which a virtual node resides, the higher the payoff the node receives. Conversely, if the disk on which the node is currently residing is overloaded, it is penalized. In this setting, virtual nodes indirectly cooperate to realize the best system state even though the node is only pursuing its own profit. We model this setting as a potential game [16] , a class of strategic games in which the incentive of all players to change their strategy can be represented by a single global function. In general, a potential game consists of a pair of global and private payoff functions, in which the former function evaluates how good the current state of the system is, and the other determines the current payoff of each node. To define these functions, we first give a global function, then derive a private payoff function in terms of the scheme of Wonderful Life Utility (WLU) [5] , [14] , [27] (cf., also Ref. [18] for an overview of game theory). By this process, our private payoff is defined as a WLU, where each agent receives a reward for what it accomplished which would not have been accomplished without his presence. Thus, in our model, increasing the payoff to any virtual node yields a better system state with respect to power consumption.
We evaluated the performance of our method both via simulation and with a prototype implementation in terms of the running time of active physical nodes for estimated power consumption, response time, and migration cost. In the experiments conducted, we considered various changes in the environment that were difficult to deal with in our previous method [7] . The results of the experiments showed that our method saves, on average, 12.7%-18.7% of the running time of the disks in active mode compared with static configurations (i.e., all disks are always in active mode). This means that our method reduces power consumption by 11.1%-16.4%. Further, the average response times were in the range 50-190 ms. These results indicate that our method skews the workload while maintaining overall response time in a preferred range by setting suitable parameters in the utility functions. In addition, the results confirm that our method improves the flexibility issue remaining in Ref. [7] . On the other hand, we also observed that a few responses were heavily delayed. A major cause is that some virtual nodes were not able to keep up with the change in workload, and were boxed in the current disks before they were overloaded at peak time. We shall address this issue in future work towards practical use of our method.
Finally, we note that this paper is a revised and extended version of Ref. [9] and includes new simulation results and explanations that were not presented previously because of space limitations.
This paper is organized as follows. Section 2 discusses related work. Section 3 presents our proposed game-theoretic powersaving method. Sections 4 and 5 outline the evaluations conducted using simulations and a prototype implementation, respectively. Finally, Section 6 concludes this paper and outlines ideas for future work.
Related Work
There have been a number of suggestions for power-saving in storage systems (cf., Ref. [1] for a comprehensive survey of this research area). As explained in the previous section, these are based on similar ideas, but are classified into the following categories according to variations in their approaches.
The first category focuses on popularity (i.e., frequency of access) of the data. More specifically, popular data are gathered into a subset of disks by migrating data across disks. PDC [19] sorts files according to data access frequency, and the files are placed across the ordered disks of an array according to their latest access frequencies. Hibernator [30] applies the idea of PDC to RAID and dynamic rotations per minute (DRPM) systems.
The second category uses redundancy (i.e., data replication) for workload consolidation and/or diverting disk access. In DIV [20] , original and redundant data are separated onto different disks, thereby allowing read/write requests to be concentrated on those disks that contain the original data. RIMAC [28] provides two layered caches, one for storing storage data and the other for parity conservation. EERAID [12] is based on the idea of diverted accesses in the context of RAID-1 and RAID-5. PARAID [26] is also a power-saving technique for RAID, that allocates the replica in a specific way, meaning that data are collected/spread to adapt to changes in operational workloads. Another well-known technique is eRAID [25] , which is based on a quite similar idea as EERAID.
The final category uses caching and buffering to avoid disk access, thereby extending the idle time. Thus, although caching was originally introduced to improve performance, it also facilitates disk power conservation. A typical example is MAID [2] , which provides specific disks to act as a cache to store frequently accessed data, thereby reducing access to the other disks. The energy conservation algorithms PA-and PB-LRU [31] operate by replacing data blocks when a cache miss occurs. Pergamum [22] uses non-volatile random-access memory (NVRAM) to buffer write accesses and store data signatures, thereby reducing direct access to the disks.
The studies cited above restricted their scope to storage systems consisting of a relatively small number of disks. However, in recent years the target in this research area has shifted to datacenter-scale systems. GreenHDFS [10] is a recent study in the first category. It targets Hadoop distributed file system (HDFS) and divides disks into hot and cold zones based on the idea underlying PDC. Lightning [11] is also classified into the first category. This technique is designed for distributed cloud storage file systems and closely resembles GreenHDFS, but features four zones instead of two. Our previous work [7] is also included in this category, which is based on the DHT technique and dynamically changes the allocation of its virtual nodes in a specific way. Recent proposals in the second category include sample-replicate-consolidate mapping (SRCMap) [23] and sliding window replica strategy (SWIN) [24] .
The motivation for this research is in line with those of the recent studies mentioned previously. In particular, our research can be classified into the first category and considered a direct successor of Ref. [7] . The main difference between their approach and ours is that our method does not require any kind of central controller for data allocation, which enables dealing with various changes in the system environment. For example, in the case of Lightning, it employs various super nodes, such as the data migrator, power manager, and data placement manager. Although Lightning is demonstrated to be applicable to cloud storage of a c 2016 Information Processing Society of Japan similar size to that of our target for the reduction of its power consumption, such a relatively complex architecture may hinder system flexibility. For example, changing the configurations in many of the super nodes is requested when disks are added/removed. In addition, super nodes may become a performance bottleneck (i.e., response time) when the system is scaled up. In contrast to such a centralized approach, our method is fully decentralized, so the inherent advantage of the distributed hash table remains applicable to our method.
Finally, we briefly discuss the relationship between our method and virtual machine (VM) consolidation techniques for reducing power consumption in datacenters. In recent years, VM consolidation has been studied intensively (cf., Ref. [15] for a survey of this research area). The idea behind VM consolidation is to gather VM instances into few physical machines, enable other machines to be turned off, and thus save on energy. This idea is quite similar to that of most power-saving techniques for storage systems. A major difference between our approach and that taken in many VM consolidation techniques is that our approach is fully decentralized. This characteristic equates to an advantage in scalability and flexibility. However, various inherent aspects of VM should also be considered, such as CPU utilization and dependency between VMs, when our idea is applied to VM consolidation.
System Architecture
Our proposed method is targeted at storage systems comprising hundreds of physical disks. In this section, we first describe the underlying system, and then give an informal explanation of the game theoretic approach underlying the autonomic popular data concentration mechanism. Subsequently, we present a formal decision-making model for the virtual nodes, and finally describe the migration algorithm.
Underlying System
In our system, a basic lookup service is provided by an underlying DHT mechanism. The DHT enables clients to access data by sending a request to any of the disks, regardless of their location. In addition, our method uses the concept of virtual nodes. A virtual node works as a single physical disk in the system, while each real physical disk may be responsible for multiple virtual nodes. As mentioned in Section 1, virtual nodes are used for load balancing in Refs. [3] , [4] , [21] . However, in our system, the mechanism is used to skew the workload via dynamic migration of stored data in combination with the lookup service.
The Central Idea
In our method, virtual nodes are considered selfish agents playing the following game. The virtual nodes are initially allocated in a physical disk array and provide a lookup service in collaboration with the other virtual nodes, as in the usual DHT. After a fixed period of time, each virtual node receives a payoff according to the workload of the physical disk on which it currently resides. Here, we note that the workload of a physical disk is the sum of the workloads of the virtual nodes stored on that disk. As explained in Section 1, this payoff is determined by the private function such that the higher the workload a disk has, the higher the payoff each virtual node on the disk receives. Conversely, they receive a negative payoff (i.e., penalty) if the disk on which they reside is overloaded. After receiving a payoff, each virtual node on the disk checks the workloads of their neighboring disks and independently chooses its strategy. More specifically, it moves to another disk that is expected to yield a higher payoff in the future, or it remains on the current disk. The decision-making and payoff process is repeatedly conducted at regular intervals. More precisely, virtual nodes on the same physical disk receive payoffs and decide on their strategies at the same time, but they do not have to be synchronized with other nodes on different disks.
Our model can be regarded as a potential game. More specifically, our model is developed according to the following steps. First, we introduce a global function that evaluates the state of the system in terms of power-saving and overloading. Next, using the scheme of WLU, we derive a local function, which determines the payoff to virtual nodes, from the global function. We formally describe these functions in the next subsection.
System Model as a Potential Game 3.3.1 Preliminaries
As preliminaries, we first introduce some notation and functions. In the following, N is used to denote the set of natural numbers. Let P = {p 1 , p 2 , . . . , p n } be the set of physical nodes and V = {v 1 , v 2 , . . . , v m } be the set of virtual nodes. Time progress is represented as discrete steps indicated by a natural number t = 0, 1, 2, . . . ∈ T , where 0 indicates the time of the initial state. Every virtual node is stored on a physical node, with the allocation determined by the function place
We also use this function to denote the set of virtual nodes V ⊆ V that are on a physical node p, i.e., place P t (p) = V . Formally, this function can be defined by using place
For each physical node, the capacities of workload and volume are respectively determined by the functions cap load : P → N and cap vol : P → N. The current workload and total volume of stored data of a virtual node at any time are respectively determined by the functions load : V × T → N and size : V × T → N. These functions are also used for physical nodes according to the following definitions:
, respectively. Note that no physical node is allowed to have virtual nodes whose total stored data volume exceeds its volume capacity (i.e., cap vol (p) ≤ v∈place P t (p) size(v, t) for any t). In addition, p is considered to be overloaded if load(p, t) > cap load (p).
Formal Definition of the Global Function
We first introduce the global function G to evaluate the state of the system. However, to respond to rapid changes in the system workload, it estimates the expected state at some later steps provided that the rate of change in the workload during the past j steps is the same in the future. The formal definition of the global function is as follows:
Here, the value s indicates the number of steps considered to esc 2016 Information Processing Society of Japan timate the expected state. The function load pred (p, i, t) indicates the expected workload of p at time i + t (i.e., i steps later), and is defined as follows:
The function over pred (p, i, t) indicates the level of overload for p, and is defined as follows:
where β (with 0 < β ≤ 1) is a coefficient indicating the proportion of capacity that may be devoted to migration. For example, β = 0.6 means that the physical node may spare 60% of its capacity to respond to data access requests, while the remainder (i.e., 40% of its capacity) is kept for migration. c is a weighting constant with c > (s + , t) gives a negative evaluation according to the level of overloading. We note that the argument of G (i.e., place V t ) determines the allocation of virtual nodes at time t. Thus, in gametheoretic terminology, it is a strategy profile of the virtual nodes.
Formal Definition of the Local Function
Next, in terms of the scheme of WLU, the global function defined above can be used to derive a local function L v for node v ∈ V as follows.
Here, load pred (p, i, t) and over pred (p, i, t) denote the values obtained from load pred (p, i, t) and over pred (p, i, t), respectively, by removing v from p.
Migration Algorithm
Because the model introduced above is a potential game, any migration that improves a virtual node's payoff increases the value of the global function. However, owing to the limitation of network bandwidth in a system, it is difficult to allow all virtual nodes to migrate as they wish. Thus, we introduce a priority order according to the degree of contribution to improving the value of the global function (i.e., the amount by which the value of the global function increases).
As the degree of contribution, we consider the increase in the payoff of migration divided by the time required to complete the migration. The formal definition is as follows:
where p from and p to (∈ P) respectively denote the source and destination of migration, and Mig time represents the time required to migrate v from p from to p to . This function is defined as follows:
where diff denotes the total amount of data that must be transferred for the migration of v from p from to p to , and bw represents the bandwidth of p, defined as bw(p) = (1 − β)cap load (p) (with 0 < β ≤ 1). Note that β is the same predefined constant as in the global function.
In a real system, the evaluation of payoffs and migration are autonomously controlled by the physical nodes on the basis that the virtual nodes behave as selfish agents. Roughly speaking, every physical node (denoted by p) independently collects information to evaluate the payoffs from its neighboring nodes. As we shall see in Section 4, the set of neighbors for each physical node is predetermined. Then, p selects the best migration, and sends a request to the destination. The destination node decides whether to accept or reject the request. If it is accepted, the migration starts immediately; otherwise, it is rejected. Note that, to reduce the migration cost, physical nodes are allowed to send or receive one virtual node at a time.
More precisely, every physical node (denoted by p ∈ P) independently executes the following steps at regular intervals. Here, the current time is indicated by t ∈ T .
( 1 ) p obtains the following information from each of its neighboring nodes (denoted by p ∈ P). p, then p drops the request that was previously sent by p to a neighbor and the migration currently being executed, and then approves the migration of v; ( 4 ) Reject all other requests from the neighbors.
In closing this section, we comment on the migration cost. Instead of moving all data stored in a virtual node, there is an alternative that reduces the volume of data to be migrated. In other words, when a virtual node is removed from a disk, the stored data remain in the disk and are reused at the time of the next migrac 2016 Information Processing Society of Japan tion. This enables the migration to proceed by copying only those data that are different from the previous residence at that physical node. Indeed, the advantage of this technique is the trade-off with the disk space. However, if the system has enough space on the disk and can afford to create some redundancy, this technique can be useful for effective migration. We adopt this technique in our simulation and experiments as reported in later sections.
Simulation Results
We developed a simulator of a storage system based on our proposed method that mimics the implementation of a storage system comprising 1,000 physical disks. Using this simulator, we measured the change in the number of active physical nodes to estimate power consumption. In addition, we also measured the response time and the number of migrations. We next consider various changes in the environment, none of which our previous method [7] can cope with, and demonstrate that our method overcomes these limitations below.
Parameters and Settings
In the evaluation, we considered a system consisting of 1,000 physical nodes whose volume and workload (i.e., maximum transfer rate of data access) capacities are 500 GB and 55 MB/s, respectively. As per the suggestion in Ref. [21] , the number of virtual nodes is 10 times the number of physical disks. The system stores 200 million files, each of size 500 KB, and these are randomly allocated between the virtual nodes. In the intended usage environment, we assumed that the system workload varies over a day. By setting the maximum transfer rate of data access and the file size, we consider the capacity of the workload for each physical disk to be 110 accesses/s. In other words, if a physical disk is accessed more frequently than this capacity, the response latency increases gradually with the disk queue length.
During the course of a day, as modeled by discrete time intervals t (s) with 0 ≤ t ≤ 3,600 * 24, the workload of all virtual nodes is initially at its lowest, then increases until the middle of the day, before decreasing until the end, where the gap is 4-fold. As suggested by many studies (e.g., Refs. [4] , [17] , [19] ), we assumed that the data access frequency conforms to a Zipf distribution [32] . According to this law, the access frequency of the r-th most popular file is determined by the following formula:
where F is the total number of files, load sys indicates the total number of data accesses, and α is a coefficient. In our simulation, we consider the case where α = 0.7. Thus, the workload of the system is determined by the following formula:
22,000 * ( 3t 12 * 3,600 +1) (0 ≤ t < 12 * 3,600) 22,000 * (− 3t 12 * 3,600 +7) (12 * 3,600 ≤ t < 24 * 3,600). For example, the total number of accesses is 22,000 during the off-peak period, rising to 88,000 at peak time. Note that if we consider a static configuration (i.e., without our method) in which the workload is ideally balanced among disks, making 800 physical nodes active is needed to avoid overloading the system because of the total number of accesses and the load capacity of disks (In fact, as discussed in the next subsection, realizing complete load balancing is difficult. In a real environment, more disks are therefore needed).
As mentioned in Section 3, after migrating a virtual node, the stored data remain at the source physical disk unless it overflows. Thus, we reuse the remaining unchanged data when the virtual node returns to its original position. We assumed that 10% of files are rewritten by write accesses during the course of a day.
Finally, the remaining parameters were as follows: In the global function defined in Section 3.3, we set s = 30 * 60, β = 0.9, j = 15 * 60. The neighbors for each physical node
e., the number of neighboring physical nodes is 100). Note that the future workload was estimated using only the workloads of 15 minutes ago.
Popularity Distribution of the Virtual Nodes
As stated in the previous subsection, the frequency of file accesses conforms to Zipf's law in the simulation, but the popularity distribution of the virtual nodes is not clear. Consequently, as a preliminary study we analyzed the change in the popularity distributions of virtual nodes when the coefficient α of the Zipf's equation varies from 0.6 to 1.0. Figure 1 shows the resulting distribution. It is clear that, in the case where α = 1.0, the most frequently accessed virtual node is approximately 1,000 times more popular as the node that is least accessed. At the same time, the access frequencies of the most popular file and the most popular virtual node are respectively 4,025,710 requests/hour and 4,022,130 requests/hour. This indicates that the workloads of popular virtual nodes are sometimes caused by a few files being very heavily accessed. Moreover, it is easy for such a file to yield an overload that cannot be fixed by data migration.
To alleviate excessive workload skew, we introduce load balancing among virtual nodes by means of replication of files. A thorough explanation of the implementation of this mechanism is beyond the scope of this paper. However, in the initial simulation settings, we consider the following preliminary data allocation rearrangement. First, as in the usual DHT mechanism, all files are randomly allocated on the disks, and all virtual nodes are also randomly assigned to physical disks. Next, if a physical disk is overloaded, then a replica of the most frequently accessed file in this disk is created and placed on the disk that is accessed the least c 2016 Information Processing Society of Japan among all the disks. This process is repeated until no overloaded physical disk remains. Figure 2 shows the results of popularity distributions following this rearrangement process. In the cases where α = 1.0, 0.9, and 0.8, respectively, 420, 138, and 9 replicas are introduced. Figure 3 shows the change in the number of active physical nodes for the 5 days following the initial configuration. Throughout this section, we omit results from the first 2 days, because from the third day, reusable data are spread across the system as a result of the migrations in the first 2 days. Figure 3 shows that the number of active physical nodes, indicating the total running time, was reduced by an average of 17.3% relative to the power consumption in the system consisting of 800 physical nodes with a static configuration (i.e., all disks are always in active mode). Here, in our system, the state transition of physical disks between active and standby mode occurs less frequently. Thus, we can omit the energy requirement for state transitions and estimate the total power consumption by multiplying the durations of active and standby mode by the energy requirement per unit time. The specifications for a popular disk drive, specifically, Seagate Barracuda ST500DM002, indicate that the disk power in active and standby modes are respectively 6.57 W and 0.79 W. Therefore, in this setting, our method is expected to reduce the power consumption by 15.0%.
Power Reduction

Response Time and Migration Cost
The evaluation of the response time was conducted by the following calculation. First, when a client accesses a physical node (say, p), the simulator estimates the current disk queue length based on the workload of p then calculates the queuing time of the request. Next, the simulator calculates the time for file transfer based on the maximum bandwidth for file transfer and the file size. The response time is expressed as the sum of the times calculated above. We here assume that a physical node can receive multiple data access requests but cannot process them simultaneously. We note that, in our method, the proportion of capacity that may be devoted to migration is predetermined, thus the response time is not affected by migration traffic.
Figures 4 and 5 show the respective changes in the overall average and maximum response times and the cumulative number of migrations over the 5 days. Figure 4 shows that the overall average response time was 121 ms, although the maximum was 44,134 ms. The results of this experiment show that roughly the same number of virtual nodes always migrated, regardless of the system workload. For each virtual node, there were, on average, 5.27 migrations. In our previous work [7] , the number of migrations required of each virtual node in a similar environment was approximately two, which is less than one-half the number required using this method.
Our method has room for improvement in the response time during peak periods. A major reason for these problems is that some virtual nodes are slow at adapting to rapid changes in workload. To rectify this problem, as explained in Section 3, we introduce a mechanism to predict future workload and the virtual nodes decide on strategies according to the predicted value, instead of the current workload. However, our prediction mechanism is still naive. On the other hand, a number of techniques aimed at providing accurate prediction of future workloads from past access patterns have been proposed (Refs. [6] and [13] examples addressing this issue in the context of a YouTube video. The authors also investigate in Ref. [8] ). We believe that applying these techniques to our method could prove worthwhile in future work.
On the whole however, our method effectively skews the workload while maintaining a preferred overall average response time in large-scale systems.
Effect of the Reduction of Neighboring Disks
We also analyzed the effect of parameter changes on the performance. In this paper we show the simulation results in the case that the number of neighbors for each physical disk is reduced. Generally, this restriction is useful to reduce both the overhead of each physical node to calculate the best migration and the internal network traffic.
In this study the cases of 50 and 20 were evaluated, and the results for each case are summarized in Table 1 . Here, "Nodes (Power)", "Ave. Res.", and "Max Res." denote the results of reducing the number of active physical nodes and power consumption (shown in parentheses) relative to the static configuration, overall average response time, and maximun response time, respectively. These results indicate that although the restriction worsened the maximum response time, the effect was quite limited to a small number of responses and there was little degradation in the power reduction rate and overall average response time.
Flexibility toward Various Environments
To evaluate our method in various environments, we considered the following cases, which cannot be treated using our previous method [7] : Case 1: Peak times of some virtual nodes are different from others. Case 2: Distribution of popularity changes over time. Case 3: Some physical nodes are added to the system. Case 4: Some physical nodes are removed from the system.
For Case 1, we considered the environment where 80% of the virtual nodes encounter peak time at noon, while for the others this occurs at midnight. For Case 2, we changed the difference in workload between peak and off-peak times to be 8-fold for 10% of the virtual nodes, and to be a factor of 32/9 for the other 90%. For Cases 3 and 4, we added 50 and removed 30 physical nodes, respectively.
The results for each case are summarized in Table 2 . Overall, though the performance worsened in some cases, our method was able to effectively skew the workload, adapting to various changes in environment.
4.7
Remark on the Impact of Network Traffic on Performance In our simulation, we actually omitted the cost for a lookup service provided by the underlying DHT and the cost of information exchange between physical disks on the response time. According to Ref. [21] , the impact of the former on response time is expected to increase a further few hundred milliseconds and does not degrade performance in actual operation. Also, the impact of the latter is limited, because the amount of data for information exchange is small as compared to the amount of files transferring to clients. In addition, information exchange between disks is localized and not executed very often.
Implementation Experiments
We conducted experiments with the current prototype implementation to evaluate the applicability of our method to real systems. In the experiments, we measured the change in the number of active physical nodes and the response time in an environment with a variable system workload.
Our prototype consisted of 28 PC servers, each of which was equipped with Intel Core i7 2.67 GHz × 8 CPUs, 11.8 GB memory, and a single 500 GB ATA disk. In this implementation, we omitted the DHT mechanism.
Parameters and Settings
The system consisted of 300 virtual nodes, with each storing 5.6 million files of 500 KB size each. Before conducting the experiments, as a preliminary step, we measured the load capacity of the disks in this real environment and observed that it was 60 accesses/s. In this experiment, the distribution of data access frequency was also assumed to conform to Zipf's law. Basing on the load capacity of disks, we set the system workload as 336 accesses/s at off-peak times, and this increased to 1,344 accesses/s at peak times, a value similar to that in the simulations. The remaining parameters were set as the same as in the case of the simulation described in Section 4.1, i.e., s = 30, j = 15, and β = 0.9.
For this setting, if we consider a static configuration, making 23 physical nodes active is necessary to deal with the workload because of a calculation similar to the simulations (i.e., 22.4 ≈ 1, 344/60).
Number of Active Physical Nodes
Applying this configuration, we observed the performance for 24 hours. Figure 6 indicates the change in the number of active physical nodes. The figure shows that our method reduced the running time of active physical nodes by an average of 14.1% relative to the static configuration. This means that the disks in our system consumed about 13.5% less energy. This result shows that our method adjusts the number of physical nodes to changes in workload, and reduces power consumption effectively. Figure 7 indicates the change in the average and maximum response times. This figure shows that the overall average response time was 50 ms, while the maximum was 6,573 ms. We observed some long delays in responses at peak time but on the whole, our method retains an intended latency in the real system.
Response Time
Conclusions and Future Work
In this paper, we presented a game theoretic approach for reducing power consumption in large-scale storage systems. To enhance the scalability in a commonly-observed technique, our method was based on DHTs to dynamically migrate virtual nodes, thereby skewing the workload and avoiding overloads. Moreover, to improve the flexibility problem in the method of Ref. [7] , we investigated a technique that allowed virtual nodes to freely migrate to any neighboring disks, thereby enabling autonomous adaptation to various changes of environment, such as changes in the popularity distribution, extension of a system, and node failures. For this objective, the idea behind our method was to consider virtual nodes as selfish agents, and play a game in which each node receives a payoff according to the workload of the disk on which it currently resides. This idea was modeled as a potential game using the WLU scheme. We also evaluated the performance of our method using simulations and a prototype implementation. The results showed that our method effectively skewed the workload while maintaining a preferred response time in a large-scale distributed environment.
In future work, we will improve the migration algorithm so as to reduce the latency at peak-time. We are also interested in an evolutional mechanism to allow virtual nodes to autonomously change the parameters of local payoff functions according to the current environment, with the aim of achieving a better optimization. 
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