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HEAT KERNEL BOUNDS FOR ELLIPTIC PARTIAL
DIFFERENTIAL OPERATORS IN DIVERGENCE FORM WITH
ROBIN-TYPE BOUNDARY CONDITIONS
FRITZ GESZTESY, MARIUS MITREA, AND ROGER NICHOLS
Abstract. One of the principal topics of this paper concerns the realization of
self-adjoint operators LΘ,Ω in L
2(Ω; dnx)m, m,n ∈ N, associated with diver-
gence form elliptic partial differential expressions L with (nonlocal) Robin-type
boundary conditions in bounded Lipschitz domains Ω ⊂ Rn. In particular, we
develop the theory in the vector-valued case and hence focus on matrix-valued
differential expressions L which act as
Lu = −
( n∑
j,k=1
∂j
( m∑
β=1
a
α,β
j,k
∂kuβ
))
16α6m
, u = (u1, . . . , um).
The (nonlocal) Robin-type boundary conditions are then of the form
ν ·ADu+Θ
[
u
∣∣
∂Ω
]
= 0 on ∂Ω,
where Θ represents an appropriate operator acting on Sobolev spaces associ-
ated with the boundary ∂Ω of Ω, ν denotes the outward pointing normal unit
vector on ∂Ω, and Du :=
(
∂juα
)
16α6m
16j6n
.
Assuming Θ > 0 in the scalar case m = 1, we prove Gaussian heat kernel
bounds for LΘ,Ω by employing positivity preserving arguments for the asso-
ciated semigroups and reducing the problem to the corresponding Gaussian
heat kernel bounds for the case of Neumann boundary conditions on ∂Ω. We
also discuss additional zero-order potential coefficients V and hence operators
corresponding to the form sum LΘ,Ω + V .
Contents
1. Introduction 2
2. On Positivity Preserving/Improving Integral Operators 5
3. Robin-Type Boundary Conditions for Matrix-Valued Divergence Form Elliptic Partial
Differential Operators 17
4. Gaussian Heat Kernel Bounds for Divergence Form Elliptic PDOs with Robin-Type
Boundary Conditions 26
Appendix A. Sobolev Spaces on Lipschitz Domains in a Nutshell 33
Appendix B. Sesquilinear Forms and Associated Operators 35
Appendix C. On Heat Kernel and Green’s Function Bounds 37
References 40
Date: July 10, 2018.
2010 Mathematics Subject Classification. Primary 35J15, 35J25, 35J45, 47D06; Secondary
46E35, 47A10, 47A75, 47D07.
Key words and phrases. Positivity preserving semigroups, elliptic partial differential operators,
Robin boundary conditions, heat kernel bounds, Green’s function bounds.
Work of M.M. was partially supported by the Simons Foundation Grant #281566.
To appear in Journal d’Analyse Mathe´matique.
1
2 F. GESZTESY, M. MITREA, AND R. NICHOLS
1. Introduction
In a nutshell, this paper is devoted to a new class of self-adjoint realizations Lθ,Ω
in L2(Ω; dnx) of elliptic partial differential expressions in divergence form,
L = −
n∑
j,k=1
∂jaj,k∂k, (1.1)
on bounded Lipschitz domains Ω ⊂ Rn, n > 2, with Robin boundary conditions
of the form [ν · A∇u + θu]|∂Ω = 0. (Here ν denotes the outward pointing normal
unit vector and θ is a suitable function on the boundary ∂Ω of Ω.) Following [70],
we put particular emphasis on developing a theory of nonlocal Robin boundary
conditions where the function θ on ∂Ω is replaced by a suitable operator Θ acting
in L2(∂Ω; dn−1ω), with dn−1ω representing the surface measure on ∂Ω. (More
precisely, Θ acts in appropriate Sobolev spaces on the boundary of Ω, cf. Section
3.) The resulting self-adjoint operator in L2(Ω; dnx) is then denoted by LΘ,Ω and
we study its resolvent and semigroup, proving a Gaussian heat kernel bound and
a corresponding bound for the Green’s function of LΘ,Ω on the basis of positivity
preserving arguments.
The corresponding case of Dirichlet boundary conditions, and similarly (al-
though, to a somewhat lesser extent), the one of Neumann boundary conditions
on ∂Ω has been extensively studied in the literature. An authoritative survey of
this area until about 1989 was written by Davies [51], and newer developments
since then were treated by Ouhabaz [121] in 2005. For the study of elliptic opera-
tors on Lie groups and the associated semigroup kernels we refer to the monograph
by Robinson [129]. A thorough study of the heat equation and the heat kernel of
the Laplacian on Riemannian manifolds has been undertaken by Grigor’yan [80],
and very recently, Dirichlet and Neumann heat kernels and associated two-sided
bounds were developed for inner uniform domains by Gyrya and Saloff-Coste [86].
The case of Robin-type boundary conditions on the other hand, received much
less attention. The latter experienced a boost due to the seminal paper by Arendt
and ter Elst [15] in 1997, and the past fifteen years have seen a number of interesting
developments in this area.
Before specializing to matters related to heat kernel bounds, we digress a bit and
mention some of the literature devoted to Robin boundary conditions: A probabilis-
tic approach to Robin-type (or third) boundary value problems for L = ∆+b ·∇+q
was undertaken by Papanicolaou [123] for bounded C3-domains Ω; the case of the
Robin problem for the Laplacian on general domains, including fractals, was treated
by Bass, Burdzy, and Chen [25]. The short-time asymptotics of the heat kernel for
the Laplacian with Robin boundary conditions on a smooth domain was discussed
by Zayed [150]. Inequalities between Robin and Dirichlet eigenvalues for the Lapla-
cian on bounded Lipschitz domains Ω were derived by Filonov [62]. (The paper by
Filonov motivated two of us to extend such results to the case of nonlocal Robin
Laplacians which lead to their introduction in [70].) An isoperimetric inequality
similar to the Faber–Krahn inequality for Robin Laplacians (and more generally, in
the case of mixed Dirichlet and Robin boundary conditions on parts of the bound-
ary) on bounded Lipschitz domains was established by Daners [42]; in this isoperi-
metric context we also mention work by Kennedy [97], [98], [99], [100]. Uniqueness
in the Faber–Krahn inequality for Robin Laplacians was derived by Daners and
Kennedy [44], and for a recent alternative approach to the Faber–Krahn inequality
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for p-Laplacians with Robin boundary conditions we refer to Bucur and Daners
[30]. Domain perturbations for elliptic equations with Robin boundary conditions
were studied by Dancer and Daners [39]; domain monotonicity for the principal
eigenvalue of Robin Laplacians was investigated by Giorgi and Smits [73], [74].
Spectral stability of Robin Laplacians and Laplacians with mixed boundary condi-
tions on bounded domains (Lipschitz and more general than that) defined in terms
of quadratic forms were treated by Barbatis, Burenkov, Lamberti, and Lanza de
Cristoforis in various collaborations [24], [32], [33]. Eigenvalue asymptotics for
Robin Laplacians was studied by Daners and Kennedy [45]. Schatten–von Neu-
mann properties of resolvent differences and the asymptotic behavior of singular
values of nonlocal Robin Laplacians on bounded smooth domains were investigated
by Behrndt, Langer, Lobanov, Lotoreichik, and Popov [26]; in the case of local
Robin boundary conditions these results were subsequently improved and extended
to strongly elliptic symmetric partial differential operators by Grubb [83] (see also
[84]). Nodal line domains for Laplacians with (local) Robin boundary conditions
on bounded Lipschitz domains were studied in [101]. The Robin boundary value
problem for the two-dimensional Laplacian in domains with cusps was studied by
Kamotski and Maz’ya [93]. Hardy inequalities for Robin Laplacians were derived
by Kovarˇ´ık and Laptev [105]. The problem of minimizing the nth eigenvalue of the
Robin Laplacian was recently investigated by Antunes, Freitas, and Kennedy [7].
Returning to Gaussian heat kernel bounds for uniformly elliptic partial differ-
ential operators, the literature associated with Dirichlet boundary conditions is
so enormous that one would be hard-pressed to do it justice in the introduction
to a manuscript of the present scale. Instead, we refer to [51] and [121] which
nicely survey the state of literature until about 1989 and 2005, respectively. Thus,
we will now focus on studies in connection with Robin boundary conditions, the
principal topic of this paper. We already mentioned the influential paper by
Arendt and ter Elst [15] on Gaussian heat kernel bounds for Lθ,Ω on bounded
Lipschitz domains Ω with local Robin boundary conditions indexed by the function
θ on ∂Ω. The authors study the case of real, not necessarily symmetric matrices
aj,k ∈ L∞(Ω; dnx), 1 6 j, k 6 n, satisfying a uniform ellipticity condition, assuming
0 6 θ ∈ L∞(∂Ω; dn−1ω), and permitting lower-order (complex-valued) coefficients
under some smoothness hypotheses. Subsequently, Daners [41], in the case of real-
valued coefficients, extended their results by removing the smoothness assumptions
on the lower-order coefficients. Moreover, Ouhabaz [120] and [121, Sect. 4.1, Ch. 6],
further extended these results by permitting complex-valued coefficients aj,k in L
which introduces a variety of challenges. One should also mention that the results
developed by these authors also permit mixed boundary conditions in the sense
that one may have Dirichlet boundary conditions at a part of the boundary and
Neumann or Robin boundary conditions on the rest of the boundary. In addition,
local Robin-type problems were studied by Daners [40] on arbitrary bounded and
open sets Ω ⊂ Rn; he proved positivity improving of the underlying semigroups if
Ω is connected and 0 < θ ∈ L∞(∂Ω; dn−1ω). The case of arbitrary bounded and
open sets Ω ⊂ Rn was also treated by Arendt and Warma [16], [17], [143] (see also
[144]), who developed a general theory with θ replaced by a (positive) measure on
the boundary, and who proved Gaussian heat kernel bounds in this context. In par-
ticular, a characterization of generalized local Robin Laplacians whose semigroups
satisfy domination by the Neumann semigroup (cf. (4.21) for details) was provided
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in [17]. Positivity preserving semigroups in the case of bounded Lipschitz domains
Ω and sign indefinite θ ∈ L∞(∂Ω; dn−1ω) were established by Daners [43] (and
again mixed boundary conditions were permitted). For an illuminating survey on
semigroups and heat kernel estimates we also refer to [11].
Next, we briefly recall some facts concerning positivity preserving integral opera-
tors. For simplicity, we describe the concrete case of linear operators in the Hilbert
space L2(Ω; dnx) (Ω ⊂ Rn a bounded Lipschitz domain) and refer to Section 2
for the abstract setting: A bounded operator A in L2(Ω; dnx) is called positivity
preserving if
0 6 f ∈ L2(Ω; dnx)\{0} implies Af > 0 a.e. (1.2)
This will be denoted by A < 0 (resp., by 0 4 A). More generally, A < B (resp.,
B 4 A) then abbreviates that A − B is positivity preserving. A key result in this
context then concerns the fact that a bounded integral operator A in L2(Ω; dnx)
is positivity preserving if and only if its integral kernel A(·, ·) is nonnegative a.e.
on Ω× Ω. In particular, if A and B are bounded integral operators in L2(Ω; dnx),
then
0 4 B 4 A if and only if 0 6 B(·, ·) 6 A(·, ·) a.e. on Ω× Ω. (1.3)
In particular, 0 4 B 4 A yields a bound on the integral kernel of B in terms of
that of A.
Our approach to proving a Gaussian heat kernel bound for the class of operators
LΘ,Ω then rests on the following strategy: Assuming Θ > 0, we will prove that
the semigroups e−tLΘ,Ω , t > 0, are positivity preserving, and so are the differences
e−tLN,Ω − e−tLΘ,Ω , t > 0, where LN,Ω denotes the case of Neumann boundary
conditions (i.e., the special case Θ = 0). Thus, assuming Θ > 0, we will prove
0 4 e−tLΘ,Ω 4 e−tLN,Ω , t > 0, (1.4)
and hence obtain the Gaussian heat kernel bound for LΘ,Ω by means of (1.3) and
the corresponding known Gaussian heat kernel bounds for LN,Ω.
We briefly turn to a description of the contents of each section: Section 2 is
devoted to an abstract discussion of positivity preserving (and improving) integral
operators with special emphasis on resolvents and semigroups. Much of the material
in this section revolves about an important early paper by Davies [47] and the
remarkable papers by Bratteli, Kishimoto, and Robinson [28] and Kishimoto and
Robinson [102].
Section 3 develops in detail the theory of nonlocal Robin-type operators LΘ,Ω
on bounded Lipschitz domains Ω ⊂ Rn. In fact, we will go a step further and treat
the m×m matrix-valued case, m ∈ N, where L acts like
Lu = −
( n∑
j,k=1
∂j
( m∑
β=1
aα,βj,k ∂kuβ
))
16α6m
, u = (u1, . . . , um). (1.5)
While we will naturally follow the outline of an earlier treatment in the special scalar
case m = 1 of the Laplacian, L = −∆ in [70], we emphasize that the presence of
the tensor coefficient A =
(
aα,βj,k
)
16α,β6m
16j,k6n
∈ L∞(Ω; dnx)m×m requires a careful re-
examination and extension of the earlier arguments in [70]. We also note that our
results are of interest in the special case of local Robin boundary conditions where
Θ corresponds to the operator Mθ of multiplication by the function θ defined on
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∂Ω as we do not have to assume that θ ∈ L∞(∂Ω; dn−1ω), but are able to permit
appropriate Lp-conditions on θ.
In our final Section 4 we then derive the Gaussian heat kernel bounds for LΘ,Ω
employing the positivity preserving (in fact, positivity improving) arguments as
outlined in connection with (1.4). This section concludes with a series of remarks
that enhances the main result on Gaussian heat kernel bounds, including the ad-
dition of a nonnegative potential term 0 6 V ∈ L1loc(Ω; dnx) to LΘ,Ω using the
method of forms, and appropriate negative and small form potential perturbations.
Appendix A summarizes the principal results of Sobolev spaces on Lipschitz
domains Ω ⊂ Rn and on their boundaries ∂Ω, and Appendix B is devoted to
the basics of sesquilinear forms and their associated operators. Both appendices
provide the basics for Section 3 and are included to guarantee a certain degree of
self-containment of this paper. Appendix C recalls some bounds for heat kernels
and Green’s functions; in particular, we provide a streamlined approach to Green’s
function bounds including the case of dimension n = 2.
Finally, we briefly summarize some of the notation used in this paper: Let H
be a separable complex Hilbert space, (·, ·)H the scalar product in H (linear in the
second argument), and IH the identity operator in H.
Next, if T is a linear operator mapping (a subspace of) a Hilbert space into
another, then dom(T ) and ker(T ) denote the domain and kernel (i.e., null space) of
T . The closure of a closable operator S is denoted by S. The spectrum, essential
spectrum, discrete spectrum, and resolvent set of a closed linear operator in a
Hilbert space will be denoted by σ(·), σess(·), σd(·), and ρ(·), respectively.
The convergence in the strong operator topology (i.e., pointwise limits) will be
denoted by s-lim. Similarly, limits in the weak (resp., norm) topology are abbrevi-
ated by w-lim (resp., by n-lim).
The Banach spaces of bounded and compact linear operators on a separable
complex Hilbert space H are denoted by B(H) and B∞(H), respectively; the cor-
responding ℓp-based trace ideals will be denoted by Bp(H), p > 0. The trace of
trace class operators in H is denoted by trH(·). The analogous notation B(X1,X2),
B∞(X1,X2), etc., will be used for bounded and compact operators between two
Banach spaces X1 and X2. Moreover, X1 →֒ X2 denotes the continuous embedding
of the Banach space X1 into the Banach space X2.
Given a σ-finite measure space, (M,M, µ), the product measure on M ×M will
be denoted by µ ⊗ µ. Without loss of generality, we also denote the completion
of the product measure space (M ×M,M⊗M, µ ⊗ µ) by the same symbol and
always work with this completion in the following. For brevity, the identity operator
in L2(M ; dµ) is denoted by IM , the scalar product and norm in L
2(M ; dµ) are
abbreviated by ( · , · )M and ‖ · ‖M , whenever the underlying measure is understood.
For a linear subspace D of L2(M ; dµ), the cone of nonnegative elements in D is
denoted by D+. Lastly, χS denotes the characteristic function of the set S.
2. On Positivity Preserving/Improving Integral Operators
We start by recalling some basic facts on positivity preserving/improving oper-
ators. Throughout this paper we will make the following assumption.
Hypothesis 2.1. Let (M,M, µ) denote a σ-finite, separable measure space asso-
ciated with a nontrivial measure (i.e., 0 < µ(M) 6∞).
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Assuming Hypothesis 2.1, L2(M ; dµ) represents the associated complex, separa-
ble Hilbert space (cf. [27, Sect. 1.5] and [92, p. 262–263] for additional facts in this
context).
The set of nonnegative elements 0 6 f ∈ L2(M ; dµ) (i.e., f(x) > 0 µ-a.e.) is a
cone in L2(M ; dµ), closed in the norm and weak topologies.
Definition 2.2. Let A be a linear operator A in L2(M ; dµ). Then A is called
positivity preserving (resp., positivity improving) if
0 6= f ∈ dom(A), f > 0 µ-a.e. implies Af > 0 (resp., Af > 0) µ-a.e. (2.1)
The operator A is called indecomposable if {0} and L2(M ; dµ) are the only closed
subspaces of L2(M ; dµ) left invariant by A.
Positivity preserving (resp., improving) of A will be denoted by
A < 0 (resp., A ≻ 0). (2.2)
(or by 0 4 A (resp., 0 ≺ A)). More generally, if A,B ∈ B(L2(M ; dµ)), then
A < B (resp., A ≻ B) (2.3)
(or B 4 A (resp., B ≺ A)), by definition, imply that A−B is positivity preserving
(resp., positivity improving). We note parenthetically, that in large parts of the
pertinent literature, “positivity preserving operators” are just called “positive”,
but due to the obvious conflict of notation with the concept of positive operators in
a spectral theoretic context, we follow the mathematical physics community which
prefers the notion of positivity preserving.
Moreover, if A has the property that whenever 0 6= f ∈ dom(A) then also
|f | ∈ dom(A) (in particular, if dom(A) = L2(M ; dµ)) one infers that
A < 0 if and only if |Af | 6 A|f | µ-a.e. (2.4)
(upon decomposing f = f+ − f−, f± = (|f | ± f)/2). Similarly, one concludes that
A < 0 (resp., A ≻ 0) if and only if (f,Ag)M > 0 (resp., (f,Ag)M > 0)
for all 0 6 f ∈ L2(M ; dµ)\{0}, 0 6 g ∈ dom(A)\{0}, (2.5)
using the fact that
g ∈ L2(M ; dµ)\{0} is nonnegative (resp., strictly positive) if and only if
(f, g)M > 0 (resp., (f, g)M > 0) for all 0 6 f ∈ L2(M ; dµ)\{0}.
(2.6)
This, in turn, follows from σ-finiteness of M , that is, M =
⋃
n∈NMn, where Mn ∈
M, µ(Mn) <∞, defining S = {x ∈ M | g(x) < 0}, Sn = S ∩Mn, n ∈ N, and from
the fact that if µ(Sn0) 6= 0 for some n0 ∈ N (recalling that µ(M) > 0),
0 6 ( resp., < ) (χ
Sn0
, g)M =
∫
M
χ
Sn0
(x)g(x) dµ(x) 6 0. (2.7)
Turning our attention to integral operators in L2(M ; dµ) with associated integral
kernels A(·, ·) on M ×M , we assume that
A(·, ·) :M ×M → C is µ⊗ µ-measurable, (2.8)
and introduce the integral operator A generated by the integral kernel A(·, ·) as
follows:
(Af)(x) =
∫
M
A(x, y)f(y) dµ(y) for µ-a.e. x ∈M ,
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f ∈ dom(A) =
{
g ∈ L2(M ; dµ)
∣∣∣∣A(x, ·)g(·) is integrable over M for µ-a.e. x ∈M ,
and
∫
M
A(·, y)g(y) dµ(y) ∈ L2(M ; dµ)
}
. (2.9)
As shown in [92, Theorem 11.1],
A ∈ B(L2(M ; dµ)) whenever dom(A) = L2(M ; dµ) (2.10)
(as A turns out to be closed in this case). In addition, we also note that by [92,
Theorem 11.2], |A(·, ·)| generates a bounded integral operator in L2(M ; dµ) if and
only if∫
M×M
|f(x)A(x, y)g(y)| d(µ ⊗ µ)(x, y) <∞, f, g ∈ L2(M ; dµ). (2.11)
For additional results on integral operators we refer, for instance, to [57, Sect.
9.5], [87], [104], [145, Ch. 6].
Next, we state the following result (special cases of which appear to be well-
known, but we know of no published proof at this instant).
Theorem 2.3. Assume Hypothesis 2.1 and suppose (without loss of generality )
that M can be written as M =
⋃
n∈NMn, where Mn ∈ M, µ(Mn) < ∞, n ∈ N.
Moreover, suppose that A is an integral operator in L2(M ; dµ) generated by the
integral kernel A(·, ·) on M ×M satisfying
A(·, ·)|Mm×Mn ∈ L1(Mm ×Mn,Mm ⊗Mn; d(µm ⊗ µn)), m, n ∈ N, (2.12)
where
Mn =Mn ∩M = {Mn ∩ S |S ∈ M} = {T ⊆Mn |T ∈ M}, n ∈ N, (2.13)
µn = µ|Mn , n ∈ N. (2.14)
Then A is positivity preserving if and only if
A(·, ·) > 0 µ⊗ µ-a.e. on M ×M. (2.15)
Proof. Clearly, a positivity preserving integral operator of the type (2.9) must have
a real-valued integral kernel A(·, ·). Sufficiency of the condition (2.15) for positivity
preserving of A then follows directly from the representation of A in (2.9).
In order to prove necessity of the condition (2.15) it suffices to proof that posi-
tivity preserving of A implies that
A(·, ·)|Mm×Mn > 0 µm ⊗ µn-a.e. on Mm ×Mn, m, n ∈ N. (2.16)
Next, for each (m,n) ∈ N2, we introduce the set
Sm,n = {(x, y) ∈Mm ×Mn |A(x, y) < 0 µm ⊗ µn-a.e.}. (2.17)
Then Sm,n ∈ Mm ⊗Mn, (m,n) ∈ N2.
By [92, Lemma 11.1.2], for each ε > 0, there exist disjoint measurable rectangles
Sj(ε)×Tj(ε) ∈Mm⊗Mn, with µm(Sj(ε)) <∞, µn(Tj(ε)) <∞, j = 1, · · · , N(ε),
N(ε) ∈ N, such that with
RN(ε) =
N(ε)⋃
j=1
[Sj(ε)× Tj(ε)], (2.18)
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one infers that∣∣∣∣ ∫
Sm,n
A(x, y) d(µm ⊗ µn)(x, y)−
∫
RN(ε)
A(x, y) d(µm ⊗ µn)(x, y)
∣∣∣∣ 6 ε. (2.19)
Next we claim that ∫
RN(ε)
A(x, y) d(µm ⊗ µn)(x, y) > 0. (2.20)
Indeed, since A(·, ·)|Mm×Mn ∈ L1(Mm×Mn,Mm⊗Mn; d(µm⊗µn)), and χSj(ε) ∈
L2(Mm; dµm), χTj(ε) ∈ L2(Mn; dµn) as µm(Sj(ε)) <∞, µn(Tj(ε)) <∞ by hypoth-
esis, an application of Fubini’s theorem yields∫
Sj(ε)×Tj(ε)
A(x, y) d(µm ⊗ µn)(x, y) (2.21)
=
∫
M
χ
Sj(ε)
(x)
(∫
M
A(x, y)χ
Tj(ε)
(y) dµ(y)
)
dµ(x)
=
(
χ
Sj(ε)
, Aχ
Tj(ε)
)
M
> 0, j = 1, · · · , N(ε), (2.22)
as A is assumed to be positivity preserving. Thus, combining (2.19) and (2.22) one
concludes that∫
Sm,n
A(x, y) d(µm ⊗ µn)(x, y)
=
(∫
Sm,n
A(x, y) d(µm ⊗ µn)(x, y)−
∫
RN(ε)
A(x, y) d(µm ⊗ µn)(x, y)
)
+
∫
RN(ε)
A(x, y) d(µm ⊗ µn)(x, y) ∈ [−ε,∞). (2.23)
Letting ε ↓ 0, (2.23) finally yields that∫
Sm,n
A(x, y) d(µm ⊗ µn)(x, y) > 0 (2.24)
and hence
(µm ⊗ µn)(Sm,n) = 0. (2.25)
Consequently,
(µ⊗ µ)
( ⋃
(m,n)∈N2
Sm,n
)
= 0, (2.26)
implying (2.15). 
Remark 2.4. In connection with the sets Mn, n ∈ N, in Theorem 2.3, which are
used to formulate a substitute for the lack of local integrability of the integral kernel
A(·, ·) (due to the absence of any topology imposed on M), we note that one can
assume that the Mn are mutually disjoint, Mm∩Mn = ∅, m 6= n, or else, that they
are nesting, Mn ⊆ Mn+1, m,n ∈ N. In addition, we note that upon introducing
Ln =
⋃n
j=1Mj , n ∈ N, the Cartesian product of M with itself takes on the simple
form M ×M = ⋃n∈N [Ln × Ln].
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Remark 2.5. It is clear that if the integral kernel for A satisfies A(·, ·) > 0 µ⊗µ-a.e.,
then A is indecomposable (cf. [48, Sect. 7.1]), in fact, positivity improving, that is,
A ≻ 0. The converse, however, is clearly false as the following elementary example
shows.
Example 2.6. In the Hilbert space L2([0, 1]; dµ0) with
µ0(B) =
∫
B
dx + χB (1/2), B ∈ B(R), (2.27)
where B(R) denotes the Borel σ-algebra on R, and χ
S
(·) the characteristic func-
tion of the set S, consider the rank-one operator A0 with associated integral kernel
A0(·, ·) given by
A0(x, y) = a0(x)a0(y), a0(t) = |t− (1/2)|, x, y, t ∈ [0, 1]. (2.28)
Then A0(·, ·) > 0 and A0 ≻ 0, but clearly A0(·, ·) is not strictly positive µ0⊗µ0-a.e.
Indeed, using the fact that h ∈ L2(M ; dµ) is strictly positive (i.e., h > 0 µ-a.e.)
if and only if (f, h)M > 0 for all 0 6 f ∈ L2(M ; dµ)\{0}, one concludes, upon
identifying M = [0, 1] and dµ with Lebesgue measure dt, that∫
[0,1]
a0(t)f(t) dµ0(t) =
∫
[0,1]
a0(t)f(t) dt > 0, 0 6 f ∈ L2([0, 1]; dµ0)\{0},
(2.29)
implying
(f,A0g)[0,1] =
∫
[0,1]
a0(x)f(x) dµ0(x)
∫
[0,1]
a0(y)g(y) dµ0(y)
=
∫
[0,1]
a0(x)f(x) dx
∫
[0,1]
a0(y)g(y) dy > 0, (2.30)
0 6 f, g ∈ L2([0, 1]; dµ0)\{0}.
One observes that the subset of positivity preserving operators of B(H),
{A ∈ B(H) |A < 0} (2.31)
is a cone, closed under multiplication, taking adjoints, and under taking weak
operator limits.
As an immediate consequence of (2.5), we note that if A,B ∈ B(H) then
A < 0 if and only if A∗ < 0,
A < B < 0 if and only if A∗ < B∗ < 0, (2.32)
if A < 0, B < 0 then AB < 0.
We also recall the following (slight refinement of a) useful result discussed in [47]
on domination in connection with trace class and Hilbert-Schmidt operators and
we add one more item with respect to compactness :
Lemma 2.7. Assume Hypothesis 2.1 and suppose that
A,B ∈ B(L2(M ; dµ)) and A < B < 0. (2.33)
(i) The following norm bound holds,
‖A‖B(L2(M ;dµ)) > ‖B‖B(L2(M ;dµ)). (2.34)
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(ii) Assume in addition to (2.33) that A ∈ B2n
(
L2(M ; dµ)
)
for some n ∈ N. Then
also B ∈ B2n
(
L2(M ; dµ)
)
and
‖A‖B2n(L2(M ;dµ)) > ‖B‖B2n(L2(M ;dµ)). (2.35)
(iii) Assume in addition to (2.33) that A ∈ B∞
(
L2(M ; dµ)
)
. Then also B ∈
B∞
(
L2(M ; dµ)
)
.
(iv) Assume in addition to (2.33) that A > 0, B > 0, and A ∈ B1
(
L2(M ; dµ)
)
.
Then also B ∈ B1
(
L2(M ; dµ)
)
and
trL2(M ;dµ)(A) = ‖A‖B1(L2(M ;dµ)) > ‖B‖B1(L2(M ;dµ)) = trL2(M ;dµ)(B). (2.36)
Proof. (i) We refer to [47, Lemma 1.2] for the proof of (2.34) (see also the paragraph
following Theorem 2.10 for a simple argument).
(ii) Repeatedly employing (2.32) one infers that A < B < 0 implies A∗A < B∗B <
0 and hence
(A∗A)n < (B∗B)n < 0. (2.37)
Recalling that T ∈ B2n(H) if and only if T ∗T ∈ Bn(H), which in turn is equivalent
to (T ∗T )n ∈ B1(H) and that
‖T ‖2nB2n(H) = ‖T ∗T ‖nBn(H) =
∥∥(T ∗T )n∥∥
B1(H)
= trH
(
(T ∗T )n
)
, (2.38)
one can apply item (iv) (with the pair A,B replaced by (A∗A)n, (B∗B)n) to con-
clude that B ∈ B2n
(
L2(M ; dµ)
)
and
trL2(M ;dµ)
(
(A∗A)n
)
=
∥∥(A∗A)n∥∥
B1(L2(M ;dµ))
>
∥∥(B∗B)n∥∥
B1(L2(M ;dµ))
= trL2(M ;dµ)
(
(B∗B)n
)
.
(2.39)
Item (iii) is a special case of a result proven in [54] and [127] (see also [108]).
(iv) Following [47, Lemma 1.2], one constructs a filtering increasing set of orthog-
onal projections PL in L
2(M ; dµ) associated with closed subspaces L generated by
finitely many characteristic functions such that PL strongly converges to IM . Since
the details of this construction are a bit involved, we now pause and present the
precise argument: First, one recalls from Hypothesis 2.1 that (M,M, µ) is a σ-
finite measure space. Consider M∗ = {E ∈ M| 0 < µ(E) <∞} and, for every set
E ∈ M∗, define χ˜E = µ(E)−1/2χE , that is, the L2-normalization of the character-
istic function of E. Next, for every finite family {E1, . . . , EN} of mutually disjoint
sets in M∗ introduce
L(E1, . . . , EN ) =
{ N∑
j=1
ajχ˜Ej
∣∣∣∣ aj ∈ R, 1 6 j 6 N}, (2.40)
that is, the linear span of the χ˜Ei ’s. Going further, introduce
L(M,M, µ) = {L(E1, . . . , EN ) |N ∈ N and {E1, . . . , EN} ⊆M∗}, (2.41)
and equip this family of sets with the partial order induced by the inclusion. Finally,
for each L = L(E1, . . . , EN ) ∈ L(M,M, µ) denote by PL the operator of projection
in L2(M ; dµ) onto the linear (closed) subspace L of L2(M ; dµ). Hence, given that
the collection {χ˜Ej}16j6N is an orthonormal basis for L(E1, . . . , EN ), for every
function f ∈ L2(M ; dµ), one has
PLf =
N∑
j=1
(∫
M
fχ˜Ej dµ
)
χ˜Ej =
N∑
j=1
(
µ(Ej)
−1
∫
Ej
f dµ
)
χ
Ej
. (2.42)
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Moreover, for every L1, L2 ∈ L(M,M, µ) such that L2 ⊆ L1, the Pythagorean
theorem implies
‖f − PL2f‖2M = ‖f − PL1f‖2M + ‖PL1f − PL2f‖2M (2.43)
for every f ∈ L2(M ; dµ). This implies that for every f ∈ L2(M ; dµ) the bound
‖f − PL1f‖M 6 ‖f − PL2f‖M , (2.44)
holds whenever L1, L2 ∈ L(M,M, µ) are such that L2 ⊆ L1. At this stage, we
make the claim that the filtering increasing family of projections {PL}L∈L(M,M,µ)
converges strongly in L2(M ; dµ) to the identity on M , that is,
s- lim
L
PL = IM in L
2(M ; dµ). (2.45)
To justify the above claim, fix an arbitrary function f ∈ L2(M ; dµ), along with
an arbitrary number ε > 0. Also, for each λ ∈ (0,∞) set fλ := fχEλ where
Eλ := {x ∈ M | |f(x)| 6 λ}. Hence, Eλ ∈ M for every λ ∈ (0,∞). Since the
sequence
{
fλ
}
λ>0
converges to f in L2(M ; dµ) as λ→∞ (by Lebesgue’s Dominated
Convergence Theorem), one can find λ0 ∈ (0,∞) with the property that
‖f − fλ0‖M 6 ε/8. (2.46)
Next, given that the measure space (M,M, µ) is σ-finite, there exists a family
{Mk}k∈N of mutually disjoint sets in M∗ with the property that M =
⋃
k∈N
Mk.
Since the sequence {fλ0χ∪n
k=1
Mk
}n∈N converges to fλ0 in L2(M ; dµ) as n → ∞
(again, by Lebesgue’s Dominated Convergence Theorem), one can find n0 ∈ N such
that
‖fλ0 − fλ0χ
∪
n0
k=1
Mk
‖M 6 ε/8. (2.47)
To proceed, abbreviate M0 = χ
∪
n0
k=1
Mk
and f0 = fλ0χM0 . Also, pick an arbitrary
integer n such that n > λ0 (whose actual value is to be specified later). In particular,
|f0(x)| < n for every x ∈M , and f0(x) = 0 for every x ∈M\M0. Also, from (2.46)
and (2.47) one infers that
‖f − f0‖M 6 ε/4. (2.48)
For each integer k ∈ [1− n2n, n2n], we now define
En,k = f
−1
0
([
k−1
2n ,
k
2n
)) ∩M0. (2.49)
By design, for every k ∈ [1− n2n, n2n] ∩ Z we then obtain
En,k ∈ M, En,k ⊆M0, (2.50)
and k−12n 6 f0(x) <
k
2n for each x ∈ En,k. (2.51)
Furthermore,
the family {En,k}1−n2n6k6n2n is a disjoint partition of M0. (2.52)
Hence, whenever k ∈ [1−n2n, n2n]∩Z is such that µ(En,k) > 0, we have En,k ∈ M∗
and
k−1
2n 6 µ(En,k)
−1
∫
En,k
f0 dµ 6
k
2n . (2.53)
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In light of (2.51), this shows that whenever k ∈ [1 − n2n, n2n] ∩ Z is such that
µ(En,k) > 0 we have∣∣∣∣f0(x) − µ(En,k)−1 ∫
En,k
f0 dµ
∣∣∣∣ 6 2−n for each x ∈ En,k. (2.54)
Next, thin out the family {En,k}1−n2n6k6n2n by throwing away the measure zero
sets, and relabel the remaining ones as {E1, . . . , EN}. In addition, consider L =
L(E1, . . . , EN ) ∈ L(M,M, µ). Because of (2.52) it follows that {E1, . . . , EN} is, up
to a set of measure zero, a disjoint partition of M0. Based on this, the fact that f0
vanishes outside M0 (as pointed out earlier), as well as (2.54) and (2.42), we may
then estimate
|f0(x) − (PLf0)(x)| =
∣∣∣∣ N∑
j=1
f0(x)χEj (x) −
(
µ(Ej)
−1
∫
Ej
f0 dµ
)
χEj (x)
∣∣∣∣
6
N∑
j=1
∣∣∣∣(f0(x)− µ(Ej)−1 ∫
Ej
f0 dµ
)
χ
Ej
(x)
∣∣∣∣ 6 2−n, (2.55)
for µ-a.e. x ∈M . Since both f0 and PLf0 vanish identically outsideM0, we deduce
from (2.55) that
‖f0 − PLf0‖M 6 2−nµ(M0)1/2. (2.56)
Consequently,
‖f − PLf‖M 6 ‖f − f0‖M + ‖f0 − PLf0‖M
+ ‖PL(f0 − f)‖M
6 (ε/2) + 2−nµ(M0)
1/2, (2.57)
by (2.48) (used twice) and (2.56). Hence, if the integer n ∈ (λ0,∞) is chosen
large enough so that 2−nµ(M0)
1/2 6 ε/2 to begin with (recall that µ(M0) <∞), it
follows from (2.57) that ‖f−PLf‖M 6 ε. In turn, from this and (2.44) we conclude
that
‖f − PL′f‖M 6 ε (2.58)
for every L′ ∈ L(M,M, µ) such that L ⊆ L′. This finishes the proof of (2.45).
Next, one notes that the strong convergence in (2.45) implies
trL2(M ;dµ)(A) = sup
L
trL2(M ;dµ)(PLAPL) > sup
L
trL2(M ;dµ)(PLBPL). (2.59)
Here we used A > 0, the monotonicity of trL2(M ;dµ)(PLAPL) with respect to L,
and (a special case of) the following Lemma 2.8 (with Sn = S = A, Rn = T
∗
n = PL)
in the first equality in (2.59) and
J∑
j=1
(χ
Mj
, Aχ
Mj
)M >
J∑
j=1
(χ
Mj
, Bχ
Mj
)M (2.60)
as a consequence of A < B < 0 in the last inequality in (2.59). The non-
commutative Fatou lemma, [137, Theorem 2.7 (d)], and (2.59) then imply B ∈
B1(L2(M ; dµ)), and
sup
J∈N
trL2(M ;dµ)(PJBPJ ) > ‖B‖B1(L2(M ;dµ)) = trL2(M ;dµ)(B), (2.61)
where we used B > 0 in the last equality in (2.61), proving (2.36). 
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Lemma 2.8. Let p ∈ [1,∞) and assume that R,Rn, T, Tn ∈ B(H), n ∈ N, satisfy
s-limn→∞Rn = R and s-limn→∞ Tn = T and that S, Sn ∈ Bp(H), n ∈ N, satisfy
limn→∞ ‖Sn − S‖Bp(H) = 0. Then limn→∞ ‖RnSnT ∗n −RST ∗‖Bp(H) = 0.
This follows, for instance, from [85, Theorem 1], [137, p. 28–29], or [147, Lemma
6.1.3] with a minor additional effort (taking adjoints, etc.).
We emphasize that items (i)–(iii) in Lemma 2.7 are not optimal. Indeed,
one easily verifies that in analogy to (2.4), under the assumptions that A,B ∈
B(L2(M ; dµ)) and A < 0, B < 0, one concludes that
0 4 B 4 A if and only if |Bf | 6 A|f |, f ∈ L2(M ; dµ). (2.62)
On the other hand, the condition |Bf | 6 A|f |, f ∈ L2(M ; dµ), in (2.62) remains
meaningful in the more general situation where B is no longer assumed to satisfy
B < 0. In fact, this leads to the following notion of pointwise domination:
Definition 2.9. Assume A,B ∈ B(L2(M ; dµ)) and A < 0. Then A is said to
pointwise dominate B if
|Bf | 6 A|f |, f ∈ L2(M ; dµ). (2.63)
One then has the following improvement of Lemma 2.7 (ii), (iii) due to Dodds
and Fremlin [54], Pitt [127], and Simon [137, Theorem 2.13]:
Theorem 2.10. Assume A,B ∈ B(L2(M ; dµ)), that A < 0, and that A pointwise
dominates B. Then the subsequent assertions hold:
(i) The following norm bound is valid,
‖A‖B(L2(M ;dµ)) > ‖B‖B(L2(M ;dµ)). (2.64)
(ii) Suppose in addition that A ∈ B2n
(
L2(M ; dµ)
)
for some n ∈ N. Then also
B ∈ B2n
(
L2(M ; dµ)
)
and
‖A‖B2n(L2(M ;dµ)) > ‖B‖B2n(L2(M ;dµ)). (2.65)
(iii) Suppose in addition that A ∈ B∞
(
L2(M ; dµ)
)
. Then also B ∈ B∞
(
L2(M ; dµ)
)
.
Since obviously, ‖Bf‖M 6
∥∥A|f |∥∥
M
6 ‖A‖B(L2(M ;dµ))‖f‖M , f ∈ L2(M ; dµ), this
settles item (i) in Theorem 2.10 (and hence also item (i) in Lemma 2.7). Item
(ii) is proved in [137, Theorem 2.13], and (iii) is due to [54] and [127] (see also
[108]). The case of integral operators A and B was first treated in [149, p. 94].
We emphasize that Theorem 2.10 (ii) is wrong with 2n, n ∈ N, replaced by any
p < 2 (in particular, it fails in the trace class case p = 1), it is also not true
for p ∈ (2,∞)\{2(n + 1)}n∈N, due to counterexamples by Peller [124], employing
Hankel operators (see also the discussion in [137, p. 24, 128–129]).
Next, we turn to positivity preserving contraction semigroups. First, we recall
the following well-known result:
Theorem 2.11 ([130], p. 204, 209). Suppose that H is a semibounded, self-adjoint
operator in L2(M ; dµ) with λ0 = inf(σ(H)). Then the following assertions (i)–(iii)
are equivalent:
(i) e−tH < 0 for all t > 0.
(ii) (H − λIM )−1 < 0 for all λ < λ0.
(iii) f ∈ dom (|H |1/2) implies |f | ∈ dom (|H |1/2) and∥∥(H − λ0IM )1/2|f |∥∥M 6 ∥∥(H − λ0IM )1/2f∥∥M .
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The equivalence of items (i) and (ii) follows from the relations
(H − λIM )−1 =
∫ ∞
0
dt etλe−tH , λ < λ0, (2.66)
e−tH = e−tλ0 s-lim
n→∞
[
IM + (t/n)(H − λ0IM )
]−n
, t > 0. (2.67)
The next result recalls basic semigroup domination facts:
Theorem 2.12. Suppose that Hj, j = 1, 2, are semibounded, self-adjoint operators
in L2(M ; dµ) with λ0 = inf(σ(H1), σ(H2)). Moreover, assume that Hj generate
positivity preserving semigroups, exp(−tHj) < 0, j = 1, 2. Then the following
assertions (i)–(iii) are equivalent:
(i) exp(−tH1) < exp(−tH2) < 0 for all t > 0.
(ii) (H1 − λIM )−1 < (H2 − λIM )−1 < 0 for all λ < λ0.
(iii) For all fj ∈ dom(Hj)+, j = 1, 2, (f1, H2f2)M > (H1f1, f2)M .
Suppose in addition that the form domains of H1 and H2 coincide, dom
(|H1|1/2) =
dom
(|H2|1/2). Then items (i)–(iii) are further equivalent to
(iv) For all fj ∈ dom
(|H1|1/2)+ = dom (|H2|1/2)+, j = 1, 2,(
(H2−λ0IM )1/2f1, (H2−λ0IM )1/2f2
)
M
>
(
(H1−λ0IM )1/2f1, (H1−λ0IM )1/2f2
)
M
.
Proof. The equivalence of items (i) and (ii) again follows from the relations (2.66),
(2.67).
In order to prove that item (i) implies item (iii) suppose that fj ∈ dom(Hj)+,
j = 1, 2, then item (i) implies
(
f1, e
−tH1f2
)
M
>
(
f1, e
−tH2f2
)
M
and hence(
f1, t
−1
[
IM − e−tH2
]
f2
)
M
>
(
f1, t
−1
[
IM − e−tH1
]
f2
)
M
. (2.68)
Letting t ↓ 0 in (2.68) yields item (iii) as e−tHj , j = 1, 2, are strongly differentiable
with respect to t > 0.
To show that item (iii) implies item (ii) one can argue as follows: Let fj ∈
L2(M ; dµ)+, j = 1, 2, then by Theorem 2.11, (Hj−λIM )−1fj ∈ dom(Hj)+, λ < λ0,
j = 1, 2, and hence by item (iii),(
(H1−λIM )−1f1, H2(H2−λIM )−1f2
)
M
>
(
H1(H1−λIM )−1f1, (H2−λIM )−1f2
)
M
.
(2.69)
Using H(H − λIM )−1 = IM + λ(H − λIM )−1 on either side of (2.69) yields(
f1, (H1 − λIM )−1f2
)
M
>
(
f1, (H2 − λIM )−1f2
)
M
. (2.70)
and hence yields item (ii).
Next suppose that 0 6 fj ∈ dom
(|H2|1/2), j = 1, 2, then item (i) once again
implies(
f1, t
−1
[
IM − e−t(H2−λ0IM )
]
f2
)
M
>
(
f1, t
−1
[
IM − e−t(H1−λ0IM )
]
f2
)
M
. (2.71)
Letting t ↓ 0 in (2.71) then implies the sesquilinear form version of (iii), that is,(
(H2−λ0IM )1/2f1, (H2−λ0IM )1/2f2
)
M
>
(
(H1−λ0IM )1/2f1, (H1−λ0IM )1/2f2
)
M
,
(2.72)
and hence item (iv).
Finally, let fj ∈ dom(Hj)+, then fj ∈ dom
(|H2|1/2)+, j = 1, 2, and item (iv)
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implies
(f1, (H2 − λ0IM )f2)M =
(
(H2 − λ0IM )1/2f1, (H2 − λ0IM )1/2f2
)
M
>
(
(H1 − λ0IM )1/2f1, (H1 − λ0IM )1/2f2
)
M
=
(
(H1 − λ0IM )f1, f2
)
M
,
(2.73)
implying item (iii). 
In the proof of Theorem 2.12 we used the known fact that for any semibounded,
self-adjoint operator H in a complex separable Hilbert space H the domain and
form domain of H can be characterized in terms of its semigroup e−tH , t > 0, by
dom(H) =
{
g ∈ H
∣∣∣ lim
t↓0
t−1
∥∥[IH − e−tH]g∥∥H exists finitely}, (2.74)
in particular,
lim
t↓0
t−1
[
IH − e−tH
]
f = Hf, f ∈ dom(H). (2.75)
In addition,
dom
(|H |1/2) = {g ∈ H ∣∣∣ lim
t↓0
t−1
(
g,
[
IH − e−tH
]
g
)
H
exists finitely
}
, (2.76)
and hence,
lim
t↓0
t−1
(
f,
[
IH − e−tH
]
f
)
H
=
(|H |1/2f, sgn(H)|H |1/2f)
H
, f ∈ dom (|H |1/2),
(2.77)
and by polarization,
lim
t↓0
t−1
(
f,
[
IH − e−tH
]
g
)
H
=
(|H |1/2f, sgn(H)|H |1/2g)
H
, f, g ∈ dom (|H |1/2).
(2.78)
The results (2.74)–(2.77) follow from a combination of the spectral theorem for
self-adjoint operators and Lebesgue’s Dominated Convergence Theorem. (In fact,
(2.74)–(2.78) also extend to unitary groups e−itH , but in this case the proof of the
analogs of (2.76), (2.77) is more subtle and involves certain results on characteristic
functions and moments of probability measures, see, e.g., [75, Satz 2.1].)
Theorem 2.12 (i)–(iii) is due to [28] and for convenience of the reader we quickly
reproduced the arguments in [28]. The elementary quadratic form part (iv) in
Theorem 2.12 is a special case of a general result in connection with m-accretive
generators of semigroups and their associated forms due to Ouhabaz [119], [121,
Theorem 2.24], based on the concept of ideals of subspaces of L2(M ; dµ). In this
context we also refer to [112, Sect. 4] and [139]. For completeness, we offered the
elementary proof of part (iv) based on the observation (2.78), which also differs
from the arguments used in [139] in the special case of symmetric forms. Part
(iv) of Theorem 2.12 will subsequently be applied in the context of elliptic partial
differential operators in divergence form in Section 4.
Next we turn to additional results on positivity improving semigroups. We recall
that if no nontrivial, closed subspace of L2(M ; dµ) is left invariant by T and every
bounded operator of multiplication on L2(M ; dµ), then this is indicated by the
statement that {T } ∪ L∞(M ; dµ) acts irreducibly on L2(M ; dµ).
Theorem 2.13 ([130], Thm. XIII.44; [102]). Assume that H is a semibounded,
self-adjoint operator in L2(M ; dµ) with λ0 = inf(σ(H)). Then the following asser-
tions (i)–(viii) are equivalent:
(i) e−tH ≻ 0 for all t > 0.
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(ii) e−tH ≻ 0 for some t > 0.
(iii)
{
e−tH
}
t>0
∪ L∞(M ; dµ) acts irreducibly on L2(M ; dµ).
(iv) e−tH ∪ L∞(M ; dµ) acts irreducibly on L2(M ; dµ) for some t > 0.
(v) (H − λIM )−1 ≻ 0 for all λ < λ0.
(vi) (H − λIM )−1 ≻ 0 for some λ < λ0.
(vii)
{
(H − λIM )−1
}
λ<λ0
∪ L∞(M ; dµ) acts irreducibly on L2(M ; dµ).
(viii) (H − λIM )−1 ∪ L∞(M ; dµ) acts irreducibly on L2(M ; dµ) for some λ < λ0.
The following remarkable consequence of Theorem 2.13 will be useful later on.
Corollary 2.14 ([102]). Suppose that Hj > 0, j = 1, 2, are semibounded, self-
adjoint operators in L2(M ; dµ), and assume that Hj generate positivity preserving
semigroups, exp(−tHj) < 0, j = 1, 2, satisfying
e−tH1 < e−tH2 < 0 for all t > 0. (2.79)
If either e−tH1 ≻ 0, or e−tH2 ≻ 0 for some t > 0, then
either e−tH1 ≻ e−tH2 , or else, e−tH1 = e−tH2 for all t > 0. (2.80)
We also remark that these notions of positivity preserving (resp., improving)
naturally extend to a two-Hilbert space setting in which one deals with a second
Hilbert space L2(Y ; dν) with Y ⊂ X and µ˜ = µ|Y , see, for instance, [28], [102]. This
is also frequently done in connection with (nondensely defined) quadratic forms (cf.,
e.g., [51, p. 61–62]).
For subsequent purpose in Section 4 we also recall the following facts on sub-
Markovian operators:
Definition 2.15. An operator A ∈ B(L2(M ; dµ)) is called L∞-contractive if
‖Af‖L∞(M ;dµ) 6 ‖f‖L∞(M ;dµ), f ∈ L2(M ; dµ)
) ∩ L∞(M ; dµ)). (2.81)
Moreover, A is called sub-Markovian if it is positivity preserving, A < 0, and L∞-
contractive.
Finally, a semigroup {T (t)}t>0 ⊂ B
(
L2(M ; dµ)
)
is called a contraction semigroup
on Lp(M ; dµ) for some p > 1, if for all t > 0, T (t) extends to a contraction on
Lp(M ; dµ).
One verifies that A ∈ B(L2(M ; dµ)) is L∞-contractive if and only if it leaves the
closed, convex set C = {f ∈ L2(M ; dµ) ∣∣ |f | 6 1µ-a.e.} invariant, that is, AC ⊆ C
(cf. also [117]). Moreover, one readily verifies the following equivalent definition of
A ∈ B(L2(M ; dµ)) being sub-Markovian, namely,
A is sub-Markovian if and only if f ∈ L2(M ; dµ)), 0 6 f 6 1
implies 0 6 Af 6 1.
(2.82)
In fact, (2.82) is used in [67, Sect. 1.4] as the basic definition for a bounded operator
to be Markovian (an alternative name for sub-Markovian).
In addition, one notes that if A ∈ B(L2(M ; dµ)) pointwise dominates the op-
erator B ∈ B(L2(M ; dµ)), and if A is an L∞-contraction, then so is B, that is,
if
|Bf | 6 A|f |, f ∈ L2(M ; dµ) and A is an L∞-contraction,
then B is an L∞-contraction,
(2.83)
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as the following elementary observation shows:
‖Bf‖L∞(M ;dµ) = ‖|Bf |‖L∞(M ;dµ) 6 ‖A|f |‖L∞(M ;dµ) 6 ‖|f |‖L∞(M ;dµ)
= ‖f‖L∞(M ;dµ), f ∈ L2(M ; dµ)
) ∩ L∞(M ; dµ)). (2.84)
Historically, the circle of ideas described in this section originated with Perron
[126] and Frobenius [64]–[66] in the context of matrices, and was first extended to
the infinite-dimensional case of compact integral operators by Jentzsch [90] (see also
[92, p. 183]). The issue, apparently, was revived within the mathematical physics
community by Glimm and Jaffe [76] around 1970 in the context of nondegenerate
ground states (i.e., a simple eigenvalue at the bottom of the spectrum) of quantum
(especially, quantum field theoretic) Hamiltonians. In this connection we refer, for
instance, to [4], [5], [8], [9], [10], [12], [18], [28], [34], [47], [48, Ch. 7], [52, Ch. 13],
[58], [59, Sects. 8, 10], [60], [63], [68], [77, Sect. 3.3], [78], [82], [88], [89], [102],
[103], [106], [107], [112], [116], [117], [119], [121, Chs. 2, 3], [125], [128], [130, Sect.
XIII.12], [131], [132], [133], [134], [136], [145, Sect. 10.5], [148, Sect. 3.3] and the
references cited therein for the basics and some of the applications of this subject.
3. Robin-Type Boundary Conditions for Matrix-Valued Divergence
Form Elliptic Partial Differential Operators
In this section we develop the basics for divergence form elliptic partial differen-
tial operators with (nonlocal) Robin-type boundary conditions in bounded Lipschitz
domains. In fact, we will go a step further in this section and develop the theory
in the vector-valued case as this is certainly of interest in its own right. Thus, we
will focus on m×m, m ∈ N, matrix-valued differential expressions L which act as
Lu = −
( n∑
j,k=1
∂j
( m∑
β=1
aα,βj,k ∂kuβ
))
16α6m
, u = (u1, . . . , um). (3.1)
For basic facts on Sobolev spaces and Dirichlet and Neumann trace operators, as
well as the choice of notation used below, we refer to Appendix A. For the basics
on sesquilinear forms and operators associated with them we refer to Appendix
B. Moreover, for the definition of Lipschitz domains Ω and the associated Sobolev
spaces on Ω, Hs(Ω), and its boundary ∂Ω, Hr(∂Ω), we refer to Appendix A.
In the remainder of this section we make the following assumption:
Hypothesis 3.1. Let n ∈ N, n > 2, and assume that Ω ⊂ Rn is a bounded Lipschitz
domain.
For simplicity of notation we will denote the identity operators in L2(Ω; dnx)
and L2(∂Ω; dn−1ω) by IΩ and I∂Ω, respectively. Also, in the sequel, the sesquilinear
form
〈 · , · 〉(m)s = Hs(∂Ω)m〈 · , · 〉H−s(∂Ω)m : Hs(∂Ω)m ×H−s(∂Ω)m → C, s ∈ [0, 1],
(3.2)
(antilinear in the first, linear in the second factor), will denote the duality pairing
between Hs(∂Ω) and
H−s(∂Ω)m =
(
Hs(∂Ω)m
)∗
, s ∈ [0, 1], (3.3)
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such that
〈f, g〉(m)s =
∫
∂Ω
dn−1ω(ξ) f(ξ) · g(ξ),
f ∈ Hs(∂Ω)m, g ∈ L2(∂Ω; dn−1ω)m →֒ H−s(∂Ω)m, s ∈ [0, 1],
(3.4)
where dn−1ω stands for the surface measure on ∂Ω.
Below we introduce the class of multipliers on generic Banach spaces (though
we are primarily concerned with Sobolev spaces; for an authoritarian treatment of
this topic the interested reader is referred to [114]).
Definition 3.2. Let (X, ‖ · ‖X), (Y, ‖ · ‖Y ) be two given Banach spaces of distribu-
tions in a domain Ω ⊆ Rn with the property that C∞(Ω) is dense in both of these
spaces. In this context, define M(X → Y ), the space multipliers from X to Y , as
follows: If Ma denotes the operator of pointwise multiplication on C
∞(Ω) by the
function a, then a ∈M(X → Y ) indicates that Ma may be extended to an operator
in B(X,Y ). Whenever a ∈ M(X → Y ), we set
‖a‖M(X→Y ) := ‖Ma‖B(X,Y ). (3.5)
Finally, we abbreviate M(X) :=M(X → X).
Next, we wish to describe a weak version of the normal trace operator associated
with an m ×m, m ∈ N, second-order system in divergence form (3.1), considered
in a domain Ω ⊆ Rn. To set the stage, assume Hypothesis 2.1 and suppose that
some s ∈ (0, 1) has been fixed with the property that the tensor coefficient
A :=
(
aα,βj,k
)
16α,β6m
16j,k6n
(3.6)
satisfies
A ∈ M(Hs−1/2(Ω)m). (3.7)
One observes that the inclusion
ι : Hs0(Ω) →֒ (Hr(Ω))∗, s0 > −1/2, r > 1/2, (3.8)
is well-defined and bounded. We then introduce the weak Neumann trace operator
γ˜N :
{
u ∈ Hs+1/2(Ω)m ∣∣Lu ∈ Hs0(Ω)m}→ Hs−1(∂Ω)m, s0 > −1/2, (3.9)
as follows: Given u ∈ Hs+1/2(Ω)m with Lu ∈ Hs0(Ω)m for some s0 > −1/2 and
s ∈ (0, 1), we set (with ι as in (3.8) for r := 3/2− s > 1/2)
〈φ, γ˜Nu〉(m)1−s = H1/2−s(Ω)m〈DΦ, ADu〉(H1/2−s(Ω)m)∗
− H3/2−s(Ω)m〈Φ, ι(Lu)〉(H3/2−s(Ω)m)∗ , (3.10)
for all φ ∈ H1−s(∂Ω)m and Φ ∈ H3/2−s(Ω)m such that γDΦ = φ. Above, we used
Du :=
(
∂juα
)
16α6m
16j6n
(3.11)
to denote the Jacobian matrix of the vector-valued function u = (uα)16α6m, and
we employed the convention that, in general,
Aζ :=
( n∑
k=1
m∑
β=1
aα,βj,k ζ
β
k
)
16α6m
16j6n
for all ζ =
(
ζβk
)
16β6m
16k6n
∈ Cn×m. (3.12)
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In addition, we will later employ the convention〈
η,Aζ
〉
:=
n∑
j,k=1
m∑
α,β=1
aα,βj,k ζ
β
k η
α
j , (3.13)
for all η =
(
ηαj
)
16α6m
16j6n
∈ Cn×m, ζ = (ζβk )16β6m
16k6n
∈ Cn×m.
Returning to the mainstream discussion, we note that the first pairing on the
right-hand side of (3.10) is meaningful granted (3.7), since(
H1/2−s(Ω)m
)∗
= Hs−1/2(Ω)m. (3.14)
Moreover, the definition (3.10) is independent of the particular extension Φ of φ.
Indeed, if Φ′ ∈ H3/2−s(Ω)m is another vector-valued function such that γDΦ′ = φ
then Ψ := Φ − Φ′ ∈ H3/2−s(Ω)m satisfies γDΨ = 0. Hence Ψ ∈ H3/2−s0 (Ω)m and,
as such, there exists a sequence {ψj}j∈N ⊆ C∞0 (Ω)m with the property that
ψj → Ψ in H3/2−s(Ω)m, as j →∞. (3.15)
Consequently, given that Dψj → DΨ in H1/2−s(Ω)m as j →∞, we may compute
H3/2−s(Ω)m〈Ψ, ι(Lu)〉(H3/2−s(Ω)m)∗
= lim
j→∞
H3/2−s(Ω)m〈ψj , ι(Lu)〉(H3/2−s(Ω)m)∗
= lim
j→∞
D(Ω)m〈ψj , Lu〉(D(Ω)m)′
= lim
j→∞
D(Ω)m〈Dψj , ADu〉(D(Ω)m)′
= lim
j→∞
H1/2−s(Ω)m〈Dψj , ADu〉(H1/2−s(Ω)m)∗
= H1/2−s(Ω)m〈DΨ, ADu〉(H1/2−s(Ω)m)∗ , (3.16)
with D(Ω) denoting the space of test functions (i.e., C∞0 (Ω)) equipped with the
usual inductive limit topology (so that, in particular, D′(Ω) =(C∞0 (Ω))′ is the space
of distributions in Ω). Now (3.16) gives that H1/2−s(Ω)m〈DΨ, ADu〉(H1/2−s(Ω)m)∗ −
H3/2−s(Ω)m〈Ψ, ι(Lu)〉(H3/2−s(Ω)m)∗ = 0 which ultimately shows that
H1/2−s(Ω)m〈DΦ, ADu〉(H1/2−s(Ω)m)∗ − H3/2−s(Ω)m〈Φ, ι(Lu)〉(H3/2−s(Ω)m)∗ (3.17)
= H1/2−s(Ω)m〈DΦ′, ADu〉(H1/2−s(Ω)m)∗ − H3/2−s(Ω)m〈Φ′, ι(Lu)〉(H3/2−s(Ω)m)∗ .
From this, the desired conclusion (pertaining to the unambiguity of defining γ˜Nu
as in (3.10)) follows.
One recalls that γD has a linear right-inverse, that is, there exists a linear and
bounded operator
E : Hs(∂Ω)→ Hs+1/2(Ω), 0 < s < 1, (3.18)
which is universal (in the sense that it does not depend on s ∈ (0, 1)) and satisfies
γD(Eφ) = φ, φ ∈ Hs(∂Ω), 0 < s < 1. (3.19)
Given an arbitrary φ ∈ Hs(∂Ω) and choosing Φ := Eφ ∈ Hs+1/2(Ω) in (2.9) then
allows us to estimate
‖γ˜Nu‖Hs−1(∂Ω)m 6 C
(‖A‖M(Hs−1/2(Ω)m)‖u‖Hs+1/2(Ω)m + ‖Lu‖Hs0(Ω)m) (3.20)
for every u in the domain of γ˜N . This proves that the operator γ˜N in (3.10) is
well-defined, linear, and bounded.
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It is instructive to point out that, in the case when s = 1/2, condition (3.7)
reduces precisely to
A ∈ L∞(Ω; dnx)m×m. (3.21)
In particular,
γ˜N :
{
u ∈ H1(Ω)m ∣∣Lu ∈ Hs0(Ω)m}→ H−1/2(∂Ω)m, s0 > −1/2, (3.22)
is well-defined, linear, and bounded, whenever (3.21) holds.
Hypothesis 3.3. Assume Hypothesis 3.1, suppose that δ > 0 is a given number,
consider m ∈ N, and assume that Θ ∈ B(H1/2(∂Ω)m, H−1/2(∂Ω)m) is a self-adjoint
operator (in the sense discussed in (B.7)) which can be written as
Θ = Θ(1) +Θ(2) +Θ(3), (3.23)
where Θ(j), j = 1, 2, 3, have the following properties: There exists a closed sesquilin-
ear form q
(0)
∂Ω in L
2(∂Ω; dn−1ω)m, with domain H1/2(∂Ω)m×H1/2(∂Ω)m, which is
bounded from below by c∂Ω ∈ R (hence, q(0)∂Ω is symmetric ) such that if Θ(0)∂Ω >
c∂ΩI∂Ω denotes the self-adjoint operator in L
2(∂Ω; dn−1ω)m uniquely associated
with q
(0)
∂Ω (cf. (B.27)), then Θ
(1) = Θ˜
(0)
∂Ω, the extension of Θ
(0)
∂Ω to an operator in
B(H1/2(∂Ω)m, H−1/2(∂Ω)m) (as discussed in (B.26) and (B.32)). In addition,
Θ(2) ∈ B∞
(
H1/2(∂Ω)m, H−1/2(∂Ω)m
)
, (3.24)
whereas Θ(3) ∈ B(H1/2(∂Ω), H−1/2(∂Ω)) satisfies∥∥Θ(3)∥∥
B(H1/2(∂Ω)m,(H−1/2)m(∂Ω))
< δ. (3.25)
We record the following useful result involving the Dirichlet trace operator γD.
Lemma 3.4. Assume Hypothesis 3.1 and fix m ∈ N. Then for every ε > 0 there
exists a β(ε) > 0 (with β(ε) =
ε↓0
O(1/ε)) such that
‖γDu‖2L2(∂Ω;dn−1ω)m 6 ε‖Du‖2L2(Ω;dnx)m + β(ε)‖u‖2L2(Ω;dnx)m , u ∈ H1(Ω)m.
(3.26)
Proof. The case when m = 1 (corresponding to the situation when u is scalar-
valued and hence Du = ∇u) has been treated in [70]. The vector-valued case then
follows from this by summing up such scalar estimates. 
Lemma 3.4 is a key ingredient in proving the H1(Ω)-coercivity of the sesquilinear
formQΘ,Ω,L( · , · ) in Theorem 3.6 below. Before stating it, we recall our conventions
(3.12) and (3.13) and introduce the following hypothesis.
Hypothesis 3.5. Assume Hypothesis 3.1 and suppose that L is an m×m, m ∈ N,
second-order system in divergence form expressed as in (3.1) for a tensor coefficient
as in (3.6). In addition, assume that (3.21) holds, that is, A ∈ L∞(Ω; dnx)m×m,
and that the tensor coefficient A satisfies the strong Legendre ellipticity condition
(for some a0 > 0)
Re
〈
ζ, Aζ
〉
= Re
( n∑
j,k=1
m∑
α,β=1
aα,βj,k ζ
β
k ζ
α
j
)
> a0|ζ|2, (3.27)
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for every ζ =
(
ζαj
)
16α6m
16j6n
∈ Cn×m. Finally, suppose A satisfies the symmetry
condition
aα,βj,k = a
β,α
k,j , α, β ∈ {1, . . . ,m}, j, k ∈ {1, . . . , n}. (3.28)
The following result extends work from [70] carried out for the special case of
the Laplacian −∆.
Theorem 3.6. Assume Hypothesis 3.3, where the number δ > 0 is taken to be
sufficiently small relative to the Lipschitz character of Ω, more precisely, suppose
that 0 < δ 6 16‖γD‖−2B(H1(Ω),H1/2(∂Ω)). In addition, assume Hypothesis 3.5 and
consider the sesquilinear form QΘ,Ω( · , · ) defined on H1(Ω)m ×H1(Ω)m by
QΘ,Ω(u, v) :=
∫
Ω
dnx
〈
(Du)(x), A(x)(Dv)(x)
〉
+
〈
γDu,ΘγDv
〉(m)
1/2
,
u, v ∈ H1(Ω)m.
(3.29)
Then there exists κ > 1 with the property that the form
QΘ,Ω,κ(u, v) := QΘ,Ω(u, v) + κ (u, v)L2(Ω;dnx)m , u, v ∈ H1(Ω)m, (3.30)
is H1(Ω)m-coercive. As a consequence, the form QΘ,Ω( · , · ) in (3.29) is symmetric,
H1(Ω)m-bounded, bounded from below, and closed in L2(Ω; dnx)m.
In the proof of Theorem 3.6, the following abstract functional analytic result is
going to be useful.
Lemma 3.7 ([70]). Let V be a reflexive Banach space, W a Banach space, assume
that K ∈ B∞(V ,V∗), and that T ∈ B(V ,W) is one-to-one. Then for every ε > 0
there exists Cε > 0 such that∣∣
V〈u,Ku〉V∗
∣∣ 6 ε‖u‖2V + Cε‖Tu‖2W , u ∈ V . (3.31)
We are now ready to present the
Proof of Theorem 3.6. We shall show that κ > 0 can be chosen large enough so
that
1
6
‖u‖2H1(Ω)m 6
1
3
∫
Ω
dnx |(Du)(x)|2 + κ
3
∫
Ω
dnx |u(x)|2 + 〈γDu,Θ(j)γDu〉(m)1/2 ,
u ∈ H1(Ω)m, j = 1, 2, 3, (3.32)
where Θ(j), j = 1, 2, 3, are as introduced in Hypothesis 3.3. Summing up these
three inequalities then proves that the form (3.30) is indeed H1(Ω)m-coercive. To
this end, we assume first j = 1 and recall that there exists cΘ0 ∈ R such that〈
γDu,Θ
(1) γDu
〉(m)
1/2
> cΘ0‖γDu‖2L2(∂Ω;dn−1ω)m , u ∈ H1(Ω)m. (3.33)
Thus, in this case, it suffices to show that
max {−cΘ0 , 0} ‖γDu‖2L2(∂Ω;dn−1ω)m +
1
6
‖u‖2H1(Ω)
6
1
3
∫
Ω
dnx |(Du)(x)|2 + κ
3
∫
Ω
dnx |u(x)|2, u ∈ H1(Ω)m, (3.34)
or, equivalently, that
max {−cΘ0 , 0} ‖γDu‖2L2(∂Ω;dn−1ω)m
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6
1
6
∫
Ω
dnx |(Du)(x)|2 + 2κ− 1
6
∫
Ω
dnx |u(x)|2, u ∈ H1(Ω)m, (3.35)
with the usual convention,
‖u‖2H1(Ω)m = ‖Du‖2L2(Ω;dnx)m + ‖u‖
2
L2(Ω;dnx)m
, u ∈ H1(Ω)m. (3.36)
Now, the fact that there exists κ > 0 for which (3.35) holds follows directly from
Lemma 3.4.
Next, one observes that in the case where j = 2, 3, the estimate (3.32) is implied
by∣∣〈γDu,Θ(j)γDu〉(m)1/2 ∣∣ 6 16
∫
Ω
dnx |(Du)(x)|2+2κ− 1
6
∫
Ω
dnx |u(x)|2, u ∈ H1(Ω)m,
(3.37)
or, equivalently, by∣∣〈γDu,Θ(j)γDu〉(m)1/2 ∣∣ 6 16‖u‖2H1(Ω)m + κ− 13 ‖u‖2L2(Ω;dnx)m , u ∈ H1(Ω)m. (3.38)
When j = 2, in which case Θ(2) ∈ B∞
(
H1(Ω)m,
(
H1(Ω)m
)∗)
, we invoke Lemma
3.7 with
V := H1(Ω)m, W := L2(Ω, dnx)m, (3.39)
and, with γD ∈ B
(
H1(Ω)m, H1/2(∂Ω)m
)
denoting the Dirichlet trace (acting com-
ponentwise),
K := γ∗DΘ2γD ∈ B∞
(
H1(Ω)m,
(
H1(Ω)m
)∗)
, T := ι : H1(Ω)m →֒ L2(Ω, dnx)m,
(3.40)
the inclusion operator. Then, with ε = 1/6 and κ := 3C1/6+1, the estimate (3.31)
yields (3.38) for j = 2.
Finally, consider (3.38) in the case where j = 3 and note that by hypothesis,∣∣〈γDu,Θ(3)γDu〉(m)1/2 ∣∣ 6 ∥∥Θ(3)∥∥B(H1/2(∂Ω)m,H−1/2(∂Ω)m)‖γDu‖2H1/2(∂Ω)m
6 δ‖γD‖2B(H1(Ω)m,H1/2(∂Ω)m)‖u‖2H1(Ω)m , u ∈ H1(Ω)m. (3.41)
Thus (3.38) also holds for j = 3 if
0 < δ 6
1
6
‖γD‖−2B(H1(Ω),H1/2(∂Ω)) and κ > 1. (3.42)
This completes the justification of the estimate (3.32). In turn, this further implies,
with the help of the strong Legendre ellipticity condition, that
1
6
‖u‖2H1(Ω)m 6
1
3λ
∫
Ω
dnx
〈
(Du)(x), A(x)(Du)(x)
〉
+
κ
3
∫
Ω
dnx |u(x)|2 + 〈γDu,Θ(j)γDu〉(m)1/2 , (3.43)
u ∈ H1(Ω)m, j = 1, 2, 3,
where λ > 0 is as in (3.27). The estimate (3.43) establishes the claim about
the sesquilinear form in (3.30). Moreover, the symmetry of the sesquilinear form
QΘ,Ω,L( · , · ) from (3.29) is a direct consequence of (3.28). Finally, the remaining
claims in the statement of Theorem 3.6 are implicit in what we have proved so far,
and this finishes the proof of Theorem 3.6. 
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Next, we turn to a discussion of the realization of an m × m system L as a
self-adjoint operator on L2(Ω; dnx)m when equipped with certain nonlocal Robin
boundary conditions in a bounded Lipschitz subdomain Ω of Rn. Below, γ˜N denotes
the weak Neumann trace operator discussed in (3.9)–(3.22).
Theorem 3.8. Assume Hypothesis 3.3, where the number δ > 0 is taken to be
sufficiently small as in Theorem 3.6. In addition, assume Hypothesis 3.5. Then
LΘ,Ω, the L
2-realization of L equipped with a nonlocal Robin boundary condition in
L2(Ω; dnx)m, defined by
LΘ,Ω = L,
dom(LΘ,Ω) =
{
u ∈ H1(Ω)m ∣∣Lu ∈ L2(Ω; dnx)m, (3.44)(
γ˜N +ΘγD
)
u = 0 in H−1/2(∂Ω)m
}
,
is self-adjoint and bounded from below. Moreover,
dom
(|LΘ,Ω|1/2) = H1(Ω)m, (3.45)
and LΘ,Ω, has purely discrete spectrum bounded from below, in particular,
σess(LΘ,Ω) = ∅. (3.46)
Finally, LΘ,Ω is the operator uniquely associated with the sesquilinear form QΘ,Ω
in Theorem 3.6.
Proof. Denote by QΘ,Ω( · , · ) the sesquilinear form introduced in (3.29). From
Theorem 3.6, we know that QΘ,Ω is symmetric, H
1(Ω)m-bounded, bounded from
below, as well as densely defined and closed in L2(Ω; dnx)m × L2(Ω; dnx)m. Thus,
if as in (B.34), we now introduce the operator LΘ,Ω in L
2(Ω; dnx)m by
dom(LΘ,Ω) =
{
v ∈ H1(Ω)m
∣∣∣∣ there exists some wv ∈ L2(Ω; dnx)m such that∫
Ω
dnx
〈
Dw,A(Dv)
〉
+
〈
γDw,ΘγDv
〉(m)
1/2
=
∫
Ω
dnxw · wv for all w ∈ H1(Ω)m
}
,
LΘ,Ωu = wu, u ∈ dom(LΘ,Ω), (3.47)
it follows from (B.20)–(B.35) (cf., in particular (B.27)) that LΘ,Ω is self-adjoint and
bounded from below in L2(Ω; dnx)m and that (3.45) holds. Next we recall that
H10 (Ω)
m =
{
u ∈ H1(Ω)m ∣∣ γDu = 0 on ∂Ω}, (3.48)
where, as usual, the Dirichlet trace operator γD acts componentwise. Taking v ∈
C∞0 (Ω)
m →֒ H10 (Ω)m →֒ H1(Ω)m, one concludes that if u ∈ dom(LΘ,Ω) then∫
Ω
dnx v · wu =
∫
Ω
dnx v · Lu for all v ∈ C∞0 (Ω), hence wu = Lu in
(D(Ω)m)′.
(3.49)
Going further, suppose that u ∈ dom(LΘ,Ω) and v ∈ H1(Ω)m. We recall that
γD : H
1(Ω)m → H1/2(∂Ω)m boundedly and compute∫
Ω
dnx
〈
Dv,A(Du)
〉
=
∫
Ω
dnx v · Lu+ 〈γDv, γ˜Nu〉(m)1/2
=
∫
Ω
dnx v · wu +
〈
γDv,
(
γ˜N +ΘγD
)
u
〉(m)
1/2
− 〈γDv,ΘγDu〉(m)1/2
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=
∫
Ω
dnx
〈
Dv,A(Du)
〉
+
〈
γDv,
(
γ˜N +ΘγD
)
u
〉(m)
1/2
, (3.50)
where we used the second line in (3.47). Hence,〈
γDv,
(
γ˜N +ΘγD
)
u
〉(m)
1/2
= 0. (3.51)
Since v ∈ H1(Ω)m is arbitrary, and the map γD : H1(Ω)m → H1/2(∂Ω)m is actually
onto, one concludes that(
γ˜N +ΘγD
)
u = 0 in H−1/2(∂Ω)m. (3.52)
Thus,
dom(LΘ,Ω) ⊆
{
v ∈ H1(Ω)m ∣∣Lv ∈ L2(Ω; dnx)m,(
γ˜N +ΘγD
)
v = 0 in H−1/2(∂Ω)m
}
.
(3.53)
Next, assume that u ∈ {v ∈ H1(Ω)m ∣∣Lv ∈ L2(Ω; dnx)m, (γ˜N + ΘγD)v = 0},
w ∈ H1(Ω)m, and let wu = Lu ∈ L2(Ω; dnx)m. Then,∫
Ω
dnxw · wu =
∫
Ω
dnxw · Lu
=
∫
Ω
dnx
〈
Dw,A(Du)
〉− 〈γDw, γ˜Nu〉(m)1/2
=
∫
Ω
dnx
〈
Dw,A(Du)
〉
+
〈
γDw,ΘγDu
〉(m)
1/2
. (3.54)
Thus, applying (3.47), one concludes that u ∈ dom(−∆Θ,Ω) and hence
dom(LΘ,Ω) ⊇
{
v ∈ H1(Ω)m ∣∣∆v ∈ L2(Ω; dnx)m(
γ˜N +ΘγD
)
v = 0 in H−1/2(∂Ω)m
}
.
(3.55)
Finally, the last claim in the statement of Theorem 3.8 follows from the fact that
H1(Ω)m embeds compactly into L2(Ω; dnx)m (cf., e.g., [56, Theorem V.4.17]). 
Remark 3.9. We emphasize the explicit form of the domain of the operator LΘ,Ω
displayed in (3.44) in terms of boundary trace operators γD and γ˜N . This particular
feature of an explicit domain rather than an operator defined via the underlying
sesquilinear form and the First Representation Theorem is one of the reasons for our
choice of Lipschitz domains Ω; it also dictates our conditions on Θ in Hypothesis
3.3.
In the special case Θ = 0, that is, in the case of Neumann boundary conditions,
we will also use the notation
QN,Ω( · , · ) = Q0,Ω( · , · ), LN,Ω := L0,Ω. (3.56)
When specialized to the case m = 1 and L = −∆, Theorem 3.8 yields a family
of self-adjoint Laplace operators −∆Θ,Ω in L2(Ω; dnx) indexed by the boundary
operator Θ, which we shall refer to as nonlocal Robin Laplacians. More specifically,
we obtain the following result first proved in [70].
Corollary 3.10. Assume Hypothesis 3.3 (with m = 1), where the number δ > 0 is
taken to be sufficiently small as in Theorem 3.6. Then −∆Θ,Ω, the nonlocal Robin
Laplacian in L2(Ω; dnx) defined by
−∆Θ,Ω = −∆,
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dom(−∆Θ,Ω) =
{
u ∈ H1(Ω) ∣∣∆u ∈ L2(Ω; dnx), (3.57)(
γ˜N +ΘγD
)
u = 0 in H−1/2(∂Ω)
}
,
is self-adjoint and bounded from below. Moreover,
dom
(| −∆Θ,Ω|1/2) = H1(Ω), (3.58)
and −∆Θ,Ω, has purely discrete spectrum bounded from below, in particular,
σess(−∆Θ,Ω) = ∅. (3.59)
Finally, −∆Θ,Ω is the operator uniquely associated with the sesquilinear form
qΘ,Ω(u, v) :=
∫
Ω
dnx (∇u)(x) · (∇v)(x) + 〈γDu,ΘγDv〉1/2, u, v ∈ H1(Ω). (3.60)
In the special case Θ = 0, that is, in the case of the Neumann Laplacian, we will
also use the notation
qN,Ω( · , · ) = q0,Ω( · , · ), −∆N,Ω := −∆0,Ω. (3.61)
Next, we briefly comment on the usual case of a local Robin boundary condition,
that is, the case where Θ is the operator of multiplicationMθ by a function θ defined
on ∂Ω:
Lemma 3.11 ([70]). Assume Hypothesis 2.1 and suppose that Θ = Mθ, the oper-
ator of multiplication with the function θ ∈ Lp(∂Ω; dn−1ω), where
p = n− 1 if n > 2, and p ∈ (1,∞] if n = 2. (3.62)
Then
Θ ∈ B∞
(
H1/2(∂Ω), H−1/2(∂Ω)
)
(3.63)
is a self-adjoint operator which satisfies
‖Θ‖B(H1/2(∂Ω),H−1/2(∂Ω)) 6 C‖θ‖Lp(∂Ω;dn−1ω), (3.64)
for some finite constant C = C(Ω, n, p) > 0. In particular, the present situation
Θ =Mθ subordinates to the case Θ
(2) described in (3.24).
It is worth noting that the conditions isolated in Hypothesis 3.3 permit one to go
beyond the assumption θ ∈ L∞(∂Ω; dn−1ω) one frequently finds in the literature in
connection with local Robin boundary conditions and hence naturally lead to the
Lp-conditions in Lemma 3.11.
In the case Θ = Mθ described in Lemma 3.11, the underlying sesquilinear form
and operator will be denoted by Qθ,Ω and Lθ,Ω.
The L2-realization of L equipped with a Dirichlet boundary condition, LD,Ω, in
L2(Ω; dnx)m formally corresponds to Θ =∞ and so we isolate it in the next result.
Theorem 3.12. Assume Hypothesis 3.5. Then LD,Ω, the version of L equipped
with a Dirichlet boundary condition in L2(Ω; dnx)m, defined by
LD,Ω = L,
dom(LD,Ω) =
{
u ∈ H1(Ω)m ∣∣Lu ∈ L2(Ω; dnx)m, γDu = 0 in H1/2(∂Ω)m}
(3.65)
=
{
u ∈ H10 (Ω)m
∣∣Lu ∈ L2(Ω; dnx)m},
is self-adjoint and strictly positive. Moreover,
dom
(
(LD,Ω)
1/2
)
= H10 (Ω)
m, (3.66)
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and since Ω is open and bounded, LD,Ω has purely discrete spectrum contained in
(0,∞), in particular,
σess(LD,Ω) = ∅. (3.67)
Finally, LD,Ω is the operator uniquely associated with the sesquilinear form
QD,Ω(u, v) :=
∫
Ω
dnx 〈(Du)(x), A(x)(Dv)(x)〉, u, v ∈ H10 (Ω)m. (3.68)
This is largely proved as in the case of Theorem 3.8, and hence we omit the
argument. Here we only wish to note that (3.67) follows from (3.66) since H10 (Ω)
m
embeds compactly into L2(Ω; dnx)m; the latter fact actually holds for arbitrary
open, bounded sets Ω ⊂ Rn (see, e.g., [56, Theorem V.4.18]).
By specializing Theorem 3.12 to the situation when m = 1 and L = −∆ yields
the following corollary (cf. also [69], [72] and [70] for related results):
Corollary 3.13. Assume Hypothesis 3.1. Then −∆D,Ω, the Dirichlet Laplacian
in L2(Ω; dnx) defined by
−∆D,Ω = −∆,
dom(−∆D,Ω) =
{
u ∈ H1(Ω) ∣∣∆u ∈ L2(Ω; dnx), γDu = 0 in H1/2(∂Ω)} (3.69)
=
{
u ∈ H10 (Ω)
∣∣∆u ∈ L2(Ω; dnx)},
is self-adjoint and strictly positive. Moreover,
dom
(
(−∆D,Ω)1/2
)
= H10 (Ω), (3.70)
and since Ω is open and bounded, −∆D,Ω has purely discrete spectrum contained in
(0,∞), in particular,
σess(−∆D,Ω) = ∅. (3.71)
Finally, −∆D,Ω is the operator uniquely associated with the sesquilinear form
qD,Ω(u, v) :=
∫
Ω
dnx (∇u)(x) · (∇v)(x), u, v ∈ H10 (Ω). (3.72)
4. Gaussian Heat Kernel Bounds for Divergence Form Elliptic PDOs
with Robin-Type Boundary Conditions
In this section we apply the abstract results of Section 2 to the concrete cases
involving elliptic partial differential operators in divergence form in L2(Ω; dnx) on
bounded, connected Lipschitz domains Ω with Robin-type boundary conditions on
∂Ω studied in Section 3.
Throughout this section we consider the scalar case m = 1 and assume Hypoth-
esis 3.3 whenever a (nonlocal) Robin boundary condition is involved. Moreover, we
introduce the following assumption:
Hypothesis 4.1. Let n ∈ N, n > 2.
(i) Assume that Ω ⊂ Rn is a bounded Lipschitz domain (cf. Appendix A).
(ii) Suppose that the matrix A(·) is Lebesgue measurable and real symmetric a.e.
on Ω. In addition, given 0 < a0 < a1 < ∞, assume that A satisfies the uniform
ellipticity conditions
a0In 6 A(x) 6 a1In for a.e. x ∈ Ω. (4.1)
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Here In represents the identity matrix in C
n.
Given the basic setup for divergence form elliptic partial differential operators
LΘ,Ω, with nonocal Robin boundary conditions developed in Section 3, we can
now turn to (Gaussian) heat kernel and Green’s function bounds for LΘ,Ω (and
hence for the special case −∆Θ,Ω), and subsequently also for the corresponding
Schro¨dinger-type operators.
We will use the following heat kernel notation (for t > 0, a.e. x, y ∈ Ω)
KΘ,Ω(t, x, y) = e
−tLΘ,Ω(x, y), KN,Ω(t, x, y) = e
−tLN,Ω(x, y),
KD,Ω(t, x, y) = e
−tLD,Ω(x, y),
(4.2)
and similarly for Green’s functions (for z ∈ C\R, a.e. x, y ∈ Ω),
GΘ,Ω(z, x, y) = (LΘ,Ω − zIΩ)−1(x, y), GN,Ω(z, x, y) = (LN,Ω − zIΩ)−1(x, y),
GD,Ω(z, x, y) = (LD,Ω − zIΩ)−1(x, y), x 6= y. (4.3)
Next, we need one more preparatory result which identifies LD,Ω as the strong
resolvent limit of Lθ,Ω as θ ↑ ∞. For this purpose we recall an ordering ⋖ on the set
of nonnegative quadratic forms in a complex, separable Hilbert space H as follows.
If t1 and t2 are two non-negative quadratic forms in H, then
t2 ⋖ t1 if and only if dom(t1) ⊆ dom(t2) and t2(u) 6 t1(u), u ∈ dom(t1). (4.4)
Monotonically increasing sequences of non-negative quadratic forms have limits.
More precisely, one has the following fact (cf. [29, Lemma 5.2.13], [95, Ch.VIII,
Theorem 3.13a], [134], [135]):
Lemma 4.2. Suppose that {tn}n∈N denotes a monotonically increasing sequence
(with respect to the ordering ⋖ for quadratic forms introduced in (4.4)) of non-
negative, closed quadratic forms in a complex, separable Hilbert space H. Then the
following items (i) and (ii) hold.
(i) t defined by
t(u) = sup
n∈N
tn(u),
u ∈ dom(t) =
{
u ∈ H
∣∣∣∣ u ∈ ⋂
n∈N
dom(tn), sup
n∈N
tn(u) <∞
}
,
(4.5)
is a non-negative, closed quadratic form in H, and one has
lim
n→∞
tn(u, v) = t(u, v), u, v ∈ dom(t), (4.6)
where tn(·, ·), n ∈ N (resp., t(·, ·)) is the sesquilinear form defined from the quadratic
form tn, n ∈ N (resp., t) via polarization.
(ii) Suppose in addition that t (and therefore each tn, n ∈ N) is densely defined.
If Tn, n ∈ N, (resp., T ) denotes the unique densely defined, non-negative, self-
adjoint operator associated to the sesquilinear form tn(·, ·) (resp., t(·, ·)) by the First
Representation Theorem, then
s-lim
n→∞
(Tn − λIH)−1 = (T − λIH)−1, λ < 0. (4.7)
In particular,
s-lim
n→∞
e−tTn = e−tT , t > 0. (4.8)
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We note that item (i) and (4.7) are taken from [29, Lemma 5.2.13] and [95, Ch.VIII,
Theorem 3.13a]. By analyticity, (4.7) extends to all λ ∈ C\R (cf., e.g., [145,
Theorem 9.15]),
s-lim
n→∞
(Tn − zIH)−1 = (T − zIH)−1, z ∈ C\[0,∞). (4.9)
Since Tn, n ∈ N, and T are non-negative, choosing z = i (=
√−1) in (4.9) and
applying [145, Theorem 9.18] yields (4.8).
The following result is mentioned in [102] in the context of Dirichlet Laplacians
and we thank Derek Robinson for helpful discussions concerning its proof:
Lemma 4.3. Assume Hypothesis 3.3 (with m = 1) and denote by Lϑ,Ω the operator
LΘ,Ω in the special case where Θ denotes the operator of multiplication, Mϑ, in
L2(∂Ω; dn−1ω) with the positive constant ϑ > 0. Then
s-lim
ϑ↑∞
e−tLϑ,Ω = e−tLD,Ω , t > 0. (4.10)
Proof. Let {ϑn}∞n=1 denote an arbitrary sequence of positive real numbers satisfying
0 < ϑn < ϑn+1, n ∈ N, and lim
n→∞
ϑn =∞. (4.11)
The inequalities in (4.11) imply the sequence {Qϑn,Ω(·, ·)}∞n=1 of non-negative,
closed quadratic forms (cf. (3.29) with Θ replaced by Mϑn) is monotonically in-
creasing with respect to the quadratic form ordering ⋖ introduced above in (4.4).
In this simple case, the quadratic forms have a common domain (viz., H1(Ω)); thus,
monotonicity simply amounts to
Qϑn,Ω(u, u) 6 Qϑn+1,Ω(u, u), u ∈ H1(Ω), n ∈ N. (4.12)
By Lemma 4.2,
Q∞,Ω(u, u) = sup
n∈N
Qϑn,Ω(u, u), u ∈ dom(Q∞,Ω(·, ·)),
dom(Q∞,Ω(·, ·)) (4.13)
=
{
u ∈ L2(Ω; dnx)
∣∣∣∣ u ∈ ⋂
n∈N
dom(Qϑn,Ω(·, ·)), sup
n∈N
Qϑn,Ω(u, u) <∞
}
,
defines a non-negative, closed quadratic form in L2(Ω; dnx). We claim the limiting
quadratic form Q∞,Ω(·, ·) defined by (4.13) coincides with QD,Ω(·, ·), the quadratic
form of the Dirichlet Laplacian LD,Ω in L
2(Ω; dnx). In order to prove this, one
needs to verify the following two conditions,
dom(Q∞,Ω(·, ·)) = H10 (Ω), (4.14)
Q∞,Ω(u, u) = QD,Ω(u, u), u ∈ H10 (Ω). (4.15)
To verify (4.14) one observes that u ∈ dom(Q∞,Ω(·, ·)) if and only if u ∈ H1(Ω)
and
sup
n∈N
[ ∫
Ω
dnx 〈(∇u)(x), A(x)(∇u)(x)〉 + ϑn
〈
γDu, γDu
〉
1/2
]
<∞. (4.16)
Clearly, (4.16) is fulfilled if and only if〈
γDu, γDu
〉
1/2
= 0, (4.17)
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that is, if and only if γDu = 0 in H
1/2(Ω). Therefore, u ∈ dom(Q∞,Ω(·, ·)) if
and only if u ∈ H1(Ω) and γDu = 0 in H1/2(Ω), and (4.14) follows. Finally, one
computes
Q∞,Ω(u, u) = sup
n∈N
Qϑn,Ω(u, u) =
∫
Ω
dnx 〈(∇u)(x), A(x)(∇u)(x)〉 = QD,Ω(u, u),
u ∈ H10 (Ω), (4.18)
implying (4.15). By Lemma 4.2, and (4.8) in particular, with Tn = Lϑn,Ω, n ∈ N,
and T = LD,Ω,
s-lim
n→∞
e−tLϑn,Ω = e−tLD,Ω , t > 0. (4.19)
Since {ϑn}∞n=1 satisfying (4.11) was arbitrary, (4.10) follows. 
Now we are ready to formulate the first principal result of this section.
Theorem 4.4. Assume Hypothesis 4.1, suppose that Θj, j = 1, 2, satisfy the
assumptions introduced in Hypothesis 3.3, and denote by LΘj ,Ω the operators in
(3.44) uniquely associated with the sesquilinear forms QΘj ,Ω( · , · ), j = 1, 2, defined
on H1(Ω)×H1(Ω) according to (3.29). Suppose, in addition, that〈
γD|u|,ΘjγD|u|
〉
1/2
6
〈
γDu,ΘjγDu
〉
1/2
, u ∈ H1(Ω), j = 1, 2. (4.20)
Then, assuming 0 6 Θ1 6 Θ2, one has the positivity preserving relations
0 4 e−tLD,Ω 4 e−tLΘ2,Ω 4 e−tLΘ1,Ω 4 e−tLN,Ω, t > 0, (4.21)
or equivalently,
0 4 (LD,Ω + λIΩ)
−1
4 (LΘ2,Ω + λIΩ)
−1
4 (LΘ1,Ω + λIΩ)
−1
4 (LN,Ω + λIΩ)
−1, λ > 0.
(4.22)
In addition, all semigroups appearing in (4.21) lie in the trace class,
e−tLD,Ω , e−tLΘj,Ω , e−tLN,Ω ∈ B1
(
L2(Ω; dnx)
)
, j = 1, 2, t > 0. (4.23)
In particular, one has the Gaussian heat kernel bounds (for t > 0, a.e. x, y ∈ Ω),
0 6 KD,Ω(t, x, y) 6 KΘ2,Ω(t, x, y) 6 KΘ1,Ω(t, x, y) 6 KN,Ω(t, x, y)
6 Cα,a0,Ωmax
(
t−n/2, 1
)
exp
{− |x− y|2/[4(1 + γ)a1t]}, γ ∈ (0, 1). (4.24)
and Green’s function bounds (for λ > 0, a.e. x, y ∈ Ω),
0 6 GD,Ω(λ, x, y) 6 GΘ2,Ω(t, x, y) 6 GΘ1,Ω(λ, x, y) 6 GN,Ω(λ, x, y)
6
{
Ca0,a1,λ,Ω,n|x− y|2−n, n > 3,
Ca0,a1,λ,Ω
∣∣ln(1 + |x− y|−1)∣∣, n = 2, x 6= y. (4.25)
Proof. By [51, Theorems 1.3.5, 13.9], LD,Ω and LN,Ω satisfy the Beurling–Deny con-
dition (iii) of Theorem 2.11, and hence by Theorem 2.11 (i), e−tLD,Ω and e−tLN,Ω,
t > 0, are positivity preserving. In addition, both have nonnegative integral kernels
(cf. also Theorem 2.3) and are known to satisfy the bounds (C.3) and (C.4).
As the relations (4.21) and (4.22) are equivalent by Theorem 2.12, it suffices
to focus on (4.21). But then, 0 4 e−tLΘ2,Ω 4 e−tLΘ1,Ω 4 e−tLN,Ω, t > 0, is
immediate upon combining Theorem 2.12 (iv), (3.29), and (4.20). Moreover, using
Lemma 4.3, (4.21) follows. Thus, an application of (2.15) implies the inequalities
(4.24) and (4.25), except, the very last in either one of them. The inequality
(C.4) for KN,Ω(t, x, y) then completes the proof of (4.24). Similarly, the inequality
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GN,Ω(λ, x, y) 6 Ca0,a1,λ,Ω,n|x − y|2−n, λ > 0, x, y ∈ Ω, x 6= y, can be found, for
instance, in [55, Lemma 3.2] (see also [36]) for n > 3. As we were not able to find
the case n = 2 in the literature, we provide a short proof in Appendix C.
The inequalities (4.24) then follow from Theorem 2.3, (4.21), and (4.22), as soon
as we establish that semigroups of the type e−tLΘ,Ω with Θ satisfying the conditions
of Θj are, in fact, integral operators. This follows from combining Lemma 2.7 (iii)
and (4.21) as the Neumann heat kernel bound (C.4) yields the trace class property
e−tLN,Ω ∈ B1
(
L2(Ω; dnx)
)
, t > 0 (this trace class property of course also applies to
e−tLD,Ω , t > 0).
Finally, using (2.66) and (4.24), the results in [13, Sects. 2, 4] show that also
(LΘ,Ω + λIΩ)
−1 are integral operators whose integral kernels satisfy (4.25). 
Positivity improving and nondegeneracy of the ground state are considered next:
Corollary 4.5. Under the hypotheses of Theorem 4.4, and under the assumptions
that Ω is connected and LΘ1,Ω 6= LΘ2,Ω, the positivity preserving relations in (4.21)
and (4.22) actually extend to positivity improving relations, that is, 4 in (4.21)
and (4.22) can be replaced by ≺. In addition, the infimum of the spectrum of
LD,Ω, LΘj,Ω, or LN,Ω is a simple eigenvalue and the associated eigenfunction can
be chosen to be strictly positive a.e. in Ω.
Proof. Positivity improving rather than just positivity preserving of the semigroups
(resp., resolvents) in (4.21) (resp., (4.22)) follows from Corollary 2.14 and the fact
that L−1D,Ω is positivity improving if Ω is connected. The latter fact is implied, for
instance, by the explicit lower bound for the Green’s function GD,Ω(·, ·) = L−1D,Ω(·, ·)
established in [49], [50], [142] for n > 3. Alternatively, one can invoke the 3G
theorem (proved, e.g., in [37, Theorems 6.5, 6.15], see also [3], [38]) to obtain strict
positivity of GD,Ω(·, ·) on Ω×Ω. In this context we also note that indecomposability
of e−tLD,Ω also follows from [51, Theorem 3.3.5] and positivity improving of e−tLD,Ω
and e−tLN,Ω is proved in [120] and [121, Theorem 4.5].
Nondegeneracy of the groundstate of LD,Ω, LΘj,Ω, or LN,Ω, and an associated
strictly positive eigenfunction a.e. in Ω then follows from [130, Theorem X.III.44].
In this connect one recalls that the spectra of LD,Ω, LΘj,Ω, and LN,Ω are purely
discrete (cf. (3.59) and (3.67)). 
For background literature on nondegenerate groundstates we refer, for instance,
to [47], [48, Ch. 7], [52, Ch. 13], [59, Sect. 10], [60], [68], [77, Sect. 3.3], [78], [130,
Sect. XIII.12], [145, Sect. 10.5].
Corollary 4.6. Under the hypotheses of Theorem 4.4, all semigroups in (4.21)
are sub-Markovian and hence extend to contraction semigroups on L∞(Ω; dnx).
Moreover, all semigroups in (4.21) extend to strongly continuous semigroups on
Lp(Ω; dnx), p ∈ [1,∞).
Proof. This is an immediate consequence of the interpolation and duality consid-
erations discussed in [121, p. 56–57], upon noticing the following facts: 1) The
generators of all semigroups in (4.21) are self-adjoint and nonnegative, and hence
L2(Ω; dnx)-contractions. 2) Since e−tLN,Ω extends to an L∞(Ω; dnx)-contraction
by [121, Corollary 4.10], the fact (2.83) then implies the L∞(Ω; dnx)-contractivity
of all remaining semigroups in (4.21). 
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Remark 4.7. One observes that condition (4.20) is automatically satisfied in the
special case of local Robin boundary conditions considered in Lemma 3.11. In this
context of local Robin boundary conditions a fair number of references proving
Gaussian heat kernel bounds for Lθ,Ω on bounded Lipschitz domains have been
established in the literature as detailed in the paragraph preceding (1.2) in the
introduction of this paper. The nonlocal Robin boundary conditions in terms of
Θ as encoded in (3.29) originated in [70] and to the best of our knowledge, the
corresponding heat kernel and Green’s function estimates for LΘ,Ω in Theorem 4.4
are new.
Remark 4.8. One can add a nonnegative potential 0 6 V ∈ L1loc(Ω; dnx) to all
operators in Theorem 4.4 by employing the following standard procedure: First,
adding the sesquilinear form QV,Ω defined by
QV,Ω(u, v) =
∫
Ω
dnxV (x)u(x)v(x), u, v ∈ dom (V 1/2), (4.26)
to QΘ,Ω and QD,Ω with domains H
1(Ω) ∩ dom (V 1/2) and H10 (Ω) ∩ dom (V 1/2),
respectively, yields densely defined and closed forms bounded from below. The
uniquely associated nonnegative self-adjoint operators associated with
QΘ,Ω(u, v) +QV,Ω(u, v), u, v ∈ H10 (Ω) ∩ dom
(
V 1/2
)
, (4.27)
and
QD,Ω(u, v) +QV,Ω(u, v), u, v ∈ H1(Ω) ∩ dom
(
V 1/2
)
, (4.28)
in obvious notation, will be denoted by HΘ,Ω (and HN,Ω if Θ = 0) and HD,Ω.
One notes that C∞(Ω) (the restrictions of C∞(Rn)-functions to Ω) and C∞0 (Ω)
are form cores for HΘ,Ω and HD,Ω, respectively. Temporarily replacing V by the
bounded approximants Vε = [1 − exp(−εV )]/ε, ε > 0 yields positivity preserving
semigroups e−t(LD,Ω+Vε), e−t(LΘ,Ω+Vε), e−t(LN,Ω+Vε), t > 0, employing the Trotter–
Kato formula,
e−t(A+B) = s-lim
m→∞
[
e−t(A/m)e−t(B/m)
]m
, t > 0, (4.29)
with 0 6 A = A∗ and B = B∗ ∈ B(H). Using the monotone convergence for forms
(cf. [28, Lemma 4] and the corresponding strong convergence of the semigroups
e−t(LD,Ω+Vε), e−t(LΘ,Ω+Vε), e−t(LN,Ω+Vε) to e−tHD,Ω , e−tHΘ,Ω , e−tHN,Ω , respectively,
as ε ↓ 0 (cf. e.g., [29, Lemma 5.2.13]), yields positivity preserving of the latter for
all t > 0. (Alternatively, one can apply the truncation procedure for V described,
e.g., in [59, Sects. 8, 9].) An application of Lemma 2.7 (iii) then again yields the
trace class property of all semigroups involved. Thus, the analogs of (4.21)–(4.22)
hold for HD,Ω, HΘ,Ω, and HN,Ω. Moreover (cf. [47, Lemma 1.1], [28, Sect. 5.B]), the
Trotter–Kato formula applied to form perturbations (either in the form established
in [94] or using again approximations via Vε) also yields
e−tHN,Ω 4 e−tLN,Ω , t > 0, (4.30)
and hence by Theorem 2.3, the analogs of the integral kernel estimates (4.24) and
(4.25) hold.
One can also add a nonpositive potential 0 >W ∈ L1loc(Ω; dnx) either by apply-
ing the perturbation method treated in [130, Theorem XIII.45] or by following the
small form perturbation approach discussed in [59, Sect. 10]. This will, in general,
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result in an additional multiplicative factor of the type ect on the right-hand side
of (4.24).
In this context of additive perturbations we also refer to [14] and [53], where
Gaussian heat kernel bounds are obtained via Ho¨lder inequalities and domination
of semigroups.
Remark 4.9. For a variety of interesting implications of the L2-theory of Gaussian
heat kernel bounds to Lp-spectral theory and analyticity of semigroups we refer to
[121, Ch. 7] and the extensive literature cited in the notes to this book chapter.
Here we only mention the following facts (cf. also [23], [110], [111], [118], [121, p.
95–97], [122], [138]): Introducing the sector S(φ) = {z ∈ C\{0} | | arg(z)| 6 φ}, φ ∈
(0, π/2], all semigroups in (4.21) extend to holomorphic semigroups in Lp(Ω; dnx),
p ∈ (1,∞), on the sector S((π/2)− arctan (|p− 2|/[2(p− 1)1/2])). In addition,∥∥e−zLp,Ω∥∥
B(Lp(Ω;dnx))
6 1, z ∈ S((π/2)− arctan (|p− 2|/[2(p− 1)1/2])),
p ∈ (1,∞), (4.31)
and
σ(Lp.Ω) ⊆
{
z ∈ C ∣∣ | arg(z)| 6 arctan (|p− 2|/[2(p− 1)1/2]))} ∪ {0}, p ∈ (1,∞).
(4.32)
Here Lp,Ω denotes any of the generators of (the extension of) the semigroups in
(4.21) on Lp(Ω; dnx), p ∈ (1,∞).
Finally, we mention a canonical counter example concerning positivity preserving
semigroups among the set of nonnegative self-adjoint extensions of a strictly positive
minimal operator:
Remark 4.10. The literature on positivity preserving semigroups associated with
the Friedrichs extension of differential operators is rather extensive as, typically,
the Friedrichs extension corresponds to the case of Dirichlet boundary conditions.
In the case where the associated minimal operator is nonnegative, it also possesses
a second nonnegative distinguished self-adjoint extension, the Krein–von Neumann
extension. The latter, in the context of Laplacians, was recently discussed in detail
in [19] and [71] (see also [20] and the numerous references to the literature in
these three sources) in the special case where the underlying minimal operator
is in fact bounded from below by ε > 0. Then, admittedly, on a formal level,
the Krein–von Neumann extension in this special case appears to be defined in
terms of a boundary condition that on the surface resembles a nonlocal Robin
boundary condition, where Θ is expressed in terms of the operator-valued Dirichlet-
to-Neumann map (cf. [19, Subsect. 5.2], [71, Sect. 13]). However, the well-known
degeneracy of the lowest point in the spectrum, namely zero, of the Krein–von
Neumann extension corresponding to the Laplacian associated with a bounded,
connected domain Ω ⊂ Rn, n ∈ N, and appropriate regularity of ∂Ω, stemming
from the nontrivial nullspace of the adjoint of the underlying minimal operator,
guarantees that its semigroup is, in fact, never positivity preserving (let alone,
positivity improving). For additional results in this direction, and the fact that
Krein semigroups associated with L and bounded domains Ω are not Markovian, we
refer to [67, Sect. 3.3]. The boundary conditions leading to a positivity preserving
semigroup in the case of the (generalized) one-dimensional Laplacian on a bounded
interval were classified in [61] (see also [67, p. 147]).
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On an abstract level, and by appealing once more to [130, Theorem X.III.44],
the Krein–von Neumann extension AK of a densely defined and strictly positive
operator A with deficiency indices d > 2 in some fixed complex, separable Hilbert
space H will always have the d-dimensional nullspace of A∗ as its nullspace (cf.,
e.g., [19, Sect. 2], [20, Sect. 2]) and hence can never be positivity improving as long
as the resolvent (or semigroup) of AK is known to be irreducible.
Appendix A. Sobolev Spaces on Lipschitz Domains in a Nutshell
Following [70], we recall some basic facts in connection with Sobolev spaces on
Lipschitz domains and on their boundaries.
We start by briefly considering open subsets Ω ⊂ Rn, n ∈ N. For an arbitrary
m ∈ N ∪ {0}, we follow the customary way of defining L2-Sobolev spaces of order
±m in Ω as
Hm(Ω) :=
{
u ∈ L2(Ω; dnx) ∣∣ ∂αu ∈ L2(Ω; dnx) for 0 6 |α| 6 m}, (A.1)
H−m(Ω) :=
{
u ∈ D′(Ω)
∣∣∣∣ u = ∑
|α|6m
∂αuα, with uα ∈ L2(Ω; dnx), 0 6 |α| 6 m
}
,
(A.2)
equipped with natural norms (cf., e.g., [2, Ch. 3], [113, Ch. 1]). Here D′(Ω) denotes
the usual set of distributions on Ω ⊆ Rn. Then one sets
Hm0 (Ω) := the closure of C
∞
0 (Ω) in H
m(Ω), m ∈ N ∪ {0}. (A.3)
As is well-known, all three spaces above are Banach, reflexive and, in addition,(
Hm0 (Ω)
)∗
= H−m(Ω). (A.4)
Again, see, for instance, [2, Ch. 3], [113, Sect. 1.1.15]. Throughout this paper, we
agree to use the adjoint (rather than the dual) space X∗ of a Banach space X .
One recalls that an open, nonempty, bounded set Ω ⊂ Rn is called a bounded
Lipschitz domain if the following property holds: There exists an open covering
{Oj}16j6N of the boundary ∂Ω of Ω such that for every j ∈ {1, . . . , N}, Oj ∩ Ω
coincides with the portion of Oj lying in the over-graph of a Lipschitz function ϕj :
Rn−1 → R (considered in a new system of coordinates obtained from the original
one via a rigid motion). The number max {‖∇ϕj‖L∞(Rn−1;dn−1x′) | 1 6 j 6 N} is
said to represent the Lipschitz character of Ω.
The classical theorem of Rademacher of almost everywhere differentiability of
Lipschitz functions ensures that, for any Lipschitz domain Ω, the surface measure
dn−1ω is well-defined on ∂Ω and that there exists an outward pointing normal unit
vector ν at almost every point of ∂Ω.
In the remainder of this appendix we shall assume that Hypothesis 3.1 holds,
that is, we suppose that Ω ⊂ Rn, n ∈ N, n > 2, is a bounded Lipschitz domain.
As regards L2-based Sobolev spaces of fractional order s ∈ R, in a bounded
Lipschitz domain Ω ⊂ Rn we set
Hs(Rn) :=
{
U ∈ S ′(Rn)
∣∣∣∣ ‖U‖2Hs(Rn) = ∫
Rn
dnξ
∣∣Û(ξ)∣∣2(1 + |ξ|2s) <∞}, (A.5)
Hs(Ω) :=
{
u ∈ D′(Ω) ∣∣ u = U |Ω for some U ∈ Hs(Rn)}. (A.6)
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Here S ′(Rn) is the space of tempered distributions on Rn, and Û denotes the
Fourier transform of U ∈ S ′(Rn). These definitions are consistent with (A.1),
(A.2). Moreover, so is
Hs0(Ω) :=
{
u ∈ Hs(Rn) ∣∣ supp(u) ⊆ Ω}, s ∈ R, (A.7)
equipped with the natural norm induced by Hs(Rn), in relation to (A.3). One also
has (
Hs0(Ω)
)∗
= H−s(Ω), s ∈ R (A.8)
(cf., e.g., [91]). For a bounded Lipschitz domain Ω ⊂ Rn it is known that(
Hs(Ω)
)∗
= H−s(Ω), −1/2 < s < 1/2. (A.9)
See [141] for this and other related properties.
To discuss Sobolev spaces on the boundary of a Lipschitz domain, consider first
the case when Ω ⊂ Rn is the domain lying above the graph of a Lipschitz function
ϕ : Rn−1 → R. In this setting, we define the Sobolev space Hs(∂Ω) for 0 6 s 6 1,
as the space of functions f ∈ L2(∂Ω; dn−1ω) with the property that f(x′, ϕ(x′)),
as a function of x′ ∈ Rn−1, belongs to Hs(Rn−1). This definition is easily adapted
to the case when Ω is a Lipschitz domain whose boundary is compact, by using a
smooth partition of unity. Finally, for −1 6 s 6 0, we set
Hs(∂Ω) =
(
H−s(∂Ω)
)∗
, −1 6 s 6 0. (A.10)
From the above characterization of Hs(∂Ω) it follows that any property of Sobolev
spaces (of order s ∈ [−1, 1]) defined in Euclidean domains, which are invariant under
multiplication by smooth, compactly supported functions as well as compositions
by bi-Lipschitz diffeomorphisms, readily extends to the setting of Hs(∂Ω) (via
localization and pull-back). As a concrete example, for each Lipschitz domain Ω
with compact boundary, one has
Hs(∂Ω) →֒ L2(∂Ω; dn−1ω) compactly if 0 < s 6 1. (A.11)
For additional background information in this context we refer, for instance, to [21],
[22], [56, Chs. V, VI], [81, Ch. 1], [115, Ch. 3], [146, Sect. I.4.2].
Assuming Hypothesis 3.1, we introduce the boundary trace operator γ0D (the
Dirichlet trace) by
γ0D : C(Ω)→ C(∂Ω), γ0Du = u|∂Ω. (A.12)
Then there exists a bounded linear operator γD
γD : H
s(Ω)→ Hs−(1/2)(∂Ω) →֒ L2(∂Ω; dn−1ω), 1/2 < s < 3/2,
γD : H
3/2(Ω)→ H1−ε(∂Ω) →֒ L2(∂Ω; dn−1ω), ε ∈ (0, 1)
(A.13)
(cf., e.g., [115, Theorem 3.38]), whose action is compatible with that of γ0D. That
is, the two Dirichlet trace operators coincide on the intersection of their domains.
Moreover, we recall that
γD : H
s(Ω)→ Hs−(1/2)(∂Ω) is onto for 1/2 < s < 3/2. (A.14)
Next, retain Hypothesis 3.1 and assume that
A ∈ M(Hs(Ω)), 1/2 < s < 3/2. (A.15)
We then introduce the operator γAN (the strong Neumann trace) by
γAN = ν · γDA∇ : Hs+1(Ω)→ L2(∂Ω; dn−1ω), 1/2 < s < 3/2, (A.16)
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where ν denotes the outward pointing normal unit vector to ∂Ω. It follows from
(A.13) that γN is also a bounded operator. We seek to define the action of the
Neumann trace operator in other (related) settings. Specifically, introduce the
weak Neumann trace operator
γ˜AN :
{
u ∈ H1(Ω) ∣∣LAu ∈ L2(Ω)}→ H−1/2(∂Ω), (A.17)
as follows: Given u ∈ H1(Ω) with LAu ∈ L2(Ω) we set〈
φ, γ˜ANu
〉
1/2
= qA(Φ, u) + (Φ, LAu)L2(Ω), (A.18)
for all φ ∈ H1/2(∂Ω) and Φ ∈ H1(Ω) such that γDΦ = φ. We note that the
definition (A.18) is independent of the particular extension Φ of φ, and that γ˜AN is
bounded.
Appendix B. Sesquilinear Forms and Associated Operators
In this section we describe a few basic facts on sesquilinear forms and linear
operators associated with them. Let H be a complex separable Hilbert space with
scalar product ( · , · )H (antilinear in the first and linear in the second argument),
V a reflexive Banach space continuously and densely embedded into H. Then also
H embeds continuously and densely into V∗. That is,
V →֒ H →֒ V∗. (B.1)
Here the continuous embedding H →֒ V∗ is accomplished via the identification
H ∋ v 7→ ( · , v)H ∈ V∗, (B.2)
and we use the convention in this manuscript that if X denotes a Banach space,
X∗ denotes the adjoint space of continuous conjugate linear functionals on X , also
known as the conjugate dual of X .
In particular, if the sesquilinear form
V〈 · , · 〉V∗ : V × V∗ → C (B.3)
denotes the duality pairing between V and V∗, then
V〈u, v〉V∗ = (u, v)H, u ∈ V , v ∈ H →֒ V∗, (B.4)
that is, the V ,V∗ pairing V〈 · , · 〉V∗ is compatible with the scalar product ( · , · )H
in H.
Let T ∈ B(V ,V∗). Since V is reflexive, (V∗)∗ = V , one has
T : V → V∗, T ∗ : V → V∗ (B.5)
and
V〈u, T v〉V∗ = V∗〈T ∗u, v〉(V∗)∗ = V∗〈T ∗u, v〉V = V〈v, T ∗u〉V∗ . (B.6)
Self-adjointness of T is then defined by T = T ∗, that is,
V〈u, T v〉V∗ = V∗〈Tu, v〉V = V〈v, Tu〉V∗ , u, v ∈ V , (B.7)
nonnegativity of T is defined by
V〈u, Tu〉V∗ > 0, u ∈ V , (B.8)
and boundedness from below of T by cT ∈ R is defined by
V〈u, Tu〉V∗ > cT ‖u‖2H, u ∈ V . (B.9)
(By (B.4), this is equivalent to V〈u, Tu〉V∗ > cT V〈u, u〉V∗ , u ∈ V .)
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Next, let the sesquilinear form a( · , · ) : V × V → C (antilinear in the first and
linear in the second argument) be V-bounded, that is, there exists a ca > 0 such
that
|a(u, v)| 6 ca‖u‖V‖v‖V , u, v ∈ V . (B.10)
Then A˜ defined by
A˜ :
{
V → V∗,
v 7→ A˜v = a( · , v), (B.11)
satisfies
A˜ ∈ B(V ,V∗) and V
〈
u, A˜v
〉
V∗
= a(u, v), u, v ∈ V . (B.12)
Assuming further that a( · , · ) is symmetric, that is,
a(u, v) = a(v, u), u, v ∈ V , (B.13)
and that a is V-coercive, that is, there exists a constant C0 > 0 such that
a(u, u) > C0‖u‖2V , u ∈ V , (B.14)
respectively, then,
A˜ : V → V∗ is bounded, self-adjoint, and boundedly invertible. (B.15)
Moreover, denoting by A the part of A˜ in H defined by
dom(A) =
{
u ∈ V | A˜u ∈ H} ⊆ H, A = A˜∣∣
dom(A)
: dom(A)→ H, (B.16)
then A is a (possibly unbounded) self-adjoint operator in H satisfying
A > C0IH, (B.17)
dom
(
A1/2
)
= V . (B.18)
In particular,
A−1 ∈ B(H). (B.19)
The facts (B.1)–(B.19) are a consequence of the Lax–Milgram theorem and the
second representation theorem for symmetric sesquilinear forms. Details can be
found, for instance, in [46, Sects. VI.3, VII.1], [56, Ch. IV], and [109].
Next, consider a symmetric form b( · , · ) : V × V → C and assume that b is
bounded from below by cb ∈ R, that is,
b(u, u) > cb‖u‖2H, u ∈ V . (B.20)
Introducing the scalar product ( · , · )Vb : V×V → C (and the associated norm ‖·‖Vb)
by
(u, v)Vb = b(u, v) + (1 − cb)(u, v)H, u, v ∈ V , (B.21)
turns V into a pre-Hilbert space (V ; ( · , · )Vb), which we denote by Vb. The form
b is called closed in H if Vb is actually complete, and hence a Hilbert space. The
form b is called closable in H if it has a closed extension. If b is closed in H, then
|b(u, v) + (1− cb)(u, v)H| 6 ‖u‖Vb‖v‖Vb , u, v ∈ V , (B.22)
and
|b(u, u) + (1− cb)‖u‖2H| = ‖u‖2Vb, u ∈ V , (B.23)
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show that the form b( · , · ) + (1 − cb)( · , · )H is a symmetric, V-bounded, and V-
coercive sesquilinear form. Hence, by (B.11) and (B.12), there exists a linear map
B˜cb :
{
Vb → V∗b ,
v 7→ B˜cbv = b( · , v) + (1− cb)( · , v)H,
(B.24)
with
B˜cb ∈ B(Vb,V∗b ) and Vb
〈
u, B˜cbv
〉
V∗b
= b(u, v) + (1− cb)(u, v)H, u, v ∈ V . (B.25)
Introducing the linear map
B˜ = B˜cb + (cb − 1)I˜ : Vb → V∗b , (B.26)
where I˜ : Vb →֒ V∗b denotes the continuous inclusion (embedding) map of Vb into
V∗b , one obtains a self-adjoint operator B in H by restricting B˜ to H,
dom(B) =
{
u ∈ V ∣∣ B˜u ∈ H} ⊆ H, B = B˜∣∣
dom(B)
: dom(B)→ H, (B.27)
satisfying the following properties:
B > cbIH, (B.28)
dom
(|B|1/2) = dom ((B − cbIH)1/2) = V , (B.29)
b(u, v) =
(|B|1/2u, UB|B|1/2v)H (B.30)
=
(
(B − cbIH)1/2u, (B − cbIH)1/2v
)
H
+ cb(u, v)H (B.31)
= Vb
〈
u, B˜v
〉
V∗b
, u, v ∈ V , (B.32)
b(u, v) = (u,Bv)H, u ∈ V , v ∈ dom(B), (B.33)
dom(B) = {v ∈ V | there exists an fv ∈ H such that
b(w, v) = (w, fv)H for all w ∈ V}, (B.34)
Bu = fu, u ∈ dom(B),
dom(B) is dense in H and in Vb. (B.35)
Properties (B.34) and (B.35) uniquely determine B. Here UB in (B.31) is the partial
isometry in the polar decomposition of B, that is,
B = UB|B|, |B| = (B∗B)1/2 > 0. (B.36)
The operator B is called the operator associated with the form b.
The facts (B.20)–(B.36) comprise the second representation theorem of sesquilin-
ear forms (cf. [56, Sect. IV.2], [59, Sects. 1.2–1.5], and [95, Sect. VI.2.6]).
Appendix C. On Heat Kernel and Green’s Function Bounds
In this appendix we briefly recall some bounds for heat kernels and Green’s
functions and prove the Green’s function bounds as the latter in dimension n = 2
are difficult to find in the literature.
In the case of Dirichlet boundary conditions (for general open sets Ω ⊆ Rn),
e−t(−∆D,Ω) is known to be ultracontractive, that is, a bounded map from L2(Ω; dnx)
into L∞(Ω; dnx), and to have a nonnegative integral kernel satisfying for all (x, y) ∈
Ω× Ω, and all t > 0,
0 6 e−t(−∆D,Ω)(x, y) 6 e−tH0(x, y) = (4πt)−n/2e−|x−y|
2/(4t)
6 (4πt)−n/2 (C.1)
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due to domain monotonicity, as discussed in [51, Lemma 2.1.2, Example 2.1.8,
Theorems 2.1.6 and 2.3.6]. Here H0 denotes the self-adjoint realization of −∆ in
L2(Rn; dnx),
H0 = −∆, dom(H0) = H2(Rn). (C.2)
In addition, assuming Hypothesis 4.1, there exists a constant cγ,a0 > 0, such that
for all (x, y) ∈ Ω× Ω, and all γ ∈ (0, 1), t > 0, one has the bound
0 6 e−tLD,Ω(x, y) 6 cγ,a0t
−n/2e−|x−y|
2/[4(1+γ)a1t], (C.3)
by [51, Corollary 3.2.8]. In particular, e−tLD,Ω is ultracontractive.
Similarly, assuming again Hypothesis 4.1, also e−tLN,Ω is known to be ultra-
contractive and to have a nonnegative integral kernel satisfying for some constant
Cγ,a0,Ω > 0, all (x, y) ∈ Ω× Ω, and all γ ∈ (0, 1), t > 0,
0 6 e−tLN,Ω(x, y) 6 Cγ,a0,Ωmax(t
−n/2, 1)e−|x−y|
2/[4(1+γ)a1t], (C.4)
by [51, Theorems 1.3.9, 2.4.4, and 3.2.9] (see also the more recent [35], [15, Theorem
4.4], [41], [120], [121, Ch. 6]). We note that the Lipschitz domain hypothesis is
crucial in connection with the estimate (C.4) as it has to be modified in less regular
domains characterized by Ho¨lder regularity of ∂Ω, as discussed in [31, Proposition
3] (and the references cited in this context).
For completeness, we also mention the explicit (but rather crude) Green’s func-
tion estimate in the context of the Dirichlet Laplacian and for LD,Ω, based on
domain monotonicity discussed, for instance, in [15], [50], [51, Ch. 3], [142] (see
also [96, Sect. 1.2], [142]), and the references therein: For all (x, y) ∈ Ω × Ω, and
all λ > 0,
G
(0)
D,Ω(−λ, x, y) = (−∆D,Ω + λIΩ)−1(x, y)
6 G0(−λ, x, y) = (H0 + λIRn)−1(x, y)
=
1
2π
(
2π|x− y|
λ1/2
)(2−n)/2
K(n−2)/2(λ
1/2|x− y|)
6
{
Cλ,Ω,n|x− y|2−n, n > 3,
Cλ,Ω
∣∣ln(1 + |x− y|−1)∣∣, n = 2, x 6= y, (C.5)
with Kν(·) the modified irregular Bessel function of order ν (cf. [1, Sect. 9.6]).
Similarly, in connection with LD,Ω one obtains, for all (x, y) ∈ Ω× Ω, and λ > 0,
GD,Ω(−λ, x, y) 6
{
Cλ,Ω,n|x− y|2−n, n > 3,
Cλ,Ω
∣∣ln(1 + |x− y|−1)∣∣, n = 2, x 6= y. (C.6)
The estimates (C.5) and (C.6) ignore all effects of the boundary ∂Ω of Ω, but they
suffice for the purpose at hand.
Finally, we explicitly derive the analog of (C.6) in the case of Neumann boundary
conditions as this is not so simple to find in the literature (particularly for n = 2).
Lemma C.1. Assume Hypothesis 4.1. Then
GN,Ω(−λ, x, y) 6
{
Ca0,a1,λ,Ω,n|x− y|2−n, n > 3,
Ca0,a1,λ,Ω
∣∣ln(1 + |x− y|−1)∣∣, n = 2,
λ > 0, x, y ∈ Ω, x 6= y.
(C.7)
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More generally, let α ∈ (0, (n/2)], then
(HN,Ω + λIΩ)
−α(x, y) 6
{
Ca0,a1,α,λ,Ω,n|x− y|2α−n, α ∈ (0, (n/2)),
Ca0,a1,α,λ,Ω
∣∣ln(1 + |x− y|−1)∣∣, α = n/2,
λ > 0, x, y ∈ Ω, x 6= y.
(C.8)
Proof. The main ingredients in deriving the bounds (C.7) and (C.8) are the identity
(H + λIH)
−α = Γ(α)−1
∫ ∞
0
dt tα−1e−t(H+λ), α > 0, λ > 0, (C.9)
for a given self-adjoint operator H > 0, and the integral representation (see, e.g.,
[79, # 84327, p. 959])∫ ∞
0
dt t−ν−1e−at−bt
−1
= 2(b/a)−ν/2Kν
(
2(ab)1/2
)
, ν ∈ R, a > 0, b > 0. (C.10)
The asymptotic behavior of Kν(·) (cf., [1, p. 375, 378])
Kν(x) =
x↓0
{
2ν−1Γ(ν)x−ν
[
1 +O(
(
x2
)]
, ν > 0,
−[ln(x/2) + CE ]
[
1 +O(
(
x2
)]
, ν = 0,
(C.11)
Kν(x) =
x↑∞
(π/2)1/2x−1/2e−x
[
1 +O(
(
x−1
)]
, ν > 0, (C.12)
with CE denoting Euler’s constant (see, [1, p. 255]), then implies the bounds
Kν(x) 6
{
C
[
1 + Γ(ν)2ν−1x−ν
][
1 + (2x/π)1/2
]−1
e−x, ν > 0,
C
[
ln
(
1 + x−1
)][
1 + (2x/π)1/2
]−1
e−x, ν = 0,
x > 0, (C.13)
for some universal constant C > 0 in either case. Hence, combining (C.9) and
(C.10) with the heat kernel bound (C.4), and using the crude estimate,
max(t−n/2, 1) 6 cεt
−n/2eεt, ε > 0, t > 0, (C.14)
for some constant cε > 0, then yields
(HN,Ω + λIΩ)
−α(x, y)
6 Γ(α)−1Cγ,a0,Ω,ε
∫ ∞
0
dt tα−1−(n/2)eεte−λte−|x−y|
2[4(1+γ)a1t]
−1
6 Cγ,a0,a1,Ω,α,ε
[ |x− y|2
λ− ε
](2α−n)/4
K(n−2α)/2
(
((1 + γ)a1)
−1/2(λ− ε)1/2|x− y|),
6
{
Ca0,a1,α,λ,Ω,ε,n|x− y|2α−n, α ∈ (0, (n/2)),
Ca0,a1,α,λ,Ω,ε
∣∣ln(1 + |x− y|−1)∣∣, α = n/2,
λ > ε, α ∈ (0, (n/2)], x, y ∈ Ω, x 6= y. (C.15)
Here the last inequality follows from (C.13) and the fact that Ω is bounded. Since
ε > 0 can be chosen arbitrarily small, this proves (C.7) and (C.8). 
We note again that the bound (C.7) for n > 3 can be found, for instance, in [55,
Lemma 3.2] (see also [6], [36], [140]).
We emphasize that the basic ingredients we used to derive (C.7) and (C.8) ap-
pear, for instance, in [51, Sect. 3.4]. Moreover, the identical proof also yields the
crude Dirichlet bound (C.6) (taking ε = 0 throughout). In our opinion, the value of
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presenting Lemma C.1 (besides establishing the bound for n = 2) lies in providing
an explicit reference for the result and the ease with which it is derived.
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