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ABSTRACT 
A finite element method for stochastic dynamic programming is developed. The 
computational method is valid for a general class of optimal control problems that are 
nonlinear and perturbed by general Markov noise in continuous time, including jump 
Poisson noise. Stability and convergence of the method are verified, and its advantage 
in storage utilization efficiency over the traditional finite difference method is demon- 
strated. This advanced numerical technique, together with parallel computation, helps 
to alleviate Bellman’s curse of dimensionality by permitting the solution of larger 
problems. 
1. INTRODUCTION 
Stochastic optimal control is important in many areas, such as aerospace 
dynamics, financial economics, resource management, robotics, medicine, and 
power generation. The main target of this research is to develop a general 
computational treatment of stochastic control in continuous time. Dynamic 
programming, introduced by Bellman, is a powerful tool to attack stochastic 
optimal control and problems of similar nature [l, 31. A higher optimized 
parallel computational method using the finite difference scheme for stochas- 
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tic dynamic programming in a small state space of moderate dimension is 
presented in many previous works [ll, 12, 4, 5, 181. However, dynamic 
programming suffers from Bellman’s curse of dimensionality, in which the 
computational demands grow exponentially with the state space dimension. 
The exponential growth in both computing time and memory requirements 
hinders the solution of large problems. Even with the most sophisticated 
supercomputers, the maximum number of states that can be handled, with 
reasonable degree of accuracy, is four [5, 61. Larson [13] proposed a discretiza- 
tion of dynamic programming called incremental dynamic programming which 
helps to lessen the computer memory requirement for large problems. 
Although the method is effective, it can only be applied to deterministic 
optimal control problems in discrete time. 
The main objective of this paper is to apply the finite element method to 
stochastic dynamic programming. The finite element method possesses a large 
advantage in accuracy over the traditional finite difference scheme in that 
memory requirements are cut down significantly in this memory-bound prob- 
lem, trading some computational efficiency for reduced memory require- 
ments. Hence, Bellman’s curse of dimensionality is alleviated with regard to 
memory requirements and parallel computation. 
Section 2 gives a general review of the mathematical background for 
stochastic dynamic programming. Section 3 gives the finite element formula- 
tion. Section 4 gives the discretization in backward time, the Crank-Nicolson 
predictor-corrector scheme. Convergence and stability for the method are 
verified in Section 5. In Section 6, the computational efficiency of the finite 
element method is compared with that of the finite difference method. 
2. FORMULATION OF BELLMAN’S FUNCTIONAL PDE 
The mathematical foundations for stochastic differential equations are 
given by Gihman and Skorohod [9]. There are also many other treatments 
restricted to the continuous Gaussian noise case [2, 7, 161. 
The Markov multibody dynamical system is illustrated in Figure 1 and is 
governed by the stochastic differential equation (SDE) 
dX( T) = F(X, T, U) dT + G(X, T) d W( T) + H(X, T) dP( T), 
x(t) = x, O<t<T<tf, XE q, UE gu, (2.1) 
where X(T) is the m x 1 state vector and the feedback control vari- 
able U(X(T), T) is an n x 1 vector in the control space 9”. W is the 
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FIG. 1. Multibody dynamical system. 
r-dimensional Gaussian white noise vector which represents the continuous, 
background component of the perturbations, such as that due to fluctuating 
population death rates in a biological resource environment, or to randomly 
varying winds and other background environmental noise. P is the q- 
dimensional Poisson white noise vector which models discontinuous rare event 
components, such as occasional mass mortality, large random weather changes, 
or other large environmental effects. It is assumed that W and P are pairwise 
independent by components, i.e., their covariance is diagonal. F is an m x 1 
deterministic nonlinearity vector, G is an m x r diffusion coefficient array, 
and H is an m x q Poisson amplitude coefficient array. (In general, H can be 
random and distributed, but H is treated as nonrandom here for simplicity.) 
The time variable t represents a family of initial times that helps to facilitate 
the dynamic programming analysis and becomes the fundamental backward 
time variable of the equation of dynamic programming. Typically, the target 
initial time is zero, so is not appropriate for analytical variation. 
The fairly general objective of the problem is to optimize the expected 
value of the performance criterion or total costs 
v(x,umYt) = pTC(X(T),1.,U(X(T),T)) + z(x(tf , (2.2) 
t 
where C(x, t, u) is the instantaneous cost function and Z is the terminal cost 
function. The optimal expected performance on the time horizon (t, tr) is 
given by 
V*(x,t) = m~[,,,;[V(X,U,P,W,t)lX(t) = x,U(X(t),t) = u], (2.3) 
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being such as to minimize costs of production, costs of extraction, fuel 
consumption, or lateral-longitudinal perturbation of motion. 
Instead of a difficult direct path search over all the state and control 
spaces, a dynamic programming formulation is used. The minimization in (2.3) 
is reduced to the simpler minimization of a switching term over the control. 
The reduction of the minimization is accomplished by Bellman’s principle of 
optimization, followed by generalized It6 chain rule (see [lo], for instance), 
leading to the Bellman functional PDE of dynamic programming: 
dV* 
o= at + +(G@)(x, t) : V, v,Tv*(x, t) 
+~~l~r.[v*(~+H,(~,t),t) - v*(O)] +s(Xd), (2.4) 
where the minimized functional control switching term is 
S(x, t) = mjn [ .Y(x, t, u)] = rn? [ C(x, t, u) + FT(x, t, u) V,V*(x, t)] , 
(2.5) 
if it is assumed that only the scalar cost function C and the m x 1 nonlinearity 
function F are control-dependent. In (2.4), the scalar matrix product 
A: B = c c AijBij = Trace[ ABT] . 
* j 
In general, Equation (2.4) will be nonlinear when the argument of the 
minimum in (2.5) is nonlinear in the control vector U. Also note that 
the discrete Poisson noise leads to a PDE with a nonlocal delay functional 
term through the m x 1 argument x + H1, whose components are xi + Hil. 
The use of general Markov noise does not lead to simple boundary conditions 
for (2.4)-(2.5), but fortunately the boundary conditions are embedded 
in the Bellman equation, unlike the forward Kolmogorov equation, so 
that the boundary conditions can be calculated along with the solution. The 
final condition is given by V*(x, tr) = Z(x), p rovided the salvage cost Z is not 
random. 
To simplify the solution of the Bellman functional PDE (2.4) the costs and 
dynamics are assumed to be functions of the control, so that formal solution of 
the minimization in (2.5) is permitted, while still retaining some generality. 
Costs that are a quadratic function of the control are a reasonable choice, 
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taking the minimum energy form 
c(x, Ml) = q)(x, t) + qx, t)u + +uTC2(x, t)u, (2.6) 
so that the unit cost of the controls become higher at large values, provided C, 
is positive definite. In (2.6), Cc is a scalar function, as is C; C, is an n X 1 
vector; and Ca is an n x n array. 
In addition, the dynamics in (2.1) are assumed to be linear in the controls, 
F(x, t,u) = F,(x, t) + F,(x, t)u, (2.7) 
while remaining nonlinear in the state vector. In (2.7), F, is an m X 1 
nonlinearity vector, and Fl is an m x n array. The linear-quadratic control 
form does permit the formal solution of the minimization problem in (2.5). 
The regular or unconstrained control, U,, is determined from the critical 
points of the argument of the minimum in (2.5), that is, 
0 = V,y= C, + FTV,V* + +(Ca + C;)u. (2.8) 
Assuming that the n x n coefficient C, in (2.8) is nonsingular and symmetric, 
the explicit form of the regular control is obtained as 
U,(x, t) = -C,-’ + (Cl + FT V,V*). (2.9) 
For costs more general than quadratic, Equation (2.9) would be an initial 
approximation. The optimal control for the constrained problem will be a 
regular control only when the regular control is in the control domain Qu. In 
the case of a hypercube constraints, U,,, i < Q(x, t) < U,,,ax,i for i = 1 to 
n, the optimal control U* will take the form 
(2.10) 
or 
q*(x, t) = min[ Umax,i, max[ I&j,, j, ufl,i(x, t)]] 3 (z-11) 
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where Ui* is the ith component of the optimal control vector U*; Umax,i and 
U,,,,i are respectively the maximum and minimum of the ith component in 
the hypercube control domain g”. 
When U, exceeds the constraints of s, U* is called a bang control, 
connoting banging on the constraints. Applying the optimal control calculation 
to the minimized functional term and eliminating some terms in favor of the 
regular control vector in (2.9), 
S(x, t) = C, + F;VxV* + ;(U* - 2U&3J* (2.12) 
is obtained. Since U, depends linearly on the solution gradient V,V*, since 
U* is the constrained counterpart of U, in (2.9), and since the minimized 
functional (2.12) is quadratic in the controls, the minimized functional (2.12) 
in general, makes the Bellman equation (2.4) a nonlinear partial differential 
equation. 
3. FORMULATION OF FINITE ELEMENT (GALERKIN) METHOD 
In order to solve the Bellman functional PDE (2.4) with (2.12) numeri- 
cally, a Galerkin approximation in the state space is used: 
where ‘P(x) = [&lNxl is a set of N basis functions that are linearly indepen- 
dent and piecewise smooth. No assumptions are made about essential bound- 
ary conditions here, but some are mentioned later. 
The Bellman functional PDE is multiplied with a test function # and 






at + F,T V,V*(x, t) + $GGT(x, t) : V, V,TV* 
+ 1$1 Xl - [V*(x + H& t)> t) - V*(x, t)] 
+ (ku* - u&qJ*] dx. (3.2) 
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The finite element discretization is obtained by substituting the Galerkin 
approximation (3.1) for V*(x, t) and the N basis functions successively for the 
test function $. 
The term i/ diGGr(x, t) : V, VFV*(x, t) d x involves second order deriva- 
tives in x. One order of derivative in V*(x, t) is transferred to +i. so that 
weaker continuity requirements will be sufficient for the approximating 
functions +i(x). The transformation is done through the product rule and 
divergence theorem (integration by parts): 
1 
z j- qSiGGT(x, t) : V, V,TV*(x, t) dx 
4 
&GGT V,V*(x, t)) dx 
-~/g[V~(SiG”‘)] *V,V*(x,t)dx 
x 
diGGT 2 i$( t) Vx+j ds 
j=l I 
where 
Gij = the element of G in the ith row and the jth column, 
Di = the derivative with respect to the ith component of x, and 
ii = unit normal vector to the boundary agZl,. 
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Using (3.3) together with the Gale&in approximation (3.1), with $ = 4i, leads 




+i C -4jj 
sag j=l dt 
+ J x + HL(x,~)) - #j(x }do s + s ( c#Q* +u - % qc&J*dx 
for i = 1 to N. 
Inner products are defined as 






for some bounded state domain Q% and its boundary 89x. In addition, the 
following simplified matrix notation is defined: 
Q(t) = [qt)],,,~ 
4 j,l = 4j,~(x, t) E 4j(x + Hz(x* t)), 
s(t) = [ (4,, pJ* - ult)Tc&J*)]Nxl’ 
Q(t) = ~[(di’PTGG’V~4j)dINxNii(t). 
P-7) 
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These inner product and matrix notations convert this intermediate form into 
the nonlinear algebraic system 
+ S(t) + Q(t) = 0. P-8) 
If the costs are taken to be quadratic in U as shown in Section 2, then the 
special Galerkin approximation to the regular control and optimal control, 
respectively, are 
u,(x,t) = -c,‘* 
i 
cl + J$l q(t)FT 'x4j(') ! P-9) 
and 
L$*(x, t) = min[ Umax,irmax[ C&i, Ua, j(x. r)]], (3.10) 
where Ui* is the ith component of the optimal control vector U*, and U,,,ax,i 
and U,,, i are, respectively, the maximum and minimum of the ith component 
in a hypercube control domain L& Note that quadratic costs imply that the 
switch matrix S(t) will, in general, have cubic nonlinearity in the basis 
functions. 
The boundary conditions vary greatly with application, depending on 
whether the boundary agz is absorbing, reflecting, or a combination of these. 
In many cases, there are no simple boundary specifications, so that boundary 
values must be obtained by integrating the Bellman equation along the 
boundary. For simplicity in the following derivation, we avoid the specification 
of the boundary conditions, as well as finite element essential boundary 
conditions, by assuming the coefficient G(x, t) vanishes at the boundary, so 
that Q(t) = 0. 
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4. CRANK-NICOLSON PREDICTOR-CORRECTOR SCHEME 
As noted in the previous section, the finite variational form of the Bellman 
functional PDE has a cubic nonlinearity in the basis functions; consequently, 
the resulting nonlinear matrix ODE (3.8) cannot be solved numerically with a 
single step scheme. The time approximation used here is basically a Crank- 
Nicolson discretization scheme, and function values for each time step are 
iterated to obtain a reasonable approximation of the nonlinear switching term 
S. The backward time discretization is given as 
Tk = tf- (k - 1)DT 
for k = 1 to K. 
Using vk = ?(T,J, the 0( k’) central 
derivative dQ( t)/dt at Tk+ ; is given as 
finite difference of the vector time 
Vk+;++ - V/&-r 
-DT 
vk+, - vk 
= 
-DT * 
Under this time discretization scheme, the functions F, and G are evaluated at 
Tk+ ;, and are den_oted by !!a, k+ y 1 and G,,;, respectively. The linear approxi- 
mation vk+;= $(vk+r + vk) is accurate to O(k’). The nonlinear term Sk+; 
must be successively approximated by a predictor-corrector method to obtain 
a degree of accuracy that is comparable to that of the linear algebraic term so 
as to avoid numerical pollution. After the time discretization, the nonlinear 
algebraic system equation (3.8) is converted to a Crank-Nicolson algebraic 
system 
Ak+;(?k+l - iik) = DT * (Bk+& + Sk,;), (4.1) 
where 
P-3) 
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and S,, ; is the corresponding nonlinear switch term. The difference qkTk+r - 
?k is calculated instead of qk;,r to reduce catastrophic cancellation in finite 
precision arithmetic in computers. Exact formulation of this 0( DT) difference 
in the solution loses far less precision than calculating the solution at the new 
time step alone, when it will likely be of the same order as the solution at the 
old time step. 
The predictor-corrector method begins with a convergence-accelerating 
extrapolator (x) start, which helps to cut down the number of corrections for 
each time step. For the new (k + 1)st time step, before the new value of ?k+l 
is evaluated, the old values of ?k and ?k _ 1 are assumed to be known, with the 
starting condition ?a = ?r = [ Z(xi)lNx 1. The extrapolated value 




where sf”i+ L is the ith component of the extrapolated value of the optimal 
control vectir Ufi 1 and U’“? R, I, k+ + is the ith component of the extrapolated 
value of the regular iontrol vector Ukl)k+ +, all evaluated at midpoint time Tk+ ;. 
The extrapolated values of the controls are in turn used to update the value of 




The extrapolated values are put into (4.1) to obtain the extrapolated predictor 
(xp) linear algebraic system: 
(4.8) 
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The (k + i)st time step values are then obtained using the extrapolated 
predictor values ?i$ in the predictor evaluation (xpe) step: 
(4.9) 
which is then used to update the optimal control Uiy’; and the switch term 
S$‘$@+. The updated values are then used in the corrector (xpec) steps, in 
which the (y + 1)st correction is obtained from the system 
with successive corrector evaluation (xpece) steps: 
(4.11) 
to be used in successive evaluation of the optimal control and the nonlinear 
switching term. The predictor step is the zeroth corrector step ~~~+c30) = 
?&)L. The corrector procedures are repeated for y = 0 to +yma, or until a 
predetermined stopping criterion is met. 
Parallelism is effective in the Crank-Nicolson computation loops over the 
state space indices in the numerical equations (4.1)-(4.11). The data depen- 
dence across the time index (k) loops makes it difficult to parallelize the code 
beyond the state loops. The finite element structure saves on memory require- 
ments in comparison with finite differences, but the parallelization properties 
are similar to that for the implementation for finite differences. The paral- 
lelization details are discussed in [ll, 12, 4, 5, 181. 
5. STABILITY AND CONVERGENCE 
In [14], the convergence and stability of the finite difference method for 
solving the Bellman functional PDE is derived. The analysis is based on 
von Neumann’s Fourier stability applied to a linearized comparison equation. 
In the analysis of the convergence and stability of the finite element method, 
we adapted to the same single state linearized, constant coefficient, nonfunc- 
tional PDE comparison equation. Instead of using von Neumann’s Fourier 
stability, eigenfunction expansion is used in the analysis. The one-dimensional 
PARALLEL STOCHASTIC DYNAMIC PROGRAMMING 




i 2 max[ 1 F,,( x, t) + $F,( r, t) * ul] 
are nonnegative constants, which are different from Ak+; and B,,; in the 
previous section. This equation, with maximal coefficients, may be thought 
of as the worst possible case of the Bellman equation (2.4) but we ignore 
the inhomogeneous costs and Poisson-related terms, which would make our 
analysis intractable if we included them. 
For a standard finite element analysis, consider the following self-adjoint 
alternate form of (5.1), 
where e’*l’ is an integrating factor of the spatial part of (5.1). Applying the 
Galerkin approximation (3.1) to the variational formulation of (5.1), we have 
the backward matrix ODE 
^ 
0 = k;(t) + fqt), 
where 
G = [ (+i> e”“‘Gj)] NxN, 
P-3) 
(5.4) 
are, respectively, the mass matrix and stiffness matrix. 4; is the derivative of 
the basis function 4j with respect to x. 
Suppose the whole domain is divided into N, elements. The same matrix 
ODE is applied to both a single element and the whole domain. Let k, and 
m, be the stiffness and mass matrix for the ODE of a single element 





in which n, is the number of nodes in a single element. The nodal value 
vectors +, are related to the element global nodal value vector q by 
G, = A,?, (5.‘) 
where A, are Boolean mapping matrices which map the global numbering of 
the node in the whole domain into the local numbering of a node in an 
element. 
The global stiffness matrix I? and global mass matrix L!? can be assembled 
from the corresponding element matrices as 




6 = c ATm,A,. (5.9) 
e=l 
Consider the corresponding symmetric eigenproblems for the finite ele- 
ment approximation of the self-adjoint form (5.2), 
Rj&fi@ (5.10) 
and 
k,?, = fi,m,qe (5.11) 
for the global and element problems, respectively. Consider the linear finite 
element space, in order to motivate the use of general matrix analysis. A 
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typical finite element is given as 
Xl < x Q Xl + h = x2, (5.12) 
where h is the size of an element. The linear basis functions on an element are 
then given as 
The element mass matrix and element stiffness matrix for the self-adjoint 
problem are given respectively as 
me+?~.~Ji{$(ei_l)( _; 4) 
1 +* i -2 1+ei -1 0 
h 1+eL -2eC Ii -11 0 eh ’ 
(5.13) 
which is postive definite, where & = ih/i, and 
which is negative semidefinite, corresponding to the backward time property 
of the problem. Computations show that 






. I ,. 
as h= Bh/A+O+. 
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Let %‘) and %“) be th e 1 argest and smallest eigenvalue of (5.11), respec- 
tively. Sir&e m, iz symmetric positive definite and k, is symmetric negative 
semidefinite, for linear elements Rayleigh’s principle [8] implies 





that is, the range of the eigenvalue i for the eigenproblem (5.10) lies within 
range of the eigenvalues of the element eigenproblem (5.11). 
Since the Bellman functional PDE is a final time problem, (5.3) is a 
backward time ODE. Following the Crank-Nicolson time discretization 
scheme, Equation (5.3) in the kth step becomes 
w - - I 
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where ?k = ?(Tk). Suppose the starting final guess, Va = Vr = V(Ti), is 
expanded in terms of the discrete orthonormal eigenfunction fj of h?-‘K, i.e. 
Substituting into (5.21) recursively, we have 




Since ij is nonpositive for linear elements, we have 
IPjl G1, (5.25) 
and the Crank-Nicolson scheme is asymptotically stable as k + 03. 
The rate of convergence can also be determined from the correspond- 
ing eigenfunction expansion in the space-time domain [17J. The ortho- 
normal eigenfunction expansions of the exact solution and the approximation, 
recalling the backward time nature of the problem, are given respectively as 
V*(x, t) = jgl cje”j(tf-f)Yj(x), 
where 
/ 
Yi(X)rj(X) dx = 6ij, 
9, 
(5.26) 
Cj = J, V(X, tf)Yj(X) dx> 
I 




I fi(x)$(x) dx = 6,,, g* 
Zj = J, ir(x, q)%(x) dx. 
r 
There are two sources of error: the initial error, which is the error 
of the interpolated initial value, and the evolution error, which is the 
error that evolves with time [17]. When the interpolating functions in 
the finite element space are of order k - 1, the initial error V(x, tf) - V(x, tf) 
is of order hk. The evolution error is found when the same initial condition 
V(x, tf) is used as in both equations (5.26) and (5.27). The errors in the 
eigenvalues and eigenfunctions are given [8, 17] as 
ij - Aj = o( h2(‘-l)h;) (5.28) 
and 
(5.29) 
as h + 0. The error in the eigenfunctions is measured in the L, norm, where 
(5.30) 
for some domain 9=. Similarly, the difference in the weights [17] is 
Zj - cj = J, [ 0(x, t,)i;. - V(x, tf)yj] dx = O(hk) (5.31) 
* 
as h + 0, ignoring the eigenvalue dependence. Therefore, comparing V(x, t) 
and V*(x, t) in (5.26) and (5.27), respectively, the evolution error is also of 
order hk. 
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While our application of the estimates of [8, 171 is quite straightforward, 
our reduction of the more complex Bellman equation to a more standard PDE, 
which is more amenable to analysis, is not standard and is our more significant 
contribution, as our numerical results demonstrate. 
6. MEMORY REQUIREMENTS 
We have seen in the previous section that the order of accuracy of the 
finite element method depends on the degree of the interpolating function. 
For cubic interpolating functions, the error is of order h4. In the conventional 
finite difference scheme, the local truncation error is of order h2. With this 
observation, one can conclude that the numerical efficiency of n mesh points 
per state in the finite element method with cubic interpolating function is 
comparable with tr2 mesh points in the finite difference scheme. 
It has been shown that the storage requirement for the finite difference 
method solution of the Bellman functional PDE (2.4) grows exponentially as 
the number of states in the problem. If m is the number of states and M is the 
number of mesh points per state, then the storage requirement is given as 
mM_ Sf& - K,, * m * Mm. (6.1) 
In [S], we have shown that the asymptotic value of K,, in (6.1) is approxi- 
mately 13. In the finite element (Galerkin) method, the resulting coefficient 
matrices [Ak+; and I$+; in (4.2)-(4.3)] are sparse and the average number 
of nonzero entries per row depends on the dimension and the order of 
the interpolating function, if H = 0. However, with the Poisson noise 
in the stochastic model and the corresponding functional argument x + H1, 
sparseness and the usual local DE behavior are no longer assured. In case the 
Poisson terms do not contribute significantly to array denseness, the extra 
nonzero entries due to the Poisson term is small, and it is reasonable to 
assume that the storage requirement is given as 
if only the matrices are stored in a compressed form where only the nonzero 
entries in each row are stored. Now for large state space problems, the storage 
requirement is dominated by matrices A,,; and B,+ + in (4.2)-(4.3) and a 
pointer array with the same dimension as Ak+; and B,, +. Thus the asymp- 
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totic value of K,, in (6.2) is given as 
Kfm = 3 x (number of nonzero entries per row in A,,;, Bk+;). (6.3) 
Consider, for example, a three state problem with 64 mesh points in the finite 
difference solution. The number of mesh points per state in the finite element 
(Gale&in) method with comparable order of accuracy should be 8, and the 
number of nonzero entries per row in the coefficient matrix is 165 for a cubic 
interpolating function. The storage requirements for the two methods are 
Sfdm 3,64 = 3 x 13 x 643 = 10.2 x 106, 
Sf& 38 = 3 x 165 x 83 = 0.25 x 106. 
This gives an approximate 40 times saving, a substantial improvement in terms 
of storage requirement. 
7. CONCLUSIONS 
It has been shown that the order of accuracy of the finite element method 
for the Bellman functional PDE depends on the degree of the interpolating 
basis function. For an interpolating function of degree k - 1, the accuracy is 
O(hk). Since the order of accuracy for the finite element method can be 
controlled through the degree of interpolating function, higher order finite 
element methods can be used in high order state space problems. This has the 
effect that the same degree of accuracy can be maintained while coarser mesh 
points can be used, alleviating Bellman’s curse of dimensionality. In Section 6, 
we have demonstrated that an almost 40 times saving in memory requirements 
is achieved when the finite element method is compared with the finite 
difference method for a three-state problem. 
The National Computing Initiative [15] noted that stochastic dynamic 
programming is computationally demanding. As technology advances, stochas- 
tic control problems with larger size can be handled through the use of 
advanced computing facilities and computing methods. Preliminary results 
with the finite element method indicates that the method provides advantages 
for reducing dimensionality problems in existing hardware. The solutions for 
stochastic dynamic programming are far from perfect. Much more needs to be 
done to solve problems of higher dimensions. They include 
(1) more advanced supercomputing methods such as the use of data- 
parallel methods which can achieve scalar, linear growth in both memory and 
computational requirements [18]; 
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(2) development of more general and efficient code for the finite element 
method to cut down the number of nodes per state; 
(3) multigrid methods; 
(4) domain decomposition methods. 
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