An introduction is given to the Engineering Design Centre at the University of Newcastle upon Tyne, along with a brief explanation of the main focus towards large made-to-order products. Three key areas of research at the Centre, which have evolved as a result of collaboration with industrial partners from various sectors of industry, are identified as (1) decision support and optimisation, (2) design for lifecycle, and (3) design integration and co-ordination. A summary of the unique features of large made-to-order products is then presented, which includes the need for integration and co-ordination technologies. Thus, an overview of the existing integration and coordination technologies is presented followed by a brief explanation of research in these areas at the Engineering Design Centre.
Introduction
The Engineering Design Centre (EDC) at the University of Newcastle was established in 19y0, with support from industry and the Science and Engineering Research Council (SERC), now the Engineering and Physical Science Research Council (EPSRC). The initial focus of the research at the EDC was in the &dquo;marine and other large made-to-order (LMTO) products&dquo; sector, and this focus has remained throughout the centre's development. Industrial partners in the research programme are drawn from marine, offshore, chernical and process, power generation and aerospace sectors and include both suppliers and operators of equipment.
The main objectives of the research programme of the EDC are the development of tools and methods to improve the design process for LMTO products. The core of this programme is aligned around three principal themes, in a structure that has evolved in response to the research priorities set by the Centre's industrial partners. These themes are:~ Decision Support and Optimisatioñ Design for Lifecyclẽ Design Integration and Co-ordination This paper is primarily concerned with research in the third of these areas, &dquo;Design Integration and Co-ordination&dquo; which has been an active area of the research programme of the EDC for almost 10 years. The focus of this research is on the development of tools and processes to support the activity of large design teams that are organisationally and geographically distributed. While this is a general challenge in many modern engineering enterprises, it is particularly acute in the LMTO sector.
Even if discussion is confined to a particular sector, such as LMTO products, design integration and co-ordination is a broad field, which cannot be covered adequately in a short paper. This paper will therefore concentrate on the following principal topics: a summary of the unique features of LMTO products, and the resulting requirements for integration and co-ordination technologies a brief overview of integration and co-ordination technologies Xuihor to whol11 'orre~ponúel1l:e shttuld be addressed. · key features of the integration and co-ordination research projects currently underway at the EDC An individual research project within the integration and co-ordination portfolio at the EDC is beginning to be validated in an industrial scale case study.
Features of LMTO Products
LMTO products are, almost by definition. generally manufactured as one-off of few-off products. They are also generally characterised by long product lifetimes (30 years or more) and high capital and operating costs. As complex engineered systems they are high added value products, and consequently remain major contributors to the economy of the UK and other industrialised nations.
There are a number of common business drivers, which can be observed across several different LMTO product sectors, that give rise to a growing need for integration and coordination technologies. These include:
An increasing focus on supply chain management and integration, as exemplified by initiatives such as CALS and Smart Procurement. Organisations such as UK MoD's Integrated Project Teams (IPT) which result from such initiatives are, by definition, organisationally distributed. New business models and market opportunities as end users increasingly seek to purchase services rather than products. This emphasises the need for manufacturers to focus on the whole-life performance of a product, and drives a more holistic approach to design. Collaborative ventures, both between manufacturer and end-user (such as alliancing projects in the offshore sector) to reduce costs and between manufacturers to offset risk. Such ventures are almost inevitably geographically distributed.
Integration and Co-ordination Technologies
Much research, including an ongoing project at the EDC [ 1 ] regarding the integration of diverse sets of design tools and data across heterogeneous distributed computing systems, has focused on the use of STEP 121 compliant product data models and CORBA [3] based communication as illustrated schematically in Figure l . This technology is relatively mature, and is beginning to be applied within large engineering organisations, but its scope for further development may be limited. XML [4] is now emerging as a technology that could offer the potential for more dynamic integration, able to adapt more rapidly to changes.
Much of the research in this area is based on the use of agents, which are generally used both to provide elements of what is essentially integration functionality (i.e. facilitating communication between different tools) and to provide higher levels of functionality, including: co-ordinatioñ conflict resolutioñ a degree of intelligence/autonomy While much of this research remains in the academic sector, it should be noted that commercial products are beginning to emerge which provide some of this functionality [5] .
EDC Integration and Co-ordination Research
As noted above, the research portfolio of the EDC has included several projects focused on the development of integrated engineering environments under the &dquo;integration and co-ordination&dquo; theme. The current research activity is illustrated schematically in Figures 2 and 3. Figure 2 illustrates schematically how an agent ~OI71r11Ur11cation layer is built on top oi-the integration layer shown in Figure I in order to facilitate the communication of higher grade information (&dquo;knowledge&dquo;) between agents. In this project KQML [6J is used as the agent communication language. Figure 3 shows some of the key features of the overall EDC research effort in this area. namely: distributed product data model: the STEP compliant product data model shared by the design agents distributed knowledge base: the higher grade information shared by the design agents, communicated using KQML Design Management System: a set of agents, which establishes what tasks need to be carried out for a project to reach a given objectivẽ Design Co-ordination System: a set of agents, which ensure that these tasks are carried out as efficiently as possible, in an environment of dynarnically varying resource availability These models are being developed and validated in a series of case studies in different LMTO sectors. Specific aspects of the work have made use of real-world design tools and problems from offshore, power generation, marine and aerospace sectors.
The following section of this paper discusses one aspect of the work, the design co-ordination system, in more detail.
Enabling Concurrent Engineering through
Design Co-ordination
Introduction
Ever increasing competition in the global marketplace has forced companies to investigate new methods of improving product quality, lowering costs and reducing the time taken to introduce new products. This competitiveness makes constant improvement and modernisation crucial to survival. Since the late 1980s in academia and the early 1990s in industry, Concurrent Engineering (CE) has been recognised as one such strategy for improving the design process. This involves performing as many activities as possible simultaneously, enabled by cross-functional teams working cooperatively and effectively on separate aspects of the overall product development.
For a large engineering organisation, CE is seen by many as a requirement to achieve and sustain a competitive advantage in support of the development of high quality products that can be produced efficiently. CE involves varying sized groups of expertise working simultaneously on different parts of an engineering project. These teams are independent but cannot work in isolation since communication must occur between them. For complex product development, CE not only needs multi-functional teams, but also requires communication between teams and effective co-ordination to integrate their efforts. Hence, a communication environment is required to allow effective sharing of information between teams and among team members of related development tasks.
Many issues have been identified as essential requirements with regard to ensuring that CE is effective when implemented and operated in a large engineering organisation or complex design process. The most prominent issues of CE are co-ordination, communication, cooperation (teamwork), integration, information sharing, multi-functional teams, planning, scheduling, self-discipline and productivity [7] [8] [9] [10] [11] [12] .
It is argued that co-ordination is the principal requirement for the successful implementation of CE. Co-ordination can be thought of as the concept of the appropriate activities being performed, in a certain order, by a set of capable agents, in a fitting location, at a suitable time, in order to complete a set of tasks. That is, for the right reasons, at the right time, to meet the right requirements and give the right results 113].
Concurrent Engineering
The emphasis of much research has been directed toward the belief that organisations need to realise that in order to be successful now, and in the future, approaches and techniques to modernise its structure, and the way in which it operates, need to be continuously reviewed. If a competitive edge in the global marketplace is to be maintained, such continuous reviews need to be carried out voluntarily, rather than just when pressured to do so. Organisations failing to respond to the perpetual changing approaches to engineering design will result in them becoming uncompetitive.
CE is seen as one such approach that companies could employ if they are aiming to perform to their optimal potential. A forward thinking and progressive organisation will appreciate and understand the prominent issues of CE mentioned previously. Proper implementation and co-ordination of CE due to its systematic nature will ensure a more efficient and effective organisation. The size and nature of a business needs to be taken into account when deciding how, and to what extent, CE could be employed within the organisation.
Of the many definitions of CE, one of the most prominent is that given by Winner et al. [1~], and referred to by Karandikar et al. [ 15] , as &dquo;a systematic approach to the integrated, concurrent design of products and their related processes, including manufacturing and support. This approach is intended to cause the developer from the outset, to consider all elements of the product life cycle from conception through disposal including quality, cost, schedule and user requirements.&dquo; This definition is representative of many of those encountered in that the main emphasis is placed on its systematic approach to the design process as it reduces the design time and hence total design cost, which is one of the main considerations in the entire design process.
Duffy et al. [7] state that design co-ordination is a vehicle for the realisation of CE. In addition, it is mentioned that while the main objective of CE is directed at considering aspects of design simultaneously, design co-ordination provides the means of integrating and controlling disparate activities. Tan et al. [8] identify co-ordination as the key design component for group problem solving and that CE needs integration, that is interactive sharing and use of information and knowledge between group members and also between groups. McCord et al. [9] detine CE as multiple cross-functional teams, rather than functional groups, working simulta-neously on separate aspects of the overall development effort. Integration, co-ordination and information tlow are identified as challenges of CE. Tomiyama I 101 identifies the critical issues of performing CE in industry as ( 1 ) constructing cross-functional teams that are focused on the target product, (2) facilitate mutual communication among members of cross-functional teams, (3) bringing traditionally later stages of the design process to the discussion table early, and (4) develop a computational infrastructure to facilitate ( 1 ), (2) and (3). Gatenby et al. 11 11 describe a systematic approach and offer the basic elements of CE as cross-functional teams, concurrent product realisation process activities, incremental information sharing and use, integrated project management, early and continual supplier involvement and customer focus. Matta et al. [ 12] describes a generic model for the CE task with three main subtasks. The first being the design subtask which relies on private knowledge and each designer generating some propositions to satisfy given requirements. Second, the argue subtask attempts to change other participants' opinion by justifying the utility and the necessity of a proposition. The third subtask being where groups evaluate the integration of propositions. Contlicts arise when propositions do not satisfy participant's needs. The primary task here is to detect and solve conflict. CE has become one of the more prominent contemporary strategies aimed at making an organisation more competitive in today's aggressive commercial markets. CE needs to be supported and sustained in order to achieve the long term benefits it offers. Inadequate implementation and co-ordination will result in the organisation failing to realise the benefits and give CE little opportunity of succeeding. The principles of CE must be fully understood and embraced by an organisation if implementation is to be successful. Implementation may also be time-consuming and costly but the long term benefits of the full impact of the strategy are aimed at creating a stronger organisation. The applicability of CE must also be given careful consideration as it may not be plausible in a particular situation or even appropriate. That is, CE may only be applicable in certain areas of the design process whereas the more traditional sequential approach may be required in other areas. Some activities should not be performed concurrently and if they are then there exists the risk of major re-work. Therefore, CE must be performed sensibly in that activities should only be carried out concurrently if it is realistic and advantageous to do so. Great effort should be taken to ensure that CE is utilised wherever possible providing the reasoning behind such a strategy aids the design process as a whole.
Requirement for Design Co-ordination
CE is concerned with the concept of performing activities simultaneously which are usually carried out sequentially.
However, CE does not remove or shorten the duration of some sequential activities from the design process but brings together sequential activities and focuses on concurrent con-siderations in order to establish which activities can be performed simultaneously. Clearly, the concept of CE is attractive with obvious benefits and advantages. In order to be able to take advantage of concurrency at any level, an appropriate mechanism needs to be in place that enables any potential opportunities of simultaneity to be maximised and realised. Coordination is proposed as the principal key to such a mecha-IllSn7.
Co-ordination, in an operational sense, with respect to completing tasks can be viewed as comprising of five fundamental components: activity, agent, order, location, and time. Within any environment, in order to satisfy a particular requirement. an activity needs to be performed so that the appropriate task can be completed. The activity needs to be specified such that when performed will have the desired effect and complete the task. Therefore, careful consideration needs to be given to determine which activity it is most appropriate to carry out in order to do the task. To perform an activity, an agent, or agents, must carry out the required actions in order to complete a particular task. An agent can be considered as a resource and may be human, software or hardware. Essentially, an agent is an entity capable of performing some activity to do a given task. The correct choice of agent, or agents, will ensure that the activity is performed in the most suitable fashion and the task is completed satisfactorily. Since relationships can exist between tasks, there may be an optimal order in which activities should be performed to complete the tasks. Consideration to this fact will assist in identifying those activities that can be performed concurrently and those that must be carried out sequentially. When an agent is performing an activity it may be appropriate to do so in a certain location. This consideration may be of particular importance and relevance when agents are working in the same team, or related teams, to complete the same task, or related tasks. For any activity, timeliness is usually of paramount importance. The time at which an activity is performed directly affects the completion of a task.
Agent Oriented Approach to Co-ordination
Co-ordination can be viewed as the decision making, controlling, modelling and planning/scheduling activities with respect to the design factors time, tasks, resources and aspects [7, 13 ] . The agent based co-ordination approach described here embraces this high level concept in that it involves the co-ordination of tasks which aims to optimise the scheduling and planning of the design process with respect to the allocation and utilisation of available resources. The approach incorporates an agent architecture in which each agent fulfils a particular role and performs several different activities. The behaviour of all agents is complimentary in that they assist other agents when necessary. Agents communicate by sending messages and take appropriate action when required.
In any application of the agent based co-ordination approach, the number of certain agent types is fixed whereas others are dependent on factors such as the tasks to be completed in the design process and the available resources in the design environment. Only one Co-ordination Manager (CM), Resource Manager (RMan) and Scheduling Agent (SA) exist. The number of Information Managers (IM) is equivalent to the number of different tasks to be completed. The number of Task Managers (TM) is equal to the product of the number of tasks and the number of resources. Each resource being utilised is allocated a Resource Monitor (RMon) and an Activity Director (AD).
The Co-ordination Manager registers agents and provides an introduction service such that related agents can locate each other.
The Resource Manager is responsible for ensuring that at all times optimal utilisation is made of the available resources in the design environment. The Scheduling Agent, on instruction f~rom the Resource Manager, invokes an optimisation package to create a schedule.
Activity Directors act on this schedule by directing Task Managers to complete their tasks by performing the required activities. Prior to executing their tasks, Task Managers request input from their related Information Manager. Resource Monitors constantly review their associated resource and inform the Resource Manager of any change.
CO-ORDINATION MANAGER
Initially, the Co-ordination Manager is central to all agent activity. In order for an agent to register its services, first it must send a message to the Co-ordination Manager. Information contained within this first communication relates to attributes of the agent. This information, which is dependent on agent type, is registered by the Co-ordination Manager in an address book. Once an agent's attributes have been recorded, the Co-ordination Manager acknowledoes the existence of the said agent. Subsequently, in the event of any one agent requiring particular information regarding another agent, the details can be obtained from the Coordination Manager. Knowledge of this information then enables the necessary agents to communicate directly. rather than via the Co-ordination Manager, and work cooperatively to perform their activities, complete their tasks, and achieve their goals. This feature of agents having the ability to communicate directly w-ith anv other agent allows efficient message passing, removes the problem of communication bottlenecks, and promotes co-ordination. Message passing is said to be efficient since communication only occurs when necessary between agents. The Co-ordination Manager facilitates the decentralisation of communication amongst agents. Consequently, message bottlenecks are avoided and communication can occur directly and concurrently between agents, rather than via some centralised agent. Co-ordination is promoted since the Co-ordination Manager can supply related agents with each others' details such that the agents can then work cooperatively as a team to meet the overall objective.
A number of agents request information from the Co-ordination Manager regarding other agents such that they can communicate directly and coordinate their activity. Specifically, each Task Manager requests the address of its related Information Manager. These agents are related if they are associated with the same task. If the Information Manager has registered, the Co-ordination Manager provides the Task Manager with the requested information. In the situation where the Information Manager has not yet registered, the Co-ordination Manager indicates to the Task Manager that it should request the information again at a later time. This period of time may be specitied by the Co-ordination Manager. Similarly, the Scheduling Agent, Resource Monitor, and Activity Director agent types request the address of the Resource Manager. These requests are managed by the Co-ordination Manager in exactly the same manner as described with the Task Manager and Information Manager.
The Co-ordination Manager is also responsible for constructing an agent matrix, based on the representation of the design structure matrix ~ tdj. An example matrix involving one agent ot each agent type is shown in Table 1 . The matrix contains information regarding relationships between all registered agents and, hence, the communication links between them. An element equal to I indicates that a relationship exists between the respective agents. If an element is 0 then no relationship exists between the agents.
In the event of the Co-ordination Manager becoming unavailable, the information contained within the agent matrix can be ascertained by its replacement. The replacement agent would be able to perform all duties originally performed by the Co-ordination Manager. An agent replacement mechanism exists which enables any agent that becomes unavailable to be replaced such that the effectiveness of the agent community is not compromised and the performance of the co-ordination is not diminished.
Unless, the agent that has become unavailable is the Co-ordination Manager, then it is the Co-ordination Manager who operates the agent replacement mechanism. New agents are integrated into the society of agents with minimal impact on all other agents and the design process.
INFORMATION MANAGER
An Information Manager is directly associated with a par- Table 1 . Agent matrix. ticular task. Responsibilities of this agent include ensuring that inputs are coordinated before and after the associated activity is performed on thein. That is, they are added to or removed from the right resource at the right time. Other duties include ensuring that any information and/or tools associated with the task to which it has been assigned are made available to the related Task Manager. After a Task Manager has performed its associated activity to complete its task on a particular input, and prior to preparing another input, the Information Manager coordinates the output from the previous task. That is. the output may be removed from one resource and placed on another as input in preparation for the next activity to be performed. This procedure needs to be carried out after every activity is performed to avoid delays on any of the resources.
An Information Manager needs to be able to provide a specifically requested input to the Task Manager while keeping a record of those inputs that have already been released and those pending. This is due to the order in which inputs are scheduled by the Scheduling Agent not necessarily being in ascending numerical order of input identification number. Hence, a Task Manager may wish to request a specific input.
TASK MANAGER
As with an Information Manager, a Task Manager is also associated with a particular task. A relationship exists between a Task Manager and Information Manager if they are associated with the same task. A Task Manager's responsibitities include requesting inputs from its related Information Manager and subsequently supervising or performing the activity to complete the task on the input on the assigned resource. Once a task has been completed by a Task Manager the related Information Manager coordinates the output. Inputs continue to be requested from the Information Manager by the related Task Manager until all have been dispensed and each activity has been performed on them. and hence all tasks have been completed. That is, the design process is complete. Task Managers need to be able to request a specific input from their respective Information Managers so as to accommodate the &dquo;random&dquo; order of inputs within any given schedule as calculated by the Schduling Agent. Hence, the input identification number is recorded which can be checked by the Activity Director prior to the activity being performed. An Activity Director is responsible for ensuring that the appropriate activities taking place on its associated resource are carried out in the correct order at the right time by the right Task Manager. Hence, a Task Manager will be instructed at the appropriate time to commence performing an activity on a particular input by an Activity Director. Each Task Manager must act promptly when instructed to commence by an Activity Director. This prompt action will lead to the schedule being adhered to as closely as possible and the design process being completed in a near optimum time. Table 2 . A status flag is an indication of whether or not a resource is available for use, such that s¡ = J 0, 1 ) V.i. Efficiency is a relative measure of the speed of a resource, such that 0 < E; <_ I V.j. The Resource Manager updates the resource model when necessarv following notification of a shift in a particular resource's efficiency by the associated Resource
Monitor.
On receiving notification from any of the Resource Monitors that the efficiency of its associated resource has fallen below a threshold level, the Resource Manager determines whether this change is signiticant enough to warrant an instruction to the Scheduling Agent to produce a new schedule. The threshold level will be particular to the design environment and is defined by the designer. In addition, the threshold level may vary with resources in the design environment. The Resource Manager decides whether or not the scheduling mechanism should be invoked as it may not always be appropriate to do so. Similarly, if the efficiency of a resource increases beyond a certain threshold level causing it to be more efficient than a resource currently being utilised in the design process then the Resource Manager should also consider requesting a new schedule. If the Resource Manager decides, that based on the information it has available, a new schedule is required then an instruction is sent to the Scheduling Agent to proceed in doing so. This decision making process concerning whether or not to re-schedule, involves the Resource Manager taking into account several factors. The number of inputs remaining to be considered and the likelihood that a new schedule will be adhered to for the remainder of the design process should also be taken into account.
SCHEDULING AGENT
A Multiple Criteria Genetic Algorithm [ 18J is utilised by the Scheduling Agent to facilitate the optimum utilisation of the available resources. The Scheduling Agent views the scheduling problem as the total design time, of a given number of tasks with interdependencies between them, should be minimised by assigning them to be performed on an optimum number of the most efficient resources. Table 3 . Task matrix.
The Scheduling Agent prepares the information required. for the Multi Criteria Genetic Algorithm (MCGA). This information is held in a task matrix and the resource model.
The task matrix, as used by Eppinger et al. [ 17] , is constructed by the Scheduling Acent. This matrix contains information such as dependencies between tasks T, and datum task durations TDi. where i = {!. 2.3..... /?} and 11 is the nunsber of tasks. Task dependencies are represented in the off-diagonal elements by 0 for non-dependency and I for dependency. Datum task durations, using consistent units, are represented in the diagonal elements. An example task matrix is shown in Table 3 .
The Scheduling Agent uses the information held in the task matrix to identify those activities that can be performed simultaneously such that the corresponding tasks that can be completed concurrently.
Relationships between tasks, datum task durations, number of inputs to be considered, and available resources is information used by the Scheduling Agent in order to establish a schedule and, hencc, an order to perform tasks on each input. When instructed by the Resource Manager, the Scheduling Agent executes the MCGA to produce a Pareto optimal set of schedules. The Scheduling Agent then uses a prescribed criteria to select the most appropriate schedule from the set which enables the optimum utilisation ofthe available resources to be made. The Scheduling Agent notifies the Resource Manager when a new schedule has been produced. In addition, each Activity Director is notified of the schedule of tasks to take place on the resource to which it is associated. When a new schedule is produced. only those activity directors with a change to their current schedule need to be notified. It is conceivable that the task load and/or order may change on only a number of the resources being utilised rather than all of them. This feature of decomposing the global schedule into local schedules creates the opportunity for a more efficient approach to re-scheduling.
RESOURCE MONITOR
A Resource Monitor exists for each resource within the design environment. Each Resource Monitor continuously monitors and records the efficiency and status of its associated resource. If a Resource Monitor observes its associated resource's efficiency deviate from the current value or the status change, then it will inform the Resource Manager of this fact and supply the latest statistics. This may result in the Resource Manager deciding to remove/add that particular re-source from/to the design environmcnt and request that a new schedule he calculated by the Scheduling Agent.
ACTIVITY DIRECTOR
As with a Resource Monitor, an Activity Director exists for each resource within the design environment. An Activity Director is responsible for directing the activities to be performed on its associated resource in order to complete the corresponding tasks. This agent also facilitates the operational cu-ordination of the tasks and resources involved in the design process.
Each Activity Director must orchestrate the activities being performed on its associated resource. In particular, an Activity Director is responsible for instructing Task Managers to perform their associated activity on a particular input on the associated resource in the appropriate order. A Task Manager v-ill only be able to perform its associated activity if permission is given by the Activity Director. Once the Task Manager receives this instruction it proceeds to perform the activity on a given input. On completion, the Task Manager informs the Activity Director that it has finished. The Activity Director then proceeds to instruct the next Task Manager in the local schedule to perform its activity on a particular input, and so on.
Application
The application considered involves the DCS being utilised in conjunction with the Robust Concept Exploration (RCE) framework [ 19 ] . The RCE framework employs Taguchi niethods, analysis tools and state-of-the-art statistical techniques such that an efficient exploration of the design space can be conducted in order to locate designs, which are considered to be robust. Brietly. a design is said to be robust if its performance is insensitive to the environment in which it is manufactured or operated.
In order to evaluate design concepts the RCE framework uses analysis tools. In this particular example, a single analysis tool capable of producing a number of measurements for the sea-keeping of a catamaran was used. However, itishighlighted that due to the nature of the DCS, multiple instances of multiple analysis tools from any domain can be managed and coordinated. The RCE framework generates a number of alternative design concepts for the catamaran, which are expressed in terms of control variables and noise variables. Control variables are those that can be freely controlled by the designer, such as hull length, breadth to draft ratio, distance between demihull centres, longitudinal centre of buoyancy, coefficient of waterplane, and longitudinal centre of flotation for the catamaran. Noise variables are those which the designer cannot control or are expensive to control, namely waveheading in the case of the catamaran design. After generating a number of alternative design concepts, the RCE framework sequentually executes the analysis tool each time evaluating a different concept, thus calculating the response variable, i.e., relative bow motion. Depending on the nature of the problem being considered, the time taken to perform the design analysis sequentially can be considerable and is usually attributed to the greatest proportion o1~ the overall operation of the RCE framework. Benchmark results were obtained by employing the RCE framework in a Unix environment on one Ultra I/l70 machine, which has a single UItraSPARC processor. The benchmark execution times recorded were for the sequential execution of the analysis tool alone, rather than including the use of Taguchi methods and statistical techniques.
Subsequently, the DCS was employed in the same Unix environment with the design analysis, involving the evaluation of alternative catamaran design concepts, being carried out on various combinations of Ultra 1/170 machines, namely 1.2.3.4 and 5. DCS agent activity was performed on an Ultra 10 workstation which has a single processor. The coordinated approach, implemented within the DCS, was assessed such that its effect and that of varying the number of processors could be established. Benchmark and DCS measurements were obtained from two cases involving the evaluation of 79 and 243 catamaran design concepts.
Results
Prior to discussing the results achieved in the catamaran design example, it is appropriate to mention the actions of the agents employed within the DCS. Once the RCE framework generated a number of alternative concept designs to be evaluated, the DCS was invoked. Initially, the Co-ordination Manager received notification of registration from all other agents, which included details of their attributes. Each agent then requested information from the Co-ordination Manager regarding related agents such that they could communicate directly thereafter. The Resource Manager was initially contacted by all Resource Monitors, which provided current measures of efficiency for the processor to which they were associated. Simultaneously, the Scheduling Agent constructed a task matrix, which held information regarding the tasks that need to be completed, i.e., the design concepts to be evaluated. Based on the information within the task matrix and resource model, the Scheduling Agent then employed the MCGA in order to determine a near-optimum order in which catamaran concept evaluations should be performed on the available processors taking into account their respective efficiency measures. The MCGA produced a Pareto optimal set of schedules, each of which was near optimal with respect to certain criteria. Minimise (I) time to complete the concept evaluations, (2) number of processors used, and (3) mean processor utilisation, were used as criteria to select the &dquo;best&dquo; schedule. The relevant part of this &dquo;best&dquo; schedule was then communicated to each respective Activity Director of the corresponding processor such that the analysis could commence. Activity Directors associated with each processor then requested that their related Task Manager of the corresponding design concept complete the concept evaluation. Prior to the completion of the concept evaluation, Task Managers requested that their related Information Manager provide the appropriate input information for the particular design concept to be evaluated. As soon as this information was supplier. the Task Manager completed the concept evaluation. Subsequently, the related Information Manager recorded the results of the evaluated design concept. The Activity Directors then continued directing the analysis in accordance with the schedule for their associated processor until the whole design analysis was completecl.
The measure of performance used for the DCS was the elapsed time to compute the solution of a given number of design concepts. In an environment with dedicated processors, and based solely on computation time of the design concepts, as the number of processors ii is increased the elapsed time should decrease according to the inverse relation llii.
Benchmark results were obtained using a single Ultra 1/170 machine to sequentially compute 79 and ?.~3 concepts for Case I and Case ? respectively. The results presented in Table 4 were obtained by running the DCS in comparable conditions for each operation with respect to processor utilisation. That is, it was ensured that other network usage was negligible.
Figures 4 and 5 indicate the total time taken for the family of agents operating within the DCS to perform their individual activities including the analysis tool execution duration for all design concepts being evaluated. Extrapolated benchmark execution times are also shown. The inverse relationship between the number of processors and computation time was used to obtain extrapolated results for 2, 3, 4 and 5 processors. Therefore, using ii processors as opposed to 1 should result in a 100(ii -I >fii% reduction in computational time. With respect to the extrapolated benchmark execution times, the assumption is made that for each combination of processors, all processors are working in parallel with an equal number of design concepts being evaluated sequentially on each of them.
Clearly, and as expected, in both Figures 4 and 5 it can be seen that as the number of processors is increased, the DCS execution duration decreases. The results obtained using the DCS appear to exhibit the previously stated inverse relationship with respect to the number of processors utilised. The results indicate that the DCS is capable of achieving results in close proximity to the projected benchmark values for both Case 1 and Case 2. With respect to Case 1, the offset between the DCS and benchmark results vary from approximately 12% to 5.5%. For Case 2 the offset varies from approximately 14% to 4.5%. In both cases, the greatest difference exists when only a single processor is employed within the DCS. This particular scenario is unrealistic since there would be no requirement for the DCS if only one processor were available as its intended use is in a distributed computing environment. The need for operating the DCS can only be justified in the event of more than one processor being available. After discarding the single processor use of the DCS, it can be deduced from Table 4 that a relatively small offset range of 7.2% to 4.5% envelops both cases. This proportion of DCS operation is due to activities performed by agents excluding analysis tool executions by Task Managers. Prior to any analysis tool execution, the Information Manager is tasked with preparing and coordinating the various design concept models throughout the distributed design environment. Similarly, evaluated concepts need to be coordinated for subsequent use, in this instance within the RCE framework, between analysis tool executions. In addition, certain activities of the Co-ordination Manager, Scheduling Agent, Resource Manager and Resource Monitors need to be performed before any analysis tool executions can commence.
In Table 4 it can be seen that a marginal difference in offset exists between Case 1 and 2. This difference is illustrated in Figure 6 . The discrepancy between the two cases can be explained by the fact that the proportion of coordination activity performed by the agents is less as a total percentage of the overall duration of the DCS in Case 2 than in Case 1.
Approximately three times as many design concepts were evaluated in Case 2 as in Case I and therefore analysis tool computation time becomes more dominant. Hence, the greater the number of design concepts being evaluated, the less the offset between the DCS and benchmark results.
Summary and Conclusions
The DCS has achieved significant reductions in the time taken to perform the computational analysis of a given number of design concepts within the RCE framework. Essentially, the time compression achieved by the DCS is inversely proportional to the number of processors utilised. As a result of significantly reducing the design analysis time, utilising the DCS has allowed the designer to perform a more comprehensive concept exploration of the design space. Consequently, the concept design selected was superior in terms of the designer's nominated criteria [20] .
It has been shown that the family of agents operating within the DCS can work cooperatively in a coordinated fashion with effective results. It is this ability of the agents to operate in a coordinated manner that permits the computational analysis time to be reduced by seizing the opportunity to perform activities concurrently. Simply committing greater resources to a particular part of the design process will not necessarily result in a corresponding reduction in the time to perform the tasks involved. It is the capacity to coordinate the activity performed by each of the team members, taking into account the available resources and knowledge of their roles and effects, and taking advantage of instances where concurrency is possible that enables a measured reduction in the duration of those activities to be achieved.
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