Abstract. Efficient use of a distributed memory parallel computer requires that the computational load be balanced across processors in a way that minimizes interprocessor communication. A new domain mapping algorithm is presented that extends recent work in which ideas from spectral graph theory have been applied to this problem. The generalization of spectral graph bisection involves a novel use of multiple eigenvectors to allow for division of a computation into four or eight parts at each stage of a recursive decomposition. The resulting method is suitable for scientific computations like irregular finite elements or differences performed on hypercube or mesh architecture machines. Experimental results confirm that the new method provides better decompositions arrived at more economically and robustly than with previous spectral methods. This algorithm allows for arbitrary nonnegative weights on both vertices and edges to model inhomogeneous computation and communication. A new spectral lower bound for graph bisection is also presented.
sets of vertices (the decomposition problem) is largely decoupled from that of assigning a set of vertices to a specific processor (the assignment problem). The communication overhead of an application program, however, depends on both the decomposition and the assignment, hence it is generally preferable to consider these aspects of the problem together. We might, for example, choose to accept a higher volume of communication between two sets in order to place them topologically closer on a given architecture.
Our approach to the graph partitioning problem addresses these shortcomings. It is based upon results from spectral graph theory, in which eigenvectors of a matrix are used to bisect a graph. The idea of using eigenvectors to partition graphs dates back to work in the early '70s by Donath and Hoffman [3] , [4] and Fiedler [6] , [7] , but it has recently generated renewed interest [2] , [18] , [21] [22] [23] . Simon [24] and Williams [27] have applied spectral bisection to the load balancing problem and found it to have a number of attractive features in this context. Unlike some other techniques, spectral methods are invariant under geometric transformations of the computational domain, as well as under renumbering of the computational graph. They also seem to generate good partitions in practice, albeit at a fairly high cost compared with some weaker heuristics.
Our method generalizes spectral graph bisection in several important ways. First and most important, we use multiple eigenvectors in a new way to divide a problem into four or eight pieces at once rather than just two. On an intuitive level, the first eigenvector defines a surface which bisects the graph, the second defines an intersecting surface which bisects these two pieces, and so on. This allows us to perform fewer recursive steps while dividing a problem into a given number of pieces. By trading off the combined effects of several cuts, we can reduce the look ahead problem associated with bisection. In addition, by using multiple eigenvectors we often achieve a substantial economy in the net cost of the eigenvector calculations, the dominant expense. Second, our model allows for inhomogeneous computation and communication requirements of an application, substantially broadening the class of problems for which it is appropriate. Third, our method does not ignore machine architecture, but rather minimizes a function that explicitly accounts for hypercube topology in the communication cost. Recent empirical evidence confirms that this should lead to significantly better partitions in practice 10]. Our method can also be applied to meshes since d-dimensional meshes can be recursively decomposed as d-dimensional hypercubes. ( We note that the function we minimize may not be appropriate for other applications of graph partitioning.) Fourth, unlike most other approaches, our method solves the assignment problem simultaneously with the decomposition.
Other methods for using multiple eigenvectors to partition graphs into multiple sets have been developed by Donath and Hoffman [3] and Rendl and Wolkowicz [23] . However, these algorithms require 2 k eigenvectors to produce 2 k sets rather than the k eigenvectors we need. Furthermore, they do not account for hypercube or mesh topology as we do. These methods do have the advantage of allowing for partitioning into sets of arbitrary size, whereas our method is largely restricted to producing balanced partitions.
Our partitioning algorithm is designed for mapping computations across message passing multiprocessors, and is most appropriate for applications in which the computational requirements are static so that a good decomposition can be determined a priori. It is particularly well suited to problems in which many different Although it is sometimes possible to achieve parallelism by effectively overlapping multiple iterations [28] , the more common approach is to exploit parallelism within each iteration. Within an iteration, a processor performs a set of computations followed by a set of communication operations, and since each iteration involves the same set of operations, it is sufficient to distribute the task among processors based upon the requirements of a single iteration. We represent a computation as an undirected, weighted graph G (V, E), using n to denote the size of the vertex set V, and m the size of the edge set E. Each vertex vi V corresponds to a computational task to be performed on a single processor, and the time required to execute that task is represented by a positive weight wv(vi). We denote by Wv the sum of the weights of all the vertices in the graph. An undirected edge eij E connects two vertices vi and vj if the computational task represented by one of the vertices requires input from the other. The edge has an associated positive weight tOe(eij proportional to the amount of data that must be transmitted between the tasks. If each task requires data from the other, then this weight is the sum of the two amounts of information. The sum of the weights of all the edges is denoted by We. For technical reasons that will become clear in 5, we will assume that G is connected. The graphs associated with most scientific computations are at least largely connected, and our implementation employs a scheme which adds a minimal number of edges to connect a disconnected graph, so the assumption of connectivity is not restrictive in practice.
Partitioning a computational task among the processors corresponds to assigning each vertex of the graph to a processor. The sum of the weights of the vertices assigned to a processor represents the amount of computational effort that processor must expend, and the sum of the weights of all the edges connecting vertices assigned to two different processors represents the total amount of information that must be communicated between the two. However, since it treats messages in isolation, the cut-weight metric fails to consider any effects of message congestion. The applications we are considering typically have a communication phase in which there are many messages simultaneously competing for wires. In this case, each wire a message uses is unavailable for other tasks, so the load a message places on the network is proportional to the number of wires it consumes. Consequently we define the hop-weight of a message to be the length of the message multiplied by the number of wires it requires, and the hop-weight of a collection of messages to be the sum of their individual hop-weights. We will use hop-weight as our measure of the communication cost of a mapping. Recent experimental work has indicated that this is the most accurate communication metric for scientific computing 10] .
With the intent of making this discussion more formal, we let A/[ V ---> P be an assignment scheme that maps vertices to processors. We denote by V(q) the set of vertices assigned to a processor q, so V(q) {v V A'l(v) q}, and we use Pi to indicate the processor to which vertex vi is assigned. The number of wires that a message must traverse to get from pi tO pj we denote by hij and observe that it is a function of the machine topology, not the mapping. With this notation, we can formally define the hop-weight of an assignment 3. A discrete optimization problem. When using a spectral method to solve a combinatorial problem, the general strategy is to formulate the combinatorial problem as a discrete optimization and then relax the discreteness constraint to obtain a continuous optimization problem. This continuous version may have some special structure making it tractable, even if the original discrete problem is NP-hard. After the continuous problem is solved, the result is mapped back to a nearby discrete point, which often provides a good approximation to the discrete optimum. A survey of results obtained using this general aplaroach is given by Mohar in [18] .
To follow this strategy we need to express our problem as a discrete optimization problem. The communication cost we wish to minimize is given in (3), but it will prove useful to add an additional term and interchange the order of summation to obtain
4-1, this last term is zero, and does not change the value of Cost(A//).
However, when the discreteness constraint on c (k) is relaxed in 4, this term will become important. Appropriate values for ti will also be considered in 4.
Equation (4) describes the communication cost to be minimized, but it must be constrained to ensure load balance. The computational load is balanced if the sums of the weights of the vertices assigned to each processor are equal. Strict balance is not always feasible, e.g., when bisecting a graph with an odd number of equally weighted vertices. Hence it should be understood that the balance constraint may have some associated discretization error. With this in mind, we can write the load balance constraint (5) 4;(q) Wo/2 , 'V'q 6 {0 2 a-1}, where )4;(q) denotes the sum of the weights of all vertices assigned to processor q, so that W(q) vEV<q) wv(v). It will prove convenient to use a different form of the balance constraint expressed in terms of the c k) notation introduced in (2) . In particular, the conditions (6) (a) (5) and (6) are equivalent.
Proof. Since it excludes the null subset, condition (6b) provides 2 d constraint equations. Combining (6b) with (6a) yields 2 d equations for the 2 d unknown values of W(q). We will show these equations to be linearly independent and hence that a unique solution exists. Then, since the solution to (5) is easily seen to be a solution to (6) , we conclude that the two constraint formulations are. equivalent.
The proof that equations (6) (6) for the d + 1 case: 
This system is clearly linearly independent since any linear combination of rows which zeros the left-hand portion of a row will double the right-hand portion, and by our inductive hypothesis, the individual matrix blocks are linearly independent.
[3 Constraint (6b)can now be reformulated to involve the wv(vi) values.
Equation (6a) is automatically satisfied by the ll)v(l)i) values and need not be explicitly included. We can therefore combine (4) with (9) to obtain a formal statement of the problem of minimizing communication subject to the load balance constraint.
We will call this discrete optimization problem (P1). It is NP-hard since it generalizes the problem of graph bisection [9] . A general, efficient algorithm for solving it is therefore unlikely to exist, and we are forced to resort to heuristics. 4 ., A continuous approximation. Since solving (P1) is difficult, we approximate it by an easier problem. In particular, we relax the constraint that c (k) (q) -t-1, which changes the discrete problem into a tractable continuous optimization problem. Unfortunately the solution to the continuous problem does not give us a valid partitioning since the c (k) (q)'s will no longer have discrete values corresponding to the bit patterns of the target processors. We can, however, use the solution of the continuous optimization to find a nearby point satisfying the 4-1 condition. This nearby point will not generally be the absolute minimizer of (P1), but the hope is that it will provide a good answer in practice.
It (12) ld(We r) 1 a + k=l where (x()) r denotes the transpose of x ) and B D A. We note that the leading constant term has no effect on the minimizer, just on the minimum value.
We set the diagonal values ti to make each row sum of B zero. There is no compelling reason for this choice, but it is convenient for several reasons. First, since ti Ye We (eij) the nx" implies that r 2We, the initial term in the cost is identically zero. Second, ,ltt B is positive semidefinite. Furthermore, we will show that if the graph is connected then B has only a single null vector consisting of all l's. Third, if the edge weights are all 1, then B reduces to the familiar Laplacian matrix of the graphmour matrix is a weighted Laplacian. We expect this to be advantageous because unweighted Laplacians have proved useful in a number of combinatorial optimization problems [18] . In particular, when used to partition graphs into We call this problem (P2) and note that its solution provides a lower bound for the solution of (P1). The advantage of approximating (P1) by (P2) is that the latter can be solved efficiently, as the next section will demonstrate.
5. Solving the continuous approximation. To solve (P2) we begin by focusing on a subset of the constraints. Instead of considering all of the terms of (13b), we will concentrate on only those terms involving two or fewer elements in the products. These terms are (14) (bl)
Yk, j {1 d}'k:/:j.
We make the important observation that these are the only constraints contained in (13b) Proof. Theorem [24] . Simon found this approach to produce better partitions than coordinate bisection or graph bisection, two methods in common use in the parallel computing community. The distance from x')(i) to 4-1 can be expressed as (1 x*) (i)2)2. Summing over each element of both k vectors, we find that we must solve
Spectral quadrisectiono
Expanding x{k(i) in terms of 0, we reduce (21) to minimizing a constant coefficient quartic equation in sines and cosines of 0. The construction of the coefficients in this equation requires O (n) work, but the cost of the resulting minimization problem is independent of n. Although this is a global optimization problem, in our experience the number of local minimizers is small, so a solution can be found by a sequence of local minimizations from random starting points 13].
Once x 1) and X (2) have been determined, a nearby discrete point must be found that balances the partition sizes. Our solution to this problem is described in 6.
5.3. Spectral octasection. Dividing the graph into eight pieces requires three eigenvectors. In this case, the constraints (16bl) and (16b2) are insufficient, since (16b3) generates an additional cubic constraint of the form (22) y(1)(i)y(2)(i)y(3)(i)/v/Wv(vi) O. i=1 As before, the solutions of (P4) are any appropriately normalized orthogonal bases for the space spanned by y() /Wou(2), y(2) --vu(3), and y(3) ,,/---ou(4), but these are not necessarily solutions of (P3). The additional constraint (16b3) removes one degree of freedom from the three-dimensional solution space for (P3), leaving a two-dimensional parameter space to explore. 
in which the objective function is a constant coefficient polynomial in sines and cosines of three angular parameters. The coefficients can be generated in O (n) time, after which the cost of the optimization problem is independent of n. As before this is a global optimization problem, but in our experience the number of local minimizers is small, so a solution can be found by a sequence of constrained local minimizations from random starting points [8] .
As in 5.2, once x (), X (2) , and x (3) have been determined, a nearby discrete point must be found that balances the partition sizes. Our method for solving this problem is described in 6. There is also a vertex weight associated with each vertex x V1 equal to the weight of the corresponding vertex in the original graph.
The optimal mapping can now be described in terms of a minimum cost assignment from V1 to V2 with the constraint that the sums of the vertex weights of the elements of V mapped to each element of V2 are equal. This is a generalization of a class of assignment problems considered by Tokuyama and Nakano [26] , who develop an assortment of algorithms that generalize in a straightforward manner to our problem. Their best algorithm is randomized and requires o(2dn) time. We chose instead to implement one of their simpler, deterministic algorithms that runs in O(22d-n log n) time. By exploiting the geometric structure of our particular application it is possible to reduce this time bound to O(3dn log n). Proof. Since (P4) is derived from (P1) by relaxing constraints, the minimum of (P4) will never be larger than that of (P1). Substitution of the solution in Theorem 5.4 into the cost function of (16) leads to the result. Proof Ifc 6 {+1 }n is the discrete solution to (P1), define z to be its weighted counterpart, z(i) /wo(vi)c(i). We note that if z defines a partition, then -z defines the same partition; so without loss of generality we can assume that zry 1 > O. We define a 6 ]n to be the difference between z and y(, so a(i) z(i) y(l)(i). We can expand a in terms of the eigenvectors of C so that a "=20ljUj, where this expansion begins at 2 since a is n orthogonal to u 1.. It follows from the definition of/3 that/3 < a ra j=2 c. Now Wv + 2ot2 + a ra, sootz --aTa/(2/-o). Since 0 < zTy l) (yl)+a)ryO) Wo + VrWoa2, it follows that or2 > -W-, which implies that a Ta < 2Wo.
The bisection width of the graph can be expressed as (27) 4 Cost z The sum in the second term of (28) Although the bound in Theorem 7.2 is better than previously known spectral bounds, it is still rather loose in practice and its practical value is therefore not clear. It may help in identifying classes of graphs for which the spectral method achieves near optimal results, or for proving that some particular graphs have large bisection widths. 8. Results. We have compared the quality of partitions produced by our algorithm with those generated by several other graph partitioning methods which are in common use or have been recently advocated. Our conclusion is that the improved spectral partitioning algorithm we have proposed generates significantly better partitions than these other methods, which are themselves considered to be quite good. This is based on direct experimental comparison using a variety of meshes. We have selected one representative test for this paper, a finite element meshing of a multielement airfoil provided by Barth 1 ].
The airfoil mesh is shown in Fig. and its dual is shown in Fig. 2 . The dual has a vertex representing each element in the mesh (triangular faces in this case) and an edge connecting vertices representing elements which share an edge in the mesh. There are 8034 vertices and 11813 edges in this dual graph. The dual is relevant because in many parallel finite element codes, data is organized by assigning collections of individual elements to each processor. The iterative solution of the resulting equations then involves some computation associated with each element and some communication between elements sharing an edge or vertex. The dual graph therefore provides a better model for the iterative solution than the original mesh does. For ease of comparison with other methods, we chose to partition an instance of the dual in which all vertex and edge weights are equal to 1. [15] . KL must be supplied with an initial partition which is then improved by a greedy local strategy. We used an x-coordinate bisection of the vertices of the dual as an initial guess since this produced better partitions than any of the random initial guesses we tried. KL is a quick, linear time algorithm but is sensitive to the numbering of the vertices, and tends to do poorly on large problems because it only considers very local information about the graph. As with all bisection algorithms, one bit in the final processor assignment of a given vertex is determined at a time, so this algorithm makes no effort to minimize hops. It is clearly possible to add a phase to a bisection algorithm or any recursive partitioning algorithm which does try to further minimize hops by choosing an advantageous permutation of the set assignments of subgraphs. We have not used any such strategy in our experiments.
The inertial method recently proposed by Nour-Omid, Raefsky, and Lyzenga 19] is also a recursive bisection method. It treats the mesh as a rigid structure and makes cuts orthogonal to the principle axis of the structure. This is also a fast algorithm which can be implemented to run in linear time, but requires geometric information which may be unavailable and, as the table indicates, it produces partitions of only moderate quality.
Recursive. spectral bisection (RSB) is the name given by Simon to the d spectral partitioning algorithm studied by him and others [24] . It requires no geometric information, is order insensitive, and makes more sophisticated use of global information than the inertial method or KL. It produces significantly better partitions of large graphs than KL or inertial, but has an O(nr) runtime dominated by the Lanczos iteration used to find the bisecting eigenvectors. Simon [24] and Williams [27] Graph partitioning also finds application in network design, circuit layout, sparse matrix computations, and a number of other disciplines. Consequently, the ,partitioning algorithm we have described may find uses far afield from parallel computing. More broadly, the way we have made use of multiple eigenvectors is, to our knowledge, unlike any previous work in spectral graph theory. It is our hope that these ideas can be applied to other spectral graph theoretic problems.
