Often users of information retrieval systems and document authors use different terms to refer to the same concept. For this simple reason, information retrieval is affected by the 'term mismatch' problem. The term mismatch problem does not only have the effect of hindering the retrieval of relevant documents, it also produces bad rankings of relevant documents. A similar problem can be found in spoken document retrieval, where terms misrecognized by the speech recognition process can hinder the retrieval of potentially relevant spoken documents. We will call this problem 'term misrecognition', by analogy to the term mismatch problem. This paper presents two classes of retrieval models that attempt to tackle both the term mismatch and the term misrecognition problems at retrieval time using term similarity information. The models use either complete or partial knowledge of semantic and phonetic term similarity, evaluated using statistical methods from the corpus.
Introduction
In information retrieval (IR), document and query are commonly represented by sets of weighted terms (index terms) extracted from their text. Documents are ranked and presented to the user according to how well their representation matches the query representation [1] .
A fundamental problem of IR is term mismatch. A query is usually a short and incomplete description of the user's information need. Users and authors of documents often use different terms to refer to the same concepts and this produces an incorrect relevance ranking of documents with regard to the information need expressed in the query. A similar problem can be found in spoken document retrieval (SDR). SDR is concerned with retrieving spoken documents in response to a written or spoken query. Spoken documents are processed by a speech recognition system that produces a transcript of the speech. However, because of the limitations of current speech recognition technology, the transcript produced by the speech recognition process always contains errors. Errors occur in the form of missing words, inserted words or, most often, misrecognized words. Misrecognized words are particularly frequent for 'out of vocabulary' words, that is words that do not belong to the vocabulary of the speech recognition system. Out of vocabulary words cannot be recognized and will always be misrecognized. In SDR, terms misrecognized by the speech recognition process or out of the vocabulary of the speech recognition system are found not to be matching in query and document representations. Naturally, this hinders the effectiveness of the SDR system in a way similar to the term mismatch problem. We will call this problem term misrecognition, by analogy to the term mismatch problem. This paper addresses the term mismatch and the term misrecognition problems, proposing a set of retrieval models that exploit semantic and phonetic term similarity in the indexing term space. The term similarity is used at retrieval time to estimate the relevance of a document in response to a query by looking not only at matching terms, but also at nonmatching terms whose semantic and/or phonetic similarity are above a predefined threshold.
The paper is structured as follows: Sections 2 and 3 briefly present the term mismatch and misrecognition problems. Section 4 gives a definition of term similarity and a description of its properties. Section 5, the core of this paper, describes a set of retrieval models for exploiting term similarity at retrieval time. Section 6 describes two specific measures of similarity: semantic and phonetic similarity. The proposed models enable them to be combined in order to address both the term mismatch and misrecognition problems at the same time. The combination of these measures of similarity is presented in Section 7. Section 8 concludes the paper, outlining future work, in particular the evaluation of this proposal. This paper is a revised and extended version of Crestani [2] .
Information retrieval and the term mismatch problem
Information retrieval is the branch of computing science that aims at storing and allowing access to information, often in large and/or multimedia databases. An information retrieval system is a computing tool that enables a user to access information by its semantic content using, for example, advanced statistical/probabilistic techniques. The information processed by the IR system is usually unstructured, as opposed to structured information that database management systems (DBMS) deal with. Most of the present IR systems store and enable the retrieval of textual information or documents, with collections of very large size, often containing millions of documents.
Modern IR systems work in the following way. A user submits a query to the IR system, which can be expressed using a query language (e.g. a Boolean expression) or using natural language. The task of the IR system is to retrieve all documents in the document collection that are related to the query. The task of IR is to find these documents.
Both documents and queries are subject to a phase called 'indexing'. During indexing, documents and queries are passed through query and document processors that decompose them into their constituent words. Non-content-bearing words ('the', 'but', 'and', etc.) are discarded, and suffixes are removed, so that what remains to represent queries and documents are lists of terms. Terms are then weighted according to some weighting formula in order to quantify their importance in the context of the document or the query. Document indexing is performed off-line because, given the size of the document collections, the process may require several hours. Query indexing is instead performed at run-time when the user submits the query. This method of representing documents and queries is common to all main IR models, the Vector Space model [3] , the Probabilistic model [1] , and the language models [4] . A schematic example of how an IR system works is depicted in Fig. 1 .
Producing a complex representation of the user information need and the document informative content is a very difficult task. Attempts at using, in the indexing phase, advanced natural language processing techniques or complex logical models have failed to solve the problem and IR is still using the classical technique of the 'bag of terms' [5] . However, representing documents and queries using a set of terms has a very serious side effect: the term mismatch problem. This problem is caused by the fact that users of IR systems often use different terms to describe concepts in their queries than the authors use to describe the same concepts in their documents. It has been observed that two people use the same term to describe the same concept in less than 20% of cases [6] . It has also been observed that this problem is more severe for short casual queries than for long elaborate ones because, as queries get longer, there is a higher chance Fig. 1 . Schematic view of an information retrieval system. of some important term co-occurring in the query and the relevant documents [7] . The term mismatch problem does not only have the effect of hindering the retrieval of relevant documents, it also naturally produces bad rankings of relevant documents. A number of approaches have been attempted to solve the term mismatch problem: . dimensionality reduction (e.g. stemming and conflation, manual thesauri, clustering or automatic thesauri, or Latent Semantic Indexing); . query expansion (e.g. automatic query expansion, or relevance feedback); . imaging (e.g. retrieval by general logical imaging).
In Crestani [8] the author argued that none of these approaches can completely solve the problem, since each approach has drawbacks, and a new set of models was proposed that tackles this approach in a more natural and effective way. These models are here extended to deal with the term misrecognition problem.
Spoken document retrieval and the term misrecognition problem
SDR is concerned with the indexing and retrieval of spoken documents (see for example Sparck-Jones et al. [9] and Garofolo et al. [10] ). It is heavily based on textual IR, since spoken documents are usually indexed and retrieved by means of their transcripts. Transcripts of spoken documents are generated using speech recognition (SR) systems [11] . A schematic example of an SDR system is depicted in Fig. 2 .
In many aspects the task of an SDR system is similar to that of a textual IR system, since documents have to be ranked by their evaluated relevance to a query, using a representation of the document and query content. The main difference between the two is in the quality of the document representation, and therefore of the indexes used by the system for the evaluation. While in textual IR, document representations are 'certain' (in the sense that a term extracted from the text of a documents is surely present in the document), in an SDR run they are 'imprecise', and may differ considerably from the reality (i.e. the perfect transcript), depending on the quality of the SR process. This additional uncertainty and imprecision in the SDR process has been tackled in many different ways by researchers [12] [13] [14] [15] . The most effective techniques to date make use of various forms of document expansion [12, 14] . However, it has been noted that for long documents and for reasonable levels of average word error rates (WER, basically a measure of how many words have been wrongly recognized by the SR system), the presence of errors in document transcripts does not constitute a serious problem. In a long document, where terms important to the characterization of the document content are often repeated several times, the probability that a term will always be misrecognized is quite low and there is a good chance that a term will be correctly recognized at least once. Variations of classical IR weighting schemes (for example giving less importance to the within document term frequency) that are able to cope with reasonable levels of WER have been proposed [12] , but these solutions are often ad hoc and were found not to be effective for short documents.
SDR is affected by the term misrecognition problem. The term misrecognition problem is analogous to the term mismatch problem since it is caused by mismatching due to the incorrect recognition of terms in spoken documents. In fact, if a term t j is actually present in both query and document, but is incorrectly 
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Journal of Information Science, 29 (2) 2003, pp. 87-96 recognized for t k , then a number of potentially relevant documents containing t j are not going to be retrieved, while a number of documents likely to be non-relevant and containing t k are going to be retrieved. The incorrect ranking of these retrieved document is in direct relation to how many of these incorrect term recognitions are made. Despite this analogy between term mismatch and term misrecognition, which is central to this paper, it should be noticed that the two problems are fundamentally different. Term mismatch is caused by the IR system user and document author referring to the same concept with different terms. Term misrecognition, on the other hand, is caused by the speech recognition system wrongly recognizing a spoken term. While in the first case we have two different but possibly equally valid expressions of the same concept, in the second case the term wrongly recognized is substituted by another term that does not express the same concept, but has only a similar sound. The term misrecognition problem is common in SDR and other IR applications where documents are not in a textual form directly comparable to queries, for example in spoken query processing [16] , or retrieval of OCRed documents [17] . In this paper we will be mainly concerned with the term misrecognition problem found in SDR.
Term similarity
All the approaches to the term mismatch problem proposed so far assume the availability of a measure of the similarity between terms. In fact, a similarity measure between pairs of terms (or between a term and a centroid of a set of terms) is necessary in order to build an automatic thesaurus, expand a query, or perform indexing weights transfer [8] . The approach proposed in this paper requires it too. Let us suppose we have a measure of similarity that enables us to evaluate for each pair of terms a real value which estimates how close the terms are according to a metrics based on some property of the space that we want to observe. Let us also assume that such a measure of similarity has been normalized. The way the normalization is carried out depends on the specific measure adopted. Let us assume we have:
Such a function, Sim, defines a metric in the term space that has the following properties:
Sim ðt i ; t j Þ?1 if t i and t j are close according to some specific metric, that is if t i and t j can be (and have been) used to express the same concepts; 3. Sim ðt i ; t j Þ?0 if t i and t j are not close according to the same specific metric of point 2 above, that is if t i and t j cannot be (and have not been) used to express the same concepts. Symmetry, although often found in many similarity measures used experimentally, is not a desired property since it does not take into consideration the generalization and specialization characteristics of the terms. The characteristics are well exemplified by the 'broader term' and 'narrower term' relations of thesauri which, given a term, indicate terms with a more general or more specific meaning.
In practical use, a threshold is often applied to the similarity measure, so that only sufficiently high similarity values are considered.
In the following sections, two classes of retrieval models will be presented that exploit this measure of similarity to approach the term mismatch and the term misrecognition problem.
Using term similarity at retrieval time
Classical IR models evaluate the Retrieval Status Value (RSV) of a document with regard to a query using some variant of the following formula: where w c ðtÞ is the indexing weight assigned to term t in the context of document d, and w q ðtÞ is the indexing weight assigned to term t in the context of query q. The sum of the product of the indexing weights is performed over all terms occurring in both the document and the query. Classical IR models fall into the term mismatch problem since they do not take into account that the same concept could be expressed using different terms in documents and query. However, supposing we had similarity information on the term space, we could use it in the evaluation of the RSV to account for the term mismatch problem. In the following two sections we will present models that exploit term similarity information at retrieval time in this fashion.
The q"d models
If we consider the point of view of a query, then we could take a query term for which we cannot find a matching document term and look for document terms that are similar according to some similarity metric. We could then evaluate the RSV using the following general formula:
where t j and t k are respectively a document and a query term, f indicates the use we can make of the known similarity between the two terms, and f t [ q indicates a composition over all terms in the query. Let us take, for example, the following f, indicated in the following with max:
In this case f will return the value of similarity between term t k and t j , multiplied by the weight of t j , where t j is the most similar term to t k . The rationale behind this formula is that, in the presence of complete similarity information on the term space, we can easily determine the closest document term to t k , i.e. the document term for which we have the maximum value of similarity with the query term t k . Supposing the similarity measure has been normalized in the range [0,1], we could introduce the similarity value in the computation of the RSV as follows:
RSV maxðq"dÞ ðd; qÞ ¼ X where t * is a document term for which the value of Simðt * ; tÞ is maximum given the query term t, w d ðt * Þ is the indexing weight assigned to term t * in the context of document d, w q ðtÞ is the indexing weight assigned to term t in the context of query q, and Simðt * ; tÞ is the similarity value between t and t * . Formula (3) enables non-matching terms to be considered in the evaluation of the RSV. Two nonmatching terms for which the similarity measure is maximum will contribute to the RSV in a way that is proportional to their similarity value. Formula (3) is a generalization of formula (1), as it can be easily proved if we assume Simðt j ; t k Þ ¼ 1 if t k ¼ t j and Simðt k ; t j Þ ¼ 0 otherwise.
Another example of function f enables us to consider the total value of the contribution of all non-matching terms in the evaluation of the RSV. We can use the following f, indicated hereby with tot:
In this case we could evaluate the RSV using the following formula:
RSV totðq"dÞ ðd; qÞ ¼ X
where symbols are defined as in formula (3). Again, it can easily be proved that formula (4) is a generalization of formula (1) . Notice that formulas (3) and (4) are just some of the possible ways of considering the contribution of nonmatching terms in the evaluation of the RSV using term similarity. Other, more complex strategies can be considered, for example the use of a term representative of the document content (e.g. the centroid), or using terms representative of topical concepts or structural sections of a document. These more complex formulae will not be addressed in this paper.
The d"q models
If we consider the point of view of a document, then we have the d"q models defined in general terms as follows:
where the symbols have the same meanings indicated in formula (2) , except that f t [ d is now a composition over all terms in the document. The evaluation of the RSV could then be obtained, for example, using the following formula for the evaluation of RSV max(d"q) (d, q):
where t * is a query term for which the value of Simðt; t * Þ is maximum given the document term t, w d ðtÞ is the indexing weight assigned to term t in the context of document d, w q ðt * Þ is the indexing weight assigned to term t * in the context of query q, and Simðt; t * Þ is the similarity value between t and t * . This formula is analogous to formula (4).
Alternatively, we could evaluate RSV totðd"qÞ ðd; qÞ in a way similar to that reported in formula (4):
RSV totðd"qÞ ðd; qÞ ¼ X
As can be noticed, the only difference between the q"d and the d"q models is the point of view taken. Again, more complex ways of considering the contribution of non-matching terms in the evaluation of the RSV can also be devised, in ways similar to those already discussed for the q"d class of models.
Consideration of the q"d and d"q models
In a related area of research, aimed at modelling the IR process as a logical model, Wong and Yao [25] demonstrated that most current IR models can be explained in terms of the formula PðE?HÞ that is evaluated as PðHjEÞ. The latter formula evaluates the degree of confirmation (or belief, according to the view taken) of the sentence H given evidence E. Conventional IR models can be obtained by associating either d or q with H or E, and by defining different ways of evaluating the probabilities by means of probabilistic inference in a concept space. Earlier, Nie suggested that the two conditionals d?q and q?d have a very interesting interpretation in the context of IR [18] . The conditional d?q expresses the exhaustivity of the document to the query, i.e. how much of the document content is specified by the query content. In fact, d?q is intuitively equivalent to d(q. The conditional q?d, instead, expresses the specificity of the document to the query, i.e. how much of the query content is specified in the document content. In fact, q?d is intuitively equivalent to q(d. The models proposed in this paper can be interpreted in this way too. It can easily be proved that the q"d models, by taking the query point of view, measure how much of the query content is specified in the document. This is done in a complete way by tot ðq"dÞ, or in a partial way by max ðq"dÞ, i.e. considering only the most important contributions. So, q"d enables measurement of the specificity of the document to the query. Similarly, the d"q models, by taking the document point of view, measure how much of the document content is required by the query. Again, this is done in a complete way by tot ðd"qÞ, or in a partial way by max ðd"qÞ. So, d"q enables measurement of the exhaustivity of the document to the query. Different IR applications require different levels of specificity and exhaustivity. In fact, specificity is precision-oriented, while exhaustivity is recall-oriented. Precision and recall are the two most commonly used measures of performance evaluation of IR systems. They are defined, respectively, as the fraction of retrieved documents that is relevant, and the fraction of relevant documents that is retrieved. Therefore, one can use q"d when high precision has the priority and d"q when high recall is preferred. Any linear combination of the two values can also be used, giving great flexibility to the retrieval process. Such flexibility is particularly important in applications with high levels of uncertainty and imprecision in the document and/or query indexing, for example SDR.
The q"d and d"q models with partial similarity information
In the above presentation of the models we assumed the availability of full similarity information. This case is often unrealistic, especially for large term spaces, given the computational burden of the evaluation of Simðt i ; t j Þ for every pair of terms in the term space. The evaluation and the storing of complete similarity information is, in fact, a very expensive process. In most practical cases it makes more sense to evaluate and store similarity information only for pairs of terms that are most similar. These are a very small subset of all terms in the term space. The formulae presented in the two previous sections do not need to be modified in case of availability of only partial similarity information. Moreover, it can easily be proved that, for most f:
RSV f ðq"dÞ ?RSV c for SS?n:a:
and RSV f ðd"qÞ ?RSV c for SS?n:a:
where SS is the similarity matrix, and n.a. is the matrix on all n.a. values, where with n.a. we indicate the nonavailability of similarity information for a pair of terms.
Notice that if we have complete similarity information and the similarity measure is symmetric, than RSV totðq"dÞ ðd; qÞ ¼ RSV totðd"qÞ ðd; qÞ. Incidentally, in this case, given an appropriate term weighting function, RSV totðq"dÞ ðd; qÞ and RSV totðd"qÞ ðd; qÞ yield the same ranking of the Generalized Vector Space Model [19] .
Different similarity measures
So far, in the presentation of the d"q and q"d models, we have talked about similarity from a generic and abstract point of view, meaning any possible way of establishing a metric in the term space that has the properties discussed in Section 4. However, there are two forms of similarity that it would be very important to combine for SDR: . semantic similarity; . phonetic similarity.
These two types of similarity are related to the two main types of uncertainty and imprecision present in SDR and are the main causes of the term mismatch problem and the term misrecognition problem. In the following, semantic similarity will be indicated with SSim and phonetic similarity with PSim.
The following sections will examine how one can evaluate semantic and phonetic term similarity. Later, how they can be combined together in a retrieval model will be explained.
Semantic term similarity
There are many different techniques for estimating semantic similarity between terms. Semantic similarity may be estimated from external knowledge, for example a thesaurus or a dictionary. It can also be estimated from the document collection itself, given a large enough corpus. Most of these techniques are based on statistical analysis of the patterns of occurrence of terms in the documents.
One of the measures most often used to estimate semantic similarity is the expected mutual information measure (EMIM). EMIM is a well accepted measure in Lexicography [24] , defined as:
where t i and t j are any two terms of the term space T. The EMIM between two index terms is often interpreted as a measure of the statistical information contained in one term about the other (and vice versa, it being a symmetric measure). For our purposes we can estimate EMIM using the technique proposed by Van Rijsbergen [1] (p. 130), which relies on the availability of occurrence and co-occurrence data that can be derived by a statistical analysis of the term distribution in the collection. If we take SSim ðt i ; t j Þ ¼ EMIMðt i ; t j Þ, then SSim can easily be normalized in [0,1] once its maximum and minimum values for the available data have been found. The important point is that any measure of semantic similarity can be used with the models proposed in this paper.
Phonetic term similarity
Phonetic similarity is often estimated using a phone confusion matrix (PCM). A PCM is a matrix that reports for each phone in a row the number of times that that phone has been mistaken with the phone in a column. In other words, if we call reference ðrÞ the real value of the phone being observed and hypothesis ðhÞ the phone actually observed, PCMðr; hÞ gives us the number of times phone r is confused with phone h. An example of such a matrix is depicted in Fig. 3 , where elements in the diagonal have not been indicated to make the figure more readable. In this figure a large circle indicates the chances of confusing the phone in the column for the phone in the row. Notice from the figure that the PCM is not symmetrical.
In most cases, the PCM is derived with parameters that model the performance of the speech recognizer for 'good speech' (e.g. produced by a native-speaker in Fig. 3 . Example of a phone confusion matrix. Reproduced from Ng [20] , with permission. a non-spontaneous manner). The numbers are synthetic, which means that they are not generated based on measurements of phone confusions, but rather on a model of how the speech recognition system works.
In order to use a PCM with the models proposed here, we have to derive a similarity matrix at term level, rather than phone level. However, building an error recognition confusion matrix at term level would be too expensive, since the number of terms in the term space is too large. Moreover, such a matrix would be very sparse. On the other hand, there exist a limited number of phones (the exact number depends on the phonetic system used, the US English system having 54 phones), making it easier to build such a matrix. With a PCM built at phone level, and assuming that phones comprising each term are independent (although this assumption does not hold in practice), we can evaluate PSim ðt i ; t j Þ using the dynamic programming procedure proposed in Ng [20] :
where l i and l j are respectively the length of t i and t j , and A is the l i 6l j dynamic programming matrix evaluated recursively as reported in formula: 
In formula (8), C n ðr; hÞ is the probability (actually the normalized frequency) of observing h given that it really was r. This is obtained as: 7. Addressing term mismatch and term misrecognition problems in spoken document retrieval
The models presented in Section 5 can be adapted to address the term mismatch and the term misrecognition problems. Semantic similarity can be used to tackle the term mismatch problem. This approach has already been experimented with and found to be effective [8] . In particular, it was found to be more effective than classical IR models that use the same weighting schema, but do not use any form of term similarity to address the term mismatch problem. The author believes that this approach could also be equally effective in tackling the term misrecognition problem. Additionally, if both measures of similarity were normalized, one could consider the combination of both the semantic and phonetic similarity and address both the term mismatch and the term misrecognition problems at the same time. This should prove particularly effective in SDR, which is affected by both problems. It is not clear yet how these two similarity measure could be combined. It is important to point out that formulas (9) and ( Combination of similarity measures currently trying to tackle both at a theoretical and experimental level. No speculation is undertaken here as to what the outcome of this work might be.
Conclusions and future work
This paper presented a set of models for dealing with the term mismatch and the term misrecognition problems that affect SDR. In Crestani [8] the author reported an extensive evaluation of how the models reported in this paper address the term mismatch problem for textual IR. The use of semantic similarity enabled significant improvements to be achieved in the performance over standard IR models. Recently, these results have been partially proved also for much larger test collections [21] . In this paper how these models can be easily adapted to address the term misrecognition problem of SDR has been presented and, more interestingly, both the term mismatch and the term misrecognition problems have been addressed at the same time.
A number of experimental evaluations are currently being carried out with the aim of testing the effectiveness of the combined use of semantic and phonetic similarity for SDR. The author is currently experimenting with the TREC-7 SDR collection [10] . This collection comprises 87 hours of audio, giving about 2800 stories, and 23 textual queries. The documents are affected by a WER of about 33%. Other test sets for the same collection have higher WERs. Use is being made of the baseline recognizer made available by NIST to produce a PCM and phonetic similarity values for the terms in the indexing space.
Experiments are also being conducted in the combination of semantic and phonetic similarity for spoken query processing using a collection of spoken queries with a range of WERs. The collection being used comprises three years of Wall Street Journal articles (about 74,000 full text articles) and 35 spoken queries. Both documents and queries were part of TREC-5. Since the original queries were in textual form, it was necessary to produce them in spoken form and have them recognized by an SR system. This work was carried out by Jim Barnett and Stephen Anderson of Dragon Systems Inc. [22] . Spoken query processing is a much more complex task than SDR because of the much shorter length of queries with respect to documents. High WERs have a very damaging effect on the performance of the spoken query processing for IR. The baseline performance of standard IR for the spoken query processing task using this set of queries has already been established [16] . The first results of the use of a combination of semantic and phonetic similarity with the dxq and qxd models seem very promising. These experimental results are going to provide useful feedback on the effectiveness of the models proposed and on how to effectively combine semantic and phonetic similarity. The use of phonetic similarity derived form PCM has also been recently addressed in a similar way in Srinivasan and Petkovic [23] . In that paper, a phonetic approach, rather than a term-based approach, was used. The performance results obtained in video-based distributed learning setting were very encouraging. The authors expect to obtain similar or better levels of performance, since in Srinivasan and Petkovic [23] only single-term queries were used and there was no attempt to combine termbased retrieval and phonetic retrieval.
