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Abstract—Non-orthogonal multiple access (NOMA) is a
promising candidate technology for 5G cellular systems. In
this paper, design and optimization of scheduling and NOMA
algorithms is investigated. The impact of power allocation for
NOMA systems with round-robin scheduling is analyzed. A
statistic model is developed for network performance analysis
of joint scheduling of spectrum resource and power for NOMA
algorithms. Proportional fairness (PF) scheduling for NOMA is
proposed with a two-step approach, with objective of achieving
high throughput and user fairness with low computational
complexity. In the first step, an optimal power allocation strategy
is developed with an objective of maximizing weighted sum rate.
In the second step, three fast and scalable scheduling and user
pairing algorithms with QoS guarantee are proposed, in which
only a few user pairs are checked for NOMA multiplex. The
algorithms are extended to the cases with imperfect channel state
estimation and more than two users being multiplexed over one
resource block. Numerical results show that the proposed algo-
rithms are faster and more scalable than the existing algorithms,
and maintain a higher throughput gain than orthogonal multiple
access.
Index Terms—Non-orthogonal multiple access; Scheduling;
Cellular network; 5G; Power allocation; Cross layer design
I. INTRODUCTION
Non-orthogonal multiple access (NOMA) is a promising
technology currently under consideration for 5G systems [1]–
[5]. In an orthogonal multiple access (OMA) system, such
as orthogonal frequency division multiple access (OFDMA),
frequency-time resource is allocated exclusively to at most
one user equipment (UE) in the same cell. NOMA systems
allow simultaneous allocation of the same frequency resource
to multiple UEs in the same cell, offering a superior spectral
efficiency and massive connectivity [2]–[4].
Non-orthogonal resource allocation and signal reception can
be achieved in power and code domains [5]–[8]. This paper
focuses on the power domain NOMA, where multiple UEs can
be multiplexed in the power domain with superposition coding
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[10], [11]. Intra-cell interference at a receiver is cancelled
with successive interference cancellation (SIC) [2], [10]–[12].
With the help of NOMA, more than 20% throughput gain was
reported in the literature [2]–[4]. An illustration of NOMA
network with superposition coding and SIC is shown in Fig.1.
Fig. 1. Illustration of network operation with scheduling and NOMA. Six UEs
are served by a target eNB over two transmit time intervals (TTI) subject to
neighbor eNB interference. u1, u2, and u3 are scheduled in TTI 1. u1 and
u2 are multiplexed with superposition coding over PRB 1. u1 decodes its
own signal after cancelling u2 signal from received superimposed signal, and
u2 decodes its own signal directly.
A. Related Works
The promising performance of NOMA stimulated a lot
of research efforts. Detailed literature surveys on the recent
NOMA research can be found in [7]–[9]. These research
works can be classified to two main categories, i.e., theoretic
modeling and simulation approaches.
The early theoretic model based research works were fo-
cused on the evaluation of NOMA performance gain over
OMA [2]–[4], [13]. Later on, there are research works reported
on the design of NOMA with limited feedback [14], and
integration with complementary wireless technologies, e.g.,
multiple input multiple output (MIMO), beamforming, relay-
ing, device to device communication [15]–[19], and vehicular
networks [20]. It is noted that, while theoretic models provide
analytical tools for NOMA algorithmic design, system models
and research methodology were somehow over-simplified in
these works. For example, a large number of analytical works
assumed system models with two users or grouped users
[13], [15], [31], [32]. Inter-cell interference was ignored in
the above works for the sake of model tractability. Network
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level scheduling and user grouping and user fairness were not
considered. These simplified treatments may limit the scope
and validity of the NOMA algorithm design and the insights
obtained from the above research works.
For the simulation based NOMA algorithmic design and
evaluation research works, their focus is on resource alloca-
tion, which is a core research problem in NOMA networks.
In addition to traditional research problems of allocating
spectrum and power resources, there is an extra dimension
of user pairing for NOMA resource allocation. In the early
NOMA research works [2]–[4], some heuristic strategies were
proposed for power allocation, and an exhaustive search (ES)
approach was used for scheduling and user pairing. The
computational complexity of ES approach can be prohibitively
high for both simulations and practical NOMA applications.
Parida et al. [21] proposed a greedy user selection algorithm
and a difference of convex (DC) programming based power
allocation algorithm for NOMA resource allocation. Propor-
tional fairness (PF) scheduling algorithms were used in [2],
[21]. In [22], user selection and power allocation for NOMA
beamforming systems was investigated, but scheduling over
time was not considered and ES approach was used for user
selection.
Fang et al. [23] proposed joint subchannel and transmit
power allocation to maximize NOMA network energy effi-
ciency. Matching theory was applied to subchannel allocation,
and DC programming was applied to power allocation within
and across subchannels. The joint subchannel and power
allocation problem with imperfect channel state information
(CSI) was investigated in [24]. Sun et al. [25] proposed a
successive convex approximation based joint subcarrier and
power allocation algorithm for full-duplex NOMA systems.
Wei et al. [26] applied DC programming to design an iterative
resource allocation algorithm to maximize optimal energy
efficiency, in which imperfect CSI was taken into account in
the algorithm design. Zhu et al. [27] investigated matching
based channel assignment and optimal power allocation for
NOMA systems. Performance optimization criteria including
maximin fairness and weighted sum rate maximization were
considered with QoS constraints.
B. Motivation and Contributions
Resource allocation and user scheduling are two core com-
ponents of 5G cellular systems, which are illustrated in Fig.
1. User scheduling and NOMA will be expected to coexist
in 5G cellular systems if NOMA is adopted. Additional user
pairing and power allocation (UPPA) for NOMA makes the
existing scheduling and resource allocation problems more
complicated.
While some interesting research works on NOMA resource
allocation and scheduling have been reported, the research
is still in its early stage and there are many open research
issues. For example, the latest simulation based resource allo-
cation works considered only a single cell scenario [22]–[27].
Continuous scheduling (e.g., using PF scheduling algorithm)
and user fairness were not considered in these works. The
computational complexity and algorithm running time were
not evaluated. In [23], [24], [26], the main performance metric
of interest is energy efficiency, and the network throughput
performance was not considered. For matching theory based
user selection algorithms, which were used in many works
such as [23], [27], the two-to-one matching sets an over strict
limitation on the applicability of algorithms as the number
of users is required to be twice the number of the resource
channels.
The full potentials of NOMA can only be realized with
properly designed resource allocation and scheduling algo-
rithms. The joint scheduling with NOMA UPPA algorithms
need to be effective and fast, and be evaluated in more
realistic network scenarios. While suboptimal algorithms were
proposed to reduce computational complexity in [22]–[27], the
effectiveness and speed of the algorithms still require much
more investigations. Practical scheduling with PF algorithm
was applied in [2], [21], but the computational complexity of
their power allocation and scheduling algorithms is still too
high.
In view of the aforementioned research gaps, in this paper
we aim to develop fast and effective joint scheduling with
NOMA algorithms on top of our preliminary works [28] [29].
Unlike the aforementioned research works, this paper consid-
ers practical network settings, such as inter-cell interference,
user QoS constraints, imperfect CSI estimation, and practical
scheduling algorithms. Several power allocation strategies and
user scheduling algorithms are proposed and evaluated, with
their design objectives of minimizing algorithm computational
complexity and maintaining a good network performance in
terms of network throughput and user fairness. As round-robin
(RR) scheduling and proportional fairness (PF) scheduling are
two widely used scheduling algorithms, they are chosen in this
study on joint design of scheduling and NOMA algorithms.
II. SYSTEM MODEL
Consider a cellular network with Nsite sites, each equipped
with one eNodeB (eNB). The eNBs are labelled from 1 to
Nsite. eNB 1 is located at the network center. Each eNB has
three sectors. Each sector represents a cell. The jth sector
of the ith site is denoted by Ai,j , where i ∈ [1, Nsite] and
j ∈ [1, 3]. A clover-leaf network layout is used, which shows
a better performance than a hexagonal network layout [35].
UEs are assumed to be randomly and uniformly distributed in a
network service area. Let Ωue denote a set of UEs. A full buffer
traffic model is assumed. Due to the symmetry of the sector
structure and the full load traffic assumption, it is expected
that all sectors have very similar performances. Therefore,
the analysis of UEs in a representative sector (i.e., sector
A1,1 in this paper) is sufficient for system-level performance
evaluation. Assume that there are Nrb physical resource blocks
(PRBs). PRB represents basic time-frequency resource unit for
data transmission in LTE networks.
Table I lists the main notations used in this paper, where
superscripts “o”, “m” and “n” in variables are designated
OMA, NOMA multiplexing, and NOMA, respectively.
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TABLE I
NOTATIONS AND THEIR DEFINITIONS.
Notation Definition Notation Definition
Nsite Number of sites Ai,j The jth sector of the ith site
Pt eNB transmit power over one PRB Pi,j,u,r Power received by UE u from Ai,j over PRB r
Pr,i,j,u Mean received power by u from Ai,j ψi,u Shadow fading between eNBs i and u
σw Log-normal shadowing standard deviation ρ Inter-site shadow fading correlation
Nm Maximal number of UEs sharing a PRB α NOMA power allocation coefficient (PAC)
γou,r OMA SIR of UE u γ
m
u1,r
(u1, u2, α) SIR of u1 when multiplexed with u2
Cou OMA spectral efficiency (SE) of u C
m
u1,r
(u1, u2, α) SE of u1 when multiplexed with u2
Cnnet(α) Mean network SE with α ηsite(α) Mean site throughput with α
Ii,u Aggregate interference from eNBs i to u Ia,u Aggregate interference from all eNBs to u
ϕu,r,t(α) Priority coefficient (PC) of UE u over PRB r ϕu1,u2,r,t(α) Sum PC of multiplexed u1 and u2 over r
A. Channel Model and Antenna Radiation Pattern
Let Pi,j,u,r be signal power received by a UE u from sector
Ai,j over PRB r, which is computed by
Pi,j,u,r = PtGPL(i, u)GA(i, j, u)ψi,uφi,j,u,r, (1)
where Pt denotes eNB transmission power over one PRB,
GPL(i, u) is a path gain between eNB i and UE u, GA(i, j, u)
denotes antenna gain between sector Ai,j and u, ψi,u repre-
sents shadow fading between eNB i and u, and φi,j,u,r denotes
small scale fast fading between Ai,j and u over PRB r. For
ease of notation, let Pr,i,j,u = PtGPL(i, u)GA(i, j, u) be the
received power at UE u from sector Ai,j without fading.
The path gain (loss) GPL(d) models the propagation loss
between eNB i and UE u. The model specified in [34] for
outdoor line-of-sight communications is used, or
GPL(i, u) = −103.4− 24.2 log10(di,u) (dB), (2)
where di,u is the distance in kilometers between eNB i and
UE u.
Shadow fading ψi,u between eNB i and UE u is assumed to
follow a log-normal distribution with zero mean and standard
deviation of σw [34]. Moreover, the shadow fading within
sectors of a site is assumed to be fully correlated, while
the inter-site shadow fading correlation is denoted by ρ. The
antenna gain GA(i, j, u) models the gain of an antenna in the
direction between sector Ai,j and UE u. The same antenna
model and parameter settings for the model used in [35] are
applied in this paper, which are not repeated here.
B. SIR for UEs with OMA and NOMA
In this subsection, let us consider a signal to interference
(SIR) model for a UE serviced by OMA and a pair of UEs
serviced by NOMA, which provides a basis for statistical net-
work performance analysis of NOMA systems in Section III
and the design of NOMA UPPA algorithms in Section IV.
In the OMA systems, a PRB is allocated to at most one UE
(say u) in one sector. UE u receives no intra-cell interference.
Let γou,r denote the SIR of UE u of sector A1,1 over PRB r
with OMA (superscript o denotes OMA), which is computed
as
γou,r =
P1,1,u,r
3∑
j=2
P1,j,u,r +
Nsite∑
i=2
3∑
j=1
Pi,j,u,r
. (3)
As the downlink communication is assumed to be interfer-
ence limited, noise power is negligible and not considered.
In a NOMA system, according to the channel conditions of
UEs, a PRB r may be allocated to more than one UE, but it
is not mandatory. If a PRB is allocated to only one UE, UE
SIR can be computed by (3). Initially, the maximal number of
UEs that can be multiplexed over a PRB (denoted by Nm) is
limited to two. The limitation is relaxed later in the design of
UPPA algorithms.
If PRB r is allocated to two multiplexed UEs (say u1
and u2), according to NOMA principle, at the eNB side the
desired signals targeting at u1 and u2 are superimposed over
PRB r. Transmission powers (1−α)Pt and αPt are allocated
to the two UEs with a larger and a smaller OMA SIR,
respectively. α is called power allocation coefficient (PAC).
It is noted that a necessary condition on α is α > 0.5;
otherwise SIC at the UE with a lower OMA SIR is thought
to fail, under an SIC assumption that a received signal cannot
be successfully decoded and cancelled with SINR¡1. At the
receiver side, UE with a poorer channel condition decodes its
signal directly without SIC, by which the signal for the UE
with a larger OMA SIR is treated as intra-cell UE interference.
Let γmu1,r(u1, u2, α) and γ
m
u2,r(u1, u2, α) denote respectively
the SIRs of two multiplexed UEs u1 and u2, over PRB r
with PAC α, under the condition γou1,r > γ
o
u2,r. Setting α
is investigated in the subsequent sections. The superscript m
designates intra-cell UE multiplexing.
The SIR γmu2,r(u1, u2, α) of UE u2 is then computed by
γmu2,r(u1, u2, α)
=
αP1,1,u2,r
3∑
j=2
P1,j,u2,r +
Nsite∑
i=2
3∑
j=1
Pi,j,u2,r + (1− α)P1,1,u2,r
=
1 + γou2,r
1 + (1− α)γou2,r
.
(4)
At UE u1, intra-cell interference from u2 is decoded and
cancelled before u1 desired signal is decoded. The SIR of UE
u1 is computed by
γmu1,r(u1, u2, α) =
(1− α)P1,1,u1,r
3∑
j=2
P1,j,u1,r +
Nsite∑
i=2
3∑
j=1
Pi,j,u1,r
= (1− α)γou1,r. (5)
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It is noted that if γou1,r ≤ γou2,r, the SIRs of the two multi-
plexed UEs, u1 and u2, can be computed as γmu1,r(u2, u1, α)
and γmu2,r(u2, u1, α), respectively.
III. CROSS-LAYER DESIGN FOR NOMA WITH RR
SCHEDULER
In this section, cross-layer design of an NOMA system with
RR scheduler is investigated. RR scheduling is simple and
easy to implement. In a traditional OMA system with RR
scheduling, frequency-time resources are assigned to each UE
equally in a circular order. In the considered NOMA systems
with RR scheduling, their operations are loosely coupled and
performed on a full set of UE pairs. In the full set of UE pairs,
there is one and only one pair for each UE and every UE
(including the UE itself) in the network. Instead of scheduling
individual UE in an OMA system, the RR scheduler in a
NOMA system schedules individual UE pair in the full UE
pair set in a circular order. Each UE pair has an equal share of
the PRBs. For each scheduled UE pair, NOMA multiplexing is
not mandatory. If the channel condition of UEs is not desirable
for NOMA multiplexing, two UEs are served by OMA, and
each receives an half share of the frequency resource allocated
to the scheduled UE pair. The sum rates of the paired UEs with
NOMA and OMA are used in the decision making.
Due to the simplicity of RR scheduling and the loose
coupling of NOMA and RR scheduling, the joint scheduling
for NOMA design problem is reduced to the selection of
NOMA multiplexing or OMA for a scheduled UE pair and
power allocation for a multiplexed UE. Next, an analysis on
the impact of power allocation in a NOMA system with RR
scheduling is presented in Section III-A. The SIR distribution
for a given pair of multiplexed UEs with fixed locations is de-
rived in Section III-B. Analytical models for spectral efficiency
(SE) of a scheduled UE pair, network throughput, and fairness
are developed in Sections III-C and III-D, respectively.
A. Impact of Power Allocation
Power allocation plays an important role in NOMA systems.
In a NOMA system with RR scheduling, there is no easy
method to determine PAC α for NOMA. RR scheduling
provides excellent UE fairness on network resource utilization.
With the introduction of NOMA, resource utilization fairness
will be significantly affected, i.e., a smaller α can increase
the throughput of a network and the UE with a better channel
quality, but gives worse UE fairness.
Let us consider two generic UEs, u1 and u2, to be multi-
plexed by NOMA. The UEs have SIRs γou1,r and γ
o
u2,r over
PRB r. Without loss of generality, assume γou1,r > γ
o
u2,r. With
Shannon capacity formula, the sum SE of u1 and u2 with
NOMA multiplexing over PRB r is computed as
log2
[
1 + γmu1,r(u1, u2, α)
]
+ log2
[
1 + γmu2,r(u1, u2, α)
]
= log2
[
1 + (1− α)γou1,r
]
+ log2
[
1 +
1 + γou2,r
1 + (1− α)γou2,r
]
= log2
[
(1 + γou2,r)
(
1 +
γou1,r − γou2,r
1
1−α + γ
o
u2,r
)]
. (6)
It can be observed from (6) that the sum SE with NOMA
multiplexing decreases monotonically with α. A higher power
should be allocated to the UE with a better channel quality
(i.e., α should be very close to 0.5) to maximize network
throughput, but it is not fair in terms of resource utilization.
Therefore, for a NOMA system with RR scheduling, PAC α is
a system design parameter to be considered with both network
throughput and fairness. An analytical model is proposed next
to compute network throughput and fairness to support the
control of α.
B. SIR PDF of Two Multiplexed UEs with Fixed Locations
Given a specific pair of UEs, u1 and u2, with their fixed
locations, let Cmu1,u2,α denote the sum SE of multiplexed UEs,
u1 and u2, with α. As SIR probability density function and
the mean SE of UEs in a NOMA system with RR scheduling
are computed over all channel fading instantiations and PRBs,
subscript r is not included in the new variables introduced
in the remaining of Section III. Next, we derive a formula
to compute Cmu1,u2,α of the multiplexed UEs for the case of
γou1,r > γ
o
u2,r. The sum SE in the case of γ
o
u1,r ≤ γou2,r can
be computed similarly.
Let Ii,u be the aggregate interference generated from all
sectors of the ith eNB to a UE u, i.e.,
Ii,u =

3∑
j=2
Pr,1,j,uψ1,u, i = 1,
3∑
j=1
Pr,i,j,uψi,u, i = 2, ..., Nsite.
(7)
Note that Ii,u is not a log-normal random variable but
is approximated as a log-normal variable with the method
proposed in [33]. Let µIi,u and σIi,u denote the mean and
the standard deviation of a normal distribution associated with
Ii,u, respectively, which can be calculated by
µIi,u =

ln
( Na∑
j=2
Pr,i,j,u
)
, i = 1,
ln
( Na∑
j=1
Pr,i,j,u
)
, i = 2, ..., Nsite,
(8)
and
σIi,u = σw. (9)
According to (5), the SIR of UE u1, γmu1,r(u1, u2, α), can
be expressed by
γmu1,r(u1, u2, α) =
(1− α)Pr,1,1,u1ψ1,u1
3∑
j=2
Pr,1,j,u1ψ1,u1 +
Nsite∑
i=2
3∑
j=1
Pr,i,j,u1ψi,u1
=
(1− α)Pr,1,1,u1ψ1,u1
Nsite∑
i=1
Ii,u1
. (10)
Note that fast fading is not included in the above formula
as its impact is negligible in the analysis with shadow fading
[35].
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According to (4), the SIR of UE u2, γmu2,r(u1, u2, α), can
be expressed similarly as
γmu2,r(u1, u2, α) =
αPr,1,1,u2ψ1,u2
Nsite∑
i=1
Ii,u2 + (1− α)Pr,1,1,u2ψ1,u2
.
(11)
As intra-site fading is assumed to be fully correlated and
inter-site fading is partially correlated, intra-site and inter-site
interferences are treated separately. Two intra-site interference
related variables, Y mu1 and Y
m
u2 , are introduced for multiplexed
UEs, u1 and u1, which are computed by
Y mu1 =
3∑
j=2
Pr,1,j,u1
(1− α)Pr,1,1,u , (12)
Y mu2 =
3∑
j=2
Pr,1,j,u2 + (1− α)Pr,1,1,u2
αPr,1,1,u
. (13)
In addition, let Ia,u denote the aggregate interference from
all neighbor sites to a UE u in sector A1,1, which is computed
by
Ia,u =
Nsites∑
i=2
Ii,u. (14)
Then, let Ya,u denote the ratio of the aggregate interference
from neighbor sites to the signal of UE u (denoted by Su),
which is computed by
Ya,u =
Ia,u
Su , (15)
where, Su1 = (1 − α)Pr,1,1,u1ψ1,u1 and Su2 =
αPr,1,1,u2ψ1,u2 .
Based on the above new variables, the SIRs of u1 and u2
can be expressed as
γmu1,r(u1, u2, α) =
1
Y mu1 + Ya,u1
, (16)
γmu2,r(u1, u2, α) =
1
Y mu2 + Ya,u2
. (17)
It is noted that both Y mu2 and Y
m
u2 are deterministic variables,
while Ya,u1 and Ya,u2 are random variables. To make the
statistical analytical model tractable, the aggregate correlated
interference Ia,u of the neighbor sites to UE u is approximated
by a log-normal variable, which offers a good accuracy in [35].
Let µIa,u and σIa,u denote the mean and standard deviation
of the normal distribution associated with the log-normal
approximation Ia,u, respectively, which can be computed by a
low complexity method presented in [35].
As Su is a log-normal variable, with the approximation of
Ia,u as a log-normal variable, Ya,u in the form of (15) is known
to be a log-normal variable as well. Let µYa,u and σYa,u denote
the mean and standard deviation of the normal distribution
associated with the lognormal variable Ya,u, respectively [35].
Then, µYa,u and σYa,u can be computed by
µYa,u = µIa,u − ln(Pr,1,1,u), (18)
σ2Ya,u = σ
2
Ia,u + σ
2
w − 2ρa,uσIa,uσw. (19)
After the mean µYa,u and standard deviation σYa,u for log-
normal variable Ya,u have been computed, the probability den-
sity functions of γmu1,r(u1, u2, α) and γ
m
u2,r(u1, u2, α) given by
(17) are determined accordingly. The above analysis is also
applicable to the SIR distribution γou,r for a general UE with
OMA. Let Y ou be an intra-site interference related variable for
OMA, which is defined as
Y ou =
3∑
j=2
Pr,1,j,u1
Pr,1,1,u
. (20)
SIR γou,r can be expressed as a function of a log-normal
variable Ya,u, or
γou,r =
1
Y ou + Ya,u
. (21)
C. Spectral Efficiency for a Pair of UEs with Fixed Locations
For a general log-normal distributed random variable X ,
with its parameters µ and σ being the mean and standard
deviation of X’s natural logarithm, the probability density
function (denoted by fX(x;µ, σ)) of X can be expressed as
fX(x;µ, σ) =
1
xσ
√
2pi
e−
(lnx−µ)2
2σ2 . (22)
Let F(x) define a function to calculate the SE from UE
SIR x. The instantaneous SEs of UEs, u1 and u2, with OMA,
denoted by Cou1 and C
o
u2 , respectively, can be computed by
Cou1 = F(γou1,r), (23)
Cou2 = F(γou2,r). (24)
The SE of two multiplexed UEs, u1 and u2, with NOMA un-
der the condition of γou1,r > γ
o
u2,r, denoted by C
m
u1(u1, u2, α)
and Cmu2(u1, u2, α), respectively, can be computed by
Cmu1(u1, u2, α) = F [γmu1,r(u1, u2, α)], (25)
Cmu2(u1, u2, α) = F [γmu2,r(u1, u2, α)]. (26)
Let Cmsum(u1, u2, α) represent the sum SE of two multi-
plexed UEs, u1 and u2, under the condition of γou1,r > γ
o
u2,r.
In a NOMA system, a given pair of UEs with different
locations are multiplexed if Cmsum(u1, u2, α) is larger than
(Cou1+C
o
u1)/2 under the condition of γ
o
u1,r > γ
o
u2,r; otherwise
the two UEs are served by OMA.
Let Cn(u1, u2, α) denote the sum SE of a NOMA system
under the condition of γou1,r > γ
o
u2,r. We can obtain
Cn(u1, u2, α) = (27){
Cmsum(u1, u2, α), if C
m
sum(u1, u2, α) > (C
o
u1 + C
o
u1)/2,
(Cou1 + C
o
u1)/2, otherwise.
As the SIRs of UEs, u1 and u2, are random variables,
we compute the mean sum SE of the scheduled pair of UEs
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in a NOMA system, which is denoted by Cn(u1, u2, α) and
computed by
Cn(u1, u2, α) =
∞∫
y1+Ythr
∞∫
0
Cn(u1, u2, α) (28)
fYa,u1 (y1;µYa,u1 , σYa,u1 )fYa,u2 (y2;µYa,u2 , σYa,u2 )dy1dy2
+
y1+Ythr∫
0
∞∫
0
Cn(u2, u1, α)
fYa,u1 (y1;µYa,u1 , σYa,u1 )fYa,u2 (y2;µYa,u2 , σYa,u2 )dy1dy2,
where Ythr = Y ou1−Y ou2 , corresponding to the condition γou1,r >
γou2,r. This condition is equivalent to
1
Y ou1+Ya,u1
> 1Y ou2+Ya,u2
,
which gives Ya,u2 > Ya,u1 + Y
o
u1 − Y ou2 . It is noted that
both Cn(u1, u2, α) and Cn(u2, u1, α) are the functions of the
integrands y1 and y2, which can be found from formulae (23)
to (28). Cn(u1, u2, α) can be obtained by simple numerical
integration tools.
Let Cnu1(u1, u2, α) and C
n
u2(u1, u2, α) denote the mean
SE of individual UEs, u1 and u2, in a scheduled pair with
PAC α in a NOMA system. They can be computed using a
similar formula derived earlier for Cn(u1, u2, α), which is not
repeated here.
D. Numerical Results
1) Network Throughput: With the above analysis on the
mean SE of a fixed pair of UEs in a NOMA system, network
throughput and fairness performance can be modeled. Network
SIR and outage probability can be analyzed in a similar way.
To facilitate the network level performance analysis, the whole
service area of sector A1,1 is divided into the segments with
an equal size of dres × dres m2. The segments in sector A1,1
are labeled from 1 to Ng, where Ng denotes the number of
segments. Each segment has one and only one UE at its center.
Let Ωseg denote the set of UEs.
In the NOMA systems with RR scheduling, each UE has
an equal probability to pair with any UE (including the UE
itself) and to be scheduled. For any pair of scheduled UEs
with different locations, the mean SE has been derived in the
previous subsection. If a UE u is selected to pair with itself,
the mean SE for this specific pair is denoted by Cou, which is
computed by
Cou =
∞∫
0
CoufYa,u(y;µYa,u , σYa,u)dy, (29)
where Cou is the instantaneous SE of UE u.
Let Cnu(α) denote the mean SE of a general UE u in a
NOMA system for u ∈ Ωseg, which is computed by averaging
over the mean SE of u with all possible NOMA pairs, or
Cnu(α) =
∑
u1∈Ωseg,u1 6=u
Cn(u, u1, α) + Cou1
Ng
. (30)
Let Cnnet(α) and ηsite(α) denote the mean network SE and
site throughput. We can compute Cnnet(α) by
Cnnet(α) =
∑
u∈Ωseg
Cnu(α)
Ng
. (31)
Accordingly, mean site throughput ηsite(α) can be computed
by
ηsite(α) = 3BnetCnnet(α), (32)
where Bnet denotes network bandwidth in Hz, and the site
throughput is computed from the three sectors of the site.
UE throughput fairness, denoted by Fnet(α), is computed with
Jain’s fairness index formula as
Fnet(α) =
[ ∑
u∈Ωseg
Cnu(α)
]2
Ng
∑
u∈Ωseg
Cnu(α)
2
. (33)
2) Numerical Results for NOMA with RR Scheduling:
Next, representative numerical results for NOMA systems
with RR scheduler are presented, which were obtained with
an analytical model and system level simulations. System
configuration is shown in Table II. In the simulations, UEs
are randomly and uniformly distributed in a network. The
PAC α varies from 0.55 to 1 with a step size of 0.05. 10,000
snapshots are captured to compute UE and network statistics.
For each snapshot, shadowing fading and small scale fading
coefficients for the sectors and UEs are generated. Each UE
is paired with UEs in the network and all the UE pairs are
scheduled in one snapshot. Sum SE for the multiplexing pairs
in the NOMA system is computed with various PAC values.
Shannon channel formula is used, but the network performance
model is applicable to other spectral efficiency models.
In addition to the OMA and basic NOMA systems, the
performance of a group based NOMA system (denoted by
Group-NOMA) is also presented. In the literature, it was
suggested that a UE should be multiplexed with another UE
when its channel quality is better than a given threshold in
order to increase NOMA performance [4], [19]. To test how
effective such an approach can be, UEs are divided into two
UE groups according to their mean SIRs, and each UE is
only allowed to pair up with the UEs in the opposite group.
The analysis on the joint RR scheduling for Group-NOMA
system is similar to that for the basic NOMA system. Figs. 2(a)
and 2(b) present the throughput and fairness index against
α, respectively. It can be observed that the analytical results
match to system-level simulation results closely. In addition,
the system level simulations took much more time than the
analytical approach.
According to Fig. 2(a), the site throughput of basic NOMA
and Group-NOMA systems decreases almost linearly with
α, which confirms the analysis of NOMA power allocation
in Section III-A. The throughput of an OMA system is not
affected by α. The throughput gain of basic NOMA over
OMA systems is 23.7% and 10.4% with α=0.55 and 0.75,
respectively. The Group-NOMA system has additional 5%
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throughput gain over the basic NOMA system at α=0.55, but
the gain diminishes with an increasing α. Therefore, setting
multiplexing threshold does not give a substantial performance
improvement. According to Fig. 2(b), the UE fairness of both
basic NOMA and Group-NOMA systems improves with α
until α reaches 0.85, and then degrades gradually to the value
of an OMA system.
With the fast and accurate analytical model, the NOMA
systems with RR scheduling can be evaluated effectively, and
a utility function can be set up to control the NOMA param-
eter α, considering both network throughput and fairness. A
recommended range for α is 0.65 to 0.75.
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Fig. 2. a) Mean site throughput; b) UE throughput fairness of a NOMA
system with RR scheduling.
IV. CROSS-LAYER DESIGN OF NOMA WITH
PROPORTIONAL FAIRNESS SCHEDULING
In this section, the issues on cross-layer design and op-
timization of NOMA and PF scheduling algorithms will be
investigated. While RR and maximum signal to interference
ratio schedulers are designed to maximize UE fairness and
network throughput, a PF scheduler maintains a good balance
between total network throughput and UE fairness. PRBs are
assigned to UEs according to a scheduling priority, which is
inversely proportional to anticipated resource consumption of
the UEs. Due to the attractive features of PF scheduling, it has
been widely used as a reference scheduler in many works on
NOMA [2]–[4]. However, as PF scheduling has a much higher
computational complexity, and PF scheduling and NOMA are
coupled much more tightly than the RR scheduling, it is crucial
to keep the computational complexity of joint scheduling with
NOMA algorithms as low as possible.
Next, the weighted sum rate and optimization problem for
joint PF scheduling with NOMA algorithms are studied in
Section IV-A. A two-step approach is proposed for joint design
of NOMA and PF scheduling algorithms.
A. Weighted Sum Rate with NOMA and Exhaustive Search
Algorithm
In LTE cellular networks, time is split up into TTIs with
index t. To facilitate the introduction of PF scheduling algo-
rithm, we add a subscript t to the previous introduced variable
notations, such as SIR and SE of UEs with OMA and NOMA.
For example, now we use γou,r,t and C
o
u,r,t to denote the SIR
and SE of UE u with OMA over PRB r at TTI t. NOMA
SIRs for two multiplexed UEs, u1 and u2, with PAC α are
denoted by γmu1,r,t(u1, u2, α) and γ
m
u2,r,t(u1, u2, α) over PRB
r at TTI t. Let ηu,t be the average throughput of UE u in
the last W TTIs. W is known as the time window of PF
scheduling, which is set to 50.
Resource allocation is centrally controlled by eNBs, which
assign different PRBs to different UEs depending on so-called
scheduling priority coefficient (PC), which is calculated as a
function of UE channel states and their average throughput.
Let ϕu,r,t denote the PC of UE u over PRB r at TTI t with
OMA, which is computed by
ϕu,r,t =
BrbC
o
u,r,t
ηu,t
. (34)
In the OMA systems with PF scheduling, in a general TTI
(say t), eNB computes the PC of all UEs over all PRBs
according to (34). Initially, all PRBs are added to a resource
set Ωrb. The PRBs are allocated to UEs one unit per round. In
the first round of PRB allocation, PRB r∗ in the set Ωrb with
the maximal PC is allocated to UE u∗ with the largest PC over
PRB r∗. The allocated PRB r∗ is removed from the resource
set Ωrb. And UE average throughput and its PCs over the PRBs
in the set Ωrb are updated. The above process is repeated until
all PRBs are allocated.
In the NOMA systems with PF scheduling, resource alloca-
tion becomes more challenging, as each PRB may be allocated
to more than one UE and there can be multiple power allo-
cation levels for UE multiplexing. For each PRB allocation,
eNB needs to choose only one UE or a group of multiplexed
UEs, a proper α for multiplexing, and resource allocation
optimization objectives. In the existing works studying joint
PF scheduling for NOMA, a widely accepted optimization
objective for PRB allocation is the weighted sum rate of
multiplexed UEs over PRB [2]. Let ϕu1,u2,r,t(α) denote the
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TABLE II
SYSTEM PARAMETER SETTINGS
Parameters Value Parameters Value
Carrier frequency 2000 MHz Bandwidth Bnet=5 MHz; Brb=180 KHz
Number of sites Nsite = 19 Inter-site distance 500 m
Transmit power 21.6 W Shadowing σw = 6 dB; ρ = 0.5
Antenna height 25 m Max antenna gain (dBi) 15.5
Antenna front to back ratio 25 dB HPBW horizontal: 65°; vertical: 11.5°
UE density (simulation) 0.0025 per m2 Segment resolution dres = 10 m
weighted sum rate of UEs, u1 and u2, which are multiplexed
over PRB r at TTI t. It is computed by
ϕu1,u2,r,t(α) =
BrbC
m
u1,r,t(u1, u2, α)
ηu1,t
+
BrbC
m
u2,r,t(u1, u2, α)
ηu2,t
, (35)
which can be easily extended to the cases where more than
two UEs are multiplexed over a PRB.
For the joint PF scheduling in NOMA systems, the operation
of PF scheduling and NOMA UPPA is tightly coupled. For
each PRB allocation, the UEs to be selected depend on not
only UEs’ own channel state but also the sum SE of UEs when
they are multiplexed with various power allocation options.
To maximize the weighted sum rate over all Nrb PRBs for
a general TTI with index t, an optimization problem can be
formulated as
max
u1,u2,α
Nrb∑
r=1
ϕu1,u2,r,t(α),
subject to: u1, u2 ∈ Ωue,
γmu,r,t(u1, u2, α) > γmin, u ∈ Ωue,
α ∈ [0, 1].
(36)
For the decision making on the user selection, user pairing
and power allocation, a straightforward algorithm is exhaustive
search (ES) algorithm [2]. With the ES algorithm, the weighted
sum rate for all the combinations of UE groups sharing a
PRB and power allocation options are computed first. The UE
groups and the power allocation with the largest weighted sum
rate over the PRB is chosen to get the PRB. It is well known
that such an ES algorithm has a very high computational
complexity. Therefore, fast joint PF scheduling and NOMA
UPPA algorithms are needed.
B. Optimal Power Allocation for a Pair of UEs
In this subsection, we introduce an optimal power allocation
strategy for any given pair of UEs (say u1 and u2), multiplexed
over a general PRB at a TTI. The optimization objective is the
weighted sum rate ϕu1,u2,r,t(α) computed by (35). Note that
in Section III-A, optimal power allocation for a given pair of
multiplexed UEs was analyzed with optimization objective of
sum SE. It was shown that the optimal strategy is to simply
allocate full transmit power to a UE with a better channel
quality.
For the analysis on optimal power allocation with an objec-
tive of maximizing weighted sum rate, we use the Shannon
capacity formula. It is noted that such an assumption is only
used for the optimal power allocation analysis. In the design
of UE pairing algorithms and simulations, different channel
capacity formulae can be used.
As the analysis is applicable to a general TTI index and
PRB, subscripts t and r are neglected in the variables used in
this subsection. Eqn. (35) for weighted sum rate of UEs, u1
and u2, is rewritten as
ϕu1,u2(α) =
BrbC
m
u1(u1, u2, α)
ηu1
+
BrbC
m
u2(u1, u2, α)
ηu2
=
Brb
ηu2
log2
{[
1 + γmu1(u1, u2, α)
]d[
1 + γmu2(u1, u2, α)
]}
=
Brb
ηu2
log2
[
(1 + βγou1)
d 1 + γ
o
u2
1 + βγou2
]
=
Brb
ηu2
{
log2
[
(1 + βγou1)
d
1 + βγou2
]
+ log2(1 + γ
o
u2)
}
, (37)
where d =
ηu2
ηu1
and β = 1− α with 0 ≤ β < 0.5.
From (37) it is known that maximizing ϕu1,u2(α) is equiv-
alent to maximizing the factor
(1+βγou1 )
d
1+βγou2
. Differentiating the
factor against β, we get
d
(1+βγou1 )
d
1+βγou2
dβ
(38)
=
(1 + βγou1)
d−1
(1 + βγou1)
2
[
dγou1(1 + βγ
o
u2)− γou2(1 + βγou1)
]
.
It is noted that the sign of the above differentiation in (38)
depends solely on the second factor.
Checking Eqn. (38), we can develop the following optimal
power allocation strategy for a given pair of multiplexed UEs
as follows.
• If d > 1 or dγou1 − γou2 < 0.5γou1γou2(1 − d), we always
have dγou1(1 + βγ
o
u2)− γou2(1 + βγou1) > 0. Therefore, the
weighted sum rate ϕu1,u2 increases monotonically with β,
and thus β (and α as well) should take a value close to 0.5.
• If dγou1 < γ
o
u2 , ϕu1,u2 decreases monotonically with β, we
set α to 1 to maximize ϕu1,u2 .
• Otherwise, set α to 1− dγ
o
u1
−γou2
γou1γ
o
u2
(1−d) to maximize ϕu1,u2 .
C. Joint PF Scheduling and UE Pairing with Nm = 2
After the analysis of optimal power allocation problem, the
joint PF scheduling and UE pairing problem is investigated.
In [28] the authors proposed a simple joint PF scheduling
and UE pairing algorithm, which is called PF-Fast algorithm.
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In the PF-Fast algorithm, instead of comparing all UE pairs
to search for the best UE pair optimizing weighted sum rate
for a PRB, one UE (which is selected as the one having the
largest OMA weighted rate over the PRB) from each pair is
compared in the PF-Fast algorithm. This identified UE is called
the first multiplexing UE (MUE) of a multiplexing pair. The
pairs formed by the first MUE with all UEs are compared
(including the first MUE itself). The second MUE of the pair to
get the PRB is identified in the pair maximizing the weighted
sum rate over the PRB. It is noted that the second MUE can
be the same as the first MUE, which corresponds to OMA.
Simulation results presented in [28] show that the PF-
Fast algorithm can reduce computation time without a big
performance loss. However, the PF-Fast algorithm still has
a high computational complexity of O(NueNrb). And the PF-
Fast algorithm is only applicable to the cases with at most two
UEs multiplexing. Next, three joint PF scheduling and UPPA
algorithms are proposed to reduce computational complexity.
The new algorithms are faster and more scalable (applicable to
the case that a large number of UEs share a PRB). We present
the new algorithms for the case of at most two UEs sharing
a PRB (Nm =2). Then, we extend the algorithms to the cases
with imperfect CSI and with more UEs sharing a PRB.
1) PF-FS-SIR and PF-FS-PC Algorithms: In the new joint
scheduling and use pairing algorithms, the first MUE of the
pairs sharing unallocated PRBs is identified with the same
approach used in the PF-Fast algorithm [28]. The difference
lies on the way how to choose the second MUE of multiplexed
pair. Instead of comparing the pairs formed by all UEs in the
network with the first MUE, only a few UEs are selected as
the candidates to pair with the first MUE and are compared
for possible PRB allocation.
There are several criteria that can be used to select the UEs
to pair up with the first MUE. An algorithm using SIR criteria
to choose the second MUE is proposed first, which is called
PF-FS-SIR algorithm. The letters ”FS” in the algorithm’s name
refer to being fast and scalable. In the PF-FS-SIR algorithm,
only two UEs are chosen to pair up with the first MUE and
compared in terms of the weighted sum rate, i.e., the first
MUE itself (corresponding to OMA, a specific case of NOMA
with α=0), and then the UE with the largest OMA SIR. If
the UE with the largest OMA SIR is different from the first
MUE, α for NOMA multiplexing of this UE pair can be set
to a pre-configured value, such as 0.75, or determined by
the optimal power allocation method. The overall PF-FS-SIR
algorithm with optimal power allocation at TTI t is presented
in Algorithm 1.
In the PF-FS-SIR algorithm, pairing the first MUE having
the largest OMA weighted rate with the second MUE having
the largest SIR may deliver a higher network throughput but
poorer UE throughput fairness. The UEs with good channel
states have more chances to be multiplexed and receive a larger
share of frequency resources. To address the fairness problem,
a new algorithm named as PF-FS-PC is proposed. The idea
is to pair the first MUE having the largest OMA weighted
rate with the second MUE having the second largest OMA
weighted rate. The above multiplexing pair is compared to the
first MUE in terms of weighted sum rate to decide if OMA or
Algorithm 1 Joint PF scheduling and UE pairing PF-FS-SIR.
1: Input: Weighted rate ϕu,r,t for u ∈ Ωue, r ∈ Ωrb.
2: Output: UEs scheduled over each PRB r, r ∈ Ωrb.
3: Initialize the set of unallocated PRB Ωrb to {1, ..., Nrb}.
4: while Ωrb 6= Ø do
5: Find PRB r∗ to be processed next and first MUE u∗1:
6: (r∗, u∗1) = arg max
u∈Ωue,r∈Ωrb,γou,r>γmin
ϕu,r,t
7: Find u∗2: u
∗
2 = arg max
u∈Ωue\{u∗1},γou,r∗>γmin
γou,r∗,t
8: Compute ϕu∗1 ,u∗2 ,r∗,t with either fixed or optimal power
allocation according to (35)
9: if ϕu∗1 ,r∗,t > ϕu∗1 ,u∗2 ,r∗,t or γ
m
u∗1 ,r
(u∗1, u
∗
2, α) < γmin
or γmu∗2 ,r(u
∗
1, u
∗
2, α) < γmin then
10: Replace u∗2 by u
∗
1; using OMA.
11: end if
12: Allocate PRB r∗ to UEs u∗1 and u
∗
2
13: Update Ωrb by Ωrb ← Ωrb \ {r∗}
14: Update ηu∗1 ,t and ηu∗2 ,t
15: Update weighted rate ϕu∗1 ,r,t and ϕu∗2 ,r,t, for all r ∈
Ωrb.
16: end while
NOMA multiplexing should be applied over a PRB. PF-FS-
PC algorithm takes a very similar approach as PF-FS-SIR, as
shown in Algorithm 1.
2) PF-FS-Hybrid Algorithm: It is noted that the objective
of the PF-FS-PC algorithm is aligned with the original PF
scheduling objective, that is to maximize PC for PRBs to be
allocated. But a potential issue of the PF-FS-PC algorithm
is that simply multiplexing the UEs with the largest and
the second largest OMA weighted rate may lead to a lower
instantaneous UE throughput and mean network throughput.
In view of the strength and weakness of PF-FS-SIR and PF-
FS-PC algorithms, a new algorithm named as PF-FS-Hybrid
is proposed. In the PF-FS-Hybrid algorithm, as usual, the
PRB to be allocated to the first MUE having the largest
OMA weighted rate over that PRB are identified. Then, three
multiplexing pairs formed by the next second MUEs with the
first MUE are compared, i.e., the first MUE itself, a different
MUE with the highest OMA SIR, and another different MUE
with the second highest OMA weighted rate. The PRB is
allocated to one of the above three multiplexing pairs having
the largest weighted sum rate.
Note that if one of the second MUE candidates, such as the
one with the largest OMA SIR (or OMA weighted rate), is
excluded, PF-FS-Hybrid algorithm behaves exactly the same
as PF-FS-SIR (or PF-FS-PC) algorithm.
D. Joint Algorithm with Nm = 2 and Imperfect CSI
In the previous subsections, perfect CSI was assumed in
the development of the joint scheduling and NOMA UPPA
algorithms. However, due to fast fading channel state estima-
tion is not always perfect. It is important to investigate how
imperfect CSI estimation will affect the performance of joint
scheduling and NOMA algorithms and how to improve the
design of joint algorithms with imperfect CSI. For simplicity,
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we assume a simple channel estimation model. Let γou,r and
γo,eu,r denote the estimated and actual channel SIRs of a user u
over PRB r with OMA, respectively. The estimated SIR γou,r
is available to the eNB. The actual γo,eu,r is unknown to eNB,
which is expressed by
γo,eu,r = (1 + eu,r)γ
o
u,r, (39)
where eu,r represents the estimation error on the estimated
SINR γou,r. Similar to the assumption made in [24], eu,r is
assumed to follow a Gaussian distribution with mean zero
and variance σ2e . Let fN (x) denote the probability distribution
function (PDF) of the Gaussian distribution. It is noted that
alternative distributions for CSI estimation error can be used.
A better distribution of the estimation error and/or distribu-
tion parameters can be obtained through analysis on channel
estimation samples.
In this subsection, we extend the PF-FS-Hybrid algorithm,
knowing that the CSI estimation is imperfect. We first present
the computation of the mean SIR and spectrum efficiency at
eNB with actual CSI, which are used in the extended PF-FS-
Hybrild algorithm with imperfect CSI. Then, we present the
changes made to the PF-FS-Hybrid algorithm designed with
perfect CSI.
Let Co,eu,r denote the mean spectrum efficiency of UE u over
PRB r with OMA and CSI estimation error, where e designates
imperfect CSI. Assuming the use of Shannon capacity formula,
we have
Co,eu,r =
∫ ∞
−1
log2[1 + (1 + x)γ
o
u,r]fN (x)dx. (40)
The outage probability that the actual SIR of UE u over r
with OMA is smaller than γmin can be computed by
Prob(γo,eu,r < γmin) =
∫ γmin−γu,r
γu,r
−∞
fN (x)dx. (41)
Consider multiplexing u1 and u2 over PRB r with NOMA.
Let γm,eu1,r(u1, u2, α) and γ
m,e
u2,r(u1, u2, α) denote the actual
SIR of u1 and u2 over r with NOMA. The actual SIR
of multiplexed UEs, u1 and u2, can be expressed by their
estimated SIR with OMA, or
γm,eu1,r(u1, u2, α) = (1 + eu1,r)(1− α)γou1,r, (42)
γm,eu2,r(u1, u2, α) =
1 + (1 + eu2,r)γ
o
u2,r
1 + (1 + eu2,r)(1− α)γou2,r
. (43)
With the actual SIR of UEs, u1 and u2 multiplexed with
NOMA, the outage probabilities of u1 and u2 can be computed
and used in the UPPA decision making. Let Cm,eu1,r(u1, u2, α)
and Cm,eu2,r(u1, u2, α) denote the mean spectrum efficiencies of
u1 and u2 been multiplexed over r with NOMA and with CSI
estimation error. From (42) and (42), we have
Cm,eu1,r(u1, u2, α)
=
∫ ∞
−1
log2[1 + (1 + x)(1− α)γou1,r]fN (x)dx,
(44)
and
Cm,eu2,r(u1, u2, α)
=
∫ ∞
−1
log2
[
1 +
1 + (1 + x)γou2,r
1 + (1 + x)(1− α)γou2,r
]
fN (x)dx.
(45)
From (40) for OMA spectrum efficiency Co,eu,r, and (44 )
and (45 ) for NOMA spectrum efficiency, the OMA weighted
rate and NOMA weighted rate under imperfect CSI can be
computed in a similar way as (34) and (35), respectively,
by replacing the estimated spectrum efficiency with the mean
spectrum efficiency.
Using the outage probabilities, updated SIR and weighted
rate with imperfect CSI, we can modify the PF-FS-Hybrid
algorithm for the NOMA systems with imperfect CSI. It is
noted that PF-FS-Hybrid algorithm is chosen for the investi-
gation with imperfect CSI due to its good overall performance.
Other algorithms presented in the previous subsection can be
modified in a similar way. In the new algorithm, there are
three major changes made against the original PF-FS-Hybrid
algorithm, or
• For the QoS constraint on SIR, any UE u allocated to a
PRB r (through either OMA or NOMA) has to satisfy a
revised condition that the outage probability is lower than
the outage probability threshold Omin.
• The mean UE weighted rate and the mean SIR with actual
CSI are used in the process of selecting the best UEs for
OMA and NOMA, instead of the instantaneous weighted
rate and SIR.
• The weighted sum of mean rates with actual CSI is used in
the selection of OMA or NOMA and the UE pairing.
E. Joint Algorithm with Nm > 2
So far, only the case for at most two UEs sharing a PRB
is discussed. As allowing more than two UEs multiplexing
over a PRB can yield a larger performance gain, PF-FS-
Hybrid algorithm is extended to work with Nm > 2. A similar
extension can be easily made to PF-FS-SIR and PF-FS-PC
algorithms. Similar to the design of the joint PF scheduling
and UPPA algorithms with Nm = 2, the design problem with
Nm > 2 can be decomposed into two sub-problems, i.e., a)
power allocation for a given number of UEs expected to share
a PRB; b) PF scheduling and UE grouping.
1) Power Allocation Sub-problem: First, let us consider the
power allocation sub-problem. Assume that there are n UEs
(say u1, u2, ..., and un) to be multiplexed over a PRB. Without
loss of generality, the OMA SIRs of these UEs are arranged in
an increasing order. In the case of n = 1, all transmit power
Pt is allocated to u1. In the case of n = 2, transmit powers
αPt and (1 − α)Pt are allocated to u1 and u2, respectively.
The coefficient α can be determined by the optimal power
allocation strategy or using a pre-configured value. For n > 2,
we propose a simple iterative method to allocate the transmit
power. The power allocation starts from the multiplexing of
the first two UEs (u1 and u2). The transmit power α1Pt
allocated to u1 is determined first, where α1 is found using
the same approach for the case of two UE multiplexing. For
the multiplexing of UEs u2 and u3, they share the remaining
transmit power (1−α1)Pt. Transmit powers (1−α1)α2Pt and
(1−α1)(1−α2)Pt are allocated to u2 and u3, respectively. The
coefficient α2 is determined again using the power allocation
approach for two UEs multiplexing. The above process is
repeated to allocate transmit power for the remaining UEs.
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At the end of the power allocation process for Nm > 2, the
following formula is obtained for the transmission power Pt,ul
allocated to UE ul, for l = 1, ..., n, or
Pt,ul =

α1Pt, l = 1,
l−1∏
i=1
(1− αi)αlPt, 1 < l < n,
n−1∏
i=1
(1− αi)Pt, l = n.
(46)
2) Scheduling and UE Pairing Sub-problem: Next, the joint
scheduling and UE pairing sub-problem is investigated. The
above power allocation strategy is embedded in the joint
scheduling and UE pairing algorithm as presented earlier,
which is used to compute SIR when more than one UE is
multiplexed. To facilitate the design of the PF-FS-Hybrid al-
gorithm with Nm > 2, a binary tree based NOMA multiplexing
graph is introduced. At the first level n = 0, the binary tree
has only one node (the root), which corresponds to the first
MUE (with the largest OMA weighted rate over a considered
PRB). Note that a level in the binary tree means the distance
to the root. At the second level n=1, two children (i.e., two
second MUEs) are added to the root (the first MUE). The
second MUEs with the largest SIR and the largest weighted
rate among the UEs not presented in the higher level of the
binary tree are added as the left and right children of the root,
respectively. The above process repeats until level n = Nm−1.
An example multiplexing tree with Nm = 4 is shown in Fig. 3.
It is noted that un,sir and un,pc represent the MUEs with
the largest SIR and PC at tree level n − 1, respectively, for
n = 0, ..., Nm − 1.
Fig. 3. An example multiplexing tree with Nm = 4, where un,sir and
un,pc represent the MUEs with the largest SIR and PC at tree level n − 1,
respectively.
In the PF-FS-Hybrid algorithm, for each PRB allocation,
the candidate groups of UEs sharing a PRB can be represented
by all the paths starting from the root u1,pc to all the nodes
in the multiplexing binary tree. For example, at tree level
0, we have one candidate UE for PRB allocation, which is
u1,pc. At tree level 1, there are two nodes and two paths
from the root, representing two candidate groups of UEs for
possible sharing the PRB, {u1,pc, u2,sir} and {u1,pc, u2,pc}.
And at tree level 2, there are four paths from the root:
{u1,pc, u2,sir, u3,sir}, {u1,pc, u2,sir, u3,pc}, {u1,pc, u2,pc, u3,sir},
and {u1,pc, u2,pc, u3,pc}. After finding all the candidate groups
of UEs, the weighted sum rates of the multiplexed UEs in the
candidate groups over a PRB are compared, and the PRB is
allocated to the UE group with the largest weighted sum rate.
For computational complexity analysis, we introduce a basic
unit of computation, SNM, to compute the weighted sum
SE for a pair of NOMA multiplexed UEs. In the ES based
PF scheduling and NOMA algorithm, the total number of
candidate UE multiplexing pairs is N
2
ue
2 . Taking the number
of power allocation levels into account, we get that the total
number of SNM computations is NpaN
2
ue
2 for one PRB. In
one TTI, eNB needs to perform NrbNpaN
2
ue
2 SNM computations
over Nrb PRBs. Thus, the computational complexity of PF-ES
algorithm is O(NrbNpaN2ue). The computation complexity for
other algorithms can be analyzed similarly.
V. PERFORMANCE OF JOINT PF SCHEDULING
AND NOMA ALGORITHMS
In this section, the proposed PF scheduling and NOMA al-
gorithms are compared to the existing algorithms. The system
configuration is shown in Table II. As theoretic analysis of
PF scheduling is very difficult, system level simulations are
used for evaluation of NOMA systems with PF scheduling.
For each algorithm, five drops of UEs to the network are
considered and 5,000 simulation snapshots are run for each
UE drop to obtain mean network performance. Shadow fading
coefficients between eNBs and UEs are generated once and
used for all the simulations. 3GPP spatial channel model
(SCM) is used to generate fast fading coefficients [3], [34].
The minimum SIR γmin set for UE resource allocation is -2
dB. The outage probability threshold Omin is set to 0.1. The
proposed algorithms are evaluated first with ideal CSI at eNBs
and then with imperfect CSI and Nm > 2.
A. Comparison of Various Scheduling and NOMA Algorithms
with Nm=2
Eight scheduling and NOMA algorithm settings are evalu-
ated and compared. The features of the evaluated algorithms
are summarized in Table III. Although all NOMA based
algorithms can use either fixed or optimal power allocation in
NOMA multiplexing, only fixed power allocation with α=0.75
is used, except that PF-FS-Opt algorithm uses the optimal
power allocation. Columns ”1st MUE” and ”2nd MUE” refer
to how the first and second MUEs of UE pairs are found to
share a PRB. PF-ES algorithm compares all UEs for both the
first and second MUEs with a fixed α. The PF-ES algorithm
with a full search over all power allocation levels is not
evaluated, as it is too time-consuming for the simulations, and
it is demonstrated that optimal power allocation does not give
a better network performance than fixed power allocation.
One compared algorithm that is not introduced in Section IV
is PF-Group algorithm. In this algorithm, UEs are allocated
to two groups according to their OMA SIRs for each PRB
allocation. The first MUE is chosen as the UE with the largest
OMA PC over that PRB, and the second MUE is found as
the UE with the largest OMA PC from the opposite group
of the first MUE. In the original grouping based UE pairing
algorithm [4], each UE in one group will form pairs with
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(c) UE fairness with Nrb=8.
Fig. 4. Network performance against the number of UEs with Nrb=8. a) and b): Mean site throughput; c) and d): schedule time per drop; e) and f): UE
throughput fairness.
TABLE III
PARAMETER SETTINGS OF COMPARED ALGORITHMS.
Name Nm α 1st MUE 2nd MUE # of SNM
PF-OMA 1 0.75 - - 0
PF-ES 2 0.75 All All NrbN2ue/2
PF-Fast 2 0.75 PC All NrbNue
PF-Group 2 0.75 Group PC Group PC Nrb
PF-FS-PC 2 0.75 PC PC 2Nrb
PF-FS-SIR 2 0.75 PC SIR 2Nrb
PF-FS-Hybrid 2 0.75 PC SIR+PC 3Nrb
PF-FS-Opt 2 Optimal PC SIR+PC 3Nrb
every UE in the other group, and the UE pairs with the largest
weighted sum rate are chosen to share the PRBs. In the original
grouping algorithm, the number of SNM computations per
PRB is N2ue/4, which is at the same as that of PF-ES algorithm.
Therefore, the modified version of grouping based algorithm
is used for comparison instead of the original version.
The performance metrics of interest include mean site
throughput, simulation time spent on scheduling (and UPPA)
per drop, and UE throughput fairness. Fig. 4 shows the mean
site throughput, scheduling and UPPA time, and UE fairness
versus the number of UEs for eight PRBs. Shannon channel
formula is used to compute spectral efficiency. Simulation
results with other spectral efficiency formulae show similar
performance trends, which are not presented due to space limit.
From Fig. 4, the following are observed on the performance
of the compared algorithms.
1) Throughput: The algorithms with NOMA consistently
outperform PF-OMA. There are two clusters of PF
scheduling and NOMA algorithms, in which algorithms
deliver very close throughput. The first cluster has PF-
ES, PF-Fast, and PF-FS-Hybrid algorithms. The second
cluster has PF-FS-SIR, PF-FS-PC, and PF-FS-Opt algo-
rithms. The algorithms in the first cluster have around
14% throughput gain over PF-OMA algorithm with 20
UEs. The algorithms in the second cluster have around
10% throughput gain. PF-Group algorithm is the second
worst, with 5% throughput gain over PF-OMA in the 20
UEs scenario.
2) Simulation time on scheduling: PF-OMA takes the short-
est scheduling time as expected. Scheduling simulation
time of PF-OMA and the proposed fast algorithms in-
creases very little with the number of UEs. On the other
hand, PF-ES simulation time increases significantly with
Nue. In the scenario with Nue=20, scheduling time of PF-
ES is 60 times that of the proposed algorithms. It is noted
that the overall simulations (including extra simulation
tasks, such as channel state generation, SIR computation,
and statistic collection, etc.) took a much longer time.
In total, it took five days to complete the simulations to
produce the set of results shown in Fig. 4, which indicates
how time consuming the PF-ES algorithm is.
3) Fairness: Fairness is another important metric for NOMA
algorithms. As shown in Fig. 4, PF-OMA, PF-Group, and
PF-FS-PC have the best fairness as expected. PF-Fast
and PF-FS-Opt come next. PF-ES and PF-FS-Hybrid are
slightly worst than PF-FS-Opt. PF-FS-SIR has the worst
fairness performance, which is expected as it always
chooses the second MUE with the largest SIR.
The results demonstrated the complex interactions between
PF scheduling and NOMA algorithms. For example, PF-
FS-PC algorithm with fixed power allocation (α=0.75) has
consistently better performance than PF-FS-Opt. It suggests
that optimal power allocation with the objective of maximiz-
ing PF scheduling priority coefficient does not guarantee an
optimal network performance (e.g., throughput and fairness).
Therefore, optimal power allocation may not be needed for PF
scheduling and NOMA. On the other hand, the performance
of PF-FS-SIR algorithm, which attempts to maximize the
network throughput by pairing the first MUE with the UE
having the largest SIR, is consistently worst than PF-FS-
Hybrid algorithm.
PF-FS-Hybrid algorithm shows a good overall performance,
i.e., high throughput, low scheduling time, and comparable
fairness to PF-ES algorithm. Apart from that, PF-Fast al-
gorithm has identical throughput of PF-ES, but much lower
scheduling time and better fairness.
B. Impact of Power Allocation, imperfect CSI, and Maximal
Number of Multiplexed UEs
In the algorithm comparison presented in the previous
subsection, PAC α was fixed as 0.75, perfect CSI estimation
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was assumed, and Nm was two. In this subsection, the impact
of fixed power allocation with various PAC, imperfect CSI and
larger Nm settings is examined. Only PF-FS-Hybrid algorithm
is used for performance investigation in this subsection, as it
is one of the best performing algorithms.
The network throughput and UE fairness against α are
presented in Figs. 5(a) and 5(b), respectively. It can be ob-
served clearly that network throughput increases with α until
α reaches 0.85, but UE fairness reduces in most cases with an
increasing α. The impact of α on NOMA with PF scheduling
performance is quite different from that with NOMA and RR
scheduling. Setting α to 0.75 strikes a good tradeoff on the
network throughput and fairness.
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Fig. 5. PF-FS-Hybrid algorithm performance versus α with Nrb=5 and Nm=2.
a) Mean site throughput; b) UE throughput fairness.
Next, the impact of imperfect CSI is studied. The standard
deviation σe of the CSI estimation error is set to 0, 0.1, 0.2, and
0.3 in the experiments. Note that perfect CSI is a specific case
in the study with σe = 0. The network throughput and user
fairness versus the number of UEs with eight PRBs and Nm =2
are presented in Figs. 6(a) and 6(b), respectively. The results
show that the proposed algorithm is robust in the presence
of CSI estimation error. With an increasing CSI estimation
error, the overall network throughput drops gradually, while
the user fairness increases slightly. Even with CSI estimation
error σe = 0.3, the network throughput of the PF-FS-Hybrid
algorithm is still higher than that of PF-OMA algorithm with
perfect CSI.
To investigate the impact of multiplexing more UEs, Nm
is set to 2, 3, and 4. Mean site throughput and scheduling
time of PF-FS-Hybrid algorithm are presented against the
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Fig. 6. PF-FS-Hybrid algorithm performance versus Nue with imperfect CSI,
where Nrb=8 and α=0.75. a) Site throughput; b) UE throughput fairness.
number of UEs in Figs. 7(a) and 7(b), respectively. α is set
to 0.75. According to Fig. 7(a), increasing Nm from 2 to 3
leads to around 1 Mbps throughput improvement for scenarios
of Nue > 10, corresponding to around 7% throughput gain.
With the performance gain of PF-FS-Hybrid over PF-OMA at
Nm=2, PF-FS-Hybrid has around 24% throughput gain over
PF-OMA at Nm=3. But there is marginal further through-
put gain by increasing Nm to four. According to Fig. 7(b),
scheduling time does not change much with the number of
UEs. Increasing Nm from 2 to 3 doubles the scheduling time,
which is still acceptable. The scheduling time performance
against the number of UEs and Nm demonstrates that the
proposed algorithms have a low computational complexity
and a good scalability. Considering both throughput gain and
scheduling time, we know that Nm=3 is a good choice for
NOMA multiplexing.
VI. CONCLUSION
In this paper, joint design and optimization of scheduling
and UPPA algorithms for NOMA systems was investigated.
First, the impact of power allocation for joint NOMA and
round-robin scheduling algorithm was analyzed. Then, design
and optimization solution for joint PF scheduling and NOMA
algorithms with QoS constraints was developed with a two-
step approach. In the first step, impact of power allocation was
analyzed. An optimal algorithm was proposed for a given pair
of multiplexed UEs with the objective of maximizing weighted
sum of rate. Three fast scheduling and UE pairing algorithms
with different design objectives on network throughput and
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Fig. 7. PF-FS-Hybrid algorithm performance versus Nm with Nrb=5 and
α=0.75. a) Site throughput; b) Schedule time per drop.
fairness were designed. The proposed algorithms examine only
one or two carefully selected UE pairs, which are formed
with the UE having the largest weighted rate. The proposed
scheduling and UPPA algorithms were extended to the NOMA
systems with imperfect CSI and more than two UEs mul-
tiplexing. Simulation results validated the high speed and
effectiveness of the proposed algorithms. The computational
complexity of UPPA was significantly reduced.
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