Abstract. In this paper we get a version of mean value inequality for generalized self-expander type submanifolds in Euclidean space. As the application, we prove that if mean curvature flow M(t) on the selfexpander in Euclidean space subconverges to an n-rectifiable varifold T in weak sense for t goes to the singular time, then T must be the cone.
introduction
Let x 0 : M n → R n+m be a complete smooth immersed submanifold in Euclidean space. Consider the mean curvature flow ∂x ∂t = H, (1.1) with the initial data x 0 , where H = −Hν is the mean curvature vector and ν is the outer unit normal vector. The self-similar solutions, including selfshrinkers, translators and self-expanders ,are one of the important subject in the study of mean curvature flow. For other works for studying the selfsimilar solutions of the mean curvature flow, one may see [3] , [6] , [15] , and [15] . Recall Definition 1.1. The immersed submanifold x : M n → R n+m is called selfexpanders of mean curvature flow if it satisfies
for some fixed vector p 0 ∈ R n+m and nonnegative constant µ ≥ 0.
The mean curvature flow x(·, t) on the self-expander (1.7) satisfying (p)),
and Dx(
Notice that the mean curvature flow always blows up at finite time. For noncompact hypersurfaces, solution to the mean curvature flow may exist for all times. For example, Ecker and Huisken [8] showed that the mean curvature flow on locally Lipschitz continuous entire graph in Euclidean space exists for all time. The self-expanders appear as the singularity model of the mean curvature flow which exists for long time. For the entire graphs have the bounded gradient and
at time t = 0, where c < ∞ and δ > 0, Ecker and Huisken [7] proved the normalized mean curvature flow 5) with initial data x 0 , obtained under the rescaling
converges as s → ∞ to a self-expander.
In this paper, we study the following generalized version of self-expanders for the mean curvature flow:
We first prove the following mean value inequality.
for any smooth nonnegative function f on M. Moreover, the equality of (1.8) 
holds if and only if x satisfies H
Next we give an application to the mean value inequality (1.8). Recall that if x 0 is the graphical cone, then the solution to the mean curvature flow (1.1) must be the self-expander. The argument is this (see [14] ): the rescaled flow x j (·, t) = λ j x(·, λ −1 j t) solves (1.1) with the same initial condition x 0 since x 0 is a cone, so it must be equal to x(·, t) by the uniqueness of the solution of graphically initial data (if the uniqueness fails, then one may not have the mean curvature flow coming out of cone is the self-expander,see [1] The structure of this paper is as follows. In section 2, we give the proof of Theorem 1.3. Then we give two corollaries of Theorem 1.3 as the direct applications to Theorem 1.3. In section 3, we give the proof of Theorem 1.4.
monotonicity formula and mean value inequality
First we give the proof of Theorem 1.3.
Proof of Theorem 1.3.
With losing of generality, we may assume p 0 = 0 and B R (p 0 ) = B R (0). We have
where we use ν = · ν = |∇|x||. Then by coarea formula we have
where we use 1 − |∇|x||
In view of (2.1), the equality of (1 .8) 
As the corollary to Theorem 1.3, we have the following mean value inequality. 
Proof. It follows from (1.8) that
We have g 
4) with the equality holds if and only if x satisfies H
3. proof of Theorem 1.4
Before the proof of Theorem 1.4, we need the following lemma. Proof. With losing of generality, we may assume p 0 = 0 and B R (p 0 ) = B R (0). We first prove that the varifold T satisfies the following monotonicity formula
for any 0 < s < t, where r = |x| and ω N denote the orthogonal m-plane to ω. The proof of (3.1) is similar to the case of stationary varifolds (see Proposition 3.7 in).
Let φ be a nonnegative cutoff function with φ ′ (s) ≤ 0 which is one on [0, 1 2 ] and supported on [0, 1]. Denote η(r) = φ( = (nη(r) + rη ′ (r))dT (x, ω) − rη ′ (r)|∇ ω N r| 2 dT (x, ω).
