We classify the finite groups G such that the group of units of the integral group ring ZG has a subgroup of finite index which is a direct product of free-by-free groups.
is good if G, N are good and H q (N, M ) are finite for all q and all finite E-modules M . It follows that a finitely generated virtually free group is good and that a succession of extensions of finitely generated free groups is good. In general, it is very difficult to say which group is good and which is not. It is an important open question whether a mapping class group is good.
It is time to state the main result of this paper in which we classify the groups of Kleinian type and show that they are precisely the finite groups G such that ZG * is commensurable with a direct product of free-by-free groups. Namely we prove the following theorem, where R 1 denotes the group of elements of reduced norm 1 of R and the groups in (F) can be found in Notation 1.2.
Theorem 1 The following are equivalent for a finite group G.
(A) ZG * is commensurable with a direct product of free-by-free groups.
(B) For every simple quotient A of QG and some (every) order R in A, R 1 is commensurable with a free-by-free group.
(C) For every simple quotient A of QG and some (every) order R in A, R 1 has virtual cohomological dimension at most 2.
(D) G is of Kleinian type, that is every non commutative simple quotient A of the rational group algebra has an embedding φ : A → M 2 (C) such that φ(R 1 ) is a discrete subgroup of SL 2 (C) for some (every) order R in A.
(E) Every simple quotient of QG is either a field, a totally definite quaternion algebra or M 2 (K)
where K is either Q, Q(i), Q( √ −2) or Q( √ −3).
(F) G is either abelian or an epimorphic image of A × H where A is abelian of exponent e and one of the following conditions holds:
1. e = 6 and H = W, W 1n or W 2n ,
2. e = 4 and H = V, U 1 , U 2 , V 1n or V 2n ,
3. e = 2 and H = T , T 1n , T 2n or T 3n , 4 . H = M ⋊ P where M is a non trivial elementary abelian 3-group, P is a 2-group, the centralizer Q = C P (M ) of M in P has index 2 in P , m p = m −1 for every p ∈ P \ Q and m ∈ M and one of the following conditions holds:
(a) e = 4 and P = C 8 .
(b) e = 6, P = W 1n and Q = x 2 , y 1 , . . . , y n , P ′ . (c) e = 2, P = W 21 and Q = x, y 2 .
Assume that the above conditions hold and G is not abelian. If G is nilpotent but not a 2-group then (F.1) holds; if G is 2-group and G ′ ⊆ Z(G) then (F.2) holds; if G is a 2-group and G ′ ⊆ Z(G) then (F.3) holds and finally if G is not nilpotent then (F.4) holds.
A consequence of Theorem 1, combined with the recently proved goodness of Bianchi groups (see [8] ) and the simple fact that a finite direct product preserves goodness is the following.
Corollary 2 If G is a finite group of Kleinian type then the group of units of its integral group ring ZG is good.
In particular, this corollary says that the virtual cohomological dimension of the profinite completion of ZG * coincides with the virtual cohomological dimension of ZG * and so the profinite completion of ZG * is virtually torsion free.
The outline of the paper is as follows. In Section 1 we introduce the basic notation used throughout the paper, including the definition of algebras and groups of Kleinian type. In Section 2 we show that conditions (A) and (B) are equivalent. In Section 3 we prove (B) implies (C) (which is obvious), (C) implies (D) (by first classifying the simple algebras of Kleinian type and the simple algebras A for which R 1 has virtual cohomological dimension at most 2 for an order R in A) and (E) implies (B) (by using the mentioned know facts about Euclidean Bianchi groups). Section 4 is dedicated to prove (F) implies (E). At this point one has shown that all the groups satisfying condition (F) are of Kleinian type. The most involved part of the proof is proving (D) implies (F) , that is showing that condition (F) exhausts the class of groups of Kleinian type. This is proved for nilpotent groups in Section 5 and for non-nilpotent groups in Section 6.
In a preliminary version of the proof (D) implies (F) we used previous results from [17, 25] . We thank Jairo Gonçalves for attracting our attention to an old result of Amitsur which classifies the finite groups that have all its irreducible complex characters of degree 1 or 2. This result has been very helpful in reducing earlier given arguments and in making the proof of (D) implies (F) independent of [17, 25] .
Preliminaries
We introduce the basic notation and the main tools used in the paper. The Euler function is denoted by ϕ. For a positive integer n, let ξ n denote a complex primitive root of unity.
Let G be a group. For every x, y ∈ G, let (x, y) denote the commutator xyx −1 y −1 and put x y = y −1 xy. The centre of G is denoted by Z(G) and G ′ denotes the derived subgroup of G. If X and Y are two subsets of G then C X (Y ) denotes the centralizer of Y in X, that is {x ∈ X : (x, y) = 1, for all y ∈ Y }. The notation H ≤ G means that H is a subgroup of G and if H is a normal subgroup of G then we write H G. The normalizer of H ≤ G in G is denoted by N G (H). If N G then we will use the usual bar notation for the natural images of the elements and subsets of G in G/N , that is x denotes the coset xN of x ∈ G and if X ⊆ G then X denotes {x : x ∈ X}.
A semidirect product associated to an action of a group H on another group N is denoted by N ⋊ H.
We say that a group virtually satisfies a group theoretical condition if it has a subgroup of finite index satisfying the given condition. For example, G is virtually abelian if and only if G has an abelian subgroup of finite index. We will make use of an exception for this terminology: one says that G is virtually indecomposable if every subgroup of finite index of G is indecomposable as a direct product of two infinite groups.
Two groups G and H are said to be commensurable if there are subgroups G 1 of G and H 1 of H such that [G : G 1 ] < ∞, [H : H 1 ] < ∞ and G 1 and H 1 are isomorphic. Notice that if the class of groups satisfying a property P is closed under subgroups then a group G is commensurable with a group satisfying P if and only if it virtually satisfies P.
For a ring R, Z(R) denotes the centre of R and R * the group of units of R. If K is a field and a and b are two non zero elements of K then a,b K denotes the quaternion K-algebra defined by a and b, that is the K-algebra given by the following presentation:
In case a = b = −1, then the previous algebra is denoted by H(K). It is well known that a,b K is split, that is it is isomorphic to M 2 (K), if and only if the equation aX 2 + bY 2 = Z 2 has a solution different from X = Y = Z = 0. Let A be a finite dimensional semisimple rational algebra and R an order in A.
(By an order, we always mean a Z-order; see [29] .) It is well known that R * is commensurable with the group of units of every order in A.
Assume that, furthermore, A is simple and let K be the centre of A. Then R * is commensurable with Z(R) * × R 1 , where R 1 denotes the group of elements of reduced norm 1 of R. Furthermore R ⊗ Q K ∼ = R r ⊕ C s where r is the number of embedding of K in R and s is the number of pairs of embeddings of K in C, not in R. These embeddings in R and pairs of embeddings in C are usually called infinite places of
where r 2 is the number of infinite places at which A is ramified and r = r 1 + r 2 . Every embedding σ of K in C induces an embeddingσ :
The simple algebra A is said to be of Kleinian type if there is an embedding φ : A → M 2 (C) such that φ(R 1 ) is a discrete subgroup of SL 2 (C) for some (any) order R in A, or equivalently if A is either a number field or A is a quaternion algebra andσ(R 1 ) is a discrete subgroup of SL 2 (C) for some infinite place σ of K. More generally an algebra of Kleinian type [25] is a direct sum of simple algebras of Kleinian type.
A finite group G is said to be of Kleinian type if and only if the rational group algebra QG is of Kleinian type.
A totally definite quaternion algebra is a quaternion algebra A over a totally real number field K which is ramified at every infinite place, that is σ(K)⊗ K A ∼ = H(R) for every embedding σ : K → R; or equivalently A = a,b K with σ(a), σ(b) < 0 for every field homomorphism σ : K → R. 
The class of finite groups of Kleinian type is closed under subgroups and epimorphic images.

The class of finite groups satisfying condition (E) of Theorem 1 is closed under subgroups and epimorphic images.
Proof. 1. That the class of algebras of Kleinian type is closed under epimorphic images is obvious. Let A be an algebra of Kleinian type and B a semisimple subalgebra of A. If B 1 is a simple quotient of B then B 1 is isomorphic to a subalgebra of a simple quotient of A. Thus one may assume that A and B are simple and A is not a field. Since the degree of B is not greater than the degree of A and because A is of Kleinian type, it is clear that A and B are quaternion algebras and that there is an order R of A and an embedding σ : A → M 2 (C) such that σ(R 1 ) is a discrete subgroup of SL 2 (C). Then S = R ∩ B is an order in B and σ(S 1 ) ⊆ σ(R 1 ) is a discrete subgroup of SL 2 (S 1 ). This finishes the proof of 1.
2. This is a direct consequence of 1.
3. This can be proved imitating the proof of 1 and 2. Notation 1.2 For a positive integer n we denote by C n the cyclic group of order n, by D 2n the dihedral group of order 2n and by Q 4n the quaternion group of order 4n. The following finite groups will play an important role (n is any positive integer).
Proof of (A) if and only if (B)
The equivalence between (A) and (B) is a direct consequence of the following more general theorem.
A i be a finite dimensional rational algebra such that A i is simple for every i. Let R be an order in A and for every i let R i be an order in A i . Then R * is commensurable with a direct product of free-by-free groups if and only if R 1 i commensurable with a free-by-free group for every i.
To prove Theorem 2.1 we need the following lemma.
Lemma 2.2 If C is a free-by-free group which is virtually indecomposable and not virtually abelian then
Proof. Let N be a normal free subgroup of C such that F = C/N is free, so that C = N ⋊ F . If Z(C) ≤ N then C/N is cyclic since it contains a nontrivial central subgroup Z(C)N/N . If in addition N is not cyclic then Z(C) ∩ N = 1 and so Z(C) × N is a subgroup of finite index of C, contradicting the virtual indecomposability of C. Hence N is cyclic as well and so C is virtually abelian contradicting the hypothesis. It follows that Z(C) ≤ N . If Z(C) = 1 then N is cyclic and Z(C) has finite index in N . Then Z(C) × F is a subgroup of finite index in C, a contradiction again.
Proof of Theorem 2.1. Since R and n i=1 R i are two orders in A and R * i is commensurable with Z(R i ) * × R 1 i for each i, one has that R * and
The sufficiency of the conditions is now clear.
Conversely, assume that R * is commensurable with a direct product T = x∈X T x , where every T x is commensurable with a free-by-free group. Since the virtual cohomological dimension vcd(R) is finite we can assume without loss of generality that every T x is torsion free and virtually indecomposable in a direct product and either T x is cyclic or is not virtually abelian. For every x ∈ X let π x : T → T x denote the projection and let Y = {y ∈ X : T y is not abelian}. For every
has finite index in R * i and T is a torsion-free subgroup of finite index in R * .
Claim: If π z (S j ) is not abelian and
is a subgroup of finite index in T z and therefore C satisfies the hypothesis of Lemma 2.2. Thus
and from the virtual indecomposability of C one deduces that π z (H) = 1. This finishes the proof of the claim.
By Theorem 1 in [20] , S i is virtually indecomposable in a direct product, so S i is either virtually cyclic and so satisfies the conclusion we want, or non-abelian. In the latter case there is y ∈ Y such that π y (S i ) is not abelian. For every z ∈ X such that T z is not cyclic, there is at least one j such that π z (S j ) is non-abelian and by the Claim, if π z (S i ) = 1 then j = i and π z (S i ) has finite index in T z . This shows that π x (S i ) has finite index in T x , for every x ∈ X i = {x ∈ X : π x (S i ) = 1}, and therefore S i is commensurable with x∈X i T x . Since S i is virtually indecomposable, X i = {y} and therefore S i is virtually free-by-free as wanted.
Proofs of (B) implies (C), (C) implies (D) and (E) implies (B)
It is well known that the virtual cohomological dimension of a free-by-free group is at most 2 and so (B) implies (C) is obvious. In order to prove (C) implies (D) we classify in Proposition 3.2 the simple algebras of Kleinian type (correcting Proposition 3.1 in [25] where one possibility was missed by an error in the proof) and in Proposition 3.3 we classify the simple algebras A for which R 1 has virtual cohomological dimension at most 2 for an order R in A. Then (C) implies (D) follows at once from these two propositions. Finally (E) implies (B) is a direct consequence of the following lemma in which we collect known or recently established facts on the structure of the group of reduced norm one elements of an order in some simple rational algebras. Lemma 3.1 Let A be a finite dimensional rational simple algebra and R an order in A.
R 1 is finite if and only if
A is a field or a totally definite quaternion algebra. [34] . Otherwise SL 2 (O 3 ) has a subgroup of index 12 isomorphic to figure eight knot group (see [23] ) which is free-by-infinite cyclic. Proof. Let R be an order in A and K the centre of A. Assume first that A is either a field or a quaternion algebra which is not ramified at at most one infinite place. If A is a field or a totally definite quaternion algebra then R 1 is finite by Lemma 3.1 and so A is of Kleinian type. If K is totally real then A is of Kleinian type by a theorem of Borel and Harish-Chandra [3] (see [22] ). Otherwise K has exactly one pair of complex embeddings and A is ramified at all the real embeddings of K. Thus A is of Kleinian type by [7, Theorem 10 
R 1 is virtually free non-abelian if and only if
Conversely, assume that A is of Kleinian type. Since A embeds in M 2 (C), then necessarily A is either a number field or a quaternion algebra. In the remainder of the proof we assume that A is a quaternion algebra.
Let σ 1 , . . . , σ n be the set of representatives up to conjugation of the embeddings of K in C. Each σ i gives rise to an embedding σ i : A → M 2 (C). Let R be an order in A. Then σ i (R 1 ) is a discrete subgroup of SL 2 (C) for some i, because by assumption A is of Kleinian type. We may assume that σ 1 (R 1 ) is discrete. If σ i is either a non real embedding or a non ramified real embedding and
i , by the Strong Approximation Theorem (see [26, Theorem 7.12] or [32, Theorem 4.3] ), and therefore i = 1. This shows that A ramifies at at least n − 1 real places which finishes the proof. 
Conversely, assume that A is not a field and vcd(R 1 ) ≤ 2. By (3.1) one has
Since A is not a field, nd ≥ 2 and therefore the three summands on the left hand side of (3.3) are non negative, which implies that all of them are at most n + 1. Hence, since nd + 1 ≥ n + 1, we get that s(nd − 1)(nd + 1) = s(n 2 d 2 − 1) ≤ n + 1 and thus it follows that that either s = 0 or d = s = 1 and n = 2. If s = 0 and therefore d = s = 1 and n = 2. Then r d = 0 and since s(n 2 d 2 − 1) = n + 1, one has that r s nd = 0 so that r s = 0. Thus A = M 2 (K) where K is an imaginary quadratic extension of Q. Assume now that s = 0, that is K is a totally real field. Now we use r s nd ≤ n + 1 to deduce that either (a) r s = 0, (b) r s = d = 1 or (c) n = r s = 1 and d = 2.
(a) If r s = 0 then r = r d = 0, that is A is ramified at every infinite place of K. This implies that d is even. Furthermore
and therefore (nd − 2)(nd + 1) ≤ 2n + 2. Thus nd(nd − 1) ≤ 2n + 4 and so n(d(nd
We conclude that A is a totally definite quaternion algebra.
≤ 1 and one deduces that n = 2. Thus A = M 2 (Q).
(c) Finally if n = r s = 1 and d = 2 then A is a quaternion algebra over a totally real number field which is not ramified at exactly one infinite place.
That (C) implies (D) is a direct consequence of the following corollary which on its turn is an immediate consequence of Propositions 3.2 and 3.3.
Corollary 3.4 Let A be a finite dimensional simple rational algebra and R an order in A. If the virtual cohomological dimension of R 1 is at most 2 then A is of Kleinian type.
The converse of Corollary 3.4 does not hold, for example if A is a quaternion algebra over an imaginary quadratic extension of the rationals then A is of Kleinian type but vcd(R 1 ) ≤ 2 if and only if it is split, otherwise vcd(R 1 ) = 3 by (3.1).
Proof of (F) implies (E)
Because of Lemma 1.1, to prove that (F) implies (E) it is enough to show that a group G = A × H as in (F) satisfies (E). In order to do that we will compute the noncommutative simple quotients of QG for such a G = A × H. The main tool in this section is a method introduced in [24] to compute the Wedderburn decomposition of some rational group algebras. We start recalling the main ingredients of this method.
Let G be a finite group. For a subgroup H of G we set
, where M is the set of minimal elements in the set of subgroups of K containing H properly. Finally let e(G, K, H) denote the sum of the different G-conjugates of ε(K, H). Proposition 4.1 [24] Let G be a finite group. 
Let (K, H) be a strongly Shoda pair of a finite group G and let
N = N G (H), k = [K : H] and n = [G : N ]. Then e = e
(G, K, H) is a primitive central idempotent of QG and QGe is isomorphic with
for a, b ∈ N/K and integers i and j.
If G is metabelian then every primitive central idempotent of QG is of the form e(G, K, H)
for some strongly Shoda pair (K, H) of G.
The following isomorphisms can be found in [6, p. 161-163] , [29, Lemma 20.4 ] and/or [15] and also can be verified using Proposition 4.1.
For a finite group G let C(G) denote the set of isomorphism classes of noncommutative simple quotients of QG. We abuse the notation and represent C(G) by listing a set of representatives of its elements. For example C(
Lemma 4.2 Let G be a finite group and A an abelian subgroup of G such that every subgroup of
The primitive central idempotents of QA are the elements of the form ε(A, H) for H running through the set of subgroups H of A such that A/H is cyclic. Thus, if f is a primitive central idempotent of QG then f ∈ QGε(A, H) and hence
Hence QGf is a simple epimorphic image of Q(G/H). If QGf is non-commutative then G/H is non commutative and thus H ∈ H
and QGf ∈ C(G/H).
Lemma 4.3 Let
A be a finite abelian group of exponent d and G an arbitrary group.
If d|4 and C(
Proof. We use Q(A × H) ∼ = QA ⊗ Q QH and the first isomorphism mentioned in (4.3). This implies that if d = 2 then QA is isomorphic to a direct product of copies of Q and so C(A × G) = C(G). If d|4 then QA is isomorphic to a direct product of copies of Q and Q(i) and thus if
is formed by elements of C(G) and simple
and
. This proves 1 and 2. To prove 3 one argues similarly using that if d|6 then every simple quotient of QA is isomorphic to either Q of Q( √ −3).
Let G = A × H be a group with A and H as in (F) and let d be the exponent of A. Using Lemma 4.3, to prove that G satisfies (E), it is enough to show that if d|2 then H satisfies (E) and that
, M 2 (Q(ξ 3 )) depending on whether d|4 or d|6. So to finish the proof of (E) implies (F) it only remains to prove the following lemma.
Let G = M ⋊ P be a semidirect product, where M is a non trivial elementary abelian 3-group,
. In particular,
Proof. We use the presentation of the groups as given in Notation 1.2 including the notation t = (y, x) for the groups W, V and T and t i = (y i , x) for W in , V in and T in . For the last groups, if n = 1 then we write y = y 1 and t = t 1 . Throughout the proof we will use Lemma 4.2, Lemma 4.3 and (4.3) without specific references to them. The subgroup A of G satisfying the conditions of Lemma 4.3 is going to take several forms depending on the group G considered, but it is always denoted A. The set H, depending on A, has the same meaning as in Lemma 4.2, so that C(G) = ∪ H∈H C(G/H).
1 and 2. For W 11 , we consider A = x 2 , t the centre of W 11 . If H ∈ H then H = x 2 or tx 2 and hence
For W, take A = Z(W) = x 2 , y 2 , t . For every H ∈ H, W/H is a non-abelian group of order 8 and this is isomorphic to 
For G = W mn with m = 1 or 2 and n ≥ 2, consider A = G ′ = t 1 , . . . , t n . Then using the relations
3. For V, take A = Z(V) = x 2 , y 2 , (y, x) and let H ∈ H. If [A : H] = 2 then V/H has order 8 and then C(V/H) = {M 2 (Q)} or {H(Q)}. Otherwise A/H is cyclic of order 4 and therefore x 4 ∈ H or y 4 ∈ H. Thus V/H is a group of order 16, exponent 8 and with commutator subgroup of order 2. This implies that V/H ∼ = D
, we need a different argument. Let K = t, y, x 2 , an abelian subgroup of index 2 in G and consider the following eight subgroups of K:
A straightforward calculation shows that K = N G (H i ) and K/H i is cyclic (generated by the class of t) of order 4 for every i, so that (K, H i ) is a strongly Shoda pair of G for every i. By Proposition 4.1, each e i = e(G, K, 
, taking A = G ′ and having in mind that (y, x)y 2 = 1 for every y ∈ y 1 , . . . , y n , one deduces that G/H is an epimorphic image of T 21 × C n−1 2 for every H ∈ H and by the previous paragraph C(T 2n ) = C(T 21 ).
Finally, for G = T 3n , take A = G ′ and let H ∈ H. If t 2 1 ∈ H then G/H is an epimorphic image of T 3n / t 2 1 which in turn is an isomorphic image of V 1n and so
Otherwise the image t i in G/H of each t i belongs to t 1 . Furthermore, t 1 has order 4 and t i has order at most 2, for i ≥ 2. Thus t i ∈ t 2 1 . For i ≥ 2, let z i be the natural image of y i in G/H if t i = 1 and the natural image of y 2 1 y i , otherwise. Then Z = z 2 , . . . , z n is central in G/H of exponent at most 2 and G/H is an epimorphic image of T × Z. Thus C(G/H) ⊆ C(T ).
5. Let G = M ⋊ P be as in statement 5. Applying Lemma 4.2, with A = M , we may assume, without loss of generality, that M is cyclic of order 3, generated by m, say. Similarly if P = W 1n then, applying Lemma 4.2 with A = P ′ , we may assume that n = 1, because
(a) If P = x is cyclic of order 2 n then (K = m, x 2 , 1) is a strongly Shoda pair of G and by Lemma 4.1, e = e(G, K, 1) is a primitive central idempotent of QG and QGe = Q(ξ)[u|u 2 = ξ 3 , u −1 ξu = ξ s ], where ξ = ξ 3·2 n−1 and s is an integer such that s ≡ −1 mod 3 and s ≡ 1 mod 2 n−1 . Then ω = ξ 2 n−1 is a third root of unity and then j 2 = −3 and ju = −uj, where j = 1 + 2ω. This shows that QGe ∼ =
holds because the equation iX 2 − 3Y 2 = 1 has the solution X = 1 + i and Y = i.
(b) Suppose now that P = W 11 and Q = x 2 , y = y 1 , t = t 1 and let A be a simple quotient of QG. Let T = G/ t and e = (1− m)(1− t), a central idempotent of QG. Notice that G/ m ∼ = P and
, by the previous paragraph and statement 1. Otherwise, A is a quotient of QGe. Notice that e = e(G, K, H 1 ) + e(G, K, H 2 ) where K = Q, m , H 1 = x 2 , y and H 2 = tx 2 , y and (K, H 1 ) and (K, H 2 ) are two strongly Shoda pairs of G. Clearly [K :
). (c) Finally, assume that P = W 12 and Q = x, y 2 and let A be a simple quotient of QG. Again taking T = G/ t and e = (1 − m)(1 − t) one has G/ m ∼ = P and now
, as in the proof of (b). Otherwise, A is a quotient of QGe. In this case e = e(G, K, H 1 ) + e(G, K, H 2 ), where K = Q, m , H 1 = x and H 2 = x 2 y 2 and (K, H 1 ) and (K, H 2 ) are two strongly Shoda pairs of G. Since [K :
is the simple algebra given by the following presentation:
Proof of (D) implies (F) for nilpotent groups
In order to prove that every group of Kleinian type satisfies (F) we need some technical lemmas. 4. G = G 3 ⋊ G 2 where G 3 is an elementary abelian 3-group, G 2 is a 2-group and the kernel of the action of G 2 on G 3 has index at most 2 in G 2 .
The exponent of Z(G) is a divisor of 4 or 6.
6. If t ∈ G ′ and x ∈ G, then either t x = t or t x = t −1 . Therefore every subgroup of G ′ is normal in G and
Proof. 1. Since every simple quotient of QG has degree at most 2, the irreducible character degrees of G are 1 and 2 and this is equivalent to the first statement of 1 [1] . The second statement is an obvious consequence of the first and the last statement is a consequence of the second and Proposition 4.1.
2. The inequality [G : K] ≤ 2 is a straightforward consequence of the fact that the degree of QGe (G, K, H 
This finishes the proof of (c). 3. This is a direct consequence of Proposition 3.2 and (4.3). 4 . Let E be the set of primitive central idempotents e of QG such that QGe is non-commutative. Then 1− G ′ = e∈E e. Because G ′ is non trivial, the natural group homomorphism G → G(1− G ′ ), mapping g ∈ G onto g(1 − G ′ ), is injective and thus there is an injective group homomorphism f : G → e∈E Ge such that for every e ∈ E, π e • f : G → Ge is surjective, where π e denotes the natural projection of e∈E Ge onto Ge.
Let e ∈ E and z ∈ Z(G). By Proposition 3.2 the order of ze is a divisor of 4 or 6 and thus the exponent of Z(G) is a divisor of 12.
By 1, G = N ⋊ G 2 , where N is an abelian normal Hall 2 ′ -subgroup of G and G 2 is a Sylow 2-subgroup of G. Since G has a nilpotent subgroup of index at most 2, the kernel of the action of G 2 on N has index at most 2 in G 2 . We have to show that N = G 3 is an elementary abelian 3-group or equivalently H = 1, where H is the Hall {2, 3} ′ -subgroup of G, and N has not elements of order 9. Let 1 = a ∈ H be an element of order p n with p prime. Then a is non-central in G and hence there is e ∈ E such that ae is non-central in A = QGe. Thus A contains a non-central primitive root of unity of order p k for some k ≥ 1. If A is not a division ring then A ∼ = M 2 (F ), where
, for d = 0, 1, 2 or 3 and therefore if R is an order in A then R * does not contain torsion-free abelian subgroups of rank greater than 2. Hence, by the Dirichlet Unit Theorem, the dimension of F (ae) over Q is at most 6 and therefore p k−1 (p − 1)/2 = ϕ(p k )/2 ≤ 3. Thus k = 1, p is either 5 or 7 and F = Q. Then the trace of ae (seen in M 2 (Q)) is the sum of two p-th roots of unity (at least one of them primitive) and this yields to a contradiction. Thus A is a division ring. Then N e is cyclic and therefore a e is normal in Ge. Moreover there is g ∈ G of order a power of 2 such that (a, g)e = e. Hence ae, ge / a p k−1 e, g 2 e is an epimorphic image of a subgroup of G which is isomorphic to D 2p . This contradicts 3.
Suppose a ∈ N is an element of order 9. So a ∈ Z(G) and thus, by 1, G = K ∪ Kx with K an abelian subgroup of index 2 in G. Since a is not central it follows that aa x is a central element of order 1 or 3. Therefore X = a, x / x 2 is a non commutative group of Kleinian type which is isomorphic to a quotient of the group Y = a, b, x|a 9 = x 2 = (ab) 3 = (a, b) = 1, b = a x . In fact X ∼ = Y , for otherwise X is a group of order 18 and a x = a −1 and therefore X is isomorphic to D 18 , a contradiction. Thus X ∼ = Y and (K = a, b , H = ab ) is a strongly Shoda pair of X and N X (H) = K. Hence, Proposition 4.1 implies that one of the simple quotients of QG is isomorphic to M 2 (Q(ξ 9 )). Again a contradiction.
5. Notice that in 4 we have proved that the exponent of Z(G) is a divisor of 12. In order to prove 5 we only have to show that Z(G)
6. If G ′ ⊆ Z(G) then 6 holds clearly. Otherwise, from 1, one deduces that G has an abelian subgroup N of index 2. Let a ∈ G \ N . Then t x = t if x ∈ N . If x ∈ G \ N then x = na for some n ∈ N and therefore t x = t a . Moreover a 2 ∈ Z(G) and then, for every g ∈ G, one has 1 = (g,
Lemma 5.2 If G be a finite non abelian 2-group of Kleinian type then the following properties hold.
The exponent of G is at most 8.
G ′ is abelian of exponent at most 4.
(G, G
′ ) = G ′ 2 ⊆ Z(G). 4. T x = (x, g) | g ∈ G is a normal subgroup of G for all x ∈ G. Moreover, if G ′ = T x then x 4 ∈ T x .
If x, y ∈ G and t = (y, x) then one of the following conditions holds:
(a) (x, t) = 1, (y, x 2 ) = t 2 and (y, tx 2 ) = 1 or (b) (x, t) = 1 and (y, x 2 ) = 1.
Proof. As in the proof of Lemma 5.1, the map g → g(1 − G ′ ) is injective. Therefore if E is the set of primitive central idempotents of QG such that QGe is non-commutative, then for every g ∈ G there is e ∈ E such that g and ge have the same order. 1. By means of contradiction, let G be a 2-group of Kleinian type of minimal order such that the exponent of G is greater than 8 and let g ∈ G an element of order 16. Then there is e ∈ G such that ge has order 16 and by the minimality of G, G is isomorphic to Ge. Hence A = QGe has a subfield isomorphic to Q(ξ 16 ). This implies that if R is an order in A, then R * has a free abelian subgroup of rank 3 and therefore A is not isomorphic to M 2 (Q( √ −d)) for d a non-negative integer. Thus A is a division ring and then e = e(G, K, H) for (K, H) a strongly Shoda pair of G such that H G, by statement 1 of Lemma 5.1 and Proposition 3.2. Then Ge ≃ G/H, and the minimality of the order of G implies that H = 1. So that K is a cyclic subgroup of index 2 in G. Then G is isomorphic to either
for some u, with ξ = ξ 2 k , such that u 2 = 1 unless G ≃ Q 2 k+1 . Since A is a division ring, Q(ξ 2 k ) is a maximal subfield of A and A contains a subfield isomorphic to Q(ξ 16 ), one has that G = D 2 k+1 and k ≥ 4. Let K = a and b ∈ G \ K. Thus D 16 is a quotient of G contradicting statement 3 of Lemma 5.1.
2. That G ′ is abelian is a consequence of the statement 1 of Lemma 5.1. Assume that G is a non-abelian group of Kleinian type of minimal order with a commutator t = (y, x) of order greater then 4. By the minimality of the order of G, one has that G = x, y . By statements 1 and 6 of Lemma 5.1, t ∈ G ′ \ Z(G) and G has an abelian subgroup A of index 2. Therefore either x ∈ A or y ∈ A. Since (yx, x) = t, one may assume that x ∈ A and y ∈ A. Then xy ∈ A and therefore x 2 , (xy) 2 ∈ Z(G). Furthermore t x = t −1 and then (xy) 2 = t −1 x 2 y 2 . Thus t −1 y 2 ∈ Z(G) and, by statement 5 of Lemma 5.1, t −4 y 8 = 1. Thus y 8 = t 4 = 1, a contradiction with 1.
3. G ′2 ⊆ Z(G) is a consequence of 2 and statement 6 of Lemma 5.1. Also by statement 6 of Lemma 5.1 applied to the groups G/ (G, G ′ ) and G/G ′2 one has that G ′ 2 ⊆ (G, G ′ ) and
4. That T x is normal in G is a direct consequence of statement 6 of Lemma 5.1. By means of contradiction assume that G ′ = T x and x 4 ∈ T x . Then the image of x in the non-abelian group of Kleinian type G/T x is central and of order larger than 4. This contradicts 2.
5. Let x, y ∈ G and t = (y, x). Clearly (y, x 2 ) = (y, x) (y, x) x = tt x and hence if (x, t) = 1 then (y, x 2 ) = t 2 and otherwise (y, x 2 ) = 1, by statement 6 of Lemma 5.1. Moreover, in the former case either (y, t) = t 2 = 1 or (y, t) = t 2 . Thus (y, tx 2 ) = (y, t)(y, x 2 ) t = (y, t)t 2 = 1. 2' (x, t) = 1, (y, t) = t 2 , y 2 , (xy) 2 ∈ Z(G) and one of the following conditions holds:
(b) either t −1 x 2 ∈ {y 2 , y −2 } or y 2 ∈ {t 2 , x 4 }. Proof. By assumption, t has order 4. Statement 6 of Lemma 5.1 yields that t is not central, t is normal and thus (x, t) = t 2 or (y, t) = t 2 .
First assume (x, t) = (y, t) = t 2 . So xt = t −1 x and yt = t −1 y. Hence (y, x 2 ) = (y, x)(y, x) x = t t x = 1 and similarly (x, y 2 ) = 1. Therefore x 2 , y 2 ∈ Z(G). Also (xy, t) = 1 because (xy, t) = (y, t) x (x, t) = (t 2 ) x t 2 = 1.
Let H = x 2 , y 2 , a central subgroup of G. Note that (xy) 2 = t 3 x 2 y 2 and thus t −1 H = (xyH) 2 (1 − x 4 ) is a nonzero central idempotent of QG. Clearly the semisimple Q-algebra A = QGe is contained in QG(1 − t ). The latter, and thus also A, is a direct sum of non commutative simple algebras. Let f = x 2 y 2 e, a central idempotent of A. Because {xy, txy} is a full conjugacy class we get that z = (1 + t)xyf and i = x 2 f are central elements of Af . Clearly i 2 = −f and z 2 = 2f . Hence if f = 0 then QGf has a central subfield isomorphic to Q( √ 2, i) = Q(ξ 8 ), contradicting last statement of Proposition 3.2. Thus f = 0 and this implies that x 2 y 2 ∪ t 2 x 4 x 2 y 2 = t 2 x 2 y 2 ∪ x 4 x 2 y 2 and thus
If x 4 = y 4 then (x 2 y 2 ) 2 = x 8 = 1, and thus it follows that t 2 = x 2 y 2 or x 2 = y 2 . In both situations the elements i = x 2 e and z = (1 + t)xye are central in A and i 2 = −e and z 2 = −2e. Hence A has a central subfield isomorphic with Q(i, √ −2), again yielding a contradiction. Thus x 4 = y 4 . Since, by statement 1 of Lemma 5.2, x 8 = y 8 = 1 we obtain that x 2 y 2 has order 4. As also both t and x 2 have order 4, (5.5) then implies that either t 2 = x 4 y 4 or y 4 = 1. In the first case 1(a) holds. In the second case y 4 = 1 and thus (5.4) implies that t 2 ∈ {x 4 , y 2 , x 4 y 2 }. If t 2 = x 4 then 1(a) holds, otherwise 1(b) holds.
(ii) Suppose y 4 = 1. By symmetry with the case (i) we also obtain either 1(a) or 1(b).
(iii) Suppose x 4 = y 4 = 1. By (5.4), we clearly get that x 2 = 1 or y 2 = 1. If y 2 ∈ x 2 then, by (5.4), we obtain that 1 = t 2 ∈ x 2 and thus t 2 = x 2 ; hence 1(b) holds. Similarly, if x 2 ∈ y 2 then t 2 = y 2 and again 1(b) holds. Otherwise x 2 , y 2 ∼ = C 2 × C 2 and thus by (5.4) one of the following holds: t 2 = y 2 , t 2 = x 2 or t 2 = x 2 y 2 . Thus 1(b) or 1(c) holds. This finishes the proof when (x, t) = (y, t) = t 2 .
Second assume that (y, t) = 1 and hence (x, t) = t 2 . Set x 1 = x and y 1 = yx. Then t 1 = (y 1 , x 1 ) = t and (x 1 , t 1 ) = (y 1 , t 1 ) = t 2 1 . Thus, by the previous, x 1 and y 1 satisfy one of the conditions of 1. In particular x 2 = x 2 1 ∈ Z(G) and y 1 t 1 = t y 1 satisfy 1(c) . Then x 4 = 1 and t = y −2 , that is 2(c) holds. Third assume that (x, t) = 1 and therefore (y, t) = t 2 . Setting x 1 = y and y 1 = x, one has t 1 = (y 1 , x 1 ) = t −1 , (y 1 , t 1 ) = 1 and (x 1 , t) = t 2 1 . Therefore x 1 , y 1 and t 1 satisfy one of the conditions of 2 and this is equivalent to x, y and t satisfy one of the conditions of 2'.
Lemma 5.4 Let
Proof. We argue by contradiction. So suppose G has minimal order for which the lemma fails. Set G 1 = x 1 , x 2 . Suppose z ∈ Z(G 1 ) is such that 1 = z and both t 2 and x 4 2 do not belong to z . Then G ′ 1 ∩ z = 1 and the minimality of the order of |G| applied to the group G/ z yields x 2 3 ∈ z, Z(G 1 ) 2 . If t 2 = x 4 2 then z = t 3 x 2 2 is a non trivial central element of order 4 so that both t 2 and x 4 2 do not belong to z . Hence, by the previous, x 2 3 belongs to the set of elements of order at most two in the group t 3 x 2 2 , Z(G 1 ) 2 . Therefore, x 2 3 ∈ t 2 x 4 2 , Z(G 1 ) 2 = Z(G 1 ) 2 . Because t 2 x 4 2 = (tx 2 2 ) 2 and tx 2 2 ∈ Z(G 1 ) we obtain that x 2 3 ∈ Z(G 1 ) 2 , a contradiction. Thus we have that t 2 = x 4 2 = 1. Lemma 5.3 therefore implies that we have one of the following properties: (i)
2 (this is case 2(b)), or (ii) x 4 1 = 1 and t = x −2 2 (this is case 2(c)). Because we already know that t 2 = x 4 2 , we conclude that x 4 1 = 1. Since Z(G 1 ) = x 2 1 , tx 2 2 , t 2 it follows that Z(G 1 ) 2 = 1. Thus, if z ∈ Z(G 1 ) has order 2 and z = t 2 = x 4 2 then, by the above argument, we have that x 2 3 ∈ z, Z(G 1 ) 2 = z ; hence x 2 3 = z. This shows that there can be at most one central element of order 2 different from t 2 . This obviously implies that Z(G 1 ) is cyclic and thus Z(G 1 ) = t 2 . So t 2 is the only central element of order 2.
Since x 2 1 and tx 2 2 are central of order at most 2 we thus get that either tx 2 2 = 1 or tx 2 2 = t 2 , that is, t = x 2 ∈ H = {1, tx
3 , x 2 3 = 1 and x 3 = t −1 we obtain a contradiction.
Lemma 5.5 Let G = x 1 , x 2 , x 3 be a 2-group of Kleinian type with G ′ = t of order 4. Let t ij = (x j , x i ) with 1 ≤ i < j ≤ 3. Assume that t = t 12 , (x 1 , t) = t 2 and (x 2 , t) = 1. If t 23 = 1 then one of the following conditions holds:
1. t 13 ∈ t 2 and x 4 3 = 1. If, moreover,
2. t 13 ∈ t 2 and x 4 3 = x 4 2 . If, moreover, x 4 2 = 1 then either t 13 = t −1 and x 2 2 x 2 3 ∈ Z( x 1 , x 2 ) 2 or t 13 = t and t 2 x 2 2 x 2 3 ∈ Z( x 1 , x 2 ) 2 .
Proof. Assume first that t 13 ∈ t 2 . If t 13 = 1 then x 3 ∈ Z(G) and if t 13 = t 2 then x 2 2 x 3 ∈ Z(G). In both cases, because of statement 5 of Lemma 5.1 and statement 1 of Lemma 5.2, we obtain that x 4 3 = 1. If, moreover, x 4 2 = 1 then by Lemma 5.4 we have that x 2 3 ∈ Z( x 1 , x 2 ) 2 . Assume second that t 13 ∈ t 2 . Then t 13 ∈ {t, t −1 }. If t 13 = t −1 then x 2 x 3 ∈ Z(G) and hence (x 2 x 3 ) 4 = x 4 2 x 4 3 = 1. So x 4 2 = x 4 3 . If, moreover, x 4 2 = 1 then by Lemma 5.4 we have that x 2 2 x 2 3 ∈ Z( x 1 , x 2 ) 2 . On the other hand if t 13 = t then tx 2 x 3 ∈ Z(G) and hence (tx 2 x 3 ) 4 = x 4 2 x 4 3 = 1. So x 4 2 = x 4 3 . If, moreover, x 4 2 = 1, then again by Lemma 5.4, we have that t 2 x 2 2 x 2 3 ∈ Z( x 1 , x 2 ) 2 . This finishes the proof.
We are ready to prove (D) implies (F) for nilpotent groups. Let G be a non abelian finite nilpotent group of Kleinian type. By statement 4 of Lemma 5.1, G = G 3 ⋊ G 2 , where G 3 is an elementary abelian 3-group and G 2 is a non abelian 2-group. Furthermore, the product is direct because G is nilpotent.
1. First we deal with the case that G 3 is not trivial. In this case we show that, for some n, G 2 is isomorphic to a quotient of either W × C n 2 , W 1n or W 2n and then condition (F.1) of Theorem 1 holds.
Since Z(G) has elements of order 3 and of order 2, the exponent of Z(G) is 6, by statement 5 of Lemma 5.1, and hence Z(G 2 ) has exponent 2. Furthermore, if N is a normal subgroup of G 2 not containing G ′ then G/N is non-abelian with central elements of order 3 and thus the centre of G 2 /N has exponent 2. By applying this to N = Z(G 2 ) combined with statement 6 of Lemma 5.1 one deduces that G ′ ⊆ Z(G 2 ) ⊆ Z(G) and G/Z(G) has exponent 2 and thus G has exponent 4.
We claim that G 2 has an abelian subgroup of index 2. Otherwise, by statement 1 of Lemma 5.1, G 2 /Z(G 2 ) is an elementary abelian group of order 8 and therefore G 2 contains a subgroup H = x 1 , x 2 , x 3 such that H ′ = t 12 , t 13 , t 23 is elementary abelian of order 8, where t ij = (x j , x i ) for 1 ≤ i < j ≤ 3. Thus T x = H ′ and hence x 2 ∈ T x , for every x ∈ H. In particular, x 2 1 = t and therefore 3 + 2a 1 + 2a 2 + 2a 3 ≡ 0 mod 2, a contradiction. So G = x, y 1 , . . . , y n where Y = y 1 , . . . , y n is an abelian subgroup of index 2 in G. In particular G ′ ⊆ y 1 , . . . , y n . If all y i are of order 2 then G is an epimorphic image of G 3 × W 1n , as wanted. So assume that one y i has order 4. One may assume without loss of generality that y 1 has order 4 and therefore (y 1 , x) = 1 by statement 6 of Lemma 5.1. If |G ′ | = 2 then (y i , x) ∈ (y 1 , x) and replacing y i by y 1 y i if needed one may assume that
. This implies that G is a quotient of W × A where A = G 3 × C n−1 2 is abelian of exponent 3 or 6, as desired. Finally suppose that |G ′ | > 2. Replacing y i by y 1 y i if needed we may assume that each y i has order 4. Since T y i = (y i , x) = G ′ 2 and 1 = y 2 i ∈ T y i = (y i , x) we have that y 2 i = (y i , x) for every i. It follows that G is an epimorphic image of W 2n . This finishes the proof of (D) implies (F) for nilpotent groups which are not 2-groups.
2. Second we deal with the case G = G 2 and G ′ ⊆ Z(G). We prove that G is isomorphic to a quotient of either V × A, U 1 × A, U 2 × A, V 1n or V 2n , for an abelian group A of exponent 4. Hence condition (F2) of Theorem 1 holds.
From statement 1 of Lemma 5.2 and statement 5 of Lemma 5.1, we know that G has exponent a divisor of 8 and the exponent of Z(G) is a divisor of 4. Moreover, the assumptions imply that G ′ is of exponent 2 and g 2 ∈ Z(G) for all g ∈ G, by statement 6 of Lemma 5.1.
If G does not contain an abelian subgroup of index 2 then, by statement 1 of Lemma 5.1, G = Z(G), y 1 , y 2 , y 3 , and G/Z(G) and G ′ = t ij = (y j , y i ) : 1 ≤ i < j ≤ 3 are two elementary abelian groups of order 8. By statement 4 of Lemma 5.2, it follows that there exist α 2 , α 3 , β 1 , β 3 , γ 1 and γ 2 in {0, 1} such that y 4 1 = t ∈ t 23 , t 12 t 13 . Hence α 3 = β 3 , α 2 = γ 2 and β 1 = γ 1 . To simplify notation, put a 1 = β 1 , a 2 = α 2 and a 3 = α 3 . Then, applying again part 4 of Lemma 5.2 once more, we get .
Because each a i ∈ {0, 1} it follows that at least one of the seven elements in (5.6) is equal to 1. Without loss of generality, we may assume that y 4 1 = 1, and hence a 2 = a 3 = 0. Then y 4 2 = t a 1 12 and y 4 3 = t a 1
13
. If a 1 = 0 then it follows that G is an epimorphic image of U 1 × C n 4 for some n. If a 1 = 1 then G is an epimorphic image of U 2 × C n 4 for some n. We now consider the case that G has an abelian subgroup y 1 , . . . , y n of index 2. Write G = x, y 1 , . . . , y n .
If y 4 i = 1 for every i, then G is an epimorphic image of V 1n . So assume that some y i , say y 1 , has order 8. In particular (y 1 , x) = 1. As in the case where G 3 = 1 and G 2 has an abelian subgroup of index 2, if |G ′ | = 2 then one may assume that y i is central for every i ≥ 2 and therefore y 4 i = 1. This implies that G is an epimorphic image of V × C n−1 4
. Finally assume that y 1 has order 8 and |G ′ | > 2. Again following the same pattern as in the case of G 3 = 1, replacing y i by y 1 y i one may assume that each y i has order 8 and applying statement 4 of Lemma 5.2, one deduces that y 4 i = (y i , x) for every i. It follows that G is an epimorphic image of V 2n .
3. Finally we deal with the case that G = G 2 and G ′ ⊆ Z(G). We prove that G is an epimorphic image of either T × A, T 1n , T 2n or T 3n for A an elementary abelian 2-group.
By statement 6 of Lemma 5.1, G ′ has exponent 4 and G has an abelian subgroup Y = y 1 , . . . , y n of index 2. Write G = x, y 1 , . . . , y n . From statement 1 of Lemma 5.2, we know that G has exponent a divisor of 8. Put t i = (y i , x). Since G ′ has exponent 4, we may assume, without loss of generality, that t 1 is of order 4 (and thus t 1 is not central). Since G ′ ⊆ Y , (t i , y j ) = 1 for all 1 ≤ i, j ≤ n. Furthermore, because of statement 4 of Lemma 5.2, we have that (x, t i ) ∈ t 2 i . If t j is not central then it follows that (x, t j ) = t 2 j . If t j is central, and thus of order two, we also get that (x, t j ) = 1 = t 2 j . So, in all cases we have (x, t j ) = t 2 j . We now show that we may assume that t 1 ∩ t i = 1 for every i ≥ 2. Because all elements t i have order at most 4, this is clear if
1 , x) = t i t −a 1 = 1. In the remaining case t i ∈ t 1 and t 2 i ∈ t 2 1 . Then either t 2 i = 1 or t 2 i = t 2 1 . If t 2 i = 1 then the claim is clear. If t 2 i = t 2 1 then replacing y i by y ′ i = y 1 y i we obtain that (y ′ i , x) = (y 1 y i , x) = t y 1 i t 1 = t i t 1 ∈ t 1 and (y ′ i , x) 2 = 1, which finishes the proof of the claim. So from now on we assume that for i ≥ 2, t 1 ∩ t i = 1.
For i = 1, . . . , n we put F i = x, y 1 , y i and we prove three claims. Claim 1: If y 4 1 = 1 then y 4 j = 1 for every j (with 1 ≤ j ≤ n). Indeed, suppose y 4 1 = 1. If t j = 1 then y j is central in G and thus by statement 5 of Lemma 5.1 we get at once that y 4 j = 1. So assume t j = 1. Since t 1 ∩ t j = 1, the natural images of the elements y j and y 1 y j are central in the respective non abelian Kleinian groups F j / t j and F j / t 1 t j . Hence, again by statement 5 of Lemma 5.1, one obtains that y 4 j ∈ t j and (y j y 1 ) 4 = y 4 j ∈ t 1 t j . Thus y 4 j ∈ t j ∩ t 1 t j = 1. This proves Claim 1. Claim 2: If x 4 = 1 and t 1 = y −2
1 is a subgroup of Z(H), by statement 5 of Lemma 5.2. Moreover y −2 1 = t 1 ∈ Z(H) and (xy i 1 , t 1 ) = t 2 1 = 1 for every i. This shows that Z = Z(H). Furthermore Z 2 = 1, by assumption.
Let j be such that 2 ≤ j ≤ n. Since t 2 1 ∈ t j (because t 1 ∩ t j = 1 and t 1 has order 4) we can apply Lemma 5.4 to the elements x 1 = x, x 2 = y 1 and x 3 = y j of the non abelian Kleinian group F j / t j and deduce that y j 2 ∈ Z 2 = 1. Hence
We now proceed by considering the possible orders of t j . If t j = 1 then (5.7) implies that y −2 j = 1 = t j , as desired. If t j has order 4 then, again because t 1 ∩ t j = 1, the second part of Lemma 5.5 is applicable to the group F j / t and x 4 = 1. But then, by Lemma 5.3, we get that 1 = t i y 2 i = x ±2 = 1, a contradiction. This proves that one may assume that (5.8) holds. Assume that also G ′ is cyclic. Thus t i ⊆ t 1 . Since we already know that t 1 ∩ t i = 1, for i ≥ 2, this implies that t i = 1. Hence y i is central for i ≥ 2. By Lemma 5.4, we get that y 2 i = z 2 i for some z ∈ Z(F 1 ). Then, replacing y i by y i z i , we may assume that y 2 i = 1, for i ≥ 2. We are going to show that H = x, y 1 is a an epimorphic image of T and therefore G is an epimorphic image of T × C n−1 2 . First assume that x 4 = 1 and y 4 1 = 1, then by Lemma 5.3 we get that ty 2 1 ∈ {x 2 , x −2 }. Consequently, (xy 1 ) 4 = 1. If ty 2 1 = x −2 then replacing x by xy 1 we see that H is an epimorphic image of T . If ty 2 1 = x 2 then replacing x by t 1 xy −1 1 we see again that H is an epimorphic image of T . Second assume that x 4 = 1, and thus also y 1 then x → xy 2 1 and y → y 1 induces an epimorphism T → H and if t 1 y 2 1 = x 2 one gets an epimorphism T → H given by x → xy 1 and y → y 1 . This finishes the proof if G ′ is cyclic.
Assume that G ′ is not cyclic. By Claim 3, y 4 i ∈ t i ∩ Z(G) for every i. In particular if t 2 i = 1 (for example for i = 1), then y 4 i = t 2 i (because by assumption y 4 i = 1 by (5.8)). Because of Claim 3 we then get that x 4 = 1 and Z( x, y i ) 2 = 1 for every i such that t 2 i = 1. We claim that y 2 i ∈ t i and t 2 i = 1 for every i ≥ 2. Clearly the image y i of y i in H = F i / t i is central. Because t i ∩ t 1 = 1 and y 4 1 = t 2 1 , Lemma 5.4 is applicable to the group H. Indeed, H = x 1 = x, x 2 = y 1 , x 3 = y i , x 3 ∈ Z(H), (x 1 , t) = x 4 2 = t 2 = 1 and (x 2 , t) = 1, where t = (x 2 , x 1 ) = t 1 , because t 2 1 ∈ t i . Therefore we get that x 2 3 ∈ Z( x 1 , x 2 ) 2 = 1, or equivalently y 2 i ∈ t i , as desired. Assume now that t 2 i = 1. Then, since y 4 i = t 2 i we have that y 2 i ∈ t i \ Z(G) and y 2 i = t −1
i by (5.8). Therefore y 2 i = t i . Applying Lemma 5.3 to the group x, y i , we obtain that
Interchanging the role of y 1 and y i in the above reasoning, we get that t 2 1 = x 2 . Hence t 2 1 = t 2 i = 1, contradicting with t 1 ∩ t i = 1. This proves that t 2 i = 1 and shows the claim. Let i ≥ 2. The natural image of t 1 y i is central in the non abelian Kleinian group F i / t 2 1 t i . Hence applying Lemma 5.4 to this group, we obtain that t 2 1 y 2 i ∈ Z( x, y 1 ) 2 = 1. Consequently
1 , y 4 1 = t 2 1 and x 4 = 1, Lemma 5.3 implies that either x 2 = t 2 1 or t 1 y 2 1 = x 2 . In the first case, G is a quotient of T 3n . In the second case, setting x ′ = y 1 x and y ′ 1 = y 1 , one has t ′ 1 = (y 1 , y 1 x) = t 1 and t ′ i = (y i , y 1 x) = t i . So y 2 i = t ′ i for every i ≥ 2 and x ′ 2 = y 1 xy 1 x = t 1 xy 1 t 1 xy 1 = t 1 xt 1 y 1 xy 1 = xy 1 xy 1 = xt 1 xy 2 1 = t 3 1 x 2 y 2 1 = t 3 1 t 1 y 2 1 y 2 1 = y 4 1 = t 2 1 = (t ′ 1 ) 2 . This implies that again G is a quotient of T 3n . It also finishes the proof of (D) implies (F) for nilpotent groups.
Proof of (D) implies (F) for not nilpotent groups
In this section we prove (D) implies (F) for non-nilpotent groups. Since Theorem 1 has already been proved for nilpotent groups, we will refer to it when the group considered is nilpotent.
Let G be a finite non-nilpotent group of Kleinian type. By statement 4 of Lemma 5.1, G is a semidirect product G 3 ⋊ G 2 of an elementary abelian 3-group G 3 and a 2-group G 2 and G has an abelian group
So we may assume that M = M and a x = a, if a ∈ K, and a x = a −1 , if a ∈ M . Consequently,
where K and M are elementary abelian 3-groups, G 2 = N 2 , x = N 2 ∪ N 2 x is a 2-group, N 2 , M = N 2 × M is abelian and x acts on M by inversion. Notice that this group is completely determined by N 2 , G 2 and the ranks k and m of K and M respectively. To emphasize this information we use the following notation G = G k,m,N 2 ,G 2 , with k ≥ 0 and m ≥ 1. 
Proof. First we prove that the exponent of G 2 is a divisor of 8. This is a consequence of part 1 of Lemma 5.2 if G 2 is non abelian. If G 2 is abelian and g ∈ G 2 then g 2 ∈ N 2 and therefore it is central. By statement 5 of Lemma 5.1 the order of g 2 is a divisor of 4 and thus the order of g divides 8.
Assume now that k = 0, or equivalently K = 1. If 1 = c ∈ K and g ∈ G 2 ∩ Z(G) then cg is central and its order is three times the order of g. Statement 5 of Lemma 5.1 therefore implies that g has order 1 or 2. Thus the exponent of G 2 ∩ Z(G) is a divisor of 2. To prove that the exponent of G 2 is a divisor of 4 we argue by contradiction. Assume that G 2 has an element g of order 8. Then g 2 ∈ N 2 and hence g 2 is an element of order 4 of H = K, M, g . Then cg 2 is a central element of order 12 of H and hence H is abelian by statement 5 of Lemma 5.1. Thus g centralizes the elements of M and hence g ∈ N 2 . Furthermore, because G is not abelian and g has order 8, statement 5 of Lemma 5.1 yields that g ∈ Z(G). Hence g ∈ Z(G 2 ) and thus G 2 is not abelian. So K × G 2 is a non abelian nilpotent group of Kleinian type of exponent 24, in contradiction with Theorem 1.
Lemma 6.2 Assume that
Proof. Assume a 2 ∈ L and a ∈ N 2 . Let M 1 be a hyperplane in M . Since L ⊆ N 2 it follows that K × M 1 × L is a normal subgroup of G. Because a ∈ N 2 , and thus a commutes with the elements of M , it easily is seen that Proof. Let P = G 2 /L. As in the proof of Lemma 6.2, G = G k,m,N 2 ,G 2 has a quotient isomorphic to H = G 0,1,Q,P , for some abelian subgroup Q of index 2 of P . By Lemma 1.1, H is of Kleinian type. Let m be a generator of the Sylow 3-subgroup of H.
First assume that Now we prove the second statement. Assume that P is not commutative and of order 16. By statement 3 of Lemma 5.1, P ∼ = D 16 . By the first part of the lemma, P is not isomorphic to any of the following groups:
The well known description of the non abelian groups of order 16 yields that P is isomorphic to one of the following 4 groups:
Hence the result follows. Proof. In this proof we are going to use several times that part of Theorem 1 that has already been proven. In particular, it holds for nilpotent groups. Assume that G 2 is not abelian. We first prove the following claim. If x ∈ G 2 has order 8, y ∈ G 2 and t = (y, x) = 1 then t has order 4. In order to prove this let z be a non central element of order 3 of G. Then the group z, x, y is not nilpotent by Theorem 1 and hence, to prove the claim, we may assume that G 2 = x, y and G = z, x, y . We prove the claim by contradiction. So, suppose that t has order 2. Hence, by Theorem 1, G 2 is a quotient of V = y 1 , y 2 (where y 1 and y 2 are the generators x and y, respectively as given in the presentation of V in Notation 1.2 and T = (y 2 , y 1 )) and we may assume that x and y are the images of y 1 and y 2 in G 2 , respectively. Clearly y 2 ∈ Z(G 2 ) ∩ N 2 . Since V/ y 2 2 , T y 4 1 has order 16 and exponent 8, G 2 / y 2 , tx 4 has order at most 16, but its order has to be strictly smaller by Lemma 6.3. This implies that G 2 / y 2 has order at most 16 and G 2 / tx 4 has order at most 32 and, since the latter is non abelian of exponent 8, it has order 32, by Lemma 6.3. This implies that y 2 ∈ x, t , because otherwise |G 2 | ≤ 32 and hence |G 2 | = |G 2 / tx 4 |, so that t = x 4 and therefore y 2 ∈ x . Thus |G 2 | = 16, contradicting Lemma 6.3. We thus obtain that G 2 / y 2 , tx 4 has order 8 because we have seen that this group has order at most 8 and G 2 / tx 4 has order 32. Moreover since |G 2 / y 2 | ≤ 16, using again Lemma 6.3 the group G 2 / y 2 is either abelian or has exponent 4 and thus either t ∈ y 2 or x 4 ∈ y 2 . Since y 2 ∈ t, x either t = y 4 or x 4 = y 4 . So in both cases we get x 2 y 2 ∈ tx 4 and x 4 y 4 ∈ tx 4 . This implies that G 2 / tx 4 , x 2 y 2 has order 16 and exponent 8, because x 4 ∈ tx 4 ∪ tx 4 x 2 y 2 = tx 4 , x 2 y 2 . Lemma 6.3 therefore yields that G 2 / tx 4 , x 2 y 2 is abelian, that is t ∈ tx 4 , x 2 y 2 . Since t ∈ tx 4 we conclude that y 2 ∈ x, t a contradiction. This proves the claim.
Next we claim that if x ∈ G 2 has order 8 then (x, (x, G 2 )) = 1. It is sufficient to show that if y ∈ G 2 is such that t = (y, x) = 1 then (x, t) = 1. As above, in order to prove this, we may assume that G = z, x, y (and thus G is not nilpotent) and G 2 = x, y , where z is a non central element of order 3. If (x, t) = 1 then (x, t) = t 2 and z, x, t is a non abelian group of Kleinian type with an element of order 8 and hence it cannot be nilpotent by Theorem 1. Furthermore x, t is a Sylow 2-subgroup of this group and has commutator of order 2, by statement 6 of Lemma 5.1 , contradicting the first claim. Thus (x, t) = 1, as desired.
We now prove by contradiction that G 2 has exponent 4. So assume x ∈ G 2 has order 8. Because of statement 5 of Lemma 5.1 we know that x ∈ Z(G 2 ). Let y ∈ G 2 so that t = (y, x) = 1. Because of the first claim, t has order 4 and by the second claim (x, t) = 1. Furthermore, the group K 2 = G 2 / t 2 is not abelian. Let K = N 2 / t 2 . Since t ∈ N 2 the group G has an epimorphic image isomorphic to the group G 0,1,K,K 2 , which of course also is of Kleinian type and K 2 has commutator subgroup of order 2. By the first claim it follows that K 2 does not have elements of order 8. Thus x 4 ∈ t 2 which implies that t 2 = x 4 . Since t is not central in x, y (as t has order 4) we get that (y, t) = 1 and (yx, t) = (yx, (yx, x)) = 1. Because of the second claim we obtain that y 4 = (yx) 4 = 1, and part 5 of Lemma 5.2 yields that (y 2 , x) = 1 and (x 2 , y) = t 2 . This implies that y 2 , tx 2 ∈ Z(G 2 ). As before, we may assume that G 2 = x, y . Since t ∈ Z(G 2 ) we thus have that G 2 / y 2 , tx 2 is a non abelian quotient of D 16 . Since D 16 is not of Kleinian type, G 2 / y 2 , tx 2 has order 8 and from t 2 = x 4 and y 4 = 1 we have that G 2 has order at most 32. By Lemma 6.3 it follows that G 2 has order exactly 32. Therefore y 2 , tx 2 has order 4 and thus y 2 ∩ tx 2 = 1. Hence, both G 2 / y 2 and G 2 / tx 2 have order 16. Since t ∈ Z(G 2 ) we have that G 2 / y 2 and G 2 / tx 2 are non abelian groups and therefore both have exponent 4 by Lemma 6.3. Thus x 4 ∈ y 2 ∩ tx 2 = 1, a contradiction. This finishes the proof of the fact that the exponent of G is 4. Now using the results of Section 5, that is, Theorem 1 for nilpotent groups, and the fact that G 2 has exponent 4 one deduces that G ′ 2 ⊆ Z(G 2 ). Then it only remains to show that Z(G 2 ) has exponent 2. By means of contradiction, assume that there exists z ∈ Z(G 2 ) of order 4. Since G 2 is not abelian there exist x, y ∈ G 2 with (x, y) = t = 1. As before one may assume that G 2 = x, y, z . Since t has order 2, z has order 4 and H = t, z 2 , x 2 , y 2 is an elementary abelian 2-subgroup of Z(G) then there is a subgroup L of index 2 in H which contains tz 2 but does not contain t. Let us use the bar notation for the images of the elements of G in G/L. Set x 1 =x, if x 2 ∈ L, and x 1 =tx, otherwise; and similarly define y 1 =ȳ, if y 2 ∈ L, and y 1 =ty otherwise. Then L ⊆ N 2 and G 2 /L is a non-abelian epimorphic image of D with a central elementz of order 4. This yields a contradiction with Lemma 6.3 and finishes the proof.
We are ready to finish the proof of Theorem 1 by proving that if G is a non-nilpotent group of Kleinian type then G satisfies condition (F.4) . Recall that
Of course, G 2 can be either abelian or not abelian.
Assume first that G 2 is abelian. Clearly G 2 is an epimorphic image of N 2 × C n for some cyclic group C n of order n. It follows that G is an epimorphic image of K × N 2 × (M ⋊ C n ). Clearly K × N 2 ⊆ Z(G) and because of Lemma 6.1 we know that n is a divisor of 8. By statement 5 of Lemma 5.1, the exponent of K × N 2 is a divisor of 4 or 6. Because of Lemma 6.3, if K is trivial then we obtain that G is a quotient of a group as listed in part (F.4.a) of Theorem 1. If K is non trivial then, by Lemma 6.1, the group G 2 has exponent a divisor of 4. In particular n is a divisor of 4. Then G 2 is a quotient of N 2 × C 4 ≃ N 2 × W 11 / t 1 , y 1 and G is a quotient of a group as listed in part (F).4.(b) of Theorem 1. This finishes the proof when G 2 is abelian. Now suppose that G 2 is non abelian. By Lemma 6.4, G 2 has exponent 4 and G ′ 2 has exponent 2. It thus follows from Theorem 1 that G 2 = B × P where B is an elementary abelian 2-group and P is an epimorphic image of W, W 1n or W 2n . Note that B ⊆ Z(G 2 ) and thus B ⊆ N 2 , because N 2 is abelian and [G 2 : N 2 ] = 2. So G = A × (M ⋊ P ) with A = B × K and Q = P ∩ N 2 abelian and of index 2 in P .
For simplicity the symbols used for the generators in the presentation of the groups W, W 1n and W 2n , as given in Notation 1.2, will be also used for their images in P . So we write P = x, y 1 , · · · , y n with the respective relations (where y 1 = y if P is an epimorphic image of W). Set t i = (y i , x) for every i.
We claim that if P is an epimorphic image of W in then one may assume that P ′ has rank n. Indeed, if P ′ has rank k, then, reordering the y i 's, one may assume that P ′ = t 1 , . . . , t k . Then for every k < i ≤ n, we have that t i = t 1 · · · y αn n is well defined and (xf (t)) 2 = tx 2 f (t) 2 for every t ∈ P ′ .
Assume first P is a quotient of W 1n . If x 2 ∈ P ′ then x, y i / x 2 and x, y i / x 2 t i are isomorphic to D 8 for every i. Hence x, xy i ∈ Q, by Lemma 6.2, and thus Q = x 2 , y 1 , . . . , y n , P ′ . Therefore G is a quotient of a group as listed in part (F).4.(b) of Theorem 1. Otherwise x 2 ∈ P ′ and replacing x by xf (x 2 ) one may assume that x 2 = 1 and hence x, y i ∼ = D 8 for every i. Then xy i ∈ Q for every i. Therefore either x ∈ Q and y i ∈ Q for every i or x ∈ Q and y i ∈ Q for every i. In the first case G is again a quotient of a group as listed in part (F). 
