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Por un lado, gran partede la flexibilidad inherente a los controladores borrosos
se debe a que cuentan con numerosos grados de libertad a la hora de especificar sus
componentes, lo que permite una amplio margen de posibilidades en su comportamiento.
Sin embargo, esta sobreparametrización dificulta enormemente su sin tonta, ya que son
parámetros críticos en la estabilidad y funcionamiento del sistema, y su infuencia no
siempre es bien conocida.
De bocho, uno de los problemas fundamentales, desde el punto de vista práctico,
que se plantean a este tipo de reguladores es que no existen procedimientos sistemáticos
que permitan sintonizar el controlador borroso.
Por eso, nos ha parecido útil profundizar en su comportamiento para
proponer métodos y criterios que faciliten su diseño y la sintonía de sus parámetros, de
forma sistemática, agilizando así su puesta a punto, y evitando algunos problemas
asociados que se pueden prever y resolver con un estudio detallado.
Una de las razones que nos han movido a enfocar así este trabajo es la necesidad de
contar con métodos de ayuda para orientar la elección inicial de los parámetros del
controlador, incorporando el máximo conocimiento posible, y establecer una estrategia de
ajuste fino de estos parámetros para un mejor funcionamiento del sistema de control. Otra
razón es la conveniencia de contar con variadas técnicas de sintonía, métodos útiles y
sistemáticos de ajuste para este tipo de reguladores que sean bien conocidos, lo que
facilitaría su incursión en el mundo industrial.
Para ello, en el Capítulo 1.de esta Memoria se introduce la Lógica Borrosa en
el contexto del Control de Procesos, analizando su viabilidad para aplicaciones con ciertas
características que hacían dificultoso su tratamiento mediante otras técnicas.
En el CapItulo 2 se establecen los presupuestos de la Teoría de Conjuntos
Borrosos, tanto matemáticos como linguísticos, haciendo especial hincapié en los
conceptos que tienen una relación más directa con su aplicación al Control. Una vez
asentada esta base, se pasa a describir en el Capítulo 3 los Controladores Borrosos como
elementos de control, estructurando y definiendo sus componentes básicos.
En el Capítulo 4 se estudia de forma sistemática la influencia de las distintas
especificaciones de los componentes de los Controladores Borrosos y sus efectos sobre el
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control. Se realiza una taxonomía de los métodos de sintonía propuestos en la literatura
para el ajuste de sus parámetros, mostrando sus ventajas e inconvenientes, para que
desempeñe una función de consulta y referencia.
Como nuestra propuesta se basa en la aplicación de las técnicas clásicas de
sintonía a este nuevo tipo de controladores, en el Capitulo 5 se revisan someramente las
distintas estrategias que se han venido aplicando durante las últimas décadas. En concreto,
se ha ampliado el estudio del Método del Relé, desarrollando el caso asimétrico y sus
características.
En el CapItulo 6 se aplican estas técnicas clásicas a diversos Controladores
Borrosos, en orden de creciente complejidad. Para ello, se equiparan bajo ciertas
condiciones a los reguladores convencionales. Esta especificación permite un completo
desarrollo analítico de los mismos, bajo el que se puede argumentar de forma rigurosa la
influencia de cada parámetro de sintonía sobre el control. Se han introducido entonces
diversas propuestas de métodos de sintonía, explicando su aplicabilidad y las ventajas e
inconvenientes que se pueden derivar de su aplicación. Se estudia también de forma
cualitativa la repercusión de cada parámetro de ajuste.
La obtención de las ecuaciones no lineales que rigen el control permite obtener
unos parámetros iniciales de sintonía para este tipo de reguladores, que se demuestran
bastante generales y válidos, como se comprueba en el Capítulo 7, donde se ha
incrementado la generalidad de los Controladores Borrosos incluyendo todos los términos
que caracterizan a los reguladores convencionales. Por último, se plantea otro tipo de
estructuras más complejas que se pueden realizar cuando a este tipo de controladores se
les dota de la facilidadde autasintonia.. - -
Los tres apéndices están dedicados a las operadores triangulares (Apéndice
A), al problema de la adquisición del conocimiento en los sistemas borrosos (Apéndice B)
y a un análisis detallado de la función descriptiva y condiciones de oscilación del Método
del Relé (Apéndices C.1 y C.2).
Se han incluido finalmente las referencias consultadas durante la elaboración
de esta Memoria.
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NOTA SOBRE LA TERMINOLOGÍA
A la hora de poner por escrito este trabajo de investigación se ha procurado
hacerlo con la mayor corrección lingiifstica posible. Sin embargo, a los errores
involuntarios que se hayan podido cometer hay que añadir la dificultad que presenta en
algunos casos la traducción de términos acuñados en el argot científico que provienen de
otros idiomas, pero que no se encuentran —¿todavía?— reconocidos como propios por la
Real Academia de la Lengua.
Se ha procurado por lo tanto traducir todas aquellas palabras de las que existe una
acepción reconocida en nuestro idioma, incluidos los operadores que pueden equipararse a
una partícula unitiva.
Respecto a la traducción del término original, “fuzzy”, se ha convenido hacerlo por
borroso cuando su contexto de uso sea un medio formal, y se suele utilizar difuso en un
ámbito no formal. Así, por ejemplo, se ha uniformado la traducción de “fuzzy logic” por
lógica borrosa.
Más problemático ha sido adoptar un criterio para la traducción de “fuzzification”
y “defuzzification”, donde se entabla una pugna entre la corrección lingilística y el uso
impuesto por la necesidad de discriminar significados. Para evitar posibles equívocos, se ha
establecido la convención de traducir Mfunjfication” por borrosíficación y
“defuzziflcation” por desborros<ficación, a pesar de la dificultad que conileva la utilización
de estos términos.
Finalmente, remarcar que por lógica borrosa se entiende la lógica que estudia la
relación de consecuencia en argumentos que incluyen enunciados vagos, y no cabe la
posible confusión de atribuir borrosidad —en el sentido de carácter poco explícito o
equívoco— a las fórmulas o reglas de esta lógica. El término borroso no tiene en este
trabajo la acepción vulgar.
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CAPÍTULO 1
LÓGICA
PROCESOS
BORROSA EN CONTROL
1.1 INTRODUCCIÓN
La Lógica surge al tratar de identificar las formas del pensamiento humano, al
intentar crear criterios para discernir en las discusiones filosóficas. Según la Academia de
la Lengua, la Lógica es “la disciplina que estudia la estructura, fundamento y uso de las
expresiones del conocimiento humano”. Es una ciencia que estudia las condiciones
formales de validez de una inferencia y, en general, de una argumentación cualquiera. Se
establece así una vía de formalizacién del tázonamiento humano, muy importante para el
análisis de argumentos.
El lenguaje que interesa a la lógica no es sólo el lenguaje natural u oidinario. Para
constituirse ciencia debe tener la capacidad dc realizar operaciones y cálculos, y por lo
tanto requiere la confección de un lenguaje artificial que, contando con reglas explícitas,
permita usar sus componentes para formar enunciados.
La suposición básica de la lógica llamada “clásica” es que toda proposición es
verdadera o falsa, por eso se denomina también “lógica de dos valores o bivalente”. Este
tipo de lógica conserva todo su lenguaje y sistema axiomático. Se incluyen dentro de ésta
la lógica de proposiciones, donde las variables lógicas o proposiciones pueden asumir los
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dos valores de la lógica clásica de verdad o falsedad, y análogamente la lógica de
predicados de primer orden, que incluye cuantificadores.
Sin embargo, la existencia de dos únicos valores de verdad fue ya cuestionada por
el mismo Aristóteles. En su tratado Sobre la Interpretación, discute la problemática del
estado de verdad de sucesos futuros. Aristóteles mantuvo que proposiciones acerca de
eventos futuros no son actualmente verdaderas ni falsas, sino que son potencialmente
ambas; de ahí que el valor de verdad esté indeterminado por 19 menos antes del evento.
Pero también se conocen proposiciones cuyo valor de verdad es incierto a pesar de
que no son futuras Wor ejemplo, la posición de una partícula según el Principio de
Incertidumbre de Heisenberg). Todo ello condujo a la definición de lógicas con más de
dos valores de verdad, denominadas “no clásicas”. En estas lógicas los conceptos de
verdad, falsedad, contradicción, tautología, etc., se ven afectados por el abandono de la
lógica bivalente y deben ser nuevamente definidos.
J. Lukasiewicz propuso en 1920 una lógica [Luk 20] con tres valores —
trivalente— ante la incapacidad de asignar esos dos únicos valores absolutos a las
sentencias; a comienzos de los años 30 [Luk 30] desarrolló una lógica polivalente, con un
número infinito de valores. Estos se suelen tomar, por convenio, como los números reales
en el intervalo [0,11.Esta lógica se denomina lógica estándar de Lukasiewicz.
Desde entonces se han desarrollado distintas lógicas multivalentes o niultivaluadas,
que invalidan el anterior sistema axiomático, admitiendo más de dos valores semánticos
[Me 52].
Las lógicas modales permiten emplear expresiones como “es necesario que~~, “es
posible que”, etc. Su estudio fue emprendido por Aristóteles y desarrollado por muchos
autores medievales, pero la formulación moderna de la lógica modal se debe a C. 1. Lewis
(1932). Lewis introdujo los operadores modales y la “implicación estricta” [Lew 32].
sentando varios conjuntos de axiomas y reglas de inferencia que han dado origen a
diversas lógicas modales.
Se desarrollaron también ampliaciones de la lógica de predicados de primer orden
incluyendo la identidad, y más adelante con la lógica de predicados de orden superior, al
permitir cuantificar los predicados y usarlos como argumentos.
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La lógica de clases y la lógica de relaciones no añaden nuevos aspectos a la lógica
de predicados, sino que representan otra forma de expresarla, con construcciones
sintácticas más cercanas a la teoría de conjuntos.
Otras lógicas que se están estudiando actualmente son las denominadas
intuicionista, dinámica, etc.
Una extensión de estas lógicas multivaluadas es la Lógica Borrosa, que utiliza la
teoría de conjuntos borrosos para tratar de proporcionar fundamento al razonamiento
aproximado. Su foco principal de atención es el lenguaje natural, donde el razonamiento
con proposiciones imprecisas es bastante comun.
1.2 LóGICA BORROSA
La Lógica Borrosa, aunque se puede considerar como una extensión compleja de
la lógica polivalente, va aún más allá que las lógicas con infinitos valores de verdad. Se
trata no sólo de considerar que hay una infinidad de valores semánticos entre verdadero y
falso, sino también de tener en cuenta que estos mismos valores de verdad, que quedan
bien caracterizados por un número borroso, son imprecisos: todo es cuestión de grado. Es
una lógica de valores de verdad lingidseicos, donde una proposición puede tener distintos
grados de pertenencia a esos valores de verdad borrosos [Ma 93].
La Teoría Borrosa va indisolublemente unida al nombre de Lofti Zadeh, quien
introdujo los conjuntos borrosos (“Fuzzy Sets”) en 1965 [Lid 65], y poco después los
algoritmos borrosos [Zad 68a] y la..lógica- boriosa [Zad 88], así como la Teoría de la
Posibilidad [Zad 68b], [Zad 78] con la que se formaliza la idea de inferencia borrosa de
una manera rigurosa. También desarrolla las primeras aplicaciones en el campo biológico
[Zad 69] y otras posteriores a sistemas complejos y procesos de decisión [Zad 73a].
La lógica borrosa puede ser contemplada en contraposición a la lógica clásica (de
dos valores). Esta última, precisa y categórica, establece que cualquier enunciado o
proposición puede tomar un valor lógico verdadero o falso, si se habla de función de
verdad; encendido o apagado, en funciones de conmutación; en defmitiva, O ó 1. Sin
embargo, la lógica borrosa es esencialmente gradual.
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Entre otras características que diferencian a la lógica borrosa de la lógica
tradicional cabe también destacar:
a) como ya se ha comentado, el grado de verdad de una aseveración en la lógica
bivalente toma un valor entre un conjunto finito de valores: verdadero o falso; en la
lógica borrosa, el grado de verdad es un subconjunto, que se puede expresar como
verdadero, muy verdadero, bastante falso, no muy falso, etc.
b) en la lógica clásica los predicados son concretos, mientras que en la lógica borrosa
pueden ser tanto nítidos como borrosos.
c) la lógica polivalente —y la bivalente como caso particular— admite sólo dos
cuantificadores, el universal “para todo” y el existencial “existe un ... tal que”. La
lógica borrosa admite además una gran variedad de cuantificadores borrosos,
como “muchos”, “pocos”, “la mayoría”, etc. Estos se pueden interpretar como
números borrosos que dan una caracterización imprecisa del canlinal de un
conjunto borroso o clásico. Desde esta perspectiva, un cuantificador borroso se
puede considerar como un predicado borroso de segundo orden.
d) a diferencia de la lógica de predicados de primer orden, la lógica borrosa incorpora
una gran variedad de modificadores de predicados, como “muy”, “algo”, “no”,
“casi”, etc. Asignando operaciones sobre conjuntos borrosos a cada uno de estos
modificadores se consigue realizar cálculos con variables lingílisticas.
e) este tipo de razonamiento aproximado admite distintas interpretaciones de las
sentencias: “casi cierta”, “mu.y.falsa?’; “poco verdadera”, etc.
1.2.1 Justificación
El acercamiento al lenguaje natural hace que se desarrollen las lógicas del lenguaje
ordinario; entre otras, la lógica borrosa. El lenguaje debe estudiarse tal y como aparece, en
su inmediatez. Esta idea subyace en los primeros trabajos de Zadeh, que ve las deficiencias
del lenguaje preciso en el área del control, lo que le lleva a enunciar su conocido Princinio
de Incomvatibilidaa: “a medida que la complejidad de un sistema aumenta, disminuye
nuestra capacidad para hacer afirmaciones precisas, incluso significativas, sobre su
comportamiento, hasta que se alcanza un umbral, más allá del cual precisión y
relevancia son características casi mutuamente excluyentes” [Zad 73a].
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Si se pretende analizar sistemas muy complejos como el hombre, las sociedades,
etc., resulta imprescindible introducir en los modelos la imprecisión y la vaguedad. Sobre
todo al tratar de formalizar las relaciones del hombre con su entorno, siempre se
encuentran elementos imprecisos o borrosos, en particular en la actividad más típicamente
humana: el lenguaje. Además, en estos sistemas complejos se da el hecho de que
significación y precisión son, a partir de un límite, incompatibles. Esto quiere decir que
resultados muy precisos suelen tener poco significado, y lo que interesa más bien son
resultados cualitativos. Por ejemplo, es más claro decir “hace un día soleado”, que
definirlo por “el tanto por ciento de nubosidad”, si bien este tipo de información sería más
precisa.
Por otro lado, el hombre aprende bien una serie de tareas con información
iniprecisa, mientras que quizás no sería capaz de hacerlo en el mismo contexto con una
información cuantitativa. Un ejemplo propuesto para ilustrar este principio es el
aprendizaje de conducción de vehículos. Tradicionalmente, sólo unas cuantas indicaciones
“vagas”: levante el pie un poco del acelerador, gire un poco a la derecha, apriete más el
embragne, ... son suficientes para adquirir esta habilidad, mientras sería una labor ardua
entender órdenes como: incline el pie con un ángulo de 30v, gire 47~ a la derecha, etc.
Existen, sin embargo, otros marcos donde la precisión es deseable y en algunos casos
necesaria e imprescindible.
La lógica borrosa surge ante la necesidad de formalización del razonamiento con
incertidumbre: intenta abordar problemas definidos en términos lingtiísticos, y por tanto,
imprecisos, donde los datos están expresados en los términos cualitativos que utilizarían
los expertos humanos. Generalmente hacémos inferencias imprecisas; la lógica
multivaluada no permite hacer ese tipo de inferencias con matices (difícil, muy difícil, ...),
imposibles de abordar con la simple extensión del conjunto de valores de verdad. Ese tipo
de inferencia imprecisa es el que pretende afrontar la lógica borrosa.
La lógica borrosa tiene a su favor que incluye como caso particular no sólo las
lógicas bivalente y polivalente, sino también la teoría de probabilidades y la lógica
probabilistica. Cualquier sistema lógico puede hacerse borroso; el razonamiento exacto se
contempla como un caso límite del razonamiento aproximado. Concretamente, en lógica
borrosa se puede hablar del grado de verdad de una determinada sentencia o de la
probabilidad que tiene la sentencia de ser verdadera.
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La teoría de los conjuntos borrosos y las técnicas asociadas a ella se han empleado
para resolver numerosos problemas reales, hasta entonces sin abordar por su complejidad
o falta de información, lo que la ha consolidado como una potente estrategia.
1.3 LóGICA BORROSA APLICADA AL CONTROL DE PROCESOS
La aplicación de avanzadas tecnologías ha conducido al desarrollo de sofisticados
sistemas de control en sectores tales como la industria espacial, plantas químicas, centrales
nucleares y otras áreas industriales con entornos peligrosos o dañinos para la salud. El
empleo de controles automáticos ha evitado la exposición y manipulación directa por los
operarios de procesos. Obviamente, el comportamiento de estos sistemas tiene que
alcanzar unos niveles muy altos de fiabilidad y robustez de funcionamiento. Muchas veces
también es necesario que posean un cieno grado de inteligencia que les posibilite la toma
de decisiones de manera automática.
Aunque la teoría de control convencional permite resolver muchos de los
problemas que surgen en la implantación industrial de controladores robustos, en algunas
situaciones es necesario disponer de mecanismos extras de monitorización y supervisión
del comportamiento de estos controladores. La complejidad de los modernos sistemas de
control aconseja, en ocasiones, el empleo de técnicas de inteligencia artificial para la
implantación de los mecanismos de supervisión de procesos.
Por otro lado, para realizar la sffitesis de un sistema de control, generalmente se
requiere un conocimiento profundo del proceso a controlar. Cuando el proceso es
demasiado complejo para dar una bu~ena y cemúleta descripción física de él, el diseño del
controlador debe basarse en la intuición y en el conocimiento heurístico, ya que pretender
ajustarse al camino convencional de modelización y control empobrece el conocimiento
del mismo. Estos procesos difícilmente son controlados por otras técnicas basadas en
aproximaciones drásticas que los simplifican, pero que no consiguen la eficiencia
requerida.
Además, se ha demostrado que los operadores humanos son capaces de controlar
este tipo de plantas complejas o mal definidas, y que en esa operación manual hay grandes
diferencias en el funcionamiento y en el tiempo, según la experiencia y habilidad del
operador que actúe. Surge entonces la conveniencia de hacer un sistema automático que
imite las acciones de un operador experto, optimizando los resultados.
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La necesidad de contar con estas alternativas de Control Experto aparece sobre
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todo en procesos industriales difíciles de modelar, procesos que reúnen alguna o varias de
las siguientes características:
a) Procesos difíciles de automatizar y que, convencionalmente, son controlados
fácilmente por operadores humanos sin un profundo conocimiento de sus dinámicas.
b) Difícil estimación de los parámetros que defmen el proceso. No existe modelo
matemático del proceso o existe, pero es demasiado complejo para ser evaluado lo
suficientemente rápido para operar en tiempo real.
c) Sistemas complejos, que presentan no linealidades con retardos considerables, de
orden elevado, variantes con el tiempo, con un amplio rango de constantes de tiempo
y características de ganancia asimétrica.
d) Situaciones en las que resulta difícil la medición del valor de las variables a controlar
(procesos biológicas, reacciones químicas complejas, etc.).
e) Medidas no fiables (degradación de sensores, etc.), o funcionamiento bajo la
influencia de fuertes ruidos no estacionarios (cuando los niveles de mido ambiental
son altos).
O Cambios en los parámetros de la planta y entomos variables como resultado de
perturbaciones en la carga.
1.3.1 ¿Cuándo pensar en Lógica Borrosa?
La primera fase de un proyecto de control es la realización de un análisis
exhaustivo del problema y la definición de las especificaciones de funcionamiento. El tipo
de información disponible acerca de la dinámica del proceso debe orientar al diseñador en
la selección de la estrategia de control más adecuada.
Hay que destacar la importancia de lograr una definición coinpleta del problema,
que permita elegir la técnica de control conveniente antes de pasar a la fase de diseño. Se
trata de especificar los requisitos del controlador respecto de la planta y respecto del
operario o supervisor, es decir, el comportamiento externo del controlador.
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De una primera toma de contacto con el problema de control, y conociendo el tipo
de información de la que se dispone, el diseñador debe distinguir si se trata de un
problema sencillo, de fácil solución mediante técnicas de control convencionales, o si será
necesario utilizar alguna metodología alternativa.
La selección de la técnica de control más adecuada no siempre es sencilla, y puede
ser necesario avanzar más en el planteamiento del problema para tomar una decisión.
Incluso en algunos casos puede llegarse a la necesidad de dar una “vuelta atrás” en el ciclo
de desarrollo del controlador después de haber fracasado mediante técnicas de control
convencionales.
Si el proceso de control es fácilmente modeizable mediante ecuaciones
matemáticas lineales, una solución basada en técnicas directas de control es la alternativa
más sencilla y de menor coste. El controlador PID clásico proporcionará una solución
precisa y eficiente a problemas de control lineales y simples.
Una alternativa para el tratamiento de procesos de difícil modelado son los
sistemas adaptativos [Ást 73]. En los últimos años se ha avanzado mucho en el desarrollo
de esta teoría; sin embargo, es necesario disponer de un modelo matemático del sistema, y
los requerimientos en lo que se refiere a estabilidad y tiempo de cálculo siguen siendo aún
restrictivos en muchos casos.
Si, en cambio, el proceso tiene una dinámica poco conocida o es muy complejo,
podría pensarse en la posibilidad de modelizar la estrategia de control en lugar del
proceso a controlar.
Este modelo podría extraerse, por ejemplo, a partir de la experiencia que tienen los
operarios en el control manual del proceso. El tipo de información que podrían aportar los
expertos (información lingiifstica) no es cuantitativa, sino cualitativa; y no sólo es
cualitativa la información, sino que en muchos casos el modo de razonamiento también es
aproximado. No tiene sentido buscar la solución a un problema no perfectamente definido
por medio de un planteamiento matemático muy exacto, cuando el ser humano razona
empleando la inexactitud con información imprecisa.
El uso de sistemas expertos convencionales ha pretendido ser una solución en este
sentido. El tratamiento de esta información imprecisa en los sistemas expertos basados en
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reglas se ha hecho tradicionalmente bajo un enfoque probabilístico. En este tipo de
modelos, se asocia un factor de certeza a cada hecho o regla. El factor de certeza en la
conclusión se calcula empleando la teoría de probabilidad. Estos métodos proporcionan
sugerencias para orientar la actuación.
La experiencia ha demostrado que la utilización de sistemas expertos en control de
procesos puede ser muy eficaz iÁst 86]. La inteligencia artificial es, pues, una alternativa,
o en ciertos casos, un complemento, a los algoritmos de control convencionales.
Una de las técnicas de sistemas expertos que más éxito está teniendo en su
aplicación al control de procesos es el modelo posibiístico basado en la teoría borrosa.
Un modelo basado en reglas borrosas difiere fundamentalmente de un modelo basado en
reglas convencional en el hecho de que no se procesan simplemente sñnbolos, sino que se
asigna un significado a cada término lingtiístico mediante un conjunto borroso. Generan
acciones borrosas, no sólo orientaciones.
Dentro de este contexto se incluyen los Controladores basados en la Lógica
Borrosa (CB), que proporcionan mecanismos que permiten convertir una estrategia
lingtiística en una estrategia automática.
El empleo de las lógicas borrosa y clásica es función directa del problema a
resolver. La tecnología borrosa no sólo no es incompatible con los sistemas de control
convencionales, sino que pueden integrarse conjuntamente para lograr controladores más
robustos.
1.3.2 Aplicaciones de la Lógica Borrosa en Control
La lógica borrosa (heurística) ha sido aplicada en distintas situaciones: control de
procesos complejos [Zad 73a1, modelización de procesos industriales [Tak 851,
diagnóstico de fallos [Yas 85], programación matemática, procesamiento de imágenes,
reconocimientos de patrones [Mam 75a], etc.
Dentro del área industrial, los controladores a menudo incorporan una
considerable cantidad de lógica borrosa para tratar situaciones en las que no se comportan
bien. Esta lógica heurística incluye, entre otras, las siguientes acciones:
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- el paso de manual a automático del modo de control
- manejo de las condiciones de alarma del proceso
- combinación de controladores de diferente complejidad
- tratamiento de la saturación en los actuadores
También la sintonía de controladores para un determinado proceso es otro campo
donde se utiliza la lógica heurística. Típicamente, un operador humano aplica un conjunto
de reglas empfricas comúnmente aceptadas (por ejemplo, las técnicas de Ziegler-Nichols,
u otro tipo de tablas que resumen esa experiencia> y ajusta el controlador monitorizando el
comportamiento del proceso. Este comportamiento puede emularse mediante técnicas
borrosas [01189], [Tza 90], liHan 94].
Pero quizás el campo más importante donde la lógica borrosa juega un papel
significativo es el control de sistemas industriales complejos. Su atractivo desde el punto
de vista de la Teoría de Control de Procesos se debe a que esta técnica proporciona un
método directo y claro de traducir el conocimiento cualitativo que se posee de la planta y
de los procedimientos de control expresados mediante sentencias lingtiísticas imprecisas,
en algoritmos de ordenador
La lógica borrosa como metodología. de control simula el pensamiento humano,
incorporando la imprecisión inherente a todos los sistemas físicos. La imprecisión que se
modela con la lógica borrosa no hace referencia a errores en las medidas, ni a variables
aleatorias o procesos estocásticos.
Se puede catalogar como control. organizado en reglas, cuyas acciones están
diseñadas para parecerse a las acciones de un operador humano. Es un método de
representar fácilmente procesos analógicos en máquinas digitales.
El primer controlador borroso desarrollado por Mamdani [Mani 74] se aplicó al
control de temperatura y presión en una máquina de vapor. Desde entonces, el control
borroso ha experimentado una gran evolución, caracterizada por numerosos trabajos de
índole tanto teórica como práctica. Algunos de los que destacan por sus contribuciones se
resumen en la Tabla 1.1.
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Autor Año Contribución Referencias
Zadeh 1972 Bases del control borroso [Lid72]
Mamdani, Assilian 1974 Aplicación del primer Controlador Borroso [Man74, 75]
Rutherford, Bloare 1976 Desarrollo del CB como tabla numérica de reglas [Rut76]
Macv¡car-Whelan 1976 CB incremental que emula un PI clásico [Mac76]
Procyk,Mamdani 1979 PrimerControlador Borroso Auto-organizado [Pro79]
Braae, Rutherford 1979 Modelo linguistico para obtenerreglas de control [Bra79b]
Takagi, Sugeno 1985 Derivación analítica de las reglas de control [Tú 851
Yasunobu, Miyamoto 1985 Control Predictivo borroso [Yas85]
Togai, Chiu 1987 Primer Chip basado en lógica borrosa [Tog87]
Tang, Muljolland 1987 Técnicas de diseilo de CB-PI [Tan87]
Yamakawa 1988 Microprocesadores borrosos [Yam88]
Watanabe 1990 Cli implementados sobre circuitos VLSI [Wat90]
Kosko 1991 Controladores borrosos y Redes Neuronajes [¡<os91]
Tabla 1.1 - Contribuciones al Control de Procesos con Lógica Borrosa
El control borroso fue la primera aplicación de la lógica borrosa a la resolución de
problemas reales. Desde entonces no ha dejado de crecer el número de aplicaciones
prácticas, entre las que se encuentran actualmente las de control de calidad del agua,
conducción automática de tienes, control de ascensores y grúas, aplicaciones en reactores
nucleares, automóviles, máquinas, lavadoras, etc. Campos muy apropiados para este tipo
de sistemas son también la medicina y el control de variables fisiológicas y biológicas, ya
que estos procesos suelen ser poco conocidos, no se han conseguido todavía modelos
matemáticos precisos y muchas de las variables son en sí mismas borrosas. Existen
también desarrollos de dispositivos de hardware borroso, memorias borrosas y
computadores borrosos.
1.3.3 Algunas características del control basado en Lógica Borrosa
Los controladores basados en el concepto de lógica borrosa presentan buen
comportamiento en procesos industriales complejos, difíciles de controlar por métodos
tradicionales, de los cuales el conocimiento no es preciso y que, sin embargo, son
controlados con relativo éxito por operadores con experiencia. La razón del éxito es que
estos controladores intentan sistematizar el razonamiento humano a través de reglas
lingUísticas de control, y no es necesario un modelo preciso del sistema a controlar, no
siempre fácil de obtener.
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Otras características que se deducen de la estructura de los controladores borrosos
se pueden utilizar para resolver u optimizar problemas que se presentan en el área del
control.
-Los sistemas convencionales PID están diseñados para controlar una única salida en
base a unas pocas entradas independientes, y exige un conocimiento detallado de
todas las variables del sistema. Debido a esta independencia, añadir más entradas
complica el método de control rápidamente y requiere recalcular todas las funciones
de transferencia.
La modelización borrosa trabaja con relaciones de la salida con las entradas,
conjuntando muchos parámetros. Esto se traduce en la inclusión de variables de orden
más alto y resulta, por lo tanto, un sistema de control de orden más elevado, que a
menudo proporciona una respuesta más precisa y estable. Añadir otra entrada a un
sistema borroso requiere solamente la adición de otra variable borrosa y sus reglas
asociadas. Los estados de control son descritos en términos imprecisos, que
constituyen los estados de las variables.
-Complejos requerimientos pueden ser implementados de forma simple, con un
mantenimiento fácil y de costo no elevado. Se desarrollan potentes capacidades de
razonamiento con un pequeño número de reglas si las funciones de pertenencia han
sido determinadas adecuadamente.
El método de estudiar la relación entre la entrada y la salida, defmiendo las funciones
de pertenencia y las reglas, depepde del<ipó de sistema. La aproximación más directa
es estudiar un sistema controlado por un operador, ya que el ser humano piensa en
términos de grados de pertenencia y usa espontáneamente variables lingilísticas. Son
fáciles de construir —vienen definidos por algoritmos no matemáticos— y fáciles de
comprobar. Esta simplicidad de implementación reduce la complejidad del diseño, lo
que permite que problemas que eran insolubles puedan ahora ser solucionados.
-Se procesan un gran número de datos en un pequeño número de funciones de
pertenencia, lo que reduce el número de valores que el controlador tiene que manejar
para establecer una decisión. Como sólo unos pocos valores tienen que ser evaluados,
sólo unas pocas reglas son necesarias y, en muchos casos, un controlador borroso
puede obtener la misma salida más rápidamente.
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- La lógica borrosa trata con variables observadas más que medidas. En modeización
de sistemas, esto significa que los usuarios pueden evaluar indirectamente nt
variables que con un PID convencional. Permite contemplar situaciones excepcionales
del estado del proceso, gracias a su forma de representar el conocimiento.
- Es un método rápido y efectivo de control en muchos sistemas. Además, la salida de
un controlador borroso es suave y continua, ideal para controlar variables continuas y
evitar cambios bruscos en el control. Resulta posible alcanzar con facilidad las
especificaciones de tiempo y transitorio fijadas, y obtienen resultados comparables en
precisión a los controladores analíticos.
- En control convencional, el esfuerzo de sintonía se realiza tanto en modificar el
modelo del proceso como el controlador, mientras que en este modo de simulación
del comportamiento del operador, el control es directo sobre el modelo del operador.
- El controlador borroso es poco sensible a cambios de los parámetros del sistema a
controlar, por su no Iineaiidad inherente. Presenta además un alto rechazo al mido,
sobre todo de alta frecuencia, debido al gran número de reglas y al efecto de
promedio que realizan. Son más tolerantes a fallos en los sensores, y consiguen un
buen control sobre un amplio rango de condiciones iniciales.
- Se considera un control disperso, ya que permite la coexistencia de controladores con
lógicas distintas y su ejecución en paralelo.
También las ventajas de la lógica borrosa son en parte sus desventajas. Porque es
un estimador no basado en modelo, es difícil desarrollar un método que pueda probar su
estabilidad. Pero, a pesar de eso, la lógica borrosa puede resultar ventajosamente
comparada con otras aproximaciones de control inteligente, y el control PID puede ser
utilizado en conjunción con sistemas de control borroso para asegurar su estabilidad.
- Resulta imprescindible la presencia de un experto que suministre el conocimiento
necesario para representar su funcionamiento. Esta fuente de información no siempre
cubre las expectativas requeridas para el completo desarrollo del controlador. Es
difícil representar perfectamente el conocimiento del experto y traducirlo
correctamente en términos de reglas lingflisticas sin empobrecerlo y degradar la
actuación real. El diseñador debe conocer a fondo la operación de la planta, para
después especificar la estrategia de control en forma de reglas.
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- Dado el carácter no lineal de estos controladores, una modificación de sus parámetros
hace que puedan presentarse situaciones nuevas (puntos de equilibrio inestable,
saturaciones, etc.), y obliga a una revisión de todo el conjunto de reglas para detectar
la aparición de nuevas inconsistencias o tendencias hacia la inestabilidad.
- Es prácticamente inexistente una metodología completamente desarrollada que nos
indique los pasos a seguir para el diseño del sistema de control borroso, aunque hay
numerosos estudios proponiendo distintos métodos. Así como en los controladores
analíticos se utiliza un criterio de comportamiento para diseñar el controlador, no hay
un modo directo de utilizar un criterio de comportamiento para el control borroso.
Tiene que ser construido y probado para determinar posteriormente su
funcionamiento.
- Otro de los problemas fundamentales, desde el punto de vista práctico, que se
plantean a este tipo de controladores es que no existen procedimientos sistemáticos
que pennitan calibrar el regulador. El método normalmente utilizado consiste en
emplear técnicas directas de prueba y error en una fase previa de presintonía del
controlador borroso al proceso, que suele ser generalmente costosa en tiempo.
- Además, un sistema de control borroso tiene un elevado número de parámetros,
algunos de ellos redundantes, que están fuertemente interrelacionados. Esta
sobreparametrización, aunque permite ampliar el rango de aplicación de los
controladores y mejorar su funcionamiento, dificulta enormemente su sintonía.
1.4 CONCLUSIONES
La Lógica Borrosa proporciona una metodología que permite diseñar, deforma
sencilla, controladores no lineales> lo que amplía enormemente el campo de aplicación
de los controladores basados en esta técnica a problemas hasta ahora no abordados por
sus características de no linealidad, complejidad ofalta de información.
Además, abre una vía directa de acercamiento entre los operarios o expertos de
control de procesos y el elemento de control, que incorpora de una forma natural el
conocimiento de éstos.
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Su desarrollo teórico aparece como extensión natural de otro tipo de lógicas,
clásicas y no clásicas, ante la necesidad de trabajar con la información imprecisa que
maneja el lenguaje natural. Si bien entronca con la lógica tradicional, se exponen en este
trabajo algunas ventajas y diferencias respecto a ésta.
Son muy variadas las aplicaciones de la lógica borrosa. En el área del Control de
Procesos está desempeñando un papel significativo, por lo que se resumen algunas de las
contribuciones más relevantes en este sentido. Se muestra la conveniencia de aplicar
técnicas avanzadas de control, entre las que se incluyen los sistemas expertos, y dentro de
este contexto los Controladores Borrosos, ante las características de algunos procesos
difícilmente controlados por técnicas tradicionales. La lógica borrosa puede darse
conjuntamente con otras formas de control. Se trata de utilizarla donde éstas no llegan, o
incluso para mejorar y añadir potencialidades a los métodos tradicionales, o apoyarse
en ellos.
Las características del control que proporcionan estos controladores los perfila
como una herramienta de control de probada eficacia, si bien presentan también algunas
desventajas que son objeto de actuales investigaciones.
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CAPÍTULO 2
FUNDAMENTOS DE LA LÓGICA BORROSA
2.1 INTRODUCCIÓN
Para el estudio de los Controladores Basados en la Lógica Borrosa CH (“Fuzzy
Logic Controllers’j, es necesario establecer unos presupuestos lógicos y matemáticos que
permitan su desarrollo.
El objetivo de este capítulo es proporcionar una introducción a los conceptos y
nociones fundamentales de la Teoría de conjuntos borrosos. Se presenta, en primer lugar,
la idea de conjunto borroso introducida por Zadeh en su primeras contribuciones
[Zad 65], resaltando sus propiedades, que en algunos casos se contraponen a la teoría
clásica de conjuntos, para poner de manifiesto sus características.
Aparece la noción de pertenencia parcial de un objeto a una categoría dada. Los
conjuntos borrosos son desarrollados en esta linea. A partir de las conectivas de la lógica
bivalente, se revisan las operaciones sobre los conjuntos borrosos, realzando la diversidad
significativa de sus definiciones. Se resumen las diferencias formales entre los conjuntos
borrosos y los conjuntos tradicionales.
Fundamentos de la Lógica Borrosa
Se exponen también otros conceptos básicos para este estudio [Ma 93], [Ped 93]:
las relaciones borrosas y sus propiedades esenciales, especificando como más significativa
la composición de relaciones. Se comentan algunos aspectos de la semántica de las
sentencias borrosas [Lid 73b]. Al tratar el razonamiento aproximado, se abre una vía al
proceso de inferencia empleado por este tipo de controladores.
Se ha hecho especial hincapiéen los conceptos que tienen una relación más directa
con su aplicación al Control, procurando no oscurecerlos con complejas notaciones, ni
ampliarlos innecesariamente. Queda así establecida una base sobre la que caracterizar los
distintos elementos y el funcionamiento de un Controlador Borroso.
2.2 FUNDAMENTOS DE lA LÓGICA BORROSA
La lógica borrosa parte de la reconstrucción del mismo pilar básico de las
matemáticas: el concepto de conjunto. En la realidad se presentan situaciones,
particularmente cuando intervienen consideraciones subjetivas, en las que resulta difícil
determinar la pertenencia o no de un elemento a un conjunto. Por ejemplo:
- números naturales mucho mayores que 100,
- ríos largos,
- personas jóvenes,
- días soleados,
- párrafos difíciles, etc.
Tales conjuntos pueden recibjr.el calificátivo de borrosos para indicar que no existe
un criterio que determine exactamente un límite entre la pertenencia y no pertenencia al
conjunto, como establece la teoría clásica. En sentido amplio, constituyen una clase cuyos
bordes están definidos de forma vaga. La transición entre la pertenencia y no pertenencia
no es abrupta, sino gradual.
No siempre es posible reducircompletamente la vaguedad estableciendo un criterio
de pertenencia, ni por acotación del universo de discurso; por ejemplo, para el primer caso
de números naturales mucho mayores que 100. se podría establecer un límite de
separabilidad en tomo al 10.000, pero delimitarlo a números entre el 1 y el 100.000 ó
entre 1 y 1.000.000 no reduce completamente la vaguedad (la pertenencia de cualquier
elemento a ese conjunto sigue siendo vaga).
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En otros casos, esa frontera estricta de pertenencia, que además es arbitraria y
puede suponer pérdida de información, no se puede delimitar, como ocurre con el
calificativo de dificultad.
Hay que reformular entonces el concepto básico de conjunto [Fer 87], admitiendo
grados de pertenencia de los elementos a los conjuntos.
2.2.1 Conjuntos borrosos
En la teoría clásica de conjuntos, dado un elemento genérico x de un universo U, y
un subconjunto ordinario (no borroso) A a U, sólo hay dos posibilidades: x e A 6 x e A.
Todo conjunto está perfectamente descrito por su llamadafunción característica o
función de pertenencia. Puede definirse esta función de pertenencia ~IA:U —* (0,11, que
representa al conjunto, tal que: { gA(X) 1 si x E A
gA(x»=0 sixeA (2.la)
Sin embargo, como no siempre es posible hacer esta clara distinción entre los
elementos que pertenecen y los que no pertenecen a un conjunto, el concepto de función
de pertenencia puede generalizarse de manera que su valor varíe de forma continua en un
intervalo, admitiendo la posibilidad de pertenencia parcial de un elemento a un conjunto.
Cuanto mayor sea el valor de la funciOu de pertenencia, mayor será el grado de
pertenencia del elemento al conjunto en cuestión. No tiene un sentido probabilístico, sino
más bien representa un grado de compatibilidad con un cierto predicado o un grado de
posibilidad de que éste sea cierto. Es una función de distribución de posibilidades que
intenta cuantificar la imprecisión.
La función de pertenencia generalizada g~(x) toma sus valores en un conjunto L,
llamado conjunto de pertenencia, y asocia a cada elemento x de U un número en ese
conjunto,
g~: U —* L (2.lb)
¡8
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Los elementos de L no tienen que ser necesariamente números; cualquier
conjunto total o al menos parcialmente ordenado sería igualmente válido. El orden entre
los elementos del conjunto está representado por los distintos grados de pertenencia que
representan. En general, L es un retículo; los conjuntos borrosos definidos por esta
función de pertenencia generalizada se conocen como conjuntos borrosos de tipo L.
Ordinariamente se toma L = [0,1], ya que el rango de valores reales entre O y 1 es
el más comúnmente utilizado para representar valores de pertenencia.
Definición: Dado un universo de discurso U = {x} definido como un espacio de objetos
(en el sentido clásico), un subconjunto borroso A de U es un conjunto de pares ordenados
de un elemento genérico x y su grado de pertenencia al conjunto:
A=((xI¡.t4x)), Vxe U) (2.2a)
Si U es un universo continuo, puede utilizarse la notación abreviada,
A = fU~Á(x) ¡ x, (2.2b)
y si U es discreto y finito,
n
A = ~A(XI)1x1 + g~(.x~) ¡ x2 + ... + ~A(Xn)¡ = ~ gA(Xi) ¡x¿ (2.2c)
¿=1
La función de pertenencia puede definirse de forma numérica, mediante un vector
(parauniversos discretos y finitos)sx de formg funcional.
a) Definición numérica: la función de pertenencia de un conjunto borroso es
representada por un vector de números cuya dimensión depende del grado de
discretizaci6n del universo de discurso. Es un vector formado por los grados de
pertenencia al término linguistico de cada uno de los puntos del universo discreto y
finito,
>1
jIA(X) = E ~AXí ¡x1, V x e sop(A) (2.3a)
¡=1
donde n es el número de valores del universo de discurso.
¡9
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b) Definición funcional: expresa la función de pertenencia de un conjunto borroso
como una función, típicamente con forma de campana, triangular, trapezoidal, etc.
Se utilizan en control borroso porque permiten su manipulación a través de la
aritmética borrosa. La definición funcional puede adaptarse a cambios de algún
parámetro. Por ejemplo,
~A(x)=exP[ ~(x~:(xY>2j) (2.3b)
La representación gráfica de una función de pertenencia es otra forma de
representar los conjuntos borrosos, que resulta muy útil para compararlos y operar con
ellos.
Para L = (0,1), A se reduce a un conjunto ordinario, de manen que la teoría
clásica de conjuntos es un caso particular de la teoría de conjuntos borrosos, en los que la
función de pertenencia toma exclusivamente valores 0 6 1. Un conjunto borroso puede ser
visto como la extensión o generalización del concepto de conjunto ordinario, ya que las
funciones de pertenencia de éstos últimos sólo admiten pertenencia total o nula, mientras
que los conjuntos borrosos admiten también pertenencia parcial.
E¡euwli&: tomando como universo de discurso el conjunto de edades posibles de un ser
humano, U = ( x ¡ x e [0,150]), pueden definirse de forma subjetiva los subconjuntos
borrosos J (joven) y V (viejo) así (Figura 2~l»
J={(xIl),0=x=40;(xI(1+(x-40)2/40Y’),x>40)
Y = {(x lO), O =x=40;(x 1(1+40/ (x - 40)2)1), x >40)
o para un universo discreto y finito, por ejemplo U = (meses del año), se pueden definir
los subconjuntos borrosos F (frío) y C (calor) como (Tabla 2.1):
F = llenero + 11febrero + 0.8 ¡ mano + 0.7 ¡ abril + 0.5 ¡ mayo +
C = 01enero + Ql febrero + 0.41 marzo + 0.61 abril + 0.6 1 mayo +
20
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Poncion.t d. p..i.nencl.
Figura 2.1 - Representación gráfica de los conjuntos borrosos J (joven) y V (viejo)
L u JI Ene. 1 Feb. 1 Mar. ¡Abr. 1 May. ¡Jun. Jul. Ago. Sept 1 Oct. Nov. Dic
.
Frío II 1 1 1 1 0.8 0.7 1 0.5 0.4 0.2 1 0 0.3 1 0.5 1 0.8 1 1
Calor 0 0 0.4 0.6 0.6 0.8 1 1 0.7 0.4 0.1 0
Tabla 2.1 - Representación de los conjuntos borrosos F (frío) y C (calor)
Se han asignado unos valores semánticos a los conjuntos borrosos anteriores
<joven, viejo, frío, ...) con lo que se les designa, que corresponden a sus etiquetas
lingiilsticas.
Defmir una función de pertenencia con una expresión analítica no resta imprecisión
a la información que representa, sino que facilita el operar con esos términos cuantitativos
en vez de los lingilísticos. La imprecisión está incorporada en el conocimiento.
Se definen a continuación algunos conceptos que conviene tener presente para su
posterior aplicación; otros términos de la .légica borrosa que no son empleados en este
contexto de control pueden consultarse en la bibliografía [Ma 93], [Fer 87], [Ped 93].
- Soporte de un conjunto borroso A: es el conjunto (en sentido clásico) que contiene a
todos los elementos xde U con función de pertenencia distinta de cero.
sop(A) = { x ¡ ¡x4x) > 0, xe U> (2.4)
En panicular, el elemento x de U cuya VA(X) = 0.5 se suele llamar punto de cruce
(“crossover”).
u
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- Altura de un conjunto borroso A: es el máximo valor que toma su función de
pertenencia.
h(A) = máx (g~(x)), x e U (2.5)
- Conjunto borroso normalizado: un conjunto borroso
uno de sus elementos toma el máximo valor posible de
es lo mismo, h(A) = 1,
está normalizado cuando al
la función de pertenencia, o
(2.6).3 x e U ¡ ~A(X) = 1
- Corte-a de un conjunto borroso A: es el conjunto representado como Aa, que contiene
todos los elementos x e U que tienen un grado de pertenencia mayor o igual que cierto
valor umbral a especificado,
Aa~xIg~(x)=a, xeU}
Este umbral se denomina a-corte, y puede estar definido en los intervalos:
cte [0,1)
cte (0,1]
a-corte débil
a-corte fuerte
Por el Principio de Resolución, un conjunto borroso A se puede descomponer en
a-cortes, y expresarlo como la unión de todos ellos.
A = uai.Aaí
= sup (cti.í1Á~Xx))
- Conjunto borroso unitario (“singleton”): es un conjunto borroso cuyo soporte
único elemento. Si A es un conjunto borroso y x0 el único elemento de su
entonces IIA(x) = O Vx e U. excepto x = x0, FLA(XO) 1, y se representa:
A = 1
(2.7b)
(2.7c)
tiene un
soporte,
(2.8)
(2.7a)
menos
lo que
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- Número borroso: es un conjunto borroso convexo y normalizado, definido sobre un
universo continuo real 9?,
mlx (lA(x)) = 1, V xc U (normalizado) (2.9a)
IAQal + (1 - X).xj) =miii (»A(xl), JJ.A(x2)) (convexo) (2.9b)
VX1,X2E U2~.c [0,1]
A = ~ g~(x) ¡ x, con A convexo y h(A) = 1 (2.9c)
Para normalizar un conjunto borroso se divide su función de pertenencia por el
valor de su altura, para cada punto del universo de discurso.
- Cardinal de un conjunto borroso A definido sobre un universo finito U es la suma de
todos los grados de pertenencia de los elementos del universo, y se expresa de la forma:
card(A)=ZIIA(x), Vxe U (2.10)
- Variable lingiilstica [Zad 75]: es una variable cuyos valores son palabras o sentencias en
un lenguaje natural o artificial reducido.
Una variable lingilística está caracterizada por una quíntupla (x, A(x), U, O, M)
donde x es el nombre de la variable, A(x) es el conjunto de términos lingilísticos de x, es
decir, el conjunto de valores lungilísticos de x, donde cada valor es un número borroso
definido sobre U; O es una regla sintáctica para generar las sentencias correctas en A; y M
es una regla semántica que permite asociar a cada valor su significado, M(x), dado por un
subconjunto borroso de U, de los términos de A.
Eiemnlo: Si x es la variable lungilística velocidad, que puede tomar los valores
A(velocidad) = (muy baja, baja, moderada, alta, muy alta, más o menos alta, ..., etc.>,
cada término de A(velocidad) está caracterizado por un conjunto borroso definido en el
universo de discurso de la variable U = [0, 160]. Podrían ser los de la Figura 2.2.
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Figura 2.2 - Representación de la variable linguistica velocidad
2.2.1.1 Operaciones
Sean A y B dos subconjuntos borrosos definidos sobre el mismo universo de
discurso U, siendo 11A y 11B sus respectivas funciones de pertenencia, definidas sobre
L = [0,1]. Y sea otro subconjunto borroso C = {(x ¡ Ic(x)}.
Definición: Se definen las siguientes operaciones (Figura 2.3):
Complementación:
Intersección:
Unión:
A=B ~1~A(X» 1- ~B(X), Vxe U
C = AnB si i<z(x) = miii (g~(x), g~(x)),
C = AuB si p.r.(x) = máx (g~(x), g~(x)),
Pueden equipararse a la interpretación de los operadores lógicos “not”, “and” y
“o?’ respectivamente.
Otras operaciones adicionales, cuyo resultado no es un conjunto borroso, son,
entre otras:
Producto: C = A.B si J.kz(x) = l.LA(X)41B(X), Vxc U (2.lld)
Potenciación: C = A8 si Ik=X)
nlocldad
(2.lIa)
(2.llb)
(2.llc)
Vxe U
Vxc U
Vn U (2.1 le)
24
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Se puede comprobar que las tres primeras incluyen, como casos particulares, a las
definiciones clásicas en conjuntos ordinarios para L = (0,1>. Asimismo, todas las
propiedades de estas operaciones en los conjuntos ordinarios (asociatividad,
distributividad, etc.) se siguen cumpliendo, excepto dos muy importantes:
A n A !=0 (no verifica el Principio de contradicción clásico)
A u A !=U (no verifica laLey del tercio excluso clásica)
donde el conjunto borroso vacIo 0 es aquel subconjunto borroso tal que:
j.y,(x)=O, VxeU (212)
aunque sí se verifica la Ley de la doble negación: A = A, y las Leyes de Morgan:
(AuB)=AnB (AnB)=AuB
Con las definiciones utilizadas para las operaciones, al no cumplir algunas de las
propiedades de la lógica clásica, la lógica borrosa no será ni completa ni consistente, y los
conjuntos borrosos con las operaciones básicas anteriormente definidas no pueden formar
un álgebra de Boole.
Las funciones unión, intersección y complemento estándar defmidas anteriormente
(2.11), que corresponden a las propuestas por Zadeh, no son las únicas posibles
generalizaciones de las operaciones homónimas entre conjuntos clásicos. Se pueden
adoptar otras caracterizaciones, siempre y-cuando verifiquen una serie de propiedades.
Tanto la unión como la intersección borrosa requieren funciones no decrecientes, de forma
que al aumentar uno de los conjuntos también aumente su unión e intersección; también
deben ser conmutativas y distributivas, y deben ser continuas para asegurar que pequeños
cambios en los conjuntos den lugar a cambios también pequeños en la unión o
intersección. La diferencia entre ambas operaciones está en las condiciones en los límites,
que deben admitir las operaciones entre conjuntos ordinarios como un caso particular.
Las funciones que verifican las propiedades citadas son las que corresponden a la
clase de cononnas triangulares (t-conormas o Y-normas) para la unión, y a la de normas
triangulares (t-normas) para la intersección, que se exponen en el Apéndice A [Ped 93].
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La función clásica máximo es la más restrictiva de las funciones para la unión,
aunque se emplean también la suma algebraica o la suma acotada; y la función clásica
mínimo es la menos restrictiva de las funciones para la intersección, frente al producto o a
la diferencia acotada.
Operadores de mod~f¡caci6n
Tienen gran importancia en el tratamiento de las variables lunguísticas.
Corresponden a los modificadores lingflisticos —adverbios— que se utilizan con
frecuencia en el lenguaje natural para especificar, junto con el predicado, una propiedad
más concreta. Se modelan en la teoría de conjuntos borrosos mediante operaciones sobre
la función de pertenencia asociada al predicado que se está modificando.
Entre las operaciones propuestas con este fin destacan las de negación,
concentración, dilatación e intensificación (Figura 2.4).
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Figura 2.3 - Complemento (a>, unión (b)e intersección (c) de conjuntos borrosos
modificadores linguisticos
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Figura 2.4 - Inteipretación de algunos modificadores linguisticos del conjunto borroso adulto
- Operador negación (NEG): es una operación unaria de resultado el complemento; es
típico del término “no”.
JI~.¡rr~(x) = 1 - ~x) (2.13a)
- Operador concentración (CON): es una operación unaria que, aplicada a un conjunto
borroso A, resulta un subconjunto borroso de A tal que la reducción en los grados más
altos de la función de pertenencia es mucho menor que la reducción en los grados más
bajos de la función de pertenencia: el conjunto borroso se “concentra”. Correspondería al
adverbio “muy”. Un operador común de cóñ¿entración se define como:
(2.13b)JICON(X) =
- Operador dilatación (DIL): es una operación unaria de resultado opuesto al anterior;
admite distintas caracterizaciones:
ó JIDIL(x) =2 í(x) -
Se le asocian los términos “algo” o “más o menos”.
x
1112
I.LDIL(X) = (2.13c)
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- Operador intensificación (¡NT): es una operación unaria, que se suele utilizar en
combinación con alguna otra operación para hacer más selectiva una propiedad,
correspondiendo al adverbio “bastante”:
si0=JI(x)=0.5
= 1-2(1 - p.(x))2, Si 31(x)> 0.5 (2.13d)
2.22 Relaciones borrosas
Una relación clásicarepresenta lapresencia o ausencia de asociación, interacción o
interconexión entre los elementos de dos o más conjuntos. Este concepto se puede
generalizar asignando a cada grupo de elementos un número comprendido entre O y 1, que
represente el grado de pertenencia a la relación, en este caso borrosa, de la misma forma
que se hacia en los conjuntos borrosos. De esta forma, la relación borrosa incluirá como
un caso particular a la relación clásica.
2.2.2.1 Relaciones ordinarias entre conjuntos borrosos
Se establecen las relaciones de equivalencia e inclusión entre subconjuntos
borrosos de un universo (no borroso) U. Se trata, por tanto, de relaciones defmidas sobre
el conjunto de las partes (borrosas) de U, P(U).
Definición: Se definen las relaciones de equivalencia (A es igual a B) e inclusión (A está
contenido en B, ó A es un subconjunto de U) entre dos subconjuntos borrosos A y B, con
funciones de pertenencia P.A(x) y JIB(X) respectivamente, definidos sobre el mismo
universo de discurso U, del siguiente modo:
Igualdad: A = B cz> JIA(x) = I.LB(x), V x e U (2.14a)
Inclusión: A cB <r~ JIA(X) =JIB(X), Vxc U (2.14b)
Ahora bien, aunque las panes o subconjuntos sean borrosos, las relaciones R asf
definidas no son borrosas: dados dos subconjuntos borrosos A, B a U, o bien (A, B) e
o bien (A, B) E R; concretamente, para las relaciones R de igualdad e inclusión defmidas,
o bien A = B, o bien A * B, y del mismo modo, o bien A aB o bien A ~ B.
28
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2.2.2.2 Relaciones borrosas entre conjuntos ordinarios
Definición: Sean A y B dos subconjuntos ordinarios, que en general tienen universos de
discurso diferentes A a U, B a y, y sean x e A ey e B elementos genéricos de cada uno.
Una relación borrosa entre A y B se define como un conjunto de pares ordenados (x,y),
cada uno con un determinado grado de pertenencia, JIR. a la relación R:
R=ffx,y)I31~(x,y), xc U,ye V, O=JIR=lI (2.15a)
JIR indica así en qué grado o con qué intensidad los elementos x, y están en la relación R.
Las relaciones así defmidas son binarias; en este caso, la relación binaria borrosa se
suele escribir también A R B. La relación R es realmente un subconjunto borroso del
producto cartesiano de A y B,
RcAxB
En efecto, como A y B son conjuntos ordinarios, su producto cartesiano definido
como A x B consta de todos los pares ordenados (x,y), y la relación borrosa le asocia un
grado de pertenencia a cada uno.
La generalización a órdenes superiores (relaciones entre más de dos conjuntos) es
inmediata. Una relación borrosa n-aria entre n conjuntos ordinarios, A1, A2,..., An —no
tienen por qué ser todos distintos— pertenecientes a los universos U1, .., U~, discretos o
continuos, es un subconjunto borroso del preducto cartesiano de todos ellos. Queda
defmida por una función de pertenencia que asigna a cada n-tupla (x1, x2, .., Xn) del
producto cartesiano un grado de pertenencia a la relación R.
RCAíXA2X...XAn
RRAlXA2X.XAn= I(X1,X2,...,Xn)IJIR(XI,X2 Xn), X1 EA1 XnE An) (2.1512)
o en forma matricial, mediante una matriz de pertenencia ti-dimensional, cuyas entradas
corresponden a las n-tuplas en el conjunto universal, y sus valores son el grado de
pertenencia de la n-tupla correspondiente a la relación.
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2.2.2.3 Relaciones borrosas entre conjuntos borrosos
Definición: Sean A a U, B c y, subconjuntos borrosos de universos U y V diferentes. Se
define el producto cartesiano A x B como el conjunto borroso de U x V:
AxB t(x,y)ImIn (g~(x), 31B(y))’ VV e U, Vy e y> (2.16a)
Es decir, es el conjunto borroso obtenido asignando a cada pareja formada por un
elemento de U y otro de V, el menor de sus grados de pertenencia al conjunto A y al
conjunto B respectivamente. La operación es similar a como se ha definido la intersección,
salvo que, como los universos son diferentes, el conjunto borroso resultante está formado
por parejas. Si bien la expresión anterior del producto cartesiano (2.16a), propuesta por
Mamdani, es la más utilizada, otra definición usual resulta de reemplazar la operación
mínimo por el producto algebraico (Larsen, 2.16b), o por cualquier otra t-nornia, como la
utilizada por Zadeh (2.16c).
AxBE{(x,y)I(~x~(x).¡x~(y)),Vxe U,Vyc Vi (2.16b)
A x B <(x,y) 1 mlx [mm (JIA(x), JIBO,)). 1 - JIA(X)], Vx e U, Vy e V> (2.16c)
Definición: Una relación borrosa entre dos conjuntos será cualquier subconjunto de su
producto cartesiano A x B.
ARBcAXB
Como todo subconjunto debe satjsfacer la relación de inclusión, el grado de
pertenencia de cada par (x,y) a tal subconjunto debe ser por lo tanto igual o inferior a
[miii(Ia.A(x), gB(Y))].
La generalización al caso n-ario es también inmediata. Dados los subconjuntos
borrosos A1, A2, .., A,, de universos U1, ..., Un. se define el producto cartesiano de ellos
A1 x A2 x...x A~ como un conjunto borroso en el espacio producto U1 x...x Un, que para
cada una de las definiciones del producto cartesiano es:
A1xAzx...xA~= { (x13x2, .., xn)lnlín(í.tAl(xI) iipjXn))} (2.17a)
3 A1xA2x..xA,,= <(xi,x2,
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22.2.4 Composición de relaciones
Debido al carácter de conjunto borroso de las relaciones borrosas, las operaciones
típicas de conjuntos borrosos (unión, intersección, complementación, etc.) se pueden
aplicar a las relaciones borrosas, sin ninguna modificación respecto a sus definiciones.
La operación propia de las relaciones borrosas se denomina composición. En
general, la composición de relaciones puede ser expresada como una composición
“máx~*”, donde “*“ es cualquier operador de la clase de las normas triangulares; los más
usuales son el mínimo, producto algebraico, producto drástico o producto acotado. El
operador es elegido según la aplicación específica. En aplicaciones a control se utilizan los
dos primeros más frecuentemente por ventajas computacionales.
Definición: Dados tres conjuntos borrosos A, B, y C
binaria entre A y B:
de universos U, V, y Z, una relación
R1(A,B) = A R1 B = <(x,y) ¡ 11R1(X,Y)}
y otra relación binaria R2 entre B y C:
R2(B,C) = B R2 C = ((y,z) 1
se define la relación binada compuesta R de R1 y R2, denotada por R = R1
0 R
2,
una relación borrosa que asigna a cada pareja (x,z) del producto cartesiano U x Z el
de relación que resulta de la siguiente operación:
R = R1(A,B~ R2(B,C)
R = 1 (x,z) 1 I.LR(x,z) = I~~g’p~(X,Z) = máx~ (JIR¡(x,y) * ~tpjy,z)), Vx e U, y e V, z e Z>
El caso más habitual, donde el operador “~“ se define como el
denomina producto móx-m(n,
R(A,C) = A (R10 R2) C = { (x,z) ¡ máxy [mm (31~1(x,y), g~(y,z))])
mínimo, se
(2.19)
como
grado
(2.18)
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Si A, B y C son finitos, R1 y R2 pueden escribirse en forma matricial, y comprobar
que la matriz correspondiente a R1 O R2 se calcula como el “producto máx-mín” de las
matrices R1 y R2. El producto mkc-mín de dos matrices es el producto ordinario de
matrices, pero sustituyendo la operación suma por la operación máximo y el producto por
el mínimo.
Un caso particular de la composición de relaciones, utilizado en la inferencia
borrosa y empleado también en la lógica de relaciones, tiene lugar entre una relación y un
conjunto borroso.
Dados los universos U, y, un conjunto borroso A definido sobre el universo U y la
relación binaria R entre elementos de los conjuntos B y C de universos U y y
respectivamente, se define la relación unaria compuesta P sobre V del conjunto borroso
A con la relación R como el siguiente conjunto borroso:
P=A
0R(B,C)={yIJx~o~(y),Vxe U,yeV,AcU,PcVI (2.20a)
JIAOR(Y) = máxx [l.tA(X)* JIR(X,y)] (2.20b)
Estas definiciones pueden parecer a primera vista arbiirarias, y hasta cierto punto
lo son. No obstante, su elección se ha hecho teniendo en cuenta los siguientes criterios:
a) que sean consistentes con las definiciones paralelas de la teoría de conjuntos
ordinarios; es decir, que ésta pueda considerarse como un caso particular de la
teoría de conjuntos borrosos.. - - -
12) que los modelos basado en la teoría reflejen razonablemente bien la realidad.
c) que los cálculos que se derivan de la utilización de los modelos sean sencillos y,
por lo tanto, se ejecuten con rapidez; en panicular, las operaciones de selección de
máximo o mínimo requieren mucho menos tiempo que las de suma o producto.
Se puede prescindir, a partir de ahora, de la notación en negrita para los elementos
borrosos, suponiendo todos los conjuntos y relaciones borrosas si no se dice lo contrario
(y, de todos modos, un conjunto ordinario es un caso particular de conjunto borroso, y
una relación ordinaria lo es de una relación borrosa).
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2.2.3 Sentencias borrosas: Sintaxis y Semántica
La lógica borrosa tiene el mismo aspecto sintáctico que la lógica de predicados. Es
decir, como la forma de las sentencias de una y otra son las mismas, valen las mismas
reglas de formación. Sin embargo, no constituye como ella un sistema axiomático, ya que
no permite, a partir de unos axiomas, derivar otras sentencias válidas.
La semántica de la lógica borrosa se basa en el concepto de vaguedad formalizado
en la teoría de conjuntos borrosos. Pretende interpretar las sentencias, para lo que se tiene
que poder hallar su significado: es decir, calcular un subconjunto borroso que corresponde
a la interpretación “verdadera” de tal sentencia.
Las sentencias se obtienen enlazando predicados, y normalmente manejan palabras
cuyos significados son conjuntos borrosos de universos diferentes. La interpretación
consiste en conocer la de cada una de las variables, para lo que hay que definir un
conjunto de valores semánticos, con un mínimo de dos elementos.
El conjunto de valores semánticos en la lógica borrosa no es el conjunto de puntos
en el intervalo [0,1], sino un conjunto de subconjuntos borrosos de ese conjunto. Aunque
tradicionalmente el conjunto de valores semánticos es de dos elementos (<verdadero,
falso), <1,0)), desde el punto de vista general no se impone ninguna restricción al número
máximo de elementos, ni siquiera que sea finito.
Esos subconjuntos borrosos no son todos los posibles, y se denominan valores de
verdad lingilísticos. Por ejemplo, - - -
Y = <verdadero, falso, no verdadero, no falso, bastante verdadero, poco
verdadero, muy verdadero, más o menos verdadero, más bienfalso, etc.>
En el caso de la lógica borrosa, la interpretación de una sentencia tendrá como
resultado un grado de verdad dentro del intervalo [0,1], pero a su vez este grado de
verdad puede estar referido a una interpretación verdadera de la sentencia, o falsa, o muy
verdadera o muy falsa
Para cadapredicado, se definirá el subconjunto correspondiente a “verdadero” (por
eso se dice que los valores de verdad en lógica borrosa son “locales”). Este subconjunto es
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el significado del predicado. Definido este subconjunto, los correspondientes a los otros
valores de verdad lingilísticos pueden calcularse en función de él definiendo previamente
unos convenios para “falso” y para las partículas lingilísticas “muy~~, “bastante”, etc., que
se denominan modificadores.
2.2.3.1 Interpretación de la sentencia condicional
La interpretación en lógica borrosa está muy ligada al modelo de semántica del
lenguaje natural, usando conjuntos borrosos. Es dependiente no sólo del predicado o
predicados que la forman, sino también de los elementos (sujetos) a los que se aplica.
Una proposición o premisa en lógica borrosa es una aserción sobre el valor de una
variable lingtiística. En general, una premisa condene una o más cláusulas, y cada cláusula
es una proposición de la forma “atributo de objeto es valor”: “atributo de objeto” es una
variable lingilística, y “valor” uno de sus posibles valores lingilísticos.
En este modelo semántico, el significado de una palabra se considera igual a un
conjunto, perfecta o no perfectamente determinado, formado por elementos de un
universo U. Este universo puede contener todos los posibles elementos (independientes
del contexto) o sólo los elementos relacionados con el contexto.
Todo predicado monádico representa una propiedad. Se puede definir el
significado de un predicado monádico como el conjunto borroso formado por, todas las
relaciones semánticas del predicado correspondiente con los elementos del universo.
Dado un predicado monádico al que se ha asociado un conjunto borroso A, que
representa su significado, a la interpretación verdadera de una sentencia simple de la forma
A(x), donde x es un elemento del universo U, se le asigna el valor de verdad gA(x), es
decir, el grado de pertenencia del elemento x al conjunto borroso A. La notación
matemática que resume la interpretación de sentencias simples con predicados monádicos
es:
I(A(x)) = gA(x) = a (2.21)
donde a es el grado de verdad de una sentencia, con valores comprendidos en el intervalo
[0.1].
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Para poder interpretar una sentencia simple con un sujeto x que no pertenece al
universo U sobre el que se ha definido el predicado, es necesario efectuar primero una
correspondencia entre ese sujeto y algún elemento del universo de discurso. Es lo que se
denomina paso aforma canónica.
Todo predicado n-ario representa una relación. Se puede definir el significado de
un predicado n-ario como la relación borrosa formada por todas las relaciones semánticas
del predicado correspondiente con las tupías formadas por los elementos de los distintos
universos. La notación matemática correspondiente a la interpretación de sentencias
simples con predicados diádicos sería:
I(R(x,y)) = 31R(X,y) = a (2.22)
Como a cada predicado se le asocia un conjunto borroso o una relación borrosa, a
la conjunción y a la disyunción de predicados se puede asociar también un conjunto
borroso o una relación borrosa, obtenida por la operación entre los conjuntos borrosos y
las relaciones borrosas asociados a cada predicado. Para las conectivas básicas disyunción
y conjunción se utilizan los mismos símbolos que la lógica clásica.
Así como la interpretación de sentencias simples son grados de pertenencia a un
conjunto borrosos o a una relación borrosa, la interpretación de sentencias compuestas se
hará utilizando reglas básicas que se traducen en operaciones sobre funciones de
pertenencia.
En el cálculo proposicional cjásico,•la pioposición “si A entonces B”, donde A y B
son variables proposicionales, se escribe (A —* B), y está definida como A —* B = A u B.
Una extensión de este concepto da lugar al concepto más general de sentencia
condicional borrosa, donde ahora A y B son conjuntos borrosos, y el conectivo (—*)
puede interpretarse como una relación borrosa entre las variables asociadas a A y B.
Existen diversas interpretaciones de la sentencia incondicional borrosa. Como
interpretación más usual de A —* B, se puede tomar la de una relación borrosa entre las
interpretaciones de A y B. En particular, como el propio producto cartesiano,
I(A(x) -4 B<y)) = 1(A) x 1(B) (2.23a)
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Pero a esta función de implicación A —* B se le han dado tantas definiciones como
caracterizaciones del producto cartesiano entre conjuntos borrosos; las más conocidas se
deben a Zadeh (2.16c), Mamdani (2.16a) y Larsen (2.láb), y entre ellas las dos últimas
son las más utilizadas en el área de control.
En concreto, siempre que no se indique lo contrario, se utilizará como regla
condicional la definición de Mamdani, que coincide con la interpretación de la conjunción
considerando los predicados independientes.
I(A(x) —*B(y)) = <(x,y)¡ mín(31A(x), PB(Y))}, Vxc U,yc Y (2.23b)
Otra interpretación de la sentencia incondicional A —> B es considerarla un caso
particular de la sentencia incondicional ampliada “si A entonces B, si noA entonces C”,
es decir, “(A —* B) A (—.A -~ C)”, donde C coincide con su universo.
I((A(x) —.* B(y))y (A(x)) —* C(z)) = (I(A(x)) x I(B<y))) u (I(A(x))) x I(C(z)) (2.23c)
Cuando A, B y C son sentencias ordinarias con interpretaciones binarias, el cálculo
de proposiciones clásico permite interpretar la sentencia como verdadera o falsa. Pero
cuando A, B y C son sentencias borrosas, cada una tendrá un significado, y se trata de
calcular el significado de la sentencia global.
El resultado para la regla condicional ampliada se puede obtener aplicando alguna
de las definiciones anteriores, como por ejemplo:
I((A(x) —* B(y))A (—.A(x) —* C(z)) = max~j(i(A(x) -4 B(y))u (I(A(x))) —* I(C(z)] =
= mlx [mm (J~(X), 31B&))~ mm (1 - 31A(X), IJ.c(z))]
Vxe U,yc V,ze V,ACU,BCV (2.24)
Los modificadores “no”, “muy”, etc. también tienen su correspondiente regla de
interpretación, que debe ser aplicada (sección 2.1.1).
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2.23.2 Aproximación lingllistica
Una vez interpretada una sentencia u obtenida una inferencia se tiene un
subconjunto borroso de un cierto universo, pero lo que se debería obtener sería una
sentencia. Es preciso asignar a cada subconjunto borroso una aproximación lingtiística,
que es otro subconjunto borroso que corresponde al significado de una sentencia.
Es un problema que todavía se encuentra sin resolver, aunque existen propuestas
concretas para encontrar la expresión linguística cuyo significado sea el del conjunto
borroso inferido de un razonamiento previo. Esta dificultad no se presenta en la lógica
clásica ya que la transcripción lingtiística de una conclusión es inmediata.
2.2.4 Razonamiento borroso
La lógica borrosa proporciona también un mecanismo apropiado de inferencia
[Sob 93]. Este mecanismo se basa en expresar las premisas y las conclusiones en forma
canónica. La forma canónica es una representación para poner en evidencia que cada
premisa o proposición es una restricción sobre una variable, y que la conclusión es una
restricción calculada como propagación de restricciones. De esta forma, el proceso de
razonamiento borroso se reduce a la solución de un sistema no lineal de ecuaciones, y
por lo tanto es programable en un computador.
El mecanismo de inferencia utilizado en control borroso es generalmente más
simple que los usados en un sistema típico de control experto. En controladores borrosos,
el consecuente de una regla no es aplicado al ahtecedente de otra; es decir, el mecanismo
de inferencia de un controlador borroso utiliza habitualmente una estrategia de
encadenamiento hacia adelante de un único nivel. Existe alguna posibilidad de realizar
encadenamiento de reglas mediante variables intermedias, para lo que las reglas deben
definirse convenientemente ordenadas.
Existen diversas clasificaciones de las reglas de inferencia borrosas [Zad 92]; las
reglas más elementales corresponden al razonamiento categórico, aquél en que las
premisas no contienen cuantificadores borrosos. Otras pertenecen al razonamiento
disposicional, donde una o más premisas pueden contener, explícita o implícitamente, el
cuantificador borroso “normalmente”. Una disposición es una proposición
predominantemente cierta, pero no siempre cierta. Otras reglas corresponden al
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razonamiento silogístico, donde las premisas contienen cualquier cuantificador borroso. Y
el razonamiento cualitativo permite modelar el problema mediante un conjunto de
relaciones borrosas del tipo “si condiciones entonces acciones”. Es el que soporta la
mayoría de las aplicaciones al control de procesos.
Aunque todas las reglas de inferencia borrosa constituyen la base del
Razonamiento Aproximado, en lógica borrosa hay dos importantes reglas borrosas de
inferencia de implicación, pertenecientes al razonamiento categórico, denominadas el
“Modus Tollens Generalizado” (GMT) y el “Modus Ponens Generalizado” (GMP).
El GMT ayala el siguiente razonamiento:
premisa 1:
premisa 2:
y es B’
si x es A entonces y es B
conclusión:
donde A, A’, B, B’ son conjuntos borrosos
las variables x e y, en lugar de conjuntos clásicos.
xes A’
asociados a los valores lingtiísticos de
ElGMP se forniula:
premisa 1:
premisa 2:
conclusión:
x es A’
si x es A entonces y es B
yesB’
Cuando A = A’ y B = B’ el GMP se reduce al “Modus Ponens”, y
reduce al “Modus Tollens” para B’ = -,B y A’ = —.A. El GMP es
encadenamiento hacia delante, y muy útil en control; el GMT es muy
encadenamiento hacia atrás, usado sobre todo en sistemas expertos.
el GMT se
cercano al
cercano al
Una característica importante del GMP que no posee el “Modus Ponens” de la
lógica bivalente es que el antecedente A(x) no tiene necesariamente que coincidir con la
premisa A’(x).
38
Fundamentos de la Lógica Borrosa
La deducción de conclusiones a partir de un conjunto de premisas se reaiiza
aplicando las reglas de inferencia en lógica borrosa. El GMP se puede considerarcomo un
caso particular de la regla de composición, siendo R = A x B la relación borrosa generada
por el condicional en el universo U x Y.
La conclusión B’ se obtiene de la Regla Composicional de Inferencia (RCI)
sugerida por Zadeh. Esta Regla Composicional de Inferencia se puede definir de la
siguiente manera. Para el razonamiento anterior, aplicando el GMP, si R es una relación
binaria borrosa entre las variables x e y de U y Y respectivamente, y A’ es un subconjunto
borroso de U, el subconjunto borroso B’ inducido en V por A’ viene dado por la
composición,
R=(A(x) —*B(y))
B’=A’0R=A’0(AxB) (2.25)
Tomando A’ como una relación unaria y “a” como la composición máx~* definida
antes (2.18), la conclusión se obtiene por la ecuación:
I1A’ o(A><B)@) = máx [41A’(x)* p~<B(y))] (2.26)
que según las distintas interpretaciones del producto cartesiano A x B y de la composición
de relaciones “~““ puede adoptar distintas expresiones.
2.2.4.1 Mecanismos de Inferencia basados en la Regla Composicional de Inferencia
Aplicando la Regla Composicional de Inferencia RCI (2.26) a un conjunto de
reglas R descrito por reglas de control de la forma:
R=uR
1
R1: si x es A1 y y es B1 entonces z es
si los valores de las entradas para una regla son x = A’, y = B’, la conclusión borrosa
inducida C’ se obtiene:
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C= (N,B’)0 R(A, B —* c»
C = (A’,B’)0 uRi = (A%B’)0 u(A
1 y B¡ -4 C~) (2.27)
como las operaciones composición y unión son conmutativas [Lee 90a],
C=uC1’ (2.28)
donde la unión se interpreta como cualquier t-conorma (en este caso, se ha optado por
adoptar el operador máximo). Definiendo “a” como la composición n,Ax~* (2.18), en
términos de funciones de pertenencia se tiene,
Pc’ =
Mc’ = máx [(A’,B’)* (2.29)
Al aplicar el modo GMP a cada regla, se obtienen los coeficientes a1A y ajB para
cada entrada. Si se interpreta la conectiva y (“and”) como el mínimo, la contribución final
de cada regla será:
= mm (;A, a~B)
= máxx (I’A *
gxjB ndi~y (g~ *
(2.30a)
(230b)
(2.30c)
donde «jA y se calculan según se interprete el operador * de la composición.
Cuanto más se aproxime A’ a A1, mayor será el valor de a1A, y cuanto mis se
acerque B’ a B~ mayor será el valor de a1
8. Conceptualmente se puede interpretar que «jA
y «jB son factores de peso que dan una medida de la contribución de cada regla al
resultado final.
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Aplicando la regla composicional de inferencia al conjunto de reglas de control
para dos entradas x, y con valores A’, B’, definiendo “*“ como el operador mínimo, y
utilizando la función de implicación de Mamdani [Mam ‘74], se verifica:
= mlii (cti,C~) = miii (CZI,Mcí)
«jA — máxx [mm (g~.(x), g~(x))]
— máxy Ilmin (t’B’(Y)~ ~BI(Y))l
(2.3 la)
(2.3ib)
(2.3 le)
Mecanismo de inferencia basado en la RCI mó.x-prod
Aplicando al conjunto de reglas de control la regla composícional de inferencia
mAx~*, al utilizar la función de implicación de Larsen [Lar 80] para cada regla de control
se verifica,
= «1.CI =
«jA = máxx (p.~’(x). IIM(x))
«jB = máxy (i’B’&)’ ~Bi&))
(2.32a)
(2.32b)
(Z32c)
Ambos mecanismos son de uso hahitubl en aplicaciones de la lógica borrosa al
control y generan un razonamiento intuitivamente correcto, que además da lugar a
algoritmos simples.
Mecanismo de inferencia de Sugeno
Este mecanismode inferencia utiliza reglas definidas como,
R1: si x es A1 y y es B1 entonces z1 = fi(x,y).
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para dos entradas x, y, con valores A’ y B’; la contribución de la i-ésima regla a la acción
de control es 011y¡, donde:
= A1(A’).B1(B’), (2.33)
y la acción de control resultante de las n reglas se obtiene de un promedio ponderado de
los z~,
n
~ Yi
~~1
1=1 (2.34)
Este mecanismo de inferencia fue utilizado por Sugeno en el control de la dirección
de un coche [Sug 85]. En esta aplicación los consecuentes de las reglas se definieron como
una combinación lineal de las variables de entrada. Hay que destacar que la acción de
control que se genera con este algoritmo es un valor concreto, por lo que no es necesario
un conversor de información borrosa a escalar en la fase final.
3 CONCLUSIONES
En este capítulo se ha tratado de los Fundamentos de la Lógica Borrosa, con
vistas a su aplicación al Control de Procesos.
Se han definido algunos de los conceptos básicos empleados en el razonamiento
aproximado. Muchos de ellos son generalizaciones de la teoría clásica de conjuntos, y se
han procurado mantener como tales para que esta analogía facilitan su comprensión.
Otros son únicamente aplicables a los conjuntos borrosos.
Tras el estudio de los conjuntos borrosos como pilar básico de esta teoría, se ha
pasado a ver las operaciones y relaciones que se pueden realizar y establecer entre ellos,
así como sus propiedades. A continuación, a partir de la definición de variable lungilística,
se propone un modelo semántico para la interpretación de las sentencias borrosas, y se
plantea el tema aún abierto de la aproximación lingUistica.
42
E
• Fundamentos de la Lógica Borrosa
Por último, y asentada esta base, se exponen las reglas del razonamiento
aproximado, para establecer una vía de obtención de conclusiones mediante la Regla
Composicional de Inferencia.
Esta generalización de la teoría de conjuntos lleva a abrirse a nuevos conceptos, y
permite hacer frente a la incertidumbre y la complejidad que existen en muchos sistemas
desde una nueva perspectiva.
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CAPÍTULO 3
CONTROLADORES BORROSOS
3.1 INTRODUCCIóN
El propósito de un controlador es alcanzar o mantener un proceso en un estado
determinado, mediante la monitorización de un conjunto de variables y la selección de las
acciones de control adecuadas.
El problema del disefto de sistemas de control se suele reducir a la elección de un
determinado tipo de controlador y al ajuste~ de sus parámetros, de tal forma que se
verifiquen ciertas especificaciones dadas para el proceso a controlar.
Un sistema de control realimentado es aquél que tiende a mantener una relación
preestablecida entre la salida del sistema y y la consigna de referencia r, comparando
ambas y utilizando la diferencia como parámetro de control. Los elementos del proceso a
controlar constituyen el sistema controlado. El controlador es el encargado de mantener
el punto de consigna de la salida ante posibles perturbaciones externas o cambios en la
referencia, mediante su acción u.
El diagrama de bloques clásico de un sistema de control se muestra en la
Figura 3.1.
1
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La obtención del algoritmo de control puede abordarse desde distintas
perspectivas, bien bajo un enfoque convencional, o utilizando técnicas de Inteligencia
Artificial. Esta alternativa se ha demostrado muy eficaz, sobre todo cuando se trata de
procesos complejos y difíciles de modelar. Dentro de esta última perspectiva se
encuadran los Controladores Borrosos.
3.2 CONTROLADORES BORROSOS
El diseño de un Controlador basado en Lógica Borrosa CB se basa en la
descripción lingílística de la estrategia de control utilizada por un operario o experto en
el control manual del proceso. Por esta razón, también se denominan Controladores
Lingúisticos. Se trata de describir el conjunto de reglas que modelan la estrategia de
control —más que el proceso en sí— con toda la imprecisión que poseen los lenguajes
naturales, y a partir de esas reglas generar acciones de control.
Un regulador borroso se compone inteenamente de una base o conjunto de reglas
líagiiistícas de control, que tienen como antecedentes los valores posibles de las
variables de entrada, y que concluyen la acción de conbol a efectuar, en términos
también lingúfsticos.
La configuración básica de un controlador borroso directo se indica en la
Figura 3.2. En esta estructura caben algunas variantes [Bra 79a], pero siempre se puede
organizar en cuatro componentes principales [Lee 90a]:
a) Tratamiento de la información de entrada: incluye tanto la determinación de las
variables de entrada como su medida, posterior escalado y conversión de
información concreta en borrosa (borrosificación).
F¡gura 3.1 - Diagrama de un sistema de control
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b) Base de conocimiento: almacena la caracterización de los términos lunguísticos
utilizados en las reglas (base de datos o de conjuntos borrosos), y la base de
reglas que especifica los objetivos de control.
c) Método de inferencia: evalúa la base de reglas en función del valor de las
variables de entrada al controlador
d) Tratamiento de la información de salida: incluye la determinación de las
variables de salida y el método empleado para obtener el valor determinista de la
salida del CB (desborros~ficact6n).
Figura 3.2 - Elementos de un Controlador Borroso
Tanto a) como d) se pueden agrupar en conversores de información
concreta-borrosa, en uno u otro sentido; pero como se emplean algoritmos distintos para
estas correspondencias, se exponen por separado.
De cada uno de estos elementos se van a desarrollar aquellos aspectos que
permiten una aportación significativa al problema de la sintonía de los controladores
borrosos.
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3.3 TRATAMIENTO DE LA INFORMACIÓN DE ENTRADA
En algunas de las aplicaciones del Razonamiento Aproximado, premisas y
conclusiones se representan simbólicamente y, por lo tanto, sus correspondientes
funciones de pertenencia no requieren tratamiento significativo adicional.
En el caso del control de procesos, los datos observados son en general valores
concretos, resultados de una medida. Sin embargo, el controlador trabaja con
información borrosa, por lo que se hace necesaria la presencia de un operador de
conversión de información entre el controlador y el entorno. La estrategia de
borrosificación incorporala vaguedad e imprecisión del lenguaje natural.
Para obtener, a partir de los valores deterministas medidos de las variables de
entrada, sus valores borrosos equivalentes, se deben realizar las siguientes tareas:
a) Medida de las variables de entrada del controlador, una vez determinadas en el
dominio de la aplicación, mediante los sensores adecuados a su naturaleza y rango
de variación.
b) Escalado de las mismas, que transfiera su rango de valores a los correspondientes
universos de discurso.
c) Borrosificación, es decir, conversión de los datos concretos a valores lungtlísticos,
que pueden ser considerados como etiquetas de conjuntos borrosos.
3.3.1 Escalado
En ocasiones es necesario realizar un escalado, que lleve el rango de variación de
las variables medidas al rango de variación de los universos de discurso asociados a cada
variable; es decir, que transfiera los datos de entrada al conjunto de valores particulares
que pueden tomar las variables que intervienen en el predicado de las reglas.
Este escalado puede ser uniforme, no uniforme [Abd 91] o incorporar ambos
modos. Habitualmente se trabaja con universos normalizados en el intervalo [-1,1].
Luego, dependiendo de la naturaleza de los datos observados, se aplican diversos tipos de
estrategias de conversión.
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3.3.2 Estrategias de borrositicación
El conversor de información es un operador que tiene el efecto de transformar
datos concretos (x0) en valores borrosos, asignándoles un grado de pertenencia a un
conjunto borroso A,
g~(x) =fuz(x,) = A(x0) (3.1)
Realiza una función similar a la de un conversor analógico/digital (A/D) de datos.
Se emplean distintos algoritmos o estrategias de bonosificación de las variables de
entrada.
3.2 a) Mamdani [Mani 74] introduce operadores de borrosificación abruptos, al
considerar que las variables de entrada están adecuadamente medidas. Esta
estrategia, la más sencilla, consiste en interpretar el valor medido, x0, como un
conjunto borroso A cuya función de pertenencia g4x) se define tal que vale 1 en
el valor medido, y O en el resto de los elementos del universo de discurso; es decir,
asigna un conjunto borroso unitario dentro de un cieno universo de discurso al
valor concreto,
fuz(xo) =1 I.LA(X)l5iXXo (3.2)
IJLA(x) = O en otro caso
Este operador representa una manera natural de defmir una función de pertenencia
sin aumentar la difuminación de la medida, ya que, básicamente, un conjunto
borroso unitario es un valor preciso. Esta estrategia es ampliamente utilizada en
aplicaciones a control por su simplicidad.
3.2 b) Si se trata con universos discretos, esta función introduce un error de
aproximación igual a la distancia del valor medido x<, al punto del universo más
próximo al mismo. Para tener en cuenta la discretización, se puede definir otro
operador de conversión que se basa en la conservación del centro de gravedad de
la medida.
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Consiste en que, si el valor medido x0 pertenece al intervalo [x¡,x¡.q], se define
una función de pertenencia que vale O en todos los puntos del universo excepto en
los extremos del intervalo. En el extremo más próximo a la medida se define como
1, y en el otro extremo del intervalo toma un valor tal que el centro de gravedad de
la función coincide con el valor medido. Con este operador se consigue una
variación continua de los centros de gravedad de las funciones de pertenencia,
aunque los universos sean discretos [Cam 92].
3.2 c) Si los datos observados son perturbados por mido aleatorio, el operador de
borrosificación convierte los datos probabiisticos en números borrosos, es decir,
en datos (posibilísiticos) borrosos. De esta forma, se refuerza la eficiencia
computacional porque los números borrosos son mucho más fáciles de manipular
que las variables aleatorias. En algunas aplicaciones, se elige un triángulo isósceles
como función de borrosificación [(3ra 88], [Bra 79b], [Mur 85]. El vértice de este
triángulo corresponde al valor principal del conjunto de datos, mientras la base es
dos veces la desviación estándar del conjunto de datos.
3.2 d) En otros casos, algunas observaciones relativas al comportamiento de estos
sistemas son precisas, mientras otras son medibles sólo en sentido estadístico, y
algunas, denominadas “hffiridas”, requieren ambos modos, probabiístico y
posibilístico, de caracterización. La estrategia en este caso utiliza el concepto de
“número híbrido”, que envuelve tanto incertidumbre (números borrosos) como
aleatoriedad (números aleatorios).
3.4 BASEDE CONOCIMIENTO . -
En este núcleo se almacena el conocimiento del controlador. Consta de:
a) Una base de datos con las definiciones utilizadas en las reglas lingilísticas (base de
conjuntos borrosos).
b) La base de reglas lingtiísticas que caracteriza los objetivos de control.
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3.4.1 Base de datos
Los datos almacenados en la base de conjuntos borrosos dan significado a los
términos lingilísticos. En ella se encuentran las funciones de pertenencia correspondientes
a los términos lingtilsticos o conjuntos borrosos primarios que intervienen en el enunciado
de las reglas de control. La definición de cada término está encabezada por una “etiqueta”
o identificador de conjunto borroso, seguido del valor de la función de pertenencia en cada
punto del universo.
3.4.1.1 Etiquetas lingilísticas (Partición borrosa)
Se denominan etiquetas lingidsticas los valores semánticos correspondientes a un
predicado. Estas etiquetas se deben corresponder en gran medida con el lenguaje natural.
Habitualmente se toman entre 2 y 9 términos, ya que menos no defmen bien el problema, y
más se salen fuera de los límites que sería capaz de discernir una persona. Se entiende por
granularidad la capacidadde discernirentre dos términos lingilísticos.
Una variable lingtiística en el antecedente de una regla borrosa de control forma el
espacio de entrada con respecto a cieno universo de discurso, mientras que en el
consecuente de la regla forma el espacio de salida borroso. Una partición borrosa
determina cuántos términos o etiquetas existen asociados a una variable linguística. Es
equivalente a encontrar el número de conjuntos borrosos primarios, lo que determina la
granularidad del control obtenido con el controlador borroso; es un compromiso entre
flexibilidad y simplicidad.
El conjunto de términos primarios usualmente tiene un significado. Los valores
correspondientes a cada etiqueta deben estar ordenados, en sentido creciente, de acuerdo
con el significado lingtiístico de las mismas. Las dos etiquetas extremas suelen tener
funciones de pertenencia unidad o cero desde un punto definido del universo de discurso
hacia ±oc, para truncar aquellos valores de las variables de entrada que no pertenezcan al
universo de discurso.
Para generar este conjunto de valores lingilísticos adecuados al problema que se
representa hay que elegir la variable apropiada. La variable escogida debe ser “verdad”, y
se elige la especificación de la variable más habitual (verdad, alto, abierto, cercano, etc.).
Acto seguido se fija su antónimo, “falso”, y el resto de especificaciones se consiguen
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añadiéndole al término primitivo o base y al antónimo las restricciones que proporcionan
las cercas semánticas: palabras como “muy”, “ligeramente”, “bastante”, “poco”, etc., que
constriñen el significado de la palabra a la que van asociadas. Cada uno de esos elementos,
caracterizado por un subconjunto borroso, debe representar el significado de cualquier
variable que contenga las mismas especificaciones.
Discretizar un universo continuo consiste en dividirlo en un número fmito de
intervalos, denominado nivel de cuantificación, y asignarle a cada uno de ellos un valor
normalizado. La cuantificación previa de los universos de discurso exigen un cierto
conocimiento del proceso, y debe proporcionar una aproximación adecuada sin excesivo
gasto de memoria.
3.4.1.2 Funciones de Pertenencia
Cada término lingilístico corresponde a un subconjunto borroso que lleva asociada
una función de pertenencia. Ésta representa el grado de asociación de un valor numérico
con ese término lingtiístico; generalmente está comprendido entre O y 1. Denotan, por
intervalos según su forma, la ascendencia, la pertenencia absoluta o decadencia en la
pertenencia.
Para definir los conjuntos borrosos se emplea tanto una definición numérica como
funcional (2.3), dependiendo de si el universo de discurso es discreto o continuo. Se
suelen delimitar de forma subjetiva, si bien actualmente existen trabajos que introducen
métodos experimentales para su caracterización. Su distribución puede ser no uniforme,
pero debe cubrir todo el universo de discurso (con un cierto grado de completitud>, para
que no queden zonas muertas entre el!a3, -lo que ocasionaría acciones de control
irregulares (sección 4.2).
Las funciones de pertenencia vienen definidas según su forma por su media o
centro y amplitud; suelen ser básicamente del tipo de las denominadas “L-R-Flat fuzzy
numbers”, denotando que poseen tres partes (izquierda, derecha y central), las cuales
incluyen como particularización las trapezoidales (rectangulares, triangulares, etc.). Las
exponenciales (distribución normal) y polinómicas, muestran también un comportamiento
adecuado. Las únicas restricciones en este sentido son las propiedades de normalización y
convexidad de las funciones (2.9).
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3.4.2 Base de reglas
La base de reglas es un conjunto de reglas o protocolo de control que describe la
acción a realizar en función del estado del sistema. Proporcionan una forma adecuada de
expresar la política de control y el conocimiento del proceso. Las reglas de los sistemas de
control borroso tienen la misma apariencia que las que se utilizan en los sistemas expertos,
pero generan actuaciones que se realizan obligatoriamente. Alternativamente, pueden
emplearse otras formas para representar el conocimiento, como tablas de decisión o
funciones de distribución de relaciones borrosas.
Las reglas que constituyen la base de un controlador borroso son del tipo:
si antecedente entonces consecuente,
donde el antecedente es un conjunto de condiciones que se deben satisfacer en el dominio
de la aplicación, y el consecuente es el conjunto de acciones de control que se derivan del
antecedente.
La estructura de las reglas de control dependerá del número de entradas y salidas
del sistema. Sea, por ejemplo, un sistema MISO de dos entradas; la base de reglas es de la
forma,
R1: si xes A1 yy es B1 entonces z es
R2: si xes A2 y y es B2 entonces z es
R~: sixes AfiyY.es.B,<entonces zes Cn, (3.3)
donde x e y son variables lingaisticas que representan las variables de entrada del
controlador, y z es la variable lingilística que representa la acción de control. A1, B1, y <21
son valores de las variables lingilísticas x, y, z en los universos de discurso U, V y Z
respectivamente, con i = 1, 2 n. Este tipo de reglas evalúa el estado de un proceso en
un mstante t, y calcula la acción de control en ese instante.
Los antecedentes y los consecuentes de estas reglas del tipo “si x es A1 y y es
entonces z es Cf’ están asociados a términos lingflisticos (conceptos borrosos), por lo que
estas reglas se denominan sentencias condicionales borrosas y se interpretan como una
relación borrosa R1 entre x, y, z, definidade la forma:
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R1=(A1yB1) —*C1 (3.4a)
J.tpj(x, y, z) = [g~(x) y I’B/y)] —* I~ci(z) (3.4b)
donde “A1 y B1” es un conjunto borroso A1 x en U x V. La función implicación “—*“
puede ser interpretada de distintas maneras (capítulo 2, apartado 2.2.3.1).
En algunas aplicaciones [Sug 85] se ha interpretado el consecuente de forma más
general, como una función de las variables de entrada:
R1: si x es A1 y y es B1 entonces z¡ = f(x,y) (3.5)
Si se considera el conjunto de reglas de control —cada una representa una relación
borrosa— existe entre ellas una relación implícita, usualmente interpretada mediante el
conectivo de sentencias “also” (también). Se puede pensar que la dinámicadel sistema está
representada por una única relación borrosa, combinación de las relaciones borrosas,
definida nonnalmente como el operador unión borroso,
R = también (R1, R2,...,R1,..., R~)=u(R1,R2,...,R1,...,R11)=R1uR2...uR~ (3.6)
Esta conectiva (unión) admite como interpretación cualquier conorma triangular
(Apéndice A).
El conjunto de reglas se determina para cada aplicación, en función del peso y
valor que se quiera establecer para cad& configuración de entrada. Es necesaria la
presencia de un experto que describa el comportamiento del controlador, para
representarlo mediante las reglas. Además, la base de reglas debe cumplir unos requisitos
que garanticen su buen funcionamiento [Lee90b]:
* Completitud: esta propiedad de completitud se refiere tanto a la base de conjuntos
primarios como a la base de reglas.
Para asegurar la completitud, es necesario que la unión de todos los soportes de los
conjuntos borrosos primarios cubra todo el universo de discurso, de forma que cada
punto tenga un grado de pertenencia mayor que un umbral a con respecto de algún
conjunto. Normalmente se elige a como el valor del punto de cruce, a = 0.5.
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Intuitivamente, un controlador borroso deberá ser capaz de inferir la acción de control
adecuada para cualquier estado del proceso; luego deben existir reglas para cualquier
combinación posible de las entradas del controlador. La completitud se incorpora a la
base de reglas a través de la experiencia y conocimiento del diseñador. Cuando en
alguna situación no se dispara ninguna regla con un grado suficiente de pertenencia,
se deben incluir reglas adicionales.
* Consistencia: las reglas deben producir acciones consistentes; es decir, no pueden
producir distintas salidas para las mismas entradas. Para evitar este problema cuando
se han añadido reglas, se puede establecer una jerarquía entre ellas, dando mayor
prioridad a la más específica.
* Interacción: equivale a evaluar el peso propio que tiene una regla entre las restantes.
Se puede calcular analizando los distintos caminos que conducirían a la misma acción,
para calibrar el efecto de la eliminación de cada regla. Es un problema complejo,
todavía poco estudiado.
* Robustez del controlador: es una medida de su reacción frente a perturbaciones en las
entradas. Para medirla, existen métodos matemáticos basados en introducir
perturbaciones aleatorias en las señales de entrada x, lo que da lugar a grados de
pertenencia A1 aleatorios, y observar los efectos sobre una determinada relación.
Estas reglas, que expresan las relaciones cruzadas existentes entre las variables del
proceso y las variables de control, se enuncian a partir del conocimiento cualitativo
adquirido por diversas fuentes. Se suelen distinguir tres fuentes, no mutuamente
excluyentcs, para obtener las reglas.de control‘borroso:
a) Experiencia y conocimiento suministrado por el experto en control. Consiste en la
verbalización de la experiencia diaria sobre la planta, expresada de forma
lingtiística. Queda formalizada, por ejemplo, en el manual de operación del
proceso, que registra las acciones de control del operador humano. También se
puede obtener por observaciones visuales del modo de operar, análisis de datos
digitalizados de las variables de interés, cuestionarios, etc.
La obtención del conocimiento es una parte crítica en el desarrollo de este tipo de
sistemas de control, ya que no siempre la información suministrada por el operario
o experto es completa y consistente, y es difícil estandarizar una guía de
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adquisición del conocimiento que se pueda emplear en áreas tan diversas como a
las que se aplican estos controladores. Además, a menudo no resulta fácil la
conversión de esta información a términos y reglas borrosos sin empobrecer el
conocimiento: al definir el diseñador los elementos del controlador no siempre
queda bien reflejada la actuación real.
b) En base a un modelo borroso del proceso. La descripción linguistica de las
características de la dinámica del proceso a controlar puede ser vista como un
modelo borroso del proceso. Este método es más fiable, en el sentido de que se
parte de una estructura (modelo borroso del proceso) cuyo tratamiento se puede
abordar metodológicamente con más rigor. Sin embargo, no está suficientemente
desarrollado.
c) En base al aprendizaje. Aquí existen dos niveles: el de la base de reglas, y el de las
“mcta-reglas”, que crean y modifican reglas de la base hasta conseguir un
comportamiento adecuado. Un ejemplo de aplicación de este método lo
constituyen los controladores auto-organizados.
Dada la relevancia de este problema, se expone en el Apéndice B una disgresión
sobre el tema de la adquisición del conocimiento en Sistemas Expertos.
3.5 MECANISMO DE INFERENCIA
Es el núcleo del sistema borroso. Tiene la capacidad de simular el razonamiento
humano, utilizando el proceso de inferencirde la lógica borrosa. Teniendo en cuenta que
los sistemas de control deben actuar en tiempo real, los métodos de inferencia conviene
que sean sencillos y rápidos.
El método de inferencia borrosa para control es distinto del método de inferencia
con proposiciones borrosas. Una diferencia es que las proposiciones toman valores
borrosos, mientras que los valores actuales de las entradas al controlador son valores
numéricos.
La obtención de conclusiones a partir de los datos de entrada y de las reglas de
control se realiza aplicando los distintos mecanismos de inferencia borrosa (capftulo 2,
apartado 2.2.4.1), dando lugar a una tabla adicional o matriz de inferencia que representa
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el peso o masa que tendrá cada una de las reglas en la conclusión final. A partir de la
matriz de inferencia, resulta posible hacer una selección de las reglas que se van a aplicar,
optando por alguna estrategia.
Existen varios mecanismos de inferencia [Lee 9Ob]; los más populares son los que
emplean la Regla Composicional de Inferencia RCI mAx~* propuesta por Zadeh
[Zad 73a], y el empleado para el tipo de reglas descrito por Sugeno [Sug 85]. Según se
interpreten la sentencia incondicional borrosade implicación, “A —> B”, y las conectivas se
tienen distintas posibilidades.
Las reglas de control borroso están relacionadas por los conceptos de implicación
borrosa y la regla composicional de inferencia. Para inferir la salida z de los estados del
proceso x, y, dada la relación borrosa de las reglas R, se aplica la regla composicional de
inferencia máx~*, denotada por ~
z= y0 (x R) (3.7)
Para el sistema anterior, si las entradas x, e y toman los valores (A’, B’), definida la
relación total R, el valor de la acción de control <2 se deduce aplicando la regla
composicional de inferencia,
R u (A’ x B’ x <2) (3.8)
(3.9)
El proceso de inferencia es, en general, lento. Por eso, desde las primeras
aplicaciones de la lógica borrosa se ha apteciádo un interés notable por la búsqueda de
algoritmos más eficientes [Gar 93].
Uno de los resultados más significativos lo introdujo Mamdani, debido a su simple
y eficaz operador de borrosificación (3.2). La introducción por Mamdani de la
discretización en la función de pertenencia se debe a requerimientos en el procesado de la
inferencia. De ese modo, se obtiene una representación matricial de la relación (la Matriz
de Relación MR), en vez de un mapa continuo (la relación borrosa R), que define el
protocolo de control. La matriz de relación es, de hecho, una discretización de la relación
borrosa definida por el conjunto de reglas. Sin embargo, su mayor interés radica en que
representa una versión precompilada de las reglas, lo que desde un punto de vista práctico
reduce considerablemente los esfuerzos de control.
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Como desventaja, estas representaciones
comportamientos dinámicos no deseados en el bucle de control.
discretizadas
3.6 TRATAMIENTO DE LA INFORMAClON DE SALIDA
El resultado de la aplicación de la Regla de Composición produce un subconjunto
borroso. Esta representación de la variable actuación en forma borrosa no es apta, en la
mayoría de los casos, para su aplicación directa como variable de control. Es necesario
obtener una conclusión numérica final, para lo que hay que realiza dos tareas:
a) escalado, que transforma los universos de discurso en rangos de variables de
actuación sobre el proceso.
b) la desborrosiflcación, que obtiene una acción de control no borrosa a partir del
resultado de una inferencia borrosa.
3.6.1 Estrategias de desborrosificación
El operador que realiza esta operación, obteniendo un número concreto z0 de la
salida borrosa z, se puede representar por:
= defu4z)
Es similar a la función que realiza un conversor digital/analógico (D/A) de datos.
Para obtenerlo existen varios métodos; los más utilizados son;
6.1 a) Desborrosjficación lineal: calcula las contribuciones de todas las etiquetas según
el grado de pertenencia a cada una. Es decir,
n
= Xw(zíJ.zi
¡=1
donde z1 son las medias o centros de cada etiqueta, y n es el número de etiquetas.
(3.10)
(3.11)
introducen
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6.1 b) Criterio del máximo: toma como conclusión el máximo de la curva suma de todas
las anteriores. Da como resultado el punto del universo de discurso de la acción de
control para el cual la función de pertenencia toma su valor máximo,
z0 tal que pc¿(z0) = máx (p.rjz)), z e Z (3.12)
6.1 c) Promedio de mdximos: cuando la función de pertenencia correspondiente a la
acción de control, ~.trjz),presenta más de un máximo, se genera como acción de
control concreta el promedio de los máximos. Si el universo es discreto,
z0 talque z0 =iZz¡/M (3.13)
son los elementos de Z donde la función de pertenencia gr~(z~) toma su máximo
valor, y M es el número de máximos con el mismo valor.
6.1 d) Centro de gravedad del área de la curva suma (o punto que deja el mismo área a
ambos lados del mismo). Es el más utilizado. Genera como acción de control el
centro de gravedad de la función de pertenencia .i<.jz) de la acción de control. Para
un universo discreto de n elementos, el centro de gravedad se calcula como:
n
Xwzú.zi= ¿=1n
(3.14)
siendo z~ la media y w¿(z~) la masa de la función de pertenencia asociada a cada
etiqueta lingilística de la variable de salida, y n el número de reglas. Además, es un
método robusto frente a variaciones en los parámetros de las funciones de
pertenencia.
Por último, hay que recordar que el valor concreto dado por cualquiera de las
estrategias de conversión citadas es un valor en el universo de definición de la función de
pertenencia. Es necesario, por tanto, realizar un escalado para llevar el rango de variación
de las variables de salida a su rango de variación real.
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3.7 CONFIGURACIONES DE CONTROL BORROSO
Atendiendo al modo de operar de los controladores borrosos, pueden distinguirse
las siguientes configuraciones de control lOar 93]:
3.7.1 Control borroso directo
Es la estructura más frecuente en aplicaciones industriales, y sobre la que se va a
aplicar el estudio de la sintonía de los controladores borrosos desarrollado en este trabajo.
Se acopla al modelo clásico de control directo, y como él, admite las variantes que
se resumen en la Tabla 3.1.
Por lo general, las características del controlador se establecen según la naturaleza
de las variables de entrada y salida utilizadas. En la mayoría de las aplicaciones se utilizan
variables como el error (e), la derivada o variación del error (ce) y la integral o suma de
errores (s). En algunos casos, con la formulación incremental, se trabaja con la derivada
segunda o aceleración del error (ac). Como variables de salida se emplean la acción de
control (u) y la derivada o el incremento de control (Au).
Los tipos más comunes de controladores directos se resumen en:
Tipo Acción Función Incremental
P Proporcional -. u = f(e) Au = f(ce)
1 Integral u = f(s) tAu = f(e)
PI Proporcional-Integral u = f(e, s) tAu = f(ce, e)
PD Proporcional-Derivativo u = f(e, ce) tAu = f(ce, ac)
PID Proporcional-Integral-Derivativo u f(e, s, ce) tAu = f(ce, e, ac)
Tabla 3.1 . Estructuras de control borroso directo
También se utilizan con frecuencia representaciones equivalentes a leyes de
realimentación no-lineal del estado.
u = f(x)
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En el caso de que el sistema borroso no se dedique al control directo sino a la
supervisión, el esquema anterior sigue siendo válido, salvo que el proceso ya no representa
una planta aislada sino la planta con un controlador convencional, algunos de cuyos
parámetros se ajustan desde el sistema borroso, en base a las informaciones recibidas sobre
el funcionamiento del proceso. Este esquema está resultando de gran utilidad en
numerosas aplicaciones.
3.7.2 Control borroso adaptativo
Se clasifican así aquellos sistemas de control basados en lógica borrosa que son
capaces de modificar sus parámetros (reglas, factores de escala, ...) como respuesta ante
variaciones en la señal de entrada, en el proceso, etc., de acuerdo con algún criterio de
evaluación.
3.7.2.1 Controladores borrosos auto-organizados
Un controlador borroso auto-organizado (Self-Organizing Controller: S.O.C.) es
un sistema borroso adaptativo capaz de modificar automáticamente, y sin intervención
manual, su base de conocimientos, como resultado de evaluar la desviación de la salida del
proceso con respecto a unos determinados criterios prefijados. El control auto-organizado
establece las oportunas modificaciones en la base de reglas, reemplazando algunas o
eliminando aquellas que no se utilizan.
Introducidos por Procyk y Mamdani en 1979 [Pro 79], los S.O.C. se están
mostrando de especial interés en multitud de aplicaciones. Los enfoques seguidos para el
desarrollo de estos reguladores se han basado en criterios de evaluación local; es decir,
están orientados a acciones de control individuales.
Figura 3.3 - Control borroso aplicado a la supervisión
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Los elementos que constituyen el S.O.C. son los siguientes (Figura 3.4):
1) El controlador linguistico, formado por el conjunto de reglas de control, el
mecanismo de inferencia, y los operadores de borrosificación y desborrosificación.
2) El algoritmo modificador de reglas.
3) El evaluador de características, constituido por una tabla de decisión que, en
función del error, devuelve una indicación sobre la corrección requerida respecto a
una respuesta ideal.
4) El modelo de referencia.
Hay que señalar que, en realidad; este mecanismo no modifica las reglas ya
adquiridas, sino que incluye nuevas reglas en el protocolo.
Los planteamientos utilizados en los S.O.C. generan una serie de problemas
adicionales, cuya solución apenas se ha tratado; entre otros, el problema de la
convergencia del algoritmo modificador de reglas, la generación en exceso de nuevas
reglas de control, la falta de optimización del protocolo lingtifstico, etc.
Aún cuando el número de desarrollos de los S.O.C. no es hoy demasiado
significativo, la investigación sobre controladores borrosos auto-organizados presenta un
notable interés teórico y práctico; es en aplicaciones en robótica donde más desarrollos se
han realizado.
Figura 3.4 - Controlador Borroso Auto-organizado
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3.7.2.2 Controladores borrosos con autoaprendizaje
Partiendo de las similitudes entre los controladores borrosos y los autómatas con
capacidad de aprendizaje se están desarrollando este tipo de controladores. En su mayor
parte responden a procedimientos y técnicas de aprendizaje del tipo del gradiente
descendente.
Generalmente se aplican a controladores borrosos con una base de reglas del tipo
de las descritas por Sugeno, en las que el consecuente se expresa como una función
analítica de las entradas, con factores o pesos modificables. También se ha aplicado esta
estrategia operando sobre los parámetros que definen los conjuntos borrosos primarios de
las variables.
En el capItulo 4 se exponen algunos ejemplos al enumerar los distintos métodos de
sintonía.
3.7.3 Controladores basados en modelos borrosos
Otra alternativade gran interés son los controladores basados en modelos borrosos
del proceso a controlar. Estas técnicas tienen sus orígenes en trabajos sobre identificación
de sistemas borrosos y su aplicación al modelado de sistemas [TÉ 85].
La aplicación de las técnicas de modelado requieren una serie de simplificaciones
sobre los parámetros relativos a antecedentes y consecuentes. Por ejemplo, emplean reglas
en las que los consecuentes están descritos por combinaciones lineales de las entradas o se
signen simplificaciones similares.
Básicamente, los sistemas de control basados en modelos borrosos actúan como
modeladores de la dinámica inversa del proceso. Este modelo puede ser realizado fuera de
línea, o realizarse en tiempo real mediante un proceso de autoaprendizaje.
Sobre esta configuración se ha establecido un esquema de control predictivo,
dando lugar a los denominados controladores borrosospredictivos.
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3.7.4 Controladores borrosos híbridos
Se denominan así aquellos sistemas de control formados por dos controladores
interconectados, de los cuales uno es convencional (por ejemplo, PID), y otro es borroso.
El primero se encarga básicamente del control, garantizando un comportamiento estable.
El controlador borroso actúa en paralelo, introduciendo el componente heurístico
en el proceso. Usualmente sus acciones se orientan a la mejora de ciertas características,
como reducción de oscilaciones, mejoras del tiempo de establecimiento, etc.
Cabe señalar que estrategias de este tipo son muy adecuadas desde una visión
puramente industrial; al disponer de un control clásico, el técnico de proceso se siente
apoyado por su propia experiencia con controladores convencionales, y a su vez, se
adapta a los nuevos planteamientos introducidos por el controlador borroso.
3.8. CONCLUSIONES
En este capítulo se han introducido los Controladores Borrosos, presentando sus
elementos básicos. Para ello se ha estructurado el diseño en cuatro fases, en las que
convergen la mayoría de los estudios realizados sobre el tema.
En las fases de conversión de información concreta-borrosa, tanto en uno como en
otro sentido, se han expuesto las distintas estrategias que se están aplicando habitualmente
en control. Al tratar los elementos que compohen la base de datos se ha especificado su
forma y métodos de obtención, dejando el tema abierto para estudiar su influencia sobre el
funcionamiento del controlador y para aplicar sobre ellos los métodos de sintonía.
También se han enunciado los métodos de inferencia con los que se obtiene la
salida del sistema borroso, haciendo hincapié en los que requieren un menor costo
computacional, por lo que resulta ventajosa su aplicación.
Con esto queda planteado un amplio abanico de posibilidades para llevar a cabo el
diseño de este tipo de controladores, lo que complica enormemente su análisis, haciendo
inabordable un estudio detallado de todos los casos posibles.
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Se va a particularizar, a partir de ahora, la estructura del controlador borroso, para
poder obtener conclusiones. Este planteamiento no resta generalidad a la aplicación de
este tipo de controladores, como se comprueba al ver las distintas configuraciones de
control con las que se está trabajando actualmente, de las que se ha expuesto una breve
panorámica.
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SINTONÍA DE CONTROLADORES BORROSOS
4.1 INTRODUCCIÓN
El problema del diseño de sistemas de control se suele reducir a la elección de un
determinado controlador y al ajuste de sus parámetros, de tal forma que se verifiquen
ciertas especificaciones dadas para el proceso a controlar. Uno de los problemas
fundamentales, desde el punto de vista práctico, que se plantean a este tipo de
reguladores es que no existen procedimientos sistemáticos que permitan sintonizar el
controlador borroso~ En la práctica, el método normalmente utilizado consiste en emplear
técnicas directas de prueba y error (“trial &ñd error”) en una fase previa de presintonía del
controlador borroso al proceso, generalmente costosa en tiempo.
Además, un sistema borroso tiene un elevado número de parámetros, algunos de
ellos redundantes. Esta sobreparametrización dificulta enormemente su sintonía, ya que son
parámetros críticos en la estabilidad y funcionamiento del sistema. Así como en un
regulador PID convencional sólo se establece la sintonía de tres parámetros, directamente
relacionados con las especificaciones de la respuesta del sistema, en el caso borroso se
puede actuar sobre cualquiera de sus elementos, pero no con consecuencias directas,
porque no está clara la relación implícita que existe entre esos parámetros y la variación en
la respuesta [Tag 87].
Sintonía de Controladores Borrosos
Por otro lado, la selección de unos parámetros iniciales, previa a la fase de ajuste,
se viene haciendo de forma heurística, tras numerosos experimentos, lo que retarda la
convergenciade las distintas estrategias.
En la literatura especializada no existen métodos generales de ajuste; se han
propuesto algunos, válidos cuando las especificaciones del sistema cubren, con la adecuada
precisión, el espacio de estados, y cuando el sistema borroso se ajusta a unos ejemplos de
comportamiento dados por los expertos. Cuando el controlador borroso se diseña para
trabajar en lazo cerrado con un proceso mal definido, estos métodos se van degradando, ya
que a menudo los expertos no son capaces de dar ejemplos significativos que permitan
realizar la sintonía de un controlador en casos difíciles. Además, en muchos procesos
reales, la sintonía en línea (“on-line”) del controlador es muy cara desde el punto de vista
económico y de consumo de tiempo, o físicamente imposible.
De ahí la necesidad de contar con métodos de ayuda, tanto para orientar la elección
inicial de los parámetros del controlador, incorporando el máximo conocimiento posible,
como para establecer una estrategia de ajuste fino de estos parámetros para un mejor
funcionamiento del sistema de control.
4.2 PARÁMETROS DE CONFIGURACIÓN Y AJUSTE DE UN CONTROLADOR
BORROSO
La configuración de un regulador borroso se lleva a cabo dando forma o valores
adecuados a los determinados parámetros que intervienen en él. En cada uno de sus
componentes (Figura 3.2), descritos..en elcapítólo 3, apanado 3.2, intervienen una sede de
elementos que influyen significativamente tanto en el funcionamiento como en la robustez y
estabilidad del controlador [Bra 78]. Cada uno de ellos, a su vez, admite una cierta
variedad de especificaciones.
El estudio de todas las combinaciones posibles sería una tarea inabordable, por lo
que el acercamiento al problema de la sintonía se realiza partiendo de una estructura inicial
prefijada.
Esta determinación previa va acotando las especificaciones, ya que debido a las
fuertes relaciones que existen entre los componentes del controlador borroso, no se puede
tratar cada elemento por separado, ni computar independientemente su influencia sobre el
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control. Además, no existe una única combinación que optimice el sistema de control. Por
ello, se han agrupado en dos categorías los elementos del CB:
1. Parámetros de configuración:
Aquellos que, una vez fijados en una fase previa de selección, no conviene variar
durante la aplicación. Sin embargo, como su especificación afecta al comportamiento del
controlador, es necesario hacer un estudio de su influencia en el dominio de trabajo, para
hacer una elección adecuada. A esta categoría pertenecen, por ejemplo:
- Número y determinación de las variables de entrada y de salida. Incorporar
múltiples entradas y salidas (MIMO) no varía su estructura general, pero sí
aumenta la complejidad.
- Número y especificación de los términos lingtiísticos asociados a cada
variable &artición de los espacios de entrada y salida). Esto detemiina la
dimensión de la tabla de reglas.
- Discretización/normalización de los universos de discurso.
- Método de inferencia aplicado para obtener la conclusión.
- Estrategias de borrosificación y de desborrosificación empleadas.
2. Parámetros de ajuste:
Aquellos que pueden tomar distintos valores iniciales
estructura o se pueden variar en lffiea, con el fin de obtener unas
Se pueden considerar, entre otros:
para calibrar una misma
especificaciones deseadas.
Factores de escala o ganancias de las variables de entrada y de salida.
Forma, media o centro, amplitud, etc., de las
asociadas a los términos lingtiísticos, tanto para
de salida.
funciones de pertenencia
variables de entrada como
Base de reglas.
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En primer lugar deberán fijarse los parámetros de configuración, analizando
previamente las ventajas de cada especificación, para optar por los más eficientes para la
aplicación.
Después, hay que dar un valor inicial adecuado a los parámetros de ajuste,
obteniéndolo mediante algún procedimiento de sintonía que tenga en cuenta la máxima
información posible.
4.2.1 Influencia de los parámetros de configuración
Como ya se ha dicho, es difícil particularizar su influencia sin determinar la
estructura de los demás componentes del sistema borroso. Sin embargo, algunas
especificaciones se van imponiendo por la generalización de su uso o simplicidad. Aunque
en el capftulo anterior se ha enunciado la función de cada uno, se especifica ahora su
repercusión sobre la salida que se obtiene. Se van a estudiar atendiendo a los distintos
componentes de un controlador borroso.
4.2.1.1 Tratamiento de la información de entrada
- La determinación las variables de trabajo se realiza según el dominio de la
aplicación y la estructura del controlador, por ejemplo, la acción de control resultante
puede serincremental o absoluta, y laconfiguración del controlador tipo PI, PH), etc.
- Los distintos algoritmos o estrategias de borrosificación que se emplean para
convertir la información concreta en valores borrosos dependen de la información de
entrada que reciba el CB (capItulo 3, 3.3.2).
Aunque prima un criterio de simplicidad a la hora de la elección de una u otra, hay
que tener en cuenta los errores de aproximación que se producen en algunas estrategias,
cuando éstos son significativos. Sin embargo, dada la robustez implkita del regulador, se
tiende a utilizar aquellas que reducen el tiempo de computación.
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4.2.1.2 Base de conocimiento
Aunque incluye conceptos con parámetros ajustables, conviene seleccionar
previamente algunos de los elementos de la base de datos. Estos conceptos, utilizados para
caracterizar las reglas borrosas de control, son definidos subjetivamente, basándose en la
experiencia y el juicio del ingeniero de control. Pero un conocimiento general de su
influencia facilita su correcta elección, esencial para el éxito de la aplicación.
- Partición borrosa de los espacios de entrada y salida: el problema de la decisión
del número de conjuntos borrosos primarios o básicos determina la granularidad o fmura
del control borroso que se puede obtener. La partición del espacio entrada/salida no es
determinística y no tiene una única solución. Usualmente se requiere un procedimiento de
prueba para encontrar el tamaño óptimo de la partición.
Su influencia va indisolublemente unida a la especificación de las funciones de
pertenencia. Partiendo de que debe cubrir totalmente los universos de discurso
correspondientes, con un cierto grado de completitud (capítulo 3, 3.4.2), se le asocia la
mayor o menor resolución del control que se obtiene, según se empleen muchos o pocos
términos respectivamente. En la práctica, es común encontrar desde 2 hasta 9 términos,
pero lo más frecuente es utilizar 3, 5 ó 7. Para la variable de salida se utilizan generalmente
mayor número de etiquetas que para las variables de entrada.
También es determinante en la dimensionalidad de la tabla de reglas, dado que la
cardinalidad del conjunto de términos en un espacio de entrada borroso determina el
número de reglas de control borroanque pued7en ser construidas, con lo que esto conileva
de consumo o ahorro de memoria y tiempo computacional. Por ejemplo, para un sistema
MISO con dos entradas (e, ce) y una salida, con Pie y Pice representando el número de
conjuntos primarios para e y para ce respectivamente, el máximo número de reglas
borrosas es el producto de las cardinalidades de ambas variables: Pie x Nce.
En la siguiente tabla (Tabla 4.1) se muestra la variación del número de reglas con la
partición de entrada, tomando para cada una de las variables el mismo número de términos
lingtifsticos Pi.
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2
N 3
4
11
Número de variables de entrada al controlador
2 3 4 5
4 8 16 32
9 27 108 324
________ 16 64 256 ¡ 1024
Tabla. 4.1 - Número de reglas
- Normalización: La normalización de un universo continuo requiere un
conocimiento a priori del espacio de entrada/salida, ya que para nornializarlo a un
intervalo de valores, generalmente, [-1,1], se requiere su previa discretización. Un conjunto
de términos primarios podría ser, por ejemplo, simétrico. Si no es el caso, o se usa un
universo no normalizado, los términos pueden ser asimétricos o estar desigualmente
distribuidos en el universo.
- Cuan«ficación de los universos de discurso: La representación del conocimiento
impreciso con conjuntos borrosos trajo el problema de cuantificar esa información para su
procesamiento en computadores digitales. Esta representación depende de la naturaleza del
universo de discurso, que puede ser discreto o continuo. Si el universo es continuo, se
puede discretizary normalizar.
La cuantificación discretiza un universo de discurso en cierto número de segmentos
(niveles de cuantificación). La elección de los niveles de cuantificación refleja un
conocimiento previo del proceso y de las especificaciones, porque tiene una influencia
esencial en la resolución de la estrategia de control. Por ejemplo, podría buscarse una
solución tina para errores pequeños, consiguiendo una precisión mayor con más niveles de
cuantificación, y seña suficiente una resolución menor para errores grandes, utilizando
pocos niveles en tomo a esa banda del error. Sin embargo existen ciertas restricciones,
como que la discretización máximaque se admite es de 32 elementos.
En general, debido a la discretización, el control borroso es menos sensible a
desviaciones en los valores de las variables de estado del proceso, pero produce otros
efectos no deseables como oscilaciones, error estacionario, ciclos limites, etc. Cuando se
utiliza una discretización trapezoidal [01189] el tiempo de ejecución aumenta, pero el
efecto de la discretización disminuye, mejorando la respuesta; particularmente cuando se
consideran el error estacionario y los ciclos límites que se producen con la realización
rectangular clásica.
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Algunos de estos efectos vienen comentados en [Brr 93], [Agu 93], [Lee 90a],
[Rut 76] y [Vil 93].
4.2.1.3 Mecanismo de inferencia
- Hay diversos mecanismos de inferencia que proporcionan un razonamiento
correcto [Lee 90b]. El sistema de inferencia depende, una vez fijada la conectiva u
operador conjunción y la interpretación de la sentencia incondicional, de la función de
implicación utilizada. En IjMiz 88] y [C~ 93] se estudian hasta nueve posibilidades,
basándose en otras tantas funciones de implicación. Los más populares en control [Miz 91]
son la composición má.x-min, que utiliza la función de Mamdani [Mam 74] como función
de implicación, y máx-prod, que utiliza la función de Larsen [Lar 80]. Son, además, los que
vienen incorporados en la mayoría de las herramientas software desarrolladas para control
borroso.
Su influencia es compleja, y no está desligada de la selección de otros componentes
del CB; en la práctica, la elección de uno u otro contribuye, sobre todo, a simplificar
cálculos y hacerlo más eficiente, ya que es un proceso en general lento. Se aconseja
consultar diversos estudios antes de seleccionar un mecanismo de inferencia ([Miz 82],
[Kis 85], [Li 89], y sus referencias).
4.2.1.4 Tratamiento de la información de salida
- Existen distintos métodos de desborrosificación y, desafortunadamente, no existe
un procedimiento sistemático para elegir una estrategia de conversión determinada, puesto
que está influenciada en gran medida por el modo de razonamiento utilizado; los más
comúnmente empleados son: desborrosificación lineal, promedio de máximos
(“Mean-of-Maxima”: MOM), y centro de gravedad (“Center-of-Area”: COA) (capítulo 2,
2.6.1).
Aunque no existe una solución única, entre otras cosas porque no hay un criterio de
bondad para el controlador borroso absolutamente preciso, el más utilizado es el centro de
gravedad, por ser el que tiene en cuenta más información, sobre todo en combinación con
el mecanismo de inferencia del mínimo. El MOM es el que consigue en media mejores
7’
resultados, independientemente de la función de implicación. Tanto uno como otro
presentan resultados similares cuando la función de pertenencia de los conjuntos borrosos
es simétrica, lo que demuestra su dependencia de los otros factores. En algunos estudios
han sido comparados con profundidad: [Bra 78], [Lak 85], [Cár 93], [Miz 91], [Zha 91].
4.2.2 Influencia de los parámetros de ajuste
Se defmen, en este apanado, los parámetros que se van a considerar ajustables una
vez determinada la estructura general del controlador borroso. Sin embargo, también en
ellos se da una fase previa de configuración, en la que se establece su forma, valor inicia],
etc., si bien luego se estudian los efectos de su variación.
4.2.2.1 Tratamiento de la información de entrada
- Factores de escala son constantes reales que multiplican los
variable, modificando los límites de su rango de variación.
Son importantes como parámetros de ajuste porque al variarlos se
la acción de control, dentro de ciertos límites, sin necesidad de cambiar la
reglas o de los términos lingtifsticos.
valores de una
consigue ajustar
definición de las
El carácter no lineal de los controladores borrosos hace que una variación de los
factores de escala modifique su no linealidad [Yin 90], pudiendo presentarse situaciones
nuevas; por eso se aconseja realizar las- simulaciones necesarias para detectar esas
situaciones.
4.2.2.2 Base de conocimiento
- Las Funciones de pertenencia representan el grado de asociación de un valor
numérico a un conjunto borroso. La elección de los grados de pertenencia está basada en
un criterio subjetivo de decisión.
Su forma varía, incluso para la misma variable lingdistica, haciéndolas más
estrechas donde se requiere una mayor precisión, y aumentando su amplitud donde se
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busca una acción más suave y con menor resolución (dando mayor grado de pertenencia a
cualquier valor numérico). Deben ser lo suficientemente anchas para reducir la sensibilidad
al ruido cuando los datos medidos están perturbados.
Su influencia está muy unida a la de la partición del espacio de las variables. Las
pendientes de las funciones de pertenencia son menos importantes que las zonas de
intersección entre ellas, que es lo que determina las características de la transición entre
dos funciones [Mat 93a].
Conviene matizar que, una vez elegida su fomia mediante métodos subjetivos u
otras estrategias de determinación, aunque ésta no varía, si pueden cambiar sus
características (centro, amplitud, etc.). De hecho, éste resultado que varía el grado de
pertenencia de un elemento a un conjunto borroso, es equivalente a variar los factores de
escala que modifican ese valor de entrada.
La especificación de las funciones de pertenencia afecta al funcionamiento y
robustez del controlador [Lak 85], [Tor 93].
- La Base de reglas tiene una influencia decisiva en la acción de control, puesto que
define el comportamiento del sistema borroso.
Para acortar el tiempo de ejecución del controlador se puede definir previamente, al
margen del proceso de control —fuera de línea— una tabla de reglas, describiendo la salida
del controlador a partir de todas las posibles combinaciones de las señales de entrada.
En vez de variar las reglas sQpueden-utiuizar dos tablas: una inicial y otra de control
fino, con mayor escala de resolución y acciones proporcionales a esa escala. De esta forma,
un error que pudiera parecer pequeño con la tabla inicial, con esta última sería mayor y el
regulador seguiría actuando, en vez de detenerse por haber alcanzado ya la zona muerta
(donde no se genera acción de control ante entradas inferiores a un límite). Este efecto se
denomina “efecto zoom” [Ped 93], y conlíeva implícito el concepto de jerarquía entre unas
reglas más especificas que son invocadas por otras más generales o mcta-reglas [Sug 85].
Equivale a ampliar la partición de la variable correspondiente en esa banda en la que se
requiere mayor resolución. Es perfectamente posible disponer de una sola tabla para ambos
casos, y variar únicamente los factores de escala que modifican las variables de entrada y
salida.
73
E
• Sintonía de Controladores Borrosos
Al modificar las reglas debe tomarse la precaución de mantener las condiciones de
consistencia y estabilidad requeridas, ya que pueden perderse en el grado necesario al
variarías. También hay que tener en cuenta que una redundancia de éstas —habitualmente
su modificación se traduce en añadir reglas adicionales— provoca un mayor consumo de
memoria y tiempo computacional. Por último, el problema de la convergencia del conjunto
de reglas está aún poco resuelto de forma general.
4.3 EFECTOS DE £4 VARIACIÓN DELOS FACTORES DE ESCALA Y DE LAS
REGLAS
Se consideran, para la posterior aplicación de los métodos de sintonía, los efectos
de la variación de los factores de escala o ganancias de las variables —que afectan a las
fases de conversión de información concreta-borrosa en uno u otro sentido— así como la
variación de las reglas de control. Estas consecuencias son la que se persiguen, de una
forma más o menos directa, en cualquier método de ajuste.
4.3.1 Variación de los factores de escala
Los efectos generales de variar los factores de escala, que ponderan tanto las
variables de entrada como de salida, pueden resumirseen:
1. Aumentar las ganancias de las variables de entrada supone reducir los universos de
discurso de éstas, ya que se comprimen los centros de sus etiquetas lingilísticas
[Jim 91]; esto se traduce enuna -mayor consideración de valores pequeños de
entrada, a los que se les asocia un grado de pertenencia mayor.
Sus consecuencias en control son directas: la acción de control es más precisa y
brusca, porque el controlador resulta más selectivo con las reglas que aplica. Esto
permite un control más fino, al aumentar la resolución sobre todo en la banda
cercana al estado estacionario. Como consecuencia, la respuesta del sistema es más
rápida y oscilatoria, pudiendo reducir el error permanente. Mejora, pues, el
transitorio al disminuir el tiempo de subida y el tiempo de asentamiento, pero
aumenta el riesgo de inestabilidad al aumentar la sobrelongación.
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Sin embargo, se pierde información para valores altos de los errores, y por lo tanto,
el controlador es menos sensible durante el tiempo de subida, aunque sea más
sensible en la banda de la señal de referencia [Pro 79]. Esto aumenta la zona de
saturación del controlador, que concluye la misma salida para distintos valores de
entrada.
El número de reglas debe ser mayor al aumentar estos factores, porque la
convergencia se hace más difícil de conseguir.
2. Disminuirlas produce los efectos contrarios; al aumentar la amplitud de las
funciones de pertenencia, éstas son más planas, por lo que cualquier valor numérico
de entrada aumentará su grado de pertenencia a todas las etiquetas lingilísticas. Por
lo tanto, todas las reglas tendrán más peso. Se consigue un control más suave, que
produce una respuesta más lenta y con menor sobrelongación.
Para valores bajos de estos factores, la respuesta se empobrece porque la banda de
tolerancia en tomo a la señal de referencia es muy ancha, y admite errores
estacionarios considerables y oscilaciones.
3. La variación de la gananciade la salida está aún poco estudiada [Buc 89], [Sha 88],
[Tan 93], puesto que la dependencia del funcionan*nto del sistema respecto a este
parámetro es compleja. Aunque para los casos estudiados en los siguientes
capítulos la salida es proporcional a este factor de escala, depende del método de
desborrosificación empleado. Es- él factor más desestabilizante; influye
significativamente en la convergencia.
Su aumento —realizar una compensación por ganancia—, mejora el control en
cuanto que hace más rápida la respuesta, pero también puede hacer al sistema
menos estable, ya que aumenta la sobrelongación.
Decrementarlo ayuda a eliminar la inestabilidad inicial [Bra 79a] que se suele
producir al realimentar el sistema. Valores bajos de este parámetro producen
tiempos de subida lentos y empobrecen la respuesta [Pro 79].
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4.3.2 Variación de las reglas de control
En algunos casos es difícil obtener las reglas borrosas de control adecuadas,
especialmente cuando se trata de procesos con dinámica complicada. Las reglas iniciales
pueden entonces no ser las más apropiadas. Por eso, algunos CB incorporan un algoritmo
de adaptabilidad que cambia las reglas en base al estado actual del proceso.
Dada su influencia sobre el funcionamiento del regulador, su cambio debe
mantenerse dentro de unos límites, de forma que no sea brusco, para no destruir la
convergencia y que no haga peligrar la estabilidad del controlador. Para ello es necesaria
una adecuada estructura de la tabla de reglas: dimensión, consistencia, completitud, etc. La
base de reglas tiene una influencia directa y notoria sobre la rapidez de procesamiento
—junto con el método de inferencia utilizado— y sobre la dimensionalidad del problema.
4.4 REVISIÓN DE LOS MÉTODOSDE SINTONÍA
Se va a realizar una taxonomía de los procedimientos de sintonía propuestos en la
literatura de control. Para ello, se ha establecido una primera clasificación atendiendo al
método empleado:
a) SINTONÍA CUALITATIVA: modifica el comportamiento del controlador en
función de la experiencia del usuario y los resultados obtenidos. Se basa en el
conocimiento intuitivo del operador sobre cómo influye la variación de los
parámetros del controlador en. la. respuesta del sistema. Se lleva a cabo
manualmente o mediante reglas.
b) SINTONÍA ANALÍTICA: basada en el modelo tanto del proceso como del
controlador, establece una relación matemática entre los parámetros del regulador y
las especificaciones deseadas para el comportamiento del sistema.
Esta metodología es buena para un primer ajuste, para casos sencillos, abordables
analíticamente, en los que se pueden calcular los parámetros iniciales por distintos
procedimientos.
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c) SINTONÍA HÍBRIDA: consiste en aplicar, en fases distintas, los dos métodos
anteriores. La sintonía de un controlador borroso no se puede basar exclusivamente
en unos datos analíticos, ya que hay acciones de control que no conviene aceptar
aunque sean resultado de esos métodos, porque no están de acuerdo con nuestro
conocimiento del proceso. Pero, por otro lado, una sintonía exclusivamente
heurística puede resultar demasiado tediosa y requerir excesivo tiempo para la
búsqueda de unos parámetros adecuados.
Por lo tanto, se establece con esta sintonía híbrida una posible técnica de
supervisión: se mejoran cualitativamente los parámetros obtenidos por métodos
analíticos, permitiendo un ajuste más fino.
Atendiendo a esta clasificación de tipos de sintonía, se catalogan las
estrategias de ajuste estudiadas, que se han aplicado tanto a los factores de
ganancias de las variables como a las reglas (Figura 4.1).
distintas
escala o
CONTROLADOR BORROSO
Figura 4.1 - Algoritmos de sintonía aplicados a los controladores borrosos
4.4.1 Métodos de ajuste de los factores de escala
Las variaciones de los factores de escala, descritas en el apartado 3.2, con sus
consiguientes efectos, pueden conseguirse mediante métodos cualitativos o analíticos de
sintonía, tal como se ha resumido en la Tabla 4.2 después de estudiar las distintas
estrategias consideradas.
salidas
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Tabla 4.2 - SINTONÍA DE LOS FACTORES DE ESCALA DE UN CB
Método: SINTONÍA CUALITATIVA
Criterio:
- especificaciones de la respuesta temporal
(velocidad de respuesta, sobrelongacién, tiempo
de subida, etc.)
- especificaciones de la respuesta en frecuencia
(margen de fase, margen de ganancia,
frecuencia de cnice, etc.).
- ajuste de los dominios de las variables elegidas
como entradas del controlador
- eliminación de la inestabilidad inicial que se
puede formar al realimentar el sistema
¡ Basado en:
- efectos de la variación de los factores de escala
sobre la respuesta del sistema [Sim91],
[Sba88], [Km77], [Pro79]
- refonnular las características de la respuesta en
frecuencia como especificaciones temporales, y
variar las ganancias [Tan93]
- análisis cualitativo del comportamiento del error
en el plano de fases de las entradas (error vs.
suma del error) [Bra79a]
- efectos de la variación de las ganancias sobre la
respuesta [SIm88], [Tan93], [Bm 79a)
Método: SINTONIA ANAIf’11CA
Criterio:
- especificaciones de la respuesta temporal
(velocidad de respuesta, sobrelongación, tiempo
de subida, etc.)
- ajuste de las funciones de pertenencia (varían su
centro, pendiente, valor de pico, etc.) pan
alcanzar alguna especificación de larespuesta en
eldominio temporal
- equiparación a un sistema de ganancia variable
[Pal93]
- optimización de las funciones de pertenencia
- ajuste borroso de las ganancias buscando
objetivos borrosos de la respuesta temporal
- especificaciones borrosas de la respuesta
temporal (sobrelongación. velocidad, etc.)
amortiguamiento de la respuesta obtenida
mediante sintonía cualitativa
IIBasado en:
- expresión analítica de las ganancias en base a
funciones del error [Bar90], [Cip93], ISba 88],
[Bat 91], [Pen90] o técnicas clásicas de sintonía
[Dor93], (San 94], [Hay 91]
- análisis del gradiente descendente de la
variación de los picos de las funciones de
pertenencia [Zhe91], de otra función objetivo
[Nom91], u otra función del error [Bat91],
[Mat93],[Mat 92]
- funciones de contiacién que miden la
dependencia estadísticaentrada-salida del CB
- algoritmo de optimización [Atb93]
- evaluación de la respuesta (sobrelongación,
tiempo de subida, etc.) como entradas al sistema
borroso [Car94], [Mae92], [Liu94]
- considerar el diseño del CB óptimo como un
problema de decisión clásico [Buc91]
- compensación poradelanto de fase [Tan93]
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En general, estas ganancias se denominan GE, GR. OS, ... para las variables de
entrada error (e), cambio en el error ce (“rate”), integral o suma del error (s); y GU cuando
modifica la variable de salida correspondiente a la acción de control (absoluta u o su
variación Att).
4.4.1.1 Sinton(a cualitativa
La variación cualitativa de los factores de escala busca mejorar el comportamiento
del controlador, basándose en los efectos de los cambios de las ganancias sobre la
respuesta del sistema (sección 3.1). El experto aplica su conocimiento heurístico y su
experiencia sobre la influencia de estos parámetros para conseguir unas especificaciones
deseadas.
MdIQdQ&:
* Estas especificaciones —de forma análoga a los controladores convencionales—,
suelen venir defmidas en el dominio temporal; se pretende alcanzar unos valores deseados
de sobrelongacién, velocidad de respuesta, tiempo de subida, etc., aumentando o
disminuyendo las ganancias de las variables del controlador borroso. Aunque no siempre se
consiguen alcanzar estos requerimientos con la precisión buscada, mejoran el control
[Jim 91], [Ped 93], [Km 77]. El conocimiento de algunas de las características del proceso
a controlar (retardos, constante de tiempo dominante, etc.) sirve para ayudar en la
selección inicial [Vil 93], [Dor 93], [San 94].
* Se establece un criterio de sintonía análogo al anterior cuando las especificaciones
vienen dadas en el dominio de la frecuencia, sin más que reformular los requerimientos de
margen de fase, margen de ganancia, frecuencia de cruce, etc., en términos de
especificaciones temporales [Tan 93]
* Uno de los efectos que se persigue al variar las ganancias —concretamente
disminuyendo el factor que modifica la variable de salida del controlador— es eliminar la
inestabilidad que se produce inicialmente al realimentar el sistema con el controlador
borroso, que generalmente adopta formade ciclo límite [Sha 88], [Tan 93], [Bra 79a].
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* El dominio estimado inicialmente para las variables de entrada puede no ser
adecuado. Las trayectorias del sistema en lazo cerrado en el espacio “e x s” (error vs. suma
del error), se utilizan entonces para evaluar y actualizar este dominio [Bra 79a]. Esto se
realiza mediante los factores de escala de esas variables de entrada GE y OS, para
circunscribir sus dominios adecuadamente (Figura 4.2).
E .9
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Figura 4.2 - Ajuste del dominio dc entrada
4.4.1.2 Sintonía cuantitativa
Los factores de escala de las variables se expresan en algunos casos como
funciones, lineales o no lineales, del error [Yin 90], [Bat 91], [Sha 88]:
GR = gr (e, ce, X) GE = ge (e, ce, X)
donde X es un vector de parámetros que depende del método empleado: X = GU, L, p,
etc., para L = centro de las etiquetas defmidas para las variables, p = criterio de decisión,
etc. Se ajustan así analíticamente las ganancias para conseguir unas especificaciones de la
respuesta del sistema, generalmente dadas en el dominio temporal.
* En algunos casos sencillos, esto permite aplicar técnicas clásicas de sintonía a los
parámetros de un controlador borroso [Dor 93], [San 94]:
X = (GU. L. Ki, Kp)
GR— Kp(2L—f
)
0.SLGU
(4.2)GE — Ki(2L~—f
0.5L GU
(4.1)
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f = máx (GE.Ie(t)I ,GR.¡ce(t)¡) =L (4.3)
para Kp, Ki ganancias proporcional e integral, respectivamente, de un regulador PI, y L el
extremo del universo de discurso de las variables.
* En [Hay 91] el ajuste de los factores de escala se basa en las reglas de sintonía de
un controlador convencional PI. Los factores de escala se calculan a partir de los
parámetros de un modelo de primer orden del proceso: la ganancia K, la constante de
tiempo ‘r y el retardo t0; y el valor del máximo cambio de la señal de referencia rm~. El
modelo estimado es obtenido a partir de la respuesta del sistema a una entrada escalón.
X = ~ K, t, t0),
1 _______ 0 9rmaxGE=— GR=O.
5(¶+¶o)
rmax rmax K(t+to) (4.4)
* [Bar 90] establece una razón p entre dos errores consecutivos, que sirve como
criterio de decisión para acelerar o frenar la respuesta del controlador, aumentando o
disminuyendo los factores de escala cuando esa relación cumple unas condiciones umbrales
(a y j3), elegidas mediante métodos de prueba y error.
X = (p, a, 13),
sil p 1 =a, GE = GE±¡Ni
sip%’13, CR=GR±Ai (4.5)
donde p = e(k+l)Ie(k); ¡Ni = acción de desplazar una unidad, a la derecha o a la izquierda,
un elemento en el universo de discurso discreto.
Este procedimiento se aplica hasta que el valor de p2 pertenece al volumen
abarcado por la relación R = e(k)/e(0); la elección de p es arbitraria, pero tiene un efecto
amortiguador que mejora la estabilidad relativa. Como sólo toma valores altos en los
cambios bruscos de referencia no se realiza una sintonía continua, por lo que las ganancias
no siempre convergen a valores fijos.
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* Este método ha sido posteriomiente modificado [Cip 93], variando tanto la razón
de cambio (p = e(k)/eo, e0: primer error distinto de cero), como el criterio de variación de
las ganancias, para forzar la convergencia de éstas:
X = (p, a, Ii),
sil p 1 > a, GE = GE ±2M
sip
243, GR=GR±2Lxi (4.6)
* Las funciones de pertenencia de la variable de salida del controlador se ajustan
como respuesta al funcionamiento, pasado o futuro, del sistema de control [Bat 91]. Un
modelo lineal del proceso es identificado en línea, y se utiliza para predecir el
comportamiento futuro del controlador. Si la modeización del proceso es irrealizable, se
utiliza entonces un índice relacionado con el comportamiento del controlador en el pasado
para hacer los ajustes.
¡NCm~ f{emax 6 e(t+Jlt)} (4.7a)
GU = l/Cmax (4.7b)
ema: máximo error absoluto medido dentro de una ventana de observación del pasado;
e(t+J It): predictor de un paso del error de la salida del proceso;
f: relación funcional que se considera como un parámetro de ajuste a definir por el usuario.
* Otro método de ajuste del factor de escala de la salida es el propuesto en [Pen 90],
donde define tanto las ganancias de.. las variables de entrada como de salida
independientemente, pero cada una en función del error y del cambio en el error. Para
calcular el factor del control, fija las de las entradas, y a partir de unas constantes K
1 y 1(2
predefinidas halla GU:
GU= K1.leI +
* Al aplicar una variación cualitativa, aunque se mejora el control en algunos
aspectos, también se producen otros efectos no deseados, como por ejemplo aumentar las
oscilaciones al disminuir el tiempo de respuesta (incrementando las ganancias de las
entradas). Para paliar estos efectos, se aplica una compensación de fase al sistema, que
mejora sus características de amortiguamiento [Tan 93]. Basándose en la estrecha relación
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existente entre las características temporales y en el dominio de la frecuencia, es posible
seleccionar la respuesta temporal deseada para el sistema: sobrelongacién ov y tiempo de
pico Ip, y reformular estas especificaciones en los valores deseados de margen de fase OOm
y ftecuencia de cmce ~0ca• Entonces, aplicando una transformación T de coordenadas
(4.81,), se realiza una compensación efectiva por adelanto de fase que permite calcular los
parámetros a* y b* de un nuevo controlador con el que se obtienen los requerimientos
pedidos:
= (a* + b*s)/s (4.8a)
E cos(—Oc) —sin (—Oc
)
WCCS ¡
wcc.sin(—Oc) cos(—Oc) j (4.8b)
[a* h*] = [a b].T(Oc, Wco) (4.8c)
Oc = OOm - 0m (4.8d)
siendo 0m el margen de fase real de la función de transferencia en lazo abierto.
* Otro método [Pal 93], poco empleado en la práctica, se basa en asumir que en el
caso estacionario, una optimización del ajuste de los factores de escala encuentra cierta
dependencia estadística entre la entrada y la salida. Una medida de la intensidad de esta
dependencia es la función de correlación y el coeficiente de correlación.
Para señales de entrada gausianas, un CB dado puede ser virtualmente reemplazado
por una ganancia variable que depende de la función de transferencia no lineal
característica del controlador borroso. Esta ganancia depende de la amplitud e
0 (para
entradas sinusoidales) o de la varianza ej (para mido) de la entrada del controlador, y se
obtiene mediante las funciones de correlación halladas; concretamente, la ganancia variable
K(o3 se calcula con la función de correlación cruzada Reu(0e2) y el valor esperado E
según la expresión:
K(a3 = R~~(o~) 1 a¿ (4.9a)
Reu(c7Tc) = E{(e<t) - E[e(t)1).(u<t) - E[u(t)])} (4.9b)
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* Se puede considerar el diseño de un controlador borroso óptimo como un problema
de decisión clásico [Buc 89], donde los objetivos equivalen a las restricciones en un
problema de optimización. Los objetivos borrosos son conseguir un tiempo de subida
“corto”, mantener la sobrelongación “pequeña” y alcanzar un tiempo de asentamiento
“bajo”.
* Otro algoritmo adaptativo [Mat 93b] ajusta las ganancias del controlador GE y GR
buscando minimizar e0, la diferencia entre la salida del sistema y y la salida Ym de un
modelo de referencia. Para garantizar la convergencia del comportamiento dinámico del
sistema italimentado se utiliza el teorema de estabilidad de Lyapunov. La función de
Lyapunov elegida es:
V(t) = e’0kt) + K.e02(t) + Ace.4)ce2 + Xe.4e2 (4.lOa)
Las reglas finales de ajuste (4.lOb) y el modelo borroso de control (4.lOc) son:
GE(t) = - e(t). e’
0! Xe GR(t) = - ce<’t). e’0! Xce (4. lOb)
¡Nu(e, ce) = GE.(e - 13e) + GR.(ce -[3ce) + c0 (4.lOc)
representan 13e, ¡3ce los centros de los términos borrosos correspondientes a las entradas.
Por último, cabe destacar la posibilidad de establecer un ajuste borroso en línea de
los factores de escala, evaluando los resultados del control [Mae 92], [Buc 91], [Liu 94], o
las entradas borrosas [Car 94]. Los objetivos de esta evaluación deben definirse como las
entradas al sistema borroso, cuya salida es.el factor de escala buscado o la variación de los
factores de escala que debe aplicarse a sus valores anteriores (Figura 4.3). Estas técnicas
están dando lugar a numerosos trabajos de autosintonía.
* En [Car 94] los factores de escala GE y GR se actualizan solamente si las reglas
borrosas activadas corresponden a la fase del estado estacionario. Las reglas de GR se
actualizan en función del tiempo de subida de la respuesta de la planta a un salto, y GE se
modifica con el fin de reducir la variable normalizada del error, sin disminuir la precisión.
Las reglas tienen la forma:
R,: si e es A¡ y ce es B~ entonces GE es C~ (4.1 la)
R1: si e es A¡ y ce es B¡ entonces GR es C¡ (4.1 lb)
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Figura 4.3 - Ejemplo de ajuste borroso dejos factores de escala (GE).
La nomenclatura corresponde a las etiquetas Positivo (P), Cero (Z) o Negativo (N), con
Grande (G), Mediano (NI) o Pequeño (P)
los calificativos
* En otros trabajos, los objetivos de la evaluación son la sobrelongación, el tiempo de
subida y la amplitud [Mae 92], [Liu 94]. La actualización de las ganancias se realiza
mediante reglas que, por ejemplo, son para cada objetivo de la forma:
R~: si e0~es A~ entonces M~ es q (4.12a)
(4.12b)
GE =1/ai, GR = 1/a2, ..., GU= lían
donde ~ = 0V (valor real) - ot (valor objetivo) de la sobrelongación.
Algunos métodos analíticos modifican las funciones de pertenencia, desplazando
sus picos o centros en vez de variar los factores de escala con los mismos efectos. Su
variación puede basarse en una función del error [Mae 91], [Mat 92], [Mat 93b] o en el
análisis del gradiente descendente de la variación de estos valores [Zhe 93], [Nom 91].
* Zheng [Zhe 931 analiza el gradiente de la diferencia total para cada valor de pico
Pik de las funciones de pertenencia de las variables de entrada (Figura 4.4). Para sintonizar
el CB, es necesario disponer de un grupo de datos de entrenamiento (pares de entradas
relevantes Xj 1 salidas deseadas u~*). y deben ser suficientes para representar perfecta e
1GEe
NG
NM
NP
z
PP
PM
PO
z
PM
PO
PO
PM
PM
z
(4.12c)
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íntegramente el comportamiento de un operador experto. Esta información se utiliza para
informar al usuario de qué valores de pico conviene desplazar para mejorar la diferencia
total de forma más efectiva, e indica la dirección del ajuste. Este gradiente es definido
como la derivada parcial:
difn = un - un*
n —
apik
(4.13a)
(4.13b)xaid¡fn¡ —~sgn(d¡fn). aunapík
un es la salida del controlador borroso para el grupo enésimo de datos de entrenamiento.
la.
1.0
P 1k
Figura 4.4. Parámetros de una función de pertenencia
* En [Nom 91] se consideran funciones de pertenencia triangulares para los
antecedentes de las reglas, y se ajustÉ fnediante el método descendente. El método
descendente busca un vector z que minimice una función objetivo E(z). Este vector z es un
vector n-dimensional de los parámetros de ajuste (cik: centro de la función de pertenencia k
de la entrada i, aik: amplitud, etc.)(Figura 4.4). La regla de aprendizaje se expresa:
z¡(t+l) = _____
az~
i= 1 n (4.14)
donde r es el número de iteraciones para el aprendizaje y K es una constante. Aquí la
función objetivo se ha definido como E = (y - y*)2 /2, para y* la salida deseada.
Particularizando las reglas de aprendizaje para cada parámetro de z, serán:
1k
b 1k
xi
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* Otro método —[Mat 92]— determina los parámetros de las funciones triangulares
de pertenencia para que el CB simule a su equivalente PID. El controlador borroso lineal
es diseñado eligiendo:
AlT _ cs ¡<.7W cceTi (Ss’ T —— (4.16)
donde T es el periodo de muestreo; K, Ti y Td los parámetros de sintonía del PID, y c~,
(i = cambio en el error ce, error e, suma del error s) los puntos de saturación asociados a
cada variable.
* También se resuelve la optimización de las funciones de pertenencia por el método
simplex [Ath 93] o cualquier otro método de optimización:
Maximizar e (t).dt+4(y,u,r) (4.17)
4.4.2 Métodos de ajuste de las reglas de control
Las reglas del controlador se expresan en forma lingúistica —CB tipo Mamdani,
(3.4)— o definiendo los consecuentes como funciones analíticas de las variables del
sistema —CB tipo Sugeno, (3.5)—. Para su modificación existen diversos criterios, no
sólo en cuanto a las condiciones por las que se propone una variación, sino también sobre
qué reglas modificar: todas, las relevantes, las que se han disparado la última vez, etc. Si se
actúa sobre la tabla de reglas directamente, resulta más conveniente modificar sólo aquellas
reglas que se han disparado.
La variación de las reglas no tiene consecuencias generales; debe particularizarse
para cada representación y dominio de aplicación. Por lo tanto, los métodos que modifican
las reglas son bastante específicos, aunque se han procurado exponery resumir en la Tabla
4.3 algunos de ellos.
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Tabla 4.3 - SINTONIÁ DE LAS REGLAS DE CONTROL DE UN GB
Método: SINTONÍA CUALITATIVA
Criterio: Basado en:
- seguimiento de la trayectoria del sistema en lazo
cerrado en el píano de fases del dominio de
entrada [Km 77], o en el plano de fases del
espacio lingtllstico (Bm 79aj
- evaluación de la consistencia y completitud, para
detectar y evitar secciones multivaluadas o no
especificadas [Ms 74], [Mam 741
- delimitar la respuesta del sistema a un salto a
una banda predeterminada [Man 75a]
- analizar el comportamiento cualitativo del CB en
el plano de fases del error para mejorar su
comportamiento global [Pon 93]
optímización del conjunto de reglas
- efectos sobre el control de la variación de los
consecuentes de las reglas relevantes mediante
técnicas de pmeba y error.
- variación cualitativa de las reglas al variar sus
consecuentes de forma gradual
- determinación de las reglas de forma heurística.
- considerar el CB como un controlador cualitativo
para conseguir ciertas especificaciones de la
respuesta
- algontmos genéticos [Her 93] para el ajuste
Método: SINTONTA ANALITICA
criterio: Basado en:
- especificaciones de la respuesta (tiempo de
subida, sobrelongación, etc.) [Sha 88]
- evaluación de la salida del sistema para
minimizar una función de coste
- estimación paraniétrica de los parámetros.
iniciales de las reglas, fuera del lazo de control,
para minimizar una función de coste, optimizar
un indice de comportamiento (función del error)
o reducir errores globales
- evaluación de la respuesta para modificar las
reglas más relacionadas con el estado actual
- ajuste dc los parámetros de los subsistemas
lineales para garantizar su estabilidad
- evaluación del error de la salida del proceso
- optimización de un índice de comportamiento
- reemplazar y eliminar reglas en base a una
función del error
- autoaprendizaje del ajuste de los parámetros
óptimos de las funciones que representan las
reglas mediante redes neuronales [Lee 91]
- algontmos de regulación de los consecuentes
[Qia 92], 1)-le 93]; métodos de regresión lineal
[Mat 92]; gradiente descendente [Gué 93],
[Nom 91], LOra 88], [Tak 85]; “mapping”
[Smi 91]; modelo del proceso [Bos 93]
- ajuste borroso de parámetros de los consecuentes
de las reglas [Mae 92], [Hay 91]
- obtener un sistema borroso estable total a partir
de subcontroladores lineales [Tan 921
- SOC [pro 791
- control borroso adaptativo basado en un modelo
borroso del proceso [Agu 931
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4.4.2.1 Sintonía cualitativa
La selección para mejorar de forma cualitativa las reglas se basa en el conocimiento
intuitivo que tiene el operador del comportamiento en lazo cerrado del sistema. Estos
cambios, hechos en las reglas en cada etapa, son los cambios esperados para alcanzar la
respuesta deseada del sistema y los objetivos de control. El control borroso adaptativo es
capaz de modificar directamente las variables borrosas; por ejemplo, puede variar su valor
de pequeño a muypequeno.
* El ajuste cualitativo de las reglas ha sido tratado en [Ass 74] y [Mam 74],
examinando cada instante de muestreo la condición de entrada lingilística y la salida
borrosa inducida. Así se detectan secciones multivaluadas —distintas acciones para la
misma entrada—, o no especificadas, y se intenta mejorar el comportamiento del control en
lazo cerrado redefiniendo gradualmente de forma heurística las reglas; pero no se sugiere
nmguna metodología para hacerlo.
* Un intento de sistematizar un algoritmo que ajuste las reglas, de forma que la
respuesta del sistema a un salto en la entrada permanezca dentro de una banda prescrita
(“prescriptive fuzzy band”) se describe en [Mam 75a]. Este método es eficiente en los
casos considerados, pero añade problemas de convergencia.
* Los controladores borrosos pueden .considerarse controladores cualitativos, y como
tales analizar su comportamiento en el plano de fases del error. Así, es posible generar un
conjunto de reglas del CB que produzcan el comportamiento cualitativo global deseado
[Fou 93].
* Otro método cualitativo, denominado “scale mapping”, se desarrolla en [Km 77].
Varía las reglas relevantes en base al seguimiento de la trayectoria en lazo cerrado del
sistema a lo largo del dominio de entrada del controlador borroso, en un área del plano de
fases del error e frente al cambio en el error ce (e vs. ce). La principal ventaja de este
método es que permite la actualización global, asumiendo la simetría del sistema respecto
al cero y la monoticidad del sistema.
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* Como modificación a esta última técnica, [Bra 79aJ basa los cambios de las reglas
en un estudio de la trayectoria de las entradas (error e frente a suma del error s) pero en el
espacio lingtiístico, lo que mejora el tratamiento de entradas con ruido. Es una
aproximación al plano de fases para optimizar las reglas, pero mediante técnicas de prueba
y error. Por ejemplo, se incrementa la acción de una regla cambiando la etiqueta de su
consecuente (grande por muy grande) si se requiere un control más fuerte para mejorar la
respuesta del sistema (Figura 4.5).
4 ‘5
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Figura 4.5 - Variación de las reglas utilizando el plano de fases linguistico
* En ocasiones, cuando los expertos no son capaces de dar unas reglas de control o
no se dispone de un modelo del proceso, sí se puede extraer información de un PID que
esté ya funcionando para obtener un primer controlador borroso lineal. Entonces se aplican
reglas adaptativas basadas en las funciones de Lyapunov, que cambian el valor de las
variables borrosas, para mejorar el funcionamiento del sistema [Mat 93b].
* Actualmente se está trabajando tambjén en algoritmos genéticos como método
heurístico para el ajuste del conjunté de reglas lingilísticas de control [Her 93).
4.4.2.2 Sintonía cuantitativa
Se expresan los consecuentes de las reglas del CB de forma analítica (3.5), como
una función de las variables de los antecedentes, para así ser modificadas. La variación de
los consecuentes de las reglas de control se realiza a través de la asignación de valores a
los parámetros de la función de salida.
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El objetivo de esta modificación es un ajuste fino o calibrar el controlador borroso.
La variación de las reglas puede entonces obtenerse pordistintos métodos.
M4tQda:
* Procyk y Mamdani proponen el primer controlador borroso auto-organizado
(“Self-Organizing Controller”, SOC), aplicado con buenos resultados en diversos ámbitos.
Se define como “un controlador borroso adaptativo que es capaz de aprender cómo
controlar satisfactoriamente una amplia variedad de procesos” [Pro 79]. Se trata de un CB
capaz de desarrollar y mejorar sus reglas de decisión lingilísticas, expresadas
cuantitativamente, y su estructura de forma automática, usando la teoría de conjuntos
borrosos, como resultado de evaluar las desviaciones de la salida, hasta que converja a una
predeterminada calidad. Sus características de funcionamiento y configuración (Figura 3.4)
se han expuesto en el capftulo 3, sección 3.7.2.1.
Los principales problemas que presenta son la aparición de fenómenos cíclicos en la
respuesta de control, con el riesgo consiguiente de inestabilidad, y un gran tiempo de
asentamiento.
* Para conseguir que la respuesta de la planta corresponda a una óptima, predefinida
para el proceso, [Sha 88] propone un algoritmo que reemplaza reglas y elimina aquellas
que no se utilizan, según un criterio establecido en función del error. Determina la correcta
actuación del controlador u(e,ce) a partir de los datos de las entradas, y modifica la tabla
de decisión borrosa T(e,ce) para ahorrar tiempo computacional y memoria. El número de
cambios de las reglas de control debe converger a cero para que el algoritmo funcione.
* [Tan 92] obtiene un sistema borroso global a partir de sub-controladores borrosos
lineales, y determina los parámetros de las reglas del controlador borroso para que
garantice la estabilidad de los subsistemas lineales en el sistema final. Así se puede aplicar
la teoría de sistemas lineales (lugar de las raíces, diagrama de Bode o asignación de poíos y
ceros) para hallar los parámetros.
* Existen diversas estrategias de sintonía que ajustan los parámetros basándose en la
optimización de algún criterio. En [Nom 91] se asume que tanto los antecedentes como los
consecuentes son números reales, y por lo tanto se pueden optimizar simultáneamente.
Como en el caso de los antecedentes, las reglas de aprendizaje para el consecuente se
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basan en el gradiente descendente (4.14) y (4.15).Tambi¿n utilizan el método descendente
los trabajos de [Gué 93] y [Gra 88], así como [Tú 85], que define el índice de
comportamiento del controlador borroso como una función de los errores de la salida, es
decir, de la diferencia entre los datos de salida del sistema original y del modelo. Ese
mismo índice se optimiza en [Agu 93] de forma adaptativa, añadiendo una identificación en
línea que permite hallar un modelo borroso del proceso, en el que se basa el ajuste.
De forma similar pero fuera del lazo, [Ros 93] sustituye el proceso real por un
modelo matemático, capaz de reproducir su comportamiento, aunque sea crudamente. Es
posible entonces sintonizar los parámetros de las funciones de pertenencia de las reglas
borrosas, para forzar la salida del sistema en lazo cerrado a una especificación.
* En [Qia 92] se propone un algoritmo que actúa en línea, modificando las
expresiones de las reglas borrosas con un factor a: un número real que toma valores de 0 a
1. Genera la señal de control como una combinación convexa de las entradas borrosas del
controlador (4.19), que es ajustada automáticamente en respuesta a las distintas situaciones
de control:
u = f(e, ce) = a.e + (1 - a).ce (4.19)
La ecuación general de actualización del factor, cuando p es la versión
desborrosificada de P, un conjunto de reglas borrosas para la sintonía, y K es una
constante, es:
a(n-1) = a(t) + K.p (4.20)
Sin un mecanismo adicional, esta expresión no garantiza que a se mantenga dentro
de su rango, permitiendo una posible acción de control mal definida. Es más, la fijación del
segundo conjunto de reglas P es en muchos casos una tarea difícil, puesto que no está
claramente relacionada con la experiencia. Por eso, los nuevos esquema propuestos en
[He 93] son:
a) Basándose en una relación borrosa:
aQ+l) a(t) + K.pQ).(l - a(t)), a(t) >0.5 (4.21a)
a(t+l) = c4t) + K.pQ).a(t), a(t) =0.5 (4.21b)
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b) Basándose en una ecuación en diferencias no lineal:
a(t+1) = a(t) + K.f(e(t), ce(t)) (4.21c)
* Cabe destacar en [Smi 91] el empleo de técnicas de “mapping”. Utiliza una
herramienta computacional, denominada “ceil-to-ceil mapping”, para evaluar el
comportamiento de sistemas no lineales. Los parámetros son identificados con una
aplicación novedosa del algoritmo LMS de Widrow-Hoff, un algoritmo basado en el
gradiente descendente que minimiza el error cuadrático medio (MSE) entre la salida actual
y ladeseada del sistema, actualizando recursivamente los parámetros.
* Un método sistemático de sintonía para un controlador borroso multivariable,
aplicado a procesos estables desconocidos, es propuesto en [Vil 93]. Se basa en la
ganancia estática K = 0(0), y en el conocimiento aproximado de las constantes de tiempo
del proceso y de sus retardos. La señal de control u en el estado estacionario se calcula a
partir del valor final deseado de las medidas, si existe la inversa, mediante la ecuación:
u = KIy(oo) (4.22a)
Los parámetros de las funciones de pertenencia de los consecuentes se calculan:
P = K1[A] (4.22b)
donde A es una matriz seleccionada de forma que su columna i estima el cambio de la señal
de referencia, y su 1-elemento indica la función de pertenencia de la salida dominante.
* Algunos estudios actuales han propuesto el autoaprendizaje del ajuste de los
parámetros —de las funciones que definen los consecuentes— mediante redes neuronales
[Lee 91].
* Se aplica también el razonamiento borroso para ajustar los consecuentes de las
reglas de control, usando unos criterios de evaluación del rendimiento [Mae 92]. A partir
de la respuesta deseada, se estima el grado de la respuesta del controlador buscado en cada
instante de muestreo, y se ajustan los consecuentes aplicando una tabla de reglas a los
antecedentes (e y ce). Este método de aprendizaje en tiempo real modifica aquellas reglas,
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usadas en el pasado, que son las más probablemente relacionadas con el estado actual de
control.
El consecuente de las reglas de control está defmido por un número real cj,
típicamente el valor real del centro de una etiqueta, que son ajustados en cada instante de
muestreo:
R~: si e es A~ y ce es B~ entonces /ic¡ es C~ (4.23a)
= Cj + f(Acñ.w¡ (4.23b)
donde W¡ es el grado de adaptación de la regla i en ese instante de muestreo.
* También [Hay 91] utiliza este tipo de ajuste, usando como criterio el tiempo de
subida y el valor de sobrelongación. Se crean dos tablas de reglas de sintonía, donde la
salida es el incremento del consecuente u para cada criterio. La forma de las reglas es:
R~: si sobrelongación es A~ entonces Au es C~ (4.24a)
u = u tAu (4.24b)
4.4.3 Ventajas e incovenientes de los distintos métodos de sintonía
Aunque al enunciarlos se han ido exponiendo y razonando algunas de las ventajas e
inconvenientes de los distintos métodos, sejrsumen de forma sistemática, en las siguientes
páginas, los aspectos más significativos en uno y otro sentido de los procedimientos
generales de sintonía, deducidos de los métodos referenciados, para que su estudio facilite
la elección de las técnicas más convenientes.
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Ventajas 1 Desventajas de La SINTONÍA CUALITATWA
+ son métodos directos y sencillos de aplicar.
+ influencia directa e inmediata del cambio de los parámetros en la variación del
control, y por lo tanto de la respuesta.
+ mejoran el tratamiento de entradas con mido al trabajar habitualmente en el
espacio lingtiístico (son menos sensibles a perturbaciones) [Bra 79a].
+ permiten paliar problemas de inconsistencia o falta de completitud en el conjunto
de reglas, evitando acciones irregulares de control [Ass 741, [Mam 74].
+ aplican el conocimiento del experto, su experiencia en el control.
+ pueden ahorrar tiempo y memoria eliminando reglas, evitando redundancias.
+ consiguen alcanzar las especificaciones deseadas.
+ ayudan a eliminar la inestabilidad inicial en el lazo cerrado [Bra 79a], [Tan 93].
+ en general, consiguen mejorar el control de forma global.
- tienen una significativa influencia en la estabilidad del regulador.
- las restricciones en el control no permiten aumentar los factores de escala lo que
a veces se requeriría para alcanzar las especificaciones con la precisión deseada.
- aumentar o disminuir mucho las ganancias puede provocar una acción de control
demasiado lenta, hasta anularse en el límite, o acciones irregulares [Jim 91].
- en algunos procesos, pueden no encontrarse los valores necesarios para satisfacer
la precisión del estado estacionario [Sha 88].
- no existe una relación clara para un caso general entre los factores de escala o
parámetros de las reglas del -controlador borroso, y las características de la
respuesta temporal o en frecuencia del sistema [Tan 93], [Bra 79aJ.
- la inicialización de los factores de escala o la base de reglas de partida suele
realizarse subjetivamente, o por métodos de prueba y error [Vil 93], [Bar 90]
- son métodos tediosos y muy costosos en tiempo.
- dependen del dominio de aplicación, por lo que no existe un procedimiento
general; según el sistema de trabajo los efectos son más influyentes [Ass 74].
- la variación de las ganancias de las entradas provoca frecuentes cambios en la
tabla de reglas, lo que empeora la convergencia de éstas [Bar 90], [Mam 75a] y
puede provocar oscilaciones en torno al punto de consigna [Sha 88].
- se producen otros efectos no deseados (oscilaciones, redundancia, etc.).
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Ventajas 1 Desventajas de La SINTONÍA CUANTITA TWA
+ permiten sistematizar técnicas de sintonía asistidas por ordenador.
+ suponen un ahorro de tiempo computacional y memoria.
+ aumentan la velocidad de cálculo y la eficiencia.
+ en algunos casos,es posible establecer una sintonía en línea en tiempo real.
+ ayudan a evitar las oscilaciones que pueden resultar de realimentar el proceso.
+ mejoran el control.
- los algoritmos son en general complejos [Sha 88], [Cip 93].
- algunos de los métodos presuponen una información cuantitativa bastante
completa, suficiente para representar el conocimiento del experto perfecta e
íntegramente [He 93], [Bat 91], [Ros 93], [Vii 93].
- los valores iniciales (parámetros de ajuste de las reglas, umbrales de los criterios,
factores de escala) se suelen generar de forma subjetiva, por métodos de prueba y
error o mediante reglas heurísticas [Mae 92], [Bar 90], [Cip 93]
- la convergencia de los algoritmos que implementan el ajuste depende fuertemente
de otros parámetros que se fijen para el controlador borroso.
- son estrategias no generales, definidas para superficies de control particularizadas
para casos concretos [Pal 93], [Ros 93]. Dependen de la aplicación (dominio,
variables de entrada, modelo, etc.) y de la representación del conocimiento.
- aparecen algunos de los problemas contemplados en el ajuste cualitativo:
empeoramiento de la convergencia de las reglas, redundancia de éstas, influencia
de otros factores, etc.[Sha 88J •. -
- es habitual la aparición de fenómenos cíclicos en la respuesta de control, lo que
produce inestabilidad en el control y un gran tiempo de asentamiento.
- influencia en la estabilidad y robustez del controlador, poco estudiadas todavía.
- no siempre se alcanzan las expectativas iniciales, ya que la sintonía a veces no
permite variar las ganancias lo necesario para conseguirlas.
- en algunos casos no se produce una sintonía continua de las ganancias (sólo se
actualizan sus funciones para ciertas condiciones), con lo que éstas pueden no
converger a valores fijos.
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4.5 CONCLUSIONES
Como se ha visto en los capítulos anteriores, gran parte de la flexibilidad
inherente a los controladores borrosos se debe a que cuentan con numerosos grados de
libertad a la hora de especificar sus componentes. Aunque esta sobreparametrización
complica su análisis, permite una amplio margen de posibilidades en su comportamiento.¡
Por otro lado, esto ha dado lugar a distintas propuestas de sintonía, puesto que son¡ muy variados los elementos en los que centrar el ajuste. Por eso se ha considerado
conveniente delimitar, en primer lugar y en lo posible, la influencia de algunas de estas
especificaciones, para luego, desde una estructura general pero determinada, abordar el¡
problema de la sintonía de los parámetros.¡ Al revisar los diversos métodos de ajuste referenciados en la literatura de control, la
primera conclusión que salta a la vista es la falta de un procedimiento sistemático de¡ sintonía para este tipo de controladores; tarea que parece inabordable, ya que para cada
aplicación se parte de una configuración seguramente distinta del regulador. Las técnicas
propuestas son válidas en situaciones específicas, por lo que la resolución general del¡
problema sigue aún abierta.
¡ Sin embargo, es patente la utilidad de una taxonomía como la realizada, que cumpla
una función de consulta y referencia para saber a priori las consecuencias de una¡ determinada elección, o incluso, si para una aplicación real se parte de una configuración
ya fijada, que permita seleccionar el método que parezca más apropiado para el ajuste de¡ sus parámetros.
¡ Es de destacar el esfuerzo que se está realizando en este tema, lo que ayala la
importancia del control borroso. La sintonía es un aspecto que conileva grandes mejoras,
puesto que permite seleccionar algunos de los parámetros del regulador con criterios de¡
eficiencia, estabilidad, etc.
¡
¡
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CAPITULO 5
TECNICAS CLÁSICAS DE SINTONÍA
S.J INTRODUCCIÓN
El diseño de un controlador exige un profundo conocimiento de los requerimientos
del sistema a controlar y de las características del regulador, para asegurar la conveniencia
de aplicar un método u otro de control en cada aplicación determinada. Esta tarea no es
fácil puesto que a menudo las especificaciones fijadas se encuentran interrelacionadas entre
sí, y no siempre es posible conseguir los resultados con la precisión esperada.
En la mayoría de los procesos industriales, los controladores convencionales dan
unos resultados aceptables para los requerimientos de la aplicación. Junto con su robustez
y simplicidad inherentes, esto ha contribuido a que se hayan consolidado como
herramientas muy útiles, y que no hayan sido desplazados por otros modernos algoritmos
de control. Sin embargo, sí se han podido beneficiar de los grandes avances que se han
producido en los últimos años en la teoría de sistemas, en la electrónica y en la informática,
lo que les ha dotado de facilidades tanto de funcionamiento como de ajuste.
Su ininterrumpido desarrollo está motivado fundamentalmente por dos razones: la
primera, porque este tipo de regulador es sencillo, rápido, fácil de realizar y, usualmente,
fácil de sintonizar; la segunda, porque su estructura clásica es bien conocida y aceptada en
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el mundo industrial, lo que ha permitido que los operarios de planta tengan un
conocimiento bastante generalizado de lo que significa el comportamiento de los diferentes
parámetros del regulador, desde el punto de vista de su sintonía con el proceso, y se
encuentren cómodos en ese entorno.
Esto ha hecho que se desarrollen un amplio abanico de técnicas de sintonía, de
demostrada eficacia. Por lo tanto, a la hora de plantear un estudio de la sintonía de
cualquier otro método de control, conviene partir de lo que se ha venido desarrollando
durante las últimas décadas, que ha sido avalado por innumerables aplicaciones reales.
Además, si se trabaja con sistemas que incorporan experiencia y conocimiento,
como es el caso de los controladores borrosos, parece lógico revisar la experiencia y
conocimiento que hay sobre el tema hasta el momento actual, aunque sea para otro tipo de
controladores, y estudiar su aplicabilidad.
Por último, se aplican al PID en particular ya que es el elemento de control más
utilizado, y para el que se han desarrollado la mayoría de las técnicas.
5.2 ESTRATEGIAS DE CONTROL
Los controladores están actualmente en una fase interesante de desarrollo, donde
características como autosintonía, ayudas al operario, flexibilidad de configuración, etc.,
son necesariamente añadidas a los sistemas de control. Entre las distintas razones de este
desarrollo está el avance de la microelectrónica, que abarata los microprocesadores cuyo
poder computacional esta continuamenk .creciendo. Otra razón es la presión de los
usuarios y aplicaciones, y una tercera es el crecimiento de la experiencia en el uso de
control avanzado.
La denominación de técnicas adaptati vas se usa para cubrir distintas estrategias de
control: desde la autosintonía a la ganancia programada y adaptación [Ást93]. Aunque las
investigaciones en técnicas adaptativas se han focalizado casi exclusivamente en esta
última, la experiencia muestra que la autosintonía y la ganancia programada tienen también
un interés muy amplio en el mundo industrial.
Se comentan a continuación las características generales de cada una de estas
estrategias, para guiar la elección de la más conveniente en el control de un proceso.
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Autosintonía
Sintonía automática o autosintonía es la estrategia por la cual el controlador es
sintonizado automáticamente a petición del usuario. Típicamente, el usuario pulsará
un botón o enviará una orden al controlador.
La sintonía automática también puede ejecutarse usando un equipo externo. Estos
elementos están conectados al lazo de control solamente durante la fase de ajuste.
Cuando la fase de sintonía se tennina, el sistema de calibración sugiere unos
parámetros del controlador.
Sin embargo, estos elementos requieren bastante información en orden a dar una
apropiada sugerencia de parámetros. Esta información incluye la estructura del
controlador (serie o paralelo) [Mor 90a], el periodo de muestreo, las constantes del
filtro, y las unidades de los distintos parámetros del controlador (apanado 5.4).
Ganancia Programada
Por ganancia programada se entiende un sistema en el que lbs parámetros del
controlador cambian dependiendo de unas variables auxiliares medidas, con las que
se relacionan las variaciones en la respuesta. La variable programada puedes ser,
por ejemplo, la señal de control o una señal externa. Por razones históricas, la
palabra ganancia programada se utiliza incluso cuando son el tiempo derivativo o el
tiempo integral los que cambian.
La ganancia programada es un método efectivo para controlar sistemas cuyas
dinámicas cambian con las condiciones de operación; de todas formas, no ha sido
muy usada por el esfuerzo que requiere implementarla. Cuando se combina con la
autosintonía, se facilita su realización.
Control Adaptativo
Control adaptativo es el de un controlador cuyos parámetros están continuamente
ajustándose para acomodarse a los cambios en la dinámica del proceso y a las
perturbaciones. En algunos casos se incluye en este apartado la ganancia
programada.
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Para la elección de una de estas estrategias, el primer paso a considerar es el
funcionamiento del controlador. Si los requerimientos son modestos, se puede utilizar un
controlador con parámetros constantes y sintonía clásica. Con una demanda más exigente
cabe considerar otras soluciones, como por ejemplo la autosintonía.
Si la dinámica del proceso o la naturaleza de las perturbaciones varían, es útil
compensar estos cambios modificando el controlador. Cuando se pueden predecir las
variaciones en la señal medida, la ganancia programada es simple de aplicar y da un
funcionamiento superior y ¡it robusto que la adaptación continua. Ejemplos típicos de
estas variaciones son las causadas por no linealidades en el lazo de control. La autosintonía
puede ser una buena ayuda para configurar la ganancia programada.
Los casos donde las variaciones en la dinámica del procesos no son predecibles, no
son controlables por un sistema de ganancia programada, y deben ser tratados con
adaptación. Ejemplos característicos son los debidos a perturbaciones no medibles.
También la autosintonfa se utiliza para inicializar el controlador adaptativo, y se denomina
a este proceso de ajuste del controlador sintonía inicial o presinton fa.
Figura 5.1 - Estrategias dc control
El control “feedforward” merece una mención, ya que es un método muy potente
para tratar con perturbaciones medibles. El uso de este tipo de control requiere buenos
‘o’
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modelos de la dinámica del proceso, y es difícil de sintonizar automáticamente a petición
del usuario, ya que el operador a menudo no puede manipular las perturbaciones usadas en
este tipo de control. La adaptación es lo más conveniente en este modo de control.
De este breve resumen de las técnicas adaptativas de control se concluye que la
autosintonía es una característica altamente deseable y útil, como lo indica también la
experiencia, lo que muestra la conveniencia de estudiar las distintas estrategias clásicas de
sintonía que se vienen aplicando.
Existen diversas formas de Uevar a cabo la sintonía de los controladores; se suelen
clasificar en métodos directos e indirectos, según se basen en la respuesta del sistema o en
un modelo de éste. Se van a exponer, por tanto, distintos modos de modelar un sistema, y
a partir de ellos se enuncian luego los distintos métodos de sintonía.
5.3 MODELIZ~4CIÓN
El modelo de un sistema es cualquier tipo de descripción abstracta que refleja
convenientemente sus características relevantes. La modelización puede tener distintos
objetivos: desde la extracción de algunas propiedades simples de la respuesta transitoria
hasta el desarrollo del tradicional modelo de control en términos de su función de
transferencia o respuesta a un impulso. Estas características de los procesos se pueden
estimar (observar) a partir de la respuesta del proceso a determinadas señales.
A continuación se van a describir, muy sucintamente, algunos de los modelos que
se usan en control.
5.3.1 Modelos en el dominio temporal
La dinámica de un proceso puede determinarse de la respuesta de un sistema a una
entrada impulso, escalón, rampa, o cualquier otra señal determinística. Para obtener la
respuesta transitoria del proceso es suficiente cuando el sistema es lineal, no hay
perturbaciones medibles y el sistema está en el equilibrio antes de excitarlo. Aunque estas
condiciones son bastante restrictivas, el método de la respuesta temporal es suficiente para
determinar modelos simples, en los que se suele basar el control PID.
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Estas técnicas de estimación se basan en que la mayoría de los procesos industriales
producen una respuesta monótona creciente estable a una entrada escalón, similar a la
respuesta de un sistema de primer orden con retardo puro. Por lo tanto, se puede aceptar
un modelo de este tipo, cuyas características típicas en el dominio temporal son la ganancia
estática K, la constante de tiempo dominante Tp y el retardo aparente To.
Gm(s) K e —sTo
1+s.Tp
(5.1)
Existen diversas técnicas de estimación gráfica para estos modelos [Mor 92]. En
todas ella se supone la entrada un escalón unitario y condiciones inciales nulas para la
función de transferencia.
5.3.1.1 Respuesta a un salto
Las tres características definidas anteriormente se pueden determinar de la
respuesta delproceso yq) a un salto en la entrada, y son suficientes para obtener el modelo
de primer orden con retardo dado paría ecuación (5.1).
Como se basa en pocos valores
bastante sensible a inexactitudes.
de la respuesta (Figura 5.2a), este método es
K = y(+oc)
0.632K
To
Figura 5.2a - Sistema ests¡b¡e con respuesta monótona creciente a un salto
a
4-fr
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Modelos de orden más alto pueden obtenerse también del método de la respuesta a
un salto [Seb 89].
5.3.1.2 Determinación de las áreas
Se basa en la determinación de las áreas que quedan bajo la respuesta de un sistema
estable a un salto, por lo que es menos sensible a perturbaciones a altas ftecuencias.
Primero sedetermina el valor de la ganancia K del sistema en estado estacionario, como en
el caso anterior. Si Ao es el área comprendida entre la respuesta y la señal de referencia
(Figura 5.21,), una medida del tiempo transcurrido hasta que el sistema alcanza el 63.2% de
la referencia es:
Ao = [y(+oo) — y(t)Jdt
Ao
To + Tp = —
K
(5.2a)
(5.2b)
El área que queda bajo la respuesta del sistema hasta el instante To + Tp se
denomina Al, y se puede calcularen función de ella la constante de tiempo aproximada Tp:
Al=J:Py(t).dt
Al
K
0.632K
(5.2c)
(5.2d)
Figura 5.Zb - Arcas en una respuesta monótona creciente a un salto
y
To Tp
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Estas ecuaciones son casos especiales de un método general, con el que se
determinan las características de la función de transferencia de un sistema a bajas
frecuencias, denominado Método de los Momentos [Ást88]. Puede ser aplicado también a
otro tipo de entradas que no sean un salto.
5.3.1.3 Método del intervalo entre tiempos
Se basa en el conocimiento de los instantes de tiempo, t1 y t2, en los que la
respuesta del sistema alcanza el 28.3% y el 63.2% respectivamente del valor estacionario.
Una vez obtenida la ganancia estacionaria K como el cociente observado entre la salida y el
cambio provocado en la entrada, los otros parámetros del modelo se calculan:
Tp = 1.5(t2 - t1) (5.3a)
To = t2 - Tp (5.3b)
Este método es bastante simple, y permite obtener una buena aproximación
[Mor 92].
5.3.1.4 Estimación de sistemas oscilatorios
Sistemas con una respuesta oscilatoria pueden ser aproximados por un modelo de
segundo orden de la forma:
K.w
s
2+2~s+w2 (5.4)
Los parámetros de este modelo son la ganancia estática K, la frecuencia natural wy
el coeficiente de amortiguamiento t. Se determinan de forma aproximada de su respuesta a
un salto (Figura 5.3), midiendo primero el periodo de oscilación Tc y el amortiguamiento
d, y calculando a partir de ellos los parámetros mediante las expresiones:
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d=e Tc =
w.JT7~ (5.5)
de donde se despejan:
(2n ¡ logd)2 1 (5.6a)
(5.6b)
Tc4i7~
yO)
1 .2
1
0.8
0.6
0.4
0.2
o
~oo
Figura 5.3 - Sistema con respuesta oscilatoria
5.3.1.5 Estimación de sistemas discretos
Un sistema se puede describir también por un modelo discreto [Ást 93], como el
dado por la ecuación:
0(z) — (5.7)
Hay numerosos métodos para determinar los parámetros de este modelo; por
ejemplo, el método de los mínimos cuadrados.
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5.3.2 Modelos en el dominio de la frecuencia
Si a un sistema lineal estable, descrito por una función de transferencia G, se le
introduce una entrada sinusoidal, la salida también es periódica. Su respuesta en frecuencia,
denominada G(iw), se representa como el número complejo:
GQw) A(w).e¡9(W) (5.8)
donde 4w) = IG(iw)I representa la amplitud de la función y 9(w) = arg(G(iw)) la fase.
Su representación. en el píano complejo da una descripción completa del sistema,
aunque sólo unos pocos puntos son relevantes.
Las características típicas de un sistema en el dominio de la frecuencia son el
margen de ganancia, el margen de fase, la ganancia crítica, el periodo crítico, etc. Estas
cantidades están relacionadas con propiedades de la curva de Nyquist de la función de
transferencia (Figura 5.4).
A
w
ImG(iw)
Re G<’iw)
G(iw)
Figura 5.4 - Curva de Nyquist del sistema Oy punto crítico
Existen varios métodos experimentales para la determinación indirecta de los
puntos relevantes de la respuesta en frecuencia; concretamente, para determinar la
ganancia crítica Ku y el periodo de oscilación mantenida Tu, definidos como la ganancia de
un controlador proporcional a partir de la cual el sistema en lazo cerrado deja de ser
¡07
Técnicas clásicas de sintonía
estable, y el periodo de la oscilación que se consigue con ese valor de ganancia. Este punto
de la curva de frecuencia (wc,) se denomina frecuencia crítica o de cruce, porque es la
frecuencia a la cual G(iw) tiene una fase de -18O~, y es donde la curva de Nyquist corta el
eje real negativo. El conocimiento de este punto crítico es lo único que necesitan algunos
métodos de sintonía.
La mayoría de los métodos de sintonía se basan en la identificación de esos puntos
de la respuesta en frecuencia del proceso —incluso solamente de la determinación de wc—,
que se obtienen generalmente mediante el método de la oscilación mantenida o forzando la
oscilación de la variable controladadel proceso mediante un relé.
5.3.2.1 Método de la oscilación mantenida
Consiste en cerrar el lazo de control con un
ganancia dc éste hasta conseguir que el sistema
pequeños cambios bruscos en el punto de consigna.
señal de control:
Ku. G(iwj = -1
controlador proporcional, y variar la
oscile con amplitud constante pan
u(t) = - Kp.y(t)
1G<iwj = -~ (5.9)
Una vez conseguida esa ganancia Ku, se mide el periodo de la oscilación
mantenida, que es Tu.
Fue propuesto por Ziegler y Nichois en 1942 [Zie 42]; como es un método de
prueba y error puede requerir excesivo tiempo, y existe el peligro de inestabilizar el
sistema, si bien da resultados precisos.
5.3.2.2 Método de correlación
En este método, una pequeña secuencia pseudo-aleatoria binaria (PRBS) se
introduce como señal de prueba u(t), y se obtiene la salida resultante del proceso y(t). La
correlación 4,,4t) entre u(t) e y(t) se utiliza para calcular la respuesta a un impulso del
proceso g(r) como sigue [Han 9 ib]:
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/ N-l
g(r) = —.L~—N-— IIt~(t)+Xt~(k)I
lj\~ (5.10)
donde A es la amplitud de la señal PRBS, h es el intervalo de muestreo, y N es el periodo
de la señal. La respuesta al impulso medida se transforma numéricamente en su respuesta
en frecuencia, de la cual se puede determinar la ganancia crítica, el periodo crítico, la
ganancia estáticay el retardo normalizado del proceso.
5.3.2.3 Método del Relé
Las características del sistema en el dominio de la frecuencia pueden ser
determinadas de experimentos con una realimentación tipo Relé (controlador todo-nada),
propuestos por Ástróm y Hilgglund [Ást84], y conocidos como el Método del Relé. Está
representado en el siguiente esquema de control (Figura 5.5):
Se basa en que, al introducir un relé en un lazo de control, en la mayoría de los
procesos el relé produce una oscilación en forma de ciclo límite, con un periodo Tu
cercana a la frecuencia crítica w~, y un amplitud a que permite calcular la ganancia crítica
Ku. Finalmente, los parámetros del PID se calculan de acuerdo con las especificaciones
del control, por ejemplo, con un margen de fase deseado Fm, o aplicando las fórmulas de
Ziegler-Nichols, como se describe en los apartados 5.5.2.5 y 5.5.2.6.
Figura 5.5 - Esquema de autosintonla utilizando el Método del Relé
A: Automático
T: Sintonía
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Si la salida del relé se desarrolla en serie de Fourier, y suponiendo que el proceso
atenúa los armónicos más altos, el primer armónico de la serie es 4<1/it, siendo <1 la
amplitud del relé. Si a es la amplitud de la oscilación de la salida del proceso, entonces
relacionando la entrada al proceso (salida del relé) con la salida:
2it —it.a 2itGÚw~)=G(i—)=—-——— y Tu=— (5.11)
Tu 4d
Se puede controlar la amplitud de la oscilación, puesto que es proporcional a la
amplitud del relé, ajustando ésta, y fácilmente se calcula el punto crítico del proceso.
A partir del periodo Tu y amplitud de las oscilaciones, se pueden obtener también
modelos de primer y segundo orden del proceso, como se expone en el apartado 5.3.3.
Una estimación del retardo máximo se calcula a partir de la separación entre los instantes
asociados a las conmutaciones del relé y los instantes en que la salida toma sus valores
extremos. Analizando después la respuesta en lazo cerrado del proceso frente a un cambio
en el punto de consigna, se puede obtener una estimación precisa de la ganancia estática, si
el proceso no está perturbado.
Otra forma de determinar la dinámica del proceso con un relé es conectar otro
elemento en serie con el proceso. Por ejemplo, un relé seguido de un integrador permite la
obtención del punto donde el proceso tiene una fase de -9W, y con un diferenciador, el de
fase -27O~.
Este método da resultados aproximados, pero el tiempo empleado en la estimación
suele ser generalmente menor que con otras técnicas similares.
El método de la función descriptiva se puede utilizar para saber si la función no
lineal introducida en el lazo provocará o no una oscilación. Se expone un análisis detallado
de esta función en el Apéndice C.I, así como de las condiciones de oscilación tanto para
relés simétricos como asimétricos (Apéndice C.2).
Se amplía en los siguientes apartados esta técnica del relé, considerando el relé con
histéresis y particularizando éste al caso asimétrico.
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Relé con histéresis
Son varias las ventajas de usar un relé con histéresis (Figura 5.6), en lugar de un
relé ideal. Con un relé ordinario, una pequeña cantidad de mido puede hacer que el relé
conmute. Introduciendo la histéresis, el ruido debe ser mayor que la anchura de la histéresis
para hacer que el relé cambie.
y’
ti
-4---
u
E
4—
-d
Figura 5.6 - Relé con histéresis Rs(d, ~)
Aplicando estrictamente la teoría, no todos los procesos pueden ser forzados a
oscilar con un relé, porque su función descriptiva está sobre el eje real negativo o paralela a
él en el tercer cuadrante, dependiendo de la presencia o ausencia de histéresis. Es decir, un
relé sin histéresis solo se puede utilizar cuando Gffw) intersecciona en el eje real negativo,
mientras que un relé con histéresis es aplicable si cruza el eje imaginario negativo. Cabe
también la posibilidad de no usar relé-si la fase del proceso <3<1w) es mayor que -ir/2 para
toda frecuencia w. Por esta razón, algunos algoritmos añaden un integrador entre el relé y
el proceso; en la práctica, ésto generalmente no es necesario ya que, de hecho, en cualquier
implementación digital del controlador el mismo periodo de muestreo introduce un retardo
de fase, y en las aplicaciones reales la variable del proceso y(t) se filtra para eliminar el
mido. Luego se puede asumir que todos los procesos, en los casos prácticos, oscilan con
un controlador tipo relé.
Un análisis de la función descriptiva sirve para determinar las características del
proceso y ver las oscilaciones obtenidas (Apéndice CA). La función descriptiva del relé
simétrico con histéresis es:
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N(a) = ~ i—(1) —iE-.jJ (5.12)
donde des la amplitud del relé, e la histéresis del relé y a la amplitud de la señal de entrada.
La negativa inversa de esta función descriptiva es una línea paralela al eje real (Figura 5.7).
La oscilación corresponde al punto donde la función descriptiva negativa inversa cruza la
curva de Nyquist del proceso, es decir, la ecuación (CL.3).
Se pueden obtener distintos puntos de Nyquist repitiendo el experimento para
distintas relaciones entre cl y e. Es fácil controlar la amplitud del ciclo lhnite a un nivel
deseado eligiendo convenientemente la amplitud del relé.
Si el relé tiene histéresis, el punto de la curva de Nyquist que se obtiene no es el
punto crítico (Figura 5.7), sino otro punto de G(iw), llamado A, de frecuencia iVa. El
requerimiento de un margen de fase <bm por ejemplo, conileva que el diagrama de Nyquist
del sistema en lazo cenado Gc(iw>.G<iw), siendo Cc(s) la función de transferencia del
controlador, debe cortar el cfrculo unitario en un punto B; entonces, el margen de fase
requerido puede obtenerse resolviendo la ecuación compleja:
A.GC(iW4) = B (5.13)
que puede estar sujeta a restricciones, como calcular los parámetros del regulador que
hagan coincidir ese punto A con B (apanado 5.5.2.6).
Figura 5.7 - Intersección de la función descriptiva de un relé con histéresis y la curva de Nyquist
Re G(iw)
Im G(iw)
0(1w)—l
N (a)
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También es posible introducir otro tipo de no linealidades en el lazo de control, u
otros bloques lineales en serie con el proceso (integrador, etc.) para calcular los puntos del
sistema con una determinada fase.
La amplitud del relé es inicialmente asignada a un 10% del rango de la salida, y se
ajuna después —generalmente durante las dos primeras oscilaciones— para que de una
oscilación aproximadamente de al menos del orden de tres veces el nivel de mido sobre la
salida para que tengan una amplitud significativa.
La histéresis del relé se determina automáticamente en base a medidas del ruido
medible.
Particularizaciones: el relé asimétrico
Una vez estudiada la conveniencia de introducir o no la histéresis para cada caso,
cabe la posibilidad de definir distintos tipos de relés con histéresis, en función de la posición
del origen de los ejes en el rectángulo de la función característica del relé (Figura 5.6)
Se muestran a continuación, en las Figuras 5.8, tres tipos de relés asimétricos con
sus correspondientes respuestas temporales.
Relé Tipo 1: mantiene el eje vertical en el centro del rectángulo y desplaza el eje horizontal
hacia arriba o hacia abajo.
s(t>
A¡
-s
e(t)
E
-A2
Figura 5.8a - Relé asimétrico Tipo ¡
¡¡3
A, 0.2
t~ 0.1
-c1 -0.1
-0.2
-0.3
-0.4
A2 -0.5
1500
Figura 5.8h - Respuesta temporal con un Relé Tipo 1 (el=e2=0.1; Al = 0.2; A2 -0.5)
Relé Tipo 2: desplaza en el mismo sentido los ejes horizontales y verticales del relé. Por lo
tanto, tanto su amplitud como su histéresis son asimétricas.
A¡
s(t)
e(t)
Sj
-A2
Figura 5.9a - Relé asimétrico Tipo 2
o 500 1000
¡‘4
y(t), UCÍ)
A, 0.4
82
0.2
o
-0.2
-0.4
-OB
A2 0.8
1500
Figura 5.9b - Respuesta temporal con un Relé Tipo 2 (cl = 0.1; e2 = -0.3; Al = 0.4: A2 = -0.8)
Relé Tipo 3: desplaza en sentido contrario los ejes horizontales y verticales del relé.
A,
-82
s(t)
e(t)
8¡
-A2
Figura 5.lOa - Relé asimétrico Tipo 3
o
¡¡5
fi:), u(t)
A, 04
0.2
t2
-0.2
-0.4
-0£
A2 0.8
Figura S.lOb - Respuesta temporal con un Relé Tipo 3 (el = 0.3; e2 = -0.1; Al = 0.4; A2 = -0.8)
Este último tipo es el que logra las oscilaciones más simétricas, y al mismo tiempo
maximiza la integral de la entrada. Un razonamiento intuitivo que ayala estas conclusiones
es el siguiente. Se supone la relación entre las amplitudes A2> A1, hipótesis realizable con
los tres tipos de relés, y las histéresis iguales. Cuando el sistema se encuentra en el ciclo
limite, la duración durante la cual la entrada será igual a -A2 será más corta que cuando la
entrada sea igual a A1, ya que T2 cT1 (el periodo depende inversamente de la amplitud del
relé). Cuando la histéresis del relé no es simétrica, si se observa que la entrada pasa de -A2
a A1 cuando la salida se hace inferior a -E2, se puede suponer que cuanto mayor sea e1 más
se retardará el instante de paso de -A2 a A1, y por lo tanto las oscilaciones serán más
simétricas en el dominio temporal (s~ ya acortañdo la diferencia entre los periodos T2 y T1,
ya que son directamente proporcionales a la histéresis).
Este razonamiento intuitivo se puede establecer de forma analítica para el caso de
un proceso de primer orden con retardo, representado por la siguiente función de
transferencia:
K.eSTOGp(s) =
1+s. Tp
(5.14)
para el que se va a calcular su periodo y ganancia críticos, parámetros necesarios para el
ajuste del controlador.
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En el casó de un relé simétrico, Rs(d, e), Tsypkin [Tsy 58] estableció que el periodo
de oscilación Tc es:
Tc = 2Tp.ln K.d.(2eTO¡TP~1)+e
Aid-e
(515)
Si el retardo es nulo (To = O), de esta expresión se deduce:
Tc=2Tp.ln K.d+ e4~Tp
K.d—e K.d
(5.16)
Cálculo del periodo para un relé asimétrico Ra(AJ, A2, e 1, e 2):
Como el proceso es de primer orden, la ecuación de la salida entre dos variaciones
de la entrada (respuesta constante a tramos) se puede expresar como:
£ — tv
y(fl=C.e Tp +K.u(tv) (5.17)
donde tv es el último instante asociado a
actual t. C es una constante a determinar.
un cambio de la entrada, que precede al instante
Figura 5.11 - Ejemplo de oscilación obtenida con un relé asimétrico en un proceso de primer orden con
retardo.
y”:> vilO
T
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Sean t1 y t2 los instantes asociados respectivamente a los cambios de la entrada
(Figura 5.11). La ecuación anterior se puede escribirde la forma siguiente:
—
ti
yí(t) = Che
yi(t) = Cz.e
Tp +ICAí
t — 12
Tp +1CA2
para t
1 + To =t =t2 + To
para t2 + To =t =t1 + Tc + To
Denominando T1 = t2 - t1, y T2 = t1 + Tc - t2, y calculando las condiciones limites,
se obtiene el siguiente sistema de ecuaciones:
Ti
y¡(t9=e2e~ Cí.e
T2
y2(t2+T2) = -Si ~ Cz.e Tp — K. A2 = —Ei
y¡(t2+To) =y2(t2+To) ~ C¡.e
TI To
Tpe Tp+KA¡C2e
Ti To
y2(t,+Tc+To) =y1(t¡+To) ~ C~.e Tp.e Tp—K.Aí=C¡.e Tp+K.Ai (5.19d)
La resolución de este sistemu de cuatro ecuaciones con cuatro incógnitas (C1, Ch,
T1 y T2) permite deducir:
Tú
k.e Tp (Aí + Aí) + (si — K. Aí)
Ti=Tp.ln (5.2Da)
K. A’ — Si
Tú
k.e T~> (Aí + Aí) + (sí — K.A,)
Ti = Tp.l,. (5.2Gb)
K.Aí—ei
(5.lSa)
(5. lSb)
Tp + K. Aí C2 (5.19a)
(5.19b)
Tú
Tp —K.Aí (5.19c)
To
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de donde el periodo de oscilación Tc del ciclo limite es:
( Tú Te
k.eTP(Aí + A2) + (Ez— K. A¡)}jk.e TP(Aí + A2) + (sí — K. Az)3
Tc~ Ti+Tz = Tp.ln (K.Ai—Ej.(K.A¡—ez)
(5.21)
Si el retardo es pequeño, se puede hacer un desarrollo de la expresión tomando los
primeros términos, y del logaritmo alrededor de To = O, del que resulta:
de donde:
(5.22a)
(5.22b)
Ti = Tp.(ei+sz) To.(Ai+ Az
)
+K.Aí A’
Tz Tp.(eí+ ea) To.(A¡+Az+
K.A2 Aa
Tp.(sí +52)(AI + A2) To}A¡ + AO2Tc~t +
K.Az.Aí A,.A2
(5.23)
Se observa entonces en este caso que los periodos difieren a causa de las diferentes
amplitudes del relé, pero se obtendrían los mismos resultados utilizando una histéresis
simétrica.
Cuando A, = A
2 = cl, y Ej = E2 = E, las fórmulas obtenidas son idénticas a las
obtenidas para el caso simétrico.
Equivalencia entre un relé asimétrico y un relé simétrico:
La relación entre el relé simétrico y los asimétricos, que se ha puesto de manifiesto
al calcular sus respectivos periodos de oscilación, también se puede mostrar desde su
‘¡9
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estructura. Para ello, se especifican la entradas correspondiente al relé asimétrico que le
equiparan con el simétrico, como se observa en la Figura 5.12.
-e0
.5(1) 2,4!
si
4
Ra(A¡, A2, E¡, e2)
sf1>
¿—4— —
— s«q
.
___ —fr---
4 ¡
Rs(d=A
1 +Aj2, E=E1 +EJ2)
Figura 5.12 - Equivalencia entre un relé asimétrico Ra y un relé simétrico Rs
Cálculo de la ganancia crítica Kupara un relé asimétrico Ra(AI, A2, e 1, E 2)
De forma análoga a como se ha calculado el periodo crítico del proceso para el caso
de un relé asimétrico, se calcula la ganancia crítica; son los dos parámetros necesarios para
el ajuste del controlador PID mediante las fórmulas de Ziegler-Nichols (Tabla 5.3).
Esta ganancia Ku se puede obtener a partir de la función descriptiva de la no
lincailidad (Apéndice C.2) y de forma directa, a partir de la entrada y salida del proceso. Si
se representan éstas de forma aproximada por:
u(t) = u0 +a1 cosw~t -i-b1 sen w~t (5.24a)
(5.24b)y(t) =y0 +a,cosw~t+b2senw~t
la estimación de los seis parámetros (u0, a1, b1, yo. a2, b2) que intervienen en esas
ecuaciones se actualiza con cada cambio en la entrada. Para calcularlos, se denominan t1, t2
y t, los instantes de tiempo asociados con los tres últimos cambios de la entrada (Figura
5.11); t1 representa asimismo el instante actual ¡.
Se define la pulsación w~ como:
A>
A-/e
2
«0
+
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wn= (5.25)
— t
3
Los tres primeros parámetros se pueden estimar entonces por:
= 1 J’u(t)dt= [A1(t2 —t3)—A2(t1 —t2)] si u>O, parat=t1
i 33 tj~t3
1
— — [A1(t1—t2)—A2(t2 —t3)]siucO, parat =t1
(5.26a)
a1 =‘j u(t)cosw~t.dw~t = 2 j u(t)cosw~t.dw~t = 2 f’u(Ocosw~t.dt
1
= —[A1(senw~t2 —senw~¡3)— A2(senw~t1 —sen w~t2)] si u>.O para t =t1
it
1
= —[A1(senw~t1 —senw~t2) — A2(senw~t2 —sen w~t3)] si u <O para t =t1
it
(5.26b)
= 2 J.rÁ)d
ti —t3 ‘3
1
— —[—A1(cosw~t2 —cosw~t3)+ A2(cosw~t1 —cosw~t2)] si u>0 parat =t1
It
1
=—[—A,(cosw~t1 —cosw~t2)+ 4(cosw,t2 —cosw~t3)] si u <O para t =t1
It
(5.26c)
Estos tres coeficientes defmen la entrada del proceso (S.24a). Para calcular los tres
parámetros de la salida hay diversas posibilidades. Por ejemplo, se puede aproximar la
salida oscilatoria del proceso mediante la expresión:
y(t) = y0 + A sen(w~t+ p) (5.27)
donde A representa la amplitud estimada de las oscilaciones de salida, y 9 es un parámetro
a estimar. Este desfase se calcula sabiendo que en el último cambio de la entrada la salida
vale, o bien e1, en el caso de que la entrada sea positiva para t > tí, o bien ~2 en el caso
contrarío.
¡21
Técnicas clásicas de sintonía
El signo de la derivada en el instante t¡ permite escoger entre las dos soluciones
posibles que existen por la resolución de las ecuaciones. La ventaja de esta alternativa es
que respeta la amplitud medida de las oscilaciones, lo que no ocurre cuando se utilizan
como ecuaciones los valores de la salida en los dos últimos instantes de tiempo t1 y t~.
Los tres coeficientes relativos a lasalida vienen entonces definidos por:
1 r’í
yo jy(t).dt
ti — ¡‘3 ‘3
a2 = Asenq = Acos~
(128a)
(5.28b)
siendo A la amplitud cresta a cresta de las oscilaciones.
Operando con los distintos valores posibles de la salida para obtener el desfase,
resulta:
—E1 =y0+Asen(w»t+~) siu>Oparat=t¡
9 It — +arcsen(liEí ~0 jj si u>0 para ¡‘=t1
y análogamente:
9 = —w~t1 + arcsen(
Los parámetros
ecuaciones:
Sil Yo) iu<O (5 .29b)
de la función de transferencia buscada vienen dados por las
<3(0) —
u0
)b2+iaZ (5.30)
E1 +y0
sen(w~r+9—1O= A
(5.29a)
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u
Las estimaciones de la ganancia crítica Ku y de la fase ~u de ese punto estimado
(comprendido entre -it y O) sobre el lugar de Nyquist son:
1 _ a1
2Ku = P(&>~)I — <i~ -4-b
2
2 (5.31)
914 = —n + arctg~ — arctg1- = ~ + a
2b1 —a~~
a1a2+b1b2 (5.32)
Para cada tipo de relé asimétrico se puede hacer un desarrollo similar al realizado
para el caso simétrico, para calcular tanto las condiciones de oscilación (Apéndice C.2)
como la ecuación que permiten calcular los valores críticos del proceso para su utilización
en el ajuste del controlador.
Características del método del Relé
Este es un método excelente en la mayoría de los casos, aunque algunas cuestiones
permanecen todavía abiertas. La primera, que hay muy poca ayuda para decidir si la
histéresis debe emplearse o no. Una solución posible es usarla en cualquier caso, pero es
necesario determinar cual debe ser su amplitud, y su presencia puede deteriorar fuertemente
el transitorio de y«) en la fase de- sintonfá, especialmente si el retardo del proceso es
significativo en comparación con la dinámica principal, tal como se discute en [Ást92].
Finalmente, el procedimiento de sintonía se vuelve bastante complicado. Por eso, la
decisión de usar un relé con histéresis es crítica: en muchos casos sería deseable evitarla.
Cuando comienza la oscilación, es necesario reconocerla y determinar sus
parámetros característicos. Se consideran estabilizadas las oscilaciones cuando la variación
de su amplitud es inferior al 10%. El problema de su reconocimiento no es fácil. Incluso
asumiendo que está perfectamente resuelto, debe recordarse que las medidas están siempre
afectadas por mido, por lo que hay que tener cuidado al medir la frecuencia de la
oscilación. El algoritmo debería ser insensible a pequeñas incorrecciones en los resultados
de identificación.
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Finalmente, una vez que ha sido determinado un punto de G(iw), se calculan los
parámetros del controlador para mover ese punto a otro en el círculo unidad, con el margen
de fase requerido. De todas formas, esto no da información de cómo el diagrama de
Nyquist cruza el círculo unidad; el punto puede estar en cualquier región de la respuesta en
frecuencia del proceso, incluso, por ejemplo, cerca del pico de resonancia. Es más, no hay
predicción sobre cuál de los parámetros del controlador debe moverse si solamente se
moviera uno a la posición deseada, o cómo puede influenciar a la anchura de banda. De
hecho, la frecuencia de oscilación llega a ser la de cruce en lazo cenado, y es fácil
encontrar muchos ejemplos en los que esta frecuencia es demasiado alta. Antes de mover el
punto identificado sobre el círculo, el algoritmo debería asegurarse de que es un buen
punto.
Para evitar estos problemas, las fórmulas de sintonía empleadas no mueven
solamente el punto identificado sobre el círculo, Hay muchas versiones de estas fórmulas,
cada una orientada a una clase particular de procesos. Pero todas ellas, como se derivan de
casos particulares, no son capaces de predecir dónde debe ir exactamente el punto y, lo que
es peor para el usuario, requieren cieflo conocimiento sobre el proceso.
Una extensión de éste método se presenta en Leva [Lev 93], que reduce el
conocimiento necesario sobre la dinámica del proceso. Se basa en la exploración de más de
un punto de la respuesta en frecuencia del proceso antes de sintonizar el regulador, hasta
que se consiguen algunas condiciones defmidas por los requerimientos del control.
Solamente entonces se calculan los parámetros del PID. Esta búsqueda se realiza añadiendo
al lazo de control un retardo variable, calculado por el mismo algoritmo cada paso del
procedimiento.
5.3.3 Conversión a modelos temporales de modelos en el dominio de la frecuencia
Del modelo estimado en el dominio de la frecuencia, en términos de la respuesta
en frecuencia completa o al menos de dos puntos de la curva de Nyquist, se obtiene el
correspondiente modelo en el dominio del tiempo. Esto es útil si el controlador va a ser
diseñado en el dominio temporal (asignación de polos, respuesta a un salto de
Ziegler-Nichols, etc.). Las siguientes fórmulas de conversión [Ho 92] se utilizan para
obtener un modelo temporal a partir del conocimiento de la ganancia crítica (Ku), el
periodo crítico (Tu) y la ganancia estática (K).
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Gm(s)= K e~5Li
1+s.T1
KGm(s) = (1+ s.T2~ e — sIL2
(5.33a)
(5.33b)
Li=~{n—tg 2;Ti
)
(5.34a)
L2={H(n—2tg 2~tjT2) (5.13b)
5.4 DISEÑO DEL CONTROLADOR
Un controlador PID convencional es aquel elemento del sistema de control
realimentado que produce tres acciones de control: una, proporcional al error (up). otra
proporcional a la suma o integral del error (uf), y una tercera acción en función de la
derivada del error, que es la derivativa (~<fl~ Su algoritmo de control viene dado por:
u(t) = KP.[e(t)+iJ e(t)dt + Td.==Ú] (5.3 Sa)
donde ¡¿O) es la señal de control o v~riable manipulada en el instante t, y e(t) = r(t) - y(É) es
la señal de error o desviación entre la señal de referencia o de consigna r(t) y la salida del
proceso, que es la variable medida yft).
Este algoritmo es el considerado estándar por ISA (“Instrument Society
America”), y en función de él se definen los siguientes términos básicos y parámetros:
of
Acción de control proporcional (rip): es la acción que produce una señal de control
proporcional a la desviación de la salida del proceso respecto al punto de consigna.
Varía instantáneamente con la señal de error y alcanza un valor estacionario cuando
lo alcanza ésta.
donde:
y
Ti==J(Ku.K9~1
2n
2it
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Acción proporcional: u1/t) = Kp.eQ) (5.35b)
Acción de control integral (riO: es la acción que produce una sefial de control
proporcional al tiempo que la salida del proceso ha sido diferente del punto de
consigna. Tiene en cuenta la historia pasada de la señal del error y sólo alcanza el
estacionario cuando ésta se hace cero.
Acción integral: ~~(¡‘>= Kp r’
Ti .je(Ú-dt (5.35c)
Acción de control derivativa (u<¡>: es la acción de control que produce una señal de
control proporcional a la velocidad con que la salida del proceso está cambiando
respecto al punto de consigna. Predice los cambios en la señal del error y se anula
cuando ésta alcanza un valor estacionario.
Acción derivativa: uá(t) = Kp.Td. de(t) (535d)
Parámetros de ajuste del controlador PID:
-Ganancias proporcional (Kp), integral (Ki = Kp/TI) y derivativa (Kd = Kp.TJ):
son las constantes de proporcionalidad en las acciones de control proporcional,
integral y derivativa respectivamente.
-Constante de tiempo integral (Ti): es el tiempo, generalmente expresado en
minutos, que debe transcurrir para que la acción integral alcance (iguale o repita) a
la acción proporcional.
-Constante de tiempo derivativa (Td): es el intervalo de tiempo, generalmente
expresado en minutos, en el que la acción derivativa adelanta a la acción
proporcional.
-Frecuencia de reposición (1/Ti): expresada en repeticiones por unidad de tiempo,
indica el número de veces que la acción integral duplica a la acción proporcional en
una unidad de tiempo.
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En algunos casos no es necesario utilizar las tres acciones para conseguir las
especificaciones de diseño, sino que basta con la acción proporcional o con la combinación
de ésta y la acción integral o derivativa. Para anular la acción integral se elige un valor muy
grande de la constante de tiempo Ti, y para anular la acción derivativa se hace cero la
constante Td. Existe una extensa bibliograffa sobre la elección del tipo de controlador P,
PI, PD o PID más adecuado en un sistema de control. Las recomendaciones más conocidas
son las recogidas en Shinskey [SM 89]. Ástr6m [Ást 92] ha desarrollado una herramienta
de control para estudiar qué tipo de controlador es el más conveniente según el sistema a
controlar y automatizar la elección.
Parámetros de configuración delcontrolador PID:
- Estructuras de control lineales: el algoritmo clásico de control del PID (5.16) es el
más utilizado; se denomina también PID no interactivo en el sentido de que se
pueden variar sus parámetros independientemente, aunque uno de sus parámetros,
la ganancia proporcional Kp, afecta a las tres acciones.
Dentro de esta estructura estándar, existe una gran flexibilidad en lo que se refiere
al tratamiento de la señal de referencia, permitiendo elegir entre diferentes
configuraciones de control [Mor 90a], como las de PI-D (la acción derivativa actúa
únicamente sobre la salida del proceso), y I-PD (se eliminan además los cambios
bruscos en la señal de control debidos a la acción proporcional, ya que sólo la
acción integral actúa sobre la señal de error). Su elección no afecta a la estabilidad
del sistema en lazo cerrado pues la ecáación característica es la misma en los tres
casos, ni influye en la respuesta del sistema a los cambios en la carga, pero sí afecta
a la respuesta del sistema para cambios en el punto de consigna.
La ley de control del PID se puede implementar en serie (donde los parámetros no
son independientes, interaccionan entre sO, y en paralelo (cuando las tres acciones
de control están totalmente desacopladas). La más extendida es la forma no
interactiva (5.35), que en el domino de Laplace es:
1
Gc(s) = Kp.(l+—+s.Td) (5.36)
s. Ti
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Del estudio de los tipos de algoritmos de control se deducen unas relaciones de
equivalencia entre ellos, y en definitiva, de sus parámetros característicos.
Estrategias de control no lineales: surgen ante problemas que se derivan de la
utilización de controladores PU), cuya solución exigen una acción no lineal.
* Eliminación de la saturación de la acción integral (“antiwind-up”): en las
aplicaciones reales de control, es normal que los elementos actuadores tengan un
rango dinámico limitado. Cuando la acción de control supera los lñnites del
actuador, éste deja de comportarse linealmente, permaneciendo en uno de sus
valores límites independientemente de la señal de control, y en definitiva,
independientemente de la salida del proceso. Durante el tiempo que dura esta
situación existe una señal de error finita —positiva o negativa—, que se va
acumulando en el término integral, por lo que la acción integral se hace muy grande
en valor absoluto. Como consecuencia, puede dar una respuesta con excesiva
sobrelongación y tiempo de asentamiento grande, con un gran esfuerzo en la señal
de control.
Aunque existen varias soluciones, la más completa se denomina seguimiento
integral [Ást88]. Recalcula el término integral cada vez que se satura el control,
con un lazo extra de realimentación que modifica la acción integral para que la
salida del controlador se iguale a la máxima o mínima señal que interpreta el
actuador. La velocidad con que la acción integral se modifica para evitar la
saturación depende de un parámetro adicional Tr de ese lazo extra. Este problema
no existe en la formulación incremental del controlador.
* Transferencias suaves (“bumpless”): en ciertas condiciones, el operador de planta
puede desear inhibir el modo automático normal de operar de los controladores y
controlar manualmente el proceso. Si no se adoptan las medidas oportunas, la salida
del regulador puede cambiar de forma brusca durante dicha transferencia, y
provocar saltos no deseados en la variable controlada. Este efecto tiene más
repercusión en la formulación incremental.
Para evitarlo, el algoritmo de control actualiza su término integral de forma que
para la señal de error actual la suma de las acciones proporcional, integral y
derivativa den como resultado la misma señal de control.
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5.5 MÉTODOS DE SINTONÍA
Una vez elegido el tipo de controlador hay que ajustar sus parámetros (sintonía)
para que cumpla unas especificaciones (características de la respuesta). Este proceso de
ajuste es necesario no sólo para calibrarlos en su puesta en marcha, sino también cuando se
detectan cambios en el proceso controlado. En términos generales, se puede distinguir
entre métodos directos e indirectos.
En los métodos directos, los parámetros del controlador se ajustan directamente de
los datos de operación en lazo cenado. A partir de las propiedades relevantes que
caracterizan el comportamiento de un sistema, se trata de modificar los parámetros del
controlador para obtener las especificaciones deseadas.
En los métodos indirectos primero se halla un modelo del proceso, y los parámetros
del controlador se determinan a partir de este modelo. Es necesario, por lo tanto, un
estimador de parámetros, que calcula los parámetros del modelo en base a observaciones
de las entradas y salidas del proceso; hay también un bloque de diseño que calcula los
parámetros del controlador a partir de los parámetros del modelo (Figura 5.6). Si el sistema
opera en modo de sintonía, el proceso se excita con una señal de entrada; se estiman los
parámetros recursivamente o por lotes, y se actualiza el controlador. Si el sistema opera en
modo adaptativo, los parámetros del sistema se calculan recursivamente y los parámetros
del controlador se actualizan con los nuevos valores obtenidos.
Hay un elevado número de técnicas disponibles para ambos métodos, directo e
indirecto.
5.5.1 Métodos directos: sintonía cualitativa
Los métodos directos son simples prescripciones sobre qué parámetros del PID
tienen que cambiar y cómo, para conseguir unas determinadas especificaciones. Estos
métodos cualitativos de ajuste están especialmente orientados al mundo industrial, donde
existe a veces una gran dificultad para obtener una descripción analítica de los procesos.
La mayoría de los PID en la industria son sintonizados manualmente por los
ingenieros de control y operadores. El ajuste se basa en las experiencia pasadas y en
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procedimientos heurísticos. Observando las características de la respuesta en lazo cerrado
ante un cambio significativo en la referencia o frente a perturbaciones en la carga, se
estiman características de la respuesta del sistema tales como amortiguamiento,
sobrelongación, periodo de oscilación y ganancia estática, y se ajustan directamente los
parámetros del controlador. Este conocimiento empírico ha sido condensado en tablas de
sintonía, que muestran la respuesta del sistema para diferentes valores de los parámetros.
También estas reglas heurísticas se han incorporado a bases de conocimiento, tanto
concretas como borrosas; las reglas cambian los parámetros del controlador para conseguir
las especificaciones.
Los efectos cualitativos de variar los parámetros del controlador sobre la respuesta
de un sistema en lazo cerrado se pueden resumir de la forma siguiente:
- Ganancia proporcional Kp: aumentarla hace al sistema más rápido, reduciendo el
tiempo de subida. Sin embargo, es más sensible a perturbaciones, y el sistema es
menos estable. En general, mejora el estacionario.
- Tiempo integral Ti: su presencia elimina el error en estado estacionario, siempre
que el sistema siga siendo estable. Para sistemas de segundo orden, existe siempre
un Ti a partir del cual el sistema es inestable. Disminuirlo —aumentar Ki— tiene un
efecto desestabilizador, aumenta la acción integral, alargando el transitorio.
- Tiempo derivativo Tá: lleva asociada generalmente una mejora de la estabilidad, lo
que permite valores más elevados de la ganancia proporcional con la consiguiente
mejora del estacionario. Esta acción no es recomendable cuando la salida del
proceso está afectada de mido, ya que ese mido sería amplificado por la acción
derivativa.
5.5.2 Métodos indirectos: sintonía cuantitativa
El diseño indirecto calcula los parámetros del controlador en función de los
parámetros de un modelo. Consta habitualmente de dos pasos:
1- Estimación de ciertas características de la dinámica del proceso. Esta estimación
puede realizarse en lazo abierto o en lazo cerrado (apartado 5.3); estos métodos
también se clasifican según se basen en la respuesta temporal o frecuencial.
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2- Cálculo de los parámetros del controlador aplicando fórmulas de sintonía, que son
relaciones empíricas entre los parámetros del controlador elegido y las
características del proceso estimadas.
Las fórmulas que se van a describir son empíricas, ya que se han obtenido de forma
experimental como resultado de experiencias reales o simuladas con diversos procesos
industriales típicos. Este carácter empírico hace que tengan un rango limitado de aplicación.
El hecho de que estos métodos den sólo valores aproximados para los parámetros
del controlador hace generalmente necesario un tercer paso, de ajuste fino, mediante la
observación de la respuesta del sistema en lazo cerrado (sintonía cualitativa).
5.5.2.1 Método de Ziegler-Nichois de respuesta a un salto
Este método se basa en el registro de la respuesta de un sistema en lazo abierto a un
salto, que se caracteriza por dos parámetros: el punto donde la pendiente de la respuesta
alcanza su máximo, y la tangente a este punto. La intersección entre esta tangente y los ejes
de coordenadas dan los dos parámetros a y To (Figura 5.2a), que permiten obtener un
modelo simple del proceso, dado por la función de transferencia de un integrador con
retardo:
Figura 5.13 - Método indirecto de sintonía
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Gm(s)= a e —sTo (5.37)
s.To
Ziegler y Nichols [Zie 42] calculan los parámetros del PID directamente en función
de a y To (Tabla 5.1). También se incluye una estimación del periodo T de la dinámica
dominante del sistema en lazo cerrado. Estas fórmulas dan aproximadamente una razón de
amortiguamiento de ‘A de la amplitud de la oscilación para perturbaciones en la carga. En la
práctica, existen además otras fórmulas de sintonía más fina.
Controladorll K Ti Td T
P 1/a 4To
PI 0.9/a 3To 5.7To
PID ¡ 1.2/a 2To To/2 3.4To
Tabla 5.1 - Parámetros del PID mediante las fórmulas de sintonía de Ziegler-Nichols
Esta aproximación presenta la ventaja de que el modelo descrito por (5.37) se
puede obtener para procesos estables o inestables, con respuesta monótona creciente. Sin
embargo, no da una buena descripción del comportamiento estático del sistema (a bajas
frecuencias).
El criterio tradicional de razón de amortiguamiento ‘A tiene la ventaja de que es fácil
de medir, pues se basa sólo en dos puntos de la respuesta del sistema en lazo cerrado;
supone un buen compromiso entre el tiempo de subida y el tiempo de asentamiento para
cambios en el punto de consigna y previenQ grandes desviaciones respecto a la referencia
cuando se producen cambios en la carga o perturbaciones sobre el sistema. Además, como
depende sólo de las raíces de la ecuación característica del sistema, es independiente del
tipo de entrada.
552.2 Técnicas de optimización de criterios integrales
Hay vahos métodos de diseño similares al anterior, en el sentido de que se basan en
el experimento de la respuesta a un salto, combinado con una tabla que relaciona los
parámetros del controlador con las características de la respuesta; pero las fórmulas de
sintonía están derivadas de distintos criterios integrales de optimización, como el de
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m.ininiizar la integral del valor absoluto del error (IAE), la integral del valor absoluto del
error ponderada en el tiempo (ITAE), o la integral del cuadrado del error (1SF), etc.
IAE = JIe(t)I.dt (5.38a)
ITAE = j’t.Ie(t)I.dt (5.38b)
1SF = Je(O2dt (5.38c)
Estos criterios integrales son más precisos que el de razón de amortiguamiento ‘A,
ya que evitan la multiplicidad de soluciones; pero los parámetros del PID que se obtienen
con ellos no son sólo función del criterio utilizado, sino también del tipo de entrada y del
cambio en el punto de consigna o cambio en la carga.
Los métodos más conocidos son:
Método de Cohen y Coon (1953): variación del método anterior que trata de
eliminar la no unicidad en la determinación de los parámetros del controlador
implícita en el criterio de razón de amortiguamiento ¼.Para ello, en controladores
PI utiliza como criterio de sintonía razón de amortiguamiento ‘A y mírilma integral
del error, y en control PU) razón de amortiguamiento ¼,minima mtegra.l del error y
cierta condición entre los parámetros de control [Coh 53].
Fórmulas de López, Murrilí y Smith (1967): para sintonía de controladores PI y
PID (no interactivo) con criterios integrales IAE. 1SF y ITAE para cambios en la
carga [Lóp 67].
Fórmulas de Rovira, Murrilí y Smith (1969): para sintonía de controladores PI y
PU) con criterios integrales IAE, 1SF y ITAE para cambios en el punto de consigna
[Rov 69].
Fórmulas de Kaya y Scheib (1988): sintonía para PID’s interactivos o paralelos,
con criterios integrales IAE, 1SF y ITAE para cambios en el punto de consigna y en
la carga [Kay 88].
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- Método de Dahlin (1968): considera como objetivo de control que la salida del
sistema siga perfectamente a la señal de referencia con una cierta constante de
tiempo. Si el proceso tiene asociado un retardo la respuesta del sistema debe tener
el mismo retardo.
Un resumen de estos métodos se ha condensado en la Tabla 5.2, donde se
especifican los coeficientes A, E, C, D, E y F de las siguientes fórmulas generales de los
parámetros del PID (5.39), recomendados cuando Tp.To > 04:
Kp= A.(Tp.To)-B
K
C.(Tp.To)D
Ti= Tp — E.(Tp.To)F
Tp
Criterio Modo IAIB(CIDIEIF
IAE P 0.902 0.985
1SF P 1.411 0.917
ITAE P 0.490 1.084
IAE PI 0.984 0.986 1.644 0.707
ISE PI 1.305 0.959 2.033 0.739
ITAE PI 0.859 0.977 1.484 0.680
IAE PID 1.435 0.921 1.139 0.749 0.482 1.137
¡SE PID 1.495 0.945 0.917 0.711 0.560 1.006
ITAE PID 1.357 0.947 1.176 0.738 0.381 0.995
Tabla 5.2 - Parámetros del PID recomendados para los criterios integrales
No existen grandes diferencias, una vez elegido el tipo de controlador, entre la
utilización de uno u otro criterio integral de sintonía [Mor 90b]. La mayoría de las veces
están aplicados a modelos de primer orden con retardo de la forma de la ecuación (5.1),
por lo que pueden no dar buenos resultados para sistemas de orden más alto.
552.3 Método de asignación de polos
Una vez obtenido el modelo del proceso, se considera un determinado controlador
y se ajustan sus parámetros de tal forma que las raíces de la ecuación característica se
sitúen en ciertos lugares prefijados por las especificaciones de diseño [Ást 88].
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Si el proceso está descnto por una función de transferencia de orden bajo, se puede
llevar a cabo un diseño completo por asignación de polos. Un ejemplo de este deasrrollo
analítico se puede realizar si se considera un sistema descrito por un modelo de segundo
orden:
K (5.40)(1 + s.TO(1 + s.T2)
Este modelo tiene tres parámetros. Con un controlador PID, que también tiene tres
parámetros, es posible colocar arbitrariamente los tres poíos del sistema en lazo cerrado. La
función de transferencia del PID paralelo es:
Gc(s) = K(l+s.Ti+s2.Ti.Td) (5.41)s.Ti
La ecuación característica del sistema en lazo cerrado será entonces:
.Td ~ (í K.Kp) K.Kp (5.42a)
+
2 Tj.T
2 3 T1.T2 + T1.T2) + TI.T1.T2
La ecuación característica de un sistema de tercer orden se puede expresar de forma
más compacta como:
(s + a.w).(s i-?~.w.s~+ o?) = O (5.42b)
que contiene dos raíces complejas correspondientes a los dos polos dominantes del sistema
en lazo cerrado, con coeficiente de amortiguamiento relativo ~ y fi-ecuencia natural w, y un
polo real situado en -a.w. Identificando los coeficientes de estas dos ecuaciones
características:
1 1 K.Kp.Td (5.43a)
T1 T2 T1.T2
13S
1 K.Kp =w2(1+2Ca)+T
1.T2 T1.T2
K.Kp _
-aso
Ti.T1.T2
(5.43b)
(5.43c)
Estas tres ecuaciones determinan los parámetros del PU), cuyasolución es:
Kp= TFT2.w
2(l+2ta)—1
K
(5.44a)
Ti — T
1.T2.n
2.(l+2?a)—1
TFT
2.aSn
3
Td TFT
2.o~(a + 20— T1 -
T1.T2so.
2(1+2ta) —1
(5.44b)
(5.44c)
Se puede reducir a un PI haciendo Td = 0, es decir, eligiendo:
(5.45)
T
1. T2. (a + 2~)
La elección de la frecuencia w es crítica. El tiempo derivativo es negativo para ci> =
ciÉ La frecuencia o? da el límite inferior de la anchura de banda. También cabe destacar
que la ganancia crece rápidamente con ca. El límite superior de la anchura de banda viene
dada por la validez del modelo simplificado (5.40).
5.5.2.4 Método de cancelación de los polos delproceso
El controlador PID tiene dos ceros (5.41). Fste método de diseño consiste en elegir
estos dos ceros de tal forma que cancelen los dos poíos dominantes del proceso, y permitan
reducir el orden del sistema; o también se sitúan de forma que uno de ellos cancele el poío
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dominante y el otro ayude a mejorar la estabilidad. Se considera un caso particular del
método anterior de asignación de polos.
Es una estrategia simple que da una buena respuesta a cambios en la referencia,
pero produce una respuesta pobre a variaciones en la carga. Una excepción a esto es el
caso de grandes retardos, donde el tiempo de asentamiento es bastante largo en relación a
la constante de tiempo que va a ser cancelada. Para un proceso con retardo dominante, la
cancelación de poíos y ceros no es recomendable.
5.5.2.5 Método de Ziegler-Nichois de respuesta en frecuencia
El diseño se basa en el conocimiento del punto de la curva de Nyquist de la función
de transferencia del proceso donde dicha curva intersecciona con el eje real negativo
(Figura 5.4). Por razones históricas, este punto se caracteriza por los parámetros Ku y Tu,
ganancia y periodo críticos. Estas dos cantidades pueden obtenerse por el método de la
oscilación mantenida, usando una realimentación con relé o por el método de correlación
(apartado 5.3.2).
Las fórmulas de Ziegler-Nichols para determinar los parámetros del PID en base a
estas características de frecuencia se describen en la Tabla 5.3 [Zie 42], donde también se
muestra una estimación del periodo T de la dinámica dominante del proceso en lazo
cenado.
Estas fórmulas dan un amortiguamiento de ¼de la amplitud de la oscilación para
perturbaciones en la carga. Ambos, E y ~l.amortiguamiento obtenido con la reglas de
Ziegler-Nichols, pueden diferir significativamente de las valores esperados, por lo que
existen fórmulas refmadas de Ziegler-Nichols, que reducen estas discrepancias y mejoran la
sintonía [Han 91a].
Controlador K Ti Td T
P 0.5Ku Tu
PI 0.4Ku 0.8 Tu 1.4Tu
PID 0.6 Ku 0.5 Tu 0.12 Tu 0.85 Tu
Tabla 5.3 - Parámetros del PID con el método de Ziegler-Nichois en el dominio dc frecuencia
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Este criterio de razón ‘A da un coeficiente de amortiguamiento ~ = 0.22 (5.6a) para
un modelo de segundo orden, que se considera generalmente demasiado pequeño ya que
produce demasiada sobrelongación frente a cambios en la referencia; estos efectos se tratan
de evitar con otras modificaciones.
5.5.2.6 Método de respuesta enfrecuencia: Margen de Fasey Margen deAmplitud
Una vez obtenido el modelo del proceso y seleccionado un determinado
controlador, consiste en ajustar los parámetros de éste de tal forma que se verifiquen
ciertas espeaficaciones de respuesta dadas en el dominio de la frecuencia [Mt 84]. Este
método de diseño de los Márgenes de Fase y Amplitud da una medida de la robustez y
estabilidaddel sistema.
El método de Ziegler-Nichols basado en la respuesta en frecuencia de un sistema se
puede interpretar sobre el diagrama de Nyquist. Se basa en la idea de mover un punto de la
curva de Nyquist a una posición deseada, donde se verifican ciertas especificaciones de fase
y amplitud (Figura 5.14).
Figura 5.14 - Curva de Nyquist del sistema. El punto A se puede mover en todas las direcciones.
Una vez determinado el punto crítico del proceso (-lIKu, 0), donde la curva de
Nyquist del sistema intersecciona el eje real negativo, es posible desplazar este punto a una
posición arbitraria en el plano complejo con un controlador PI o PID, seleccionando
adecuadamente los parámetros del controlador. Cambiando las ganancias proporcional,
integral y derivativa, el punto se mueve en las direcciones de GUw>, G(iw>/iw y iw.G(iw)
respectivamente. Así se consigue una determinada fase y margen de ganancia.
Re G<iw)1
•0
Im G<’iw)
G(iw)
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Para un sistema descrito por una función de transferencia O, su margen de fase
viene dado por:
4’m = it + arg G(iw~).Gc(iw5) (5.46a)
donde IG<iw,).Gc<iw~)I = 1, y w~ es la frecuencia de corte de la ganancia. El margen de
amplitud o margen de ganancia es:
Am= 1 (5.46b)
donde w~ es la frecuencia crítica o la frecuencia de cruce de fase.
Si se conocen la ganancia crítica Ku y el periodo crítico Tu, se pueden usar las
siguientes fórmulas ¡Ást 88] para un diseño sencillo con un margen de fase <bm
pre-especificado:
Kp = Ku. cos cI~m
Ti AÉ(tanQrn+ J1+tan24m
)
Td = T114
(5.47a)
(5.471,)
(5.47c)
Este diseño funciona bien para procesos con retardos relativamente pequeños. Sin
embargo, especialmente cuando el retardo es dominante, el margen de ganancia puede ser
muy pobre aunque se consiga el margen preestablecido de fase. Si se ha obtenido el modelo
de un primer orden con retardo (5.1), se puede utilizar la siguiente relación [Ho 92] para
conseguir un margen de amplitud determinado Am:
Kp = it.Tp
2Am.K.To
TV=Tp
(5.48a)
(5.48b)
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Por este último método, el margen de fase es consistente con el margen de
ganancia, como se ve por la siguiente relación:
<t’rn=—(I—1/Am) (5.49)
Esta simplificación se consigue utilizando la cancelación de polos y ceros para un
sistema de primer orden con retardo. También se puede obtener el conjunto de fórmulas
correspondientes a un proceso de segundo orden con retardo.
5.5.3 Métodos de sintonía para sistemas discretos
Puesto que al muestrear un proceso se pierde parte de la información, es inevitable
que la versión discreta del algoritmo de control PID no de tan buenos resultados como la
continua, aunque el periodo de muestreo se elija muy pequeño. Sin embargo, los
reguladores PID discretos penniten facilidades en la modificación de los parámetros, en la
visualización de las variables, en los cambios de modo de funcionamiento, etc., que hacen
que sus desventajas iniciales se vean compensadas.
Se suele aplicar la transformación rectangular (5.50) para obtener un sistema digital
que aproxime la ley continua:
- . (5.50)
z.T
donde T es el periodo de muestreo, s el operador derivador en la transformada de Laplace
y z el operador adelanto en la transformada Z.
La ley de control del PID discreto, al aplicar esta transformación a la ecuación
(5.35), resulta:
Gc(z)= KP{l+.Lz+ifÉzí) (5.51)
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Para controladores PID discretos se pueden aplicar la mayoría de los métodos
descritos anteriormente, pero con ciertas restricciones:
- Si el periodo de muestreo es muy pequeño con respecto a las constantes de tiempo.
del proceso, se considera como si fuera el caso continuo.
- Para estimar en lazo cenado Ku y Tu, debe considerarse el mismo periodo de
muestreo que va a tener el controlador.
- Se utiliza como retardo el retardo corregido (sumar medio periodo de muestreo al
retardo estimado).
Los más comúnmente utilizados, porque ya tienen en cuenta que se trabaja con
sistemas discretos, son:
- Método de Moore, Smith y Murrilí (1969): permite aplicar el método de
Ziegler-Nichols, y los que se derivan de él, en el caso de sistemas muestreados,
cuando el periodo de muestreo es tal que afecta a la respuesta del sistema,
sustituyendo el retardo estimado por otro corregido [Moo 69].
- Método de Takahashi y col. (1969): las fórmulas de sintonía se obtienen para el
caso discreto a partir de las características dinámicas del proceso y del periodo de
muestreo. Utiliza como criterio de sintonía la minimización de la integral de
cuadrado del error (1SF).
5.6 CONCLUSIONES
Hay diversos métodos para determinar las características de un proceso, y hay
también distintas forma de configurar un sistema de control y de ajustar sus parámetros.
Esto hace que una revisión exhaustiva de todas las combinaciones sean una tarea
prácticamente inabarcable. Por eso se ha pretendido en este capitulo aportar una visión
con cierta perspectiva de las estrategias que se utilizan más comúnmente.
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Para procesos con dinámicas simples, se ha demostrado que es posible encontrar
métodos sencillo tanto de estimación del modelo como de ajuste del controlador, que dan
buenos resultados. Estas dos fases de la sintonía están fuertemente relacionadas. Esto ha
permitido también observar otros aspectos que envuelve el diseño de control, como la
dinámica del proceso, perturbaciones en la carga, mido, no linealidades, etc.
Se ha aplicado a la estructura de control PID porque es la más utilizada desde hace
varias décadas. Su consolidación y desarrollo, a pesar de que las nuevas tecnologías
permiten otros tipos de control más avanzado, se debe a numerosas razones. Una de ellas,
primordial, es que existen para este tipo de controladores variadas técnicas de sintonía,
métodos útiles y sistemáticos de ajuste, que son bien conocidos. Esta característica es la
que se pretende conseguir con este trabajo para los controladores basados en lógica
borrosa, lo que facilitaría su incursión en el mundo industrial.
Por último, se ha estudiado en profundidad el método del relé, ampliándolo al caso
asimétrico, ya que es una estructura que permite la autosintonia de distintas
configuraciones de control, como por ejemplo, realimentación en cascada, que se expone
en el Capítulo 7.
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CAPITULO 6
TÉCNICAS CLÁSICAS DE
CONTROLADORES BORROSOS
SINTONÍA
6.1 INTRODUCCIÓN
Las técnicas clásicas de sintonía expuestas anteriormente (Capítulo 5), abren un
amplio abanico de posibilidades para el ajuste de los reguladores PID. Están avaladas por
numerosas aplicaciones reales y muchos afios de investigación.
Hasta el momento, los controladores convencionales son los más utilizados en el
área industrial, lo que ha permitido que los operarios de planta tengan un conocimiento
bastante generalizado de lo que significa el comportamiento de los diferentes parámetros
del regulador, desde el punto de vista de su sintonía con el proceso.
De ahí que una forma razonable de abordar el estudio de cualquier otro
procedimiento de control y de su sintonía sea la de analizarlos comparándolos con los
reguladores clásicos, que han sido ampliamente tratados y de los que se tiene un profundo
conocimiento. Esto permite a las nuevas técnicas de control beneficiarse de los avances que
se han dado en este sentido, cuando es posible su aplicabilidad.
EN
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En el caso de los controladores borrosos, se están realizando numerosos estudios
sobre su comportamiento; pero es un campo todavía abierto a la investigación, donde gran
parte del conocimiento aplicado es heurístico y aún no está sistematizado. En concreto,
respecto a la etapa de sintonía de los controladores borrosos, no hay demasiados avances
en el tema, ya que no hay una correlación tan directa entre los parámetros del controlador
y la respuesta delproceso como en otros sistemas.
Por esta razón se ha considerado interesante plantear, en este capítulo de la
Memoria, para una determinada clase de controladores borrosos de complejidad creciente,
procedimientos de sintonía que provienen de las técnicas clásicas del control.
Por otro lado, este planteamiento permite simular con el controlador borroso el
comportamiento de un PID, lo que hace que el punto de partida sea conocido, y facilita su
incursión en el mundo del control, donde algunos usuarios se muestran reticentes a la hora
de sustituir los controladores convencionales por otras técnicas más avanzadas.
6.2 ESTUDIOANÁUTICO DE CONTROL4.DORES BORROSOS
El desarrollo analítico de los controladores basados en la lógica borrosa permite
establecer, de forma rigurosa, la influencia de algunos de sus parámetros de ajuste sobre la
respuesta, así como compararlos —para ciertos casos particulares— a los clásicos y
generalizar los resultados. Aunque ha habido alguna propuesta en este sentido (Yin 90],
este análisis no se habla realizado de forma general, ni se han obtenido las conclusiones que
se van a exponeren este trabajo. -
El controlador denominado PID Borroso realiza una función análoga a la de su
homónimo clásico, pero tanto las variables de entrada como la acción de control resultante
vienen expresadas en términos lingtiísticos.
La Figura 6.1 muestra el esquema básico de un regulador borroso del tipo PID, en
su formulación incremental. Como variables de entrada al controlador borroso se han
tomado el error (e), la primera derivada o cambio en el error (ce), y la derivada segunda o
aceleración del error (ac). La variable de salidadel controlador es el cambio en la acción de
control ¡Su.
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Se han definido estas variables del controlador, para el caso discreto, como:
e(kT) = r(k7’) - y(kT)
ce(kfl = (e(kT) - e((k-l)T)}PT
ac(kT) = [ce(kT) - ce((k-lfl)]/T = [e(kT) - 2e((k-l)T - e((k-2)7)]1T2
u(kT) = u((k-l)T) + du(kT)
(61a)
(6.lb)
(6.lc)
(6.ld)
siendo T> O el periodo de muestreo, y k entero > O
Las ganancias del error, del cambio en el error, de la aceleración del error y de la
acción de control —CE, GR, (JA y GU respectivamente—, se consideran los parámetros
de sintonía del controlador borroso.
Como se ha expuesto en el CapItulo 3, un sistema borroso admite cierta variedad
de especificaciones en su implementación. La elección de unas u otras tiene una influencia
significativa en la conclusión que se obtiene, y constituyen las posibles fuentes de la no
linealidad del controlador. Se van a establecer, por ello, algunas de estas especificaciones
generales para su formulación analítica.
r
y
Figura 6.1 - Controlador Borroso PID iricremental
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Tratamiento de la información de entrada
Para las variables de entrada y salida del controlador se determinan los intervalos de
variación de éstas, definiendo sus respectivos universos de discurso para cubrir ese rango
de valores. Una apreciación del rango de las variables puede ser (Figura 6.2):
Universo de Discurso de la variable error: Ue = [Emín, Emáx] (6.2a)
Universo de Discurso de la variable cambio en el error: Uce = [CEmín, CEmáx] (6.2b)
Universo de Discurso de la variable aceleración: Uac = [ACT«n, ACmáx]
Universo de Discurso de la variable de control: U¡Su = [Lugnín, Lu....máx]
r
(Rmin, Rmaxj
Y
(6.2c)
(6.2d)
u y
—~ Proceso
(Emin. Emax] [Umin,Umax]
[Ymin,Ymaxj
Figura 6.2 - Rango de variación de las variables
Emín = Rmfr¡ - Ymáx
Emáx = Rmáx - Ymín
CEmáx = [Emáx - Emfn]IT = -CEmín
ACmáx = [CEmáx - CEmInVT= -ACmín
(6.3a)
(6.3b)
(6.3c)
(6.3d)
Para mayor simplicidad, se denominan los intervalos de los universos de discurso
—que se definen simétricos— como:
Ue = [-Emáx. Emáx] = [-Le, Le]
Uce = [-CEmáx, CEmáx] = [-Lce. Lce]
Uac = j-ACmáx, ACmáx) = [-Lac, Lac]
(&4a)
(6.4b)
(6.4c)
donde
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Es necesario hacer este análisis previo ya que, si los universos de discurso no
cubren completamente el rango de variación de las variables, se producen acciones de
control particulares, en el sentido de que no son contempladas en la formulación general
que se va a obtener. Por ejemplo, si las variables no pertenecen al intervalo donde el
algoritmo de borrosificación se ha definido de forma lineal, se está añadiendo esa nueva
saturación al controlador, lo que equivale a ampliarsu espacio de respuesta no lineal.
En general, para todas las variables, hay que considerar las restricciones de la
saturación de los sensores, límites físicos, de seguridad, regulaciones ambientales, etc., que
se incorporan de una forma u otra al sistema.
No hay que confundir la saturación del actuador que limita el control
[Umín, Umáx] (Figura 6.2), con los centros de las etiquetas extremas de la variable de
salida del controlador borroso [Liumín, Lu....máx]. Estas últimas tienen una gran influencia
en el control que se obtiene, y por lo tanto en la respuesta. Conviene delimitarlos en
función de la aplicación, y sobre todo, en función del método de desborrosificación
empleado, ya que pueden incrementar o disminuir notablemente el valor de la salida. Para
tener en cuenta las restricciones del actuador, se constriñe la salida mediante el factor de
escala GU, que normaliza la salida a los valores adecuados. Se exponen en el apartado
6.3.1 algunos criterios para su selección.
Estos valores (6.3) son extremos, y contemplan el rango posible de variación. Junto
con una asignación correcta de los demás parámetros del regulador borroso, producen una
acción de control que proporciona una respuesta del sistema que puede ser excesivamente
lenta. En algunas situaciones, es conveniente~ptnnitirun control más fuerte, del que resulte
una respuesta más rápida. Esto se consigue disminuyendo el intervalo de definición de las
variables de entrada, lo que equivale a aumentar la resolución del sistema para valores
pequeños de éstas. Unos márgenes adecuados para el caso discreto, por ejemplo, vienen
dados por las expresiones siguientes:
CEmín = EmínsT CEmáx = Emáx/T (6.5)
que suelen ser suficientes para cubrir los valores que se obtienen, ya que el error no oscila
habitualmente entre sus posibles valores máximos y mínimos, como se ha comprobado en
el apanado 6.3.1.2.
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Base de conocimiento: Base de datos
Se eligen, en esos universos de discurso, las etiquetas lingilísticas o conjuntos
borrosos primarios para cada variable. La opción más sencilla, que por otro lado es
bastante aplicada porque permite obtener resultados satisfactorios, es considerar dos
etiquetaspara cada una de las variables de entrada:
N: Negativo
Positivo
y tres para la variable de salida:
Nt Negativo
Cero
Positivo
Para cada una de ellas se determina su función de pertenencia, de acuerdo con el
conocimiento disponible, y se calcula el grado de pertenencia de las entradas a cada
etiqueta, mediante una estrategia de borrosificación (Capítulo 2, apartado 2.12). Las
entradas son previamente ponderadas por sus factores de escala correspondientes, es decir,
se calculan los valores borrosos del error, del cambio en el error y de la aceleración
modificados por sus ganancias respectivas.
Se denotan ItEi’ I’CEj y gACh las funciones de pertenencia asociadas a cada variable
de entrada, donde i, j y k pueden tomar cada una los valores de las posibles etiquetas
linguísticas P, Z ó N para cada caso.
Para trabajar con una notación más compacta, se va a designar como Ei, CEj y
ACh el resultado de evaluar estas funciones para una entrada dada; es decir, el grado de
pertenencia de la variable a una etiqueta determinada. Por ejemplo, al borrosificar un valor
de entrada del error ponderado por su ganancia correspondiente GE.e(t) se obtiene su
grado de pertenencia al conjunto g~, que se representa Ep y de forma análoga su
pertenencia a JtEn denominada En, y de la misma manera se hace para las demás variables
de entrada.
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Se han considerado funciones de pertenencia trapezoidales para las variables de
entrada (dos etiquetas, Figura 6.3) y para el control (tres etiquetas, Figura 6.4), ya que
producen una buena aproximación de las variables y son las más sencillas de manejar
analíticamente. Utilizando la siguiente notación general:
x<t) = e(t), ce(t), ac(t) ó Au(t)
GX=GE,GR,GAóGU
Lx = Le, Lce, Lac ó Lu
las funciones de pertenencia triangulares para dos etiquetas en la zona lineal —dentro del
intervalo que contiene al universa de discurso de las variables— vienen defmidas por
(Figura 6.3):
CX x(t
)
Xp=0.5(1+ )
Lx
Xn=0.5(1— GX.x(t)
Lx
y en la zona no lineal,
Xp = 1
Xp = O
que verifican la siguiente relación:
Xp + Xn = 1 (6.9)
Figura 6.3 - Conjuntos borrosos del error
Se definen así los términos borrosos correspondientes al error (Ep, En), al cambio
en el error (CEp, CEn) y a la aceleración del error (ACp, ACn).
(6.7)
Xn = O
Xn = 1
(6.8a)
(6.8b)
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Para definir las funciones de pertenencia que corresponden a los tres términos
lingUisticos de la salida (Figura 6.4), o si fuera el caso, de las entradas, se utilizan las
siguientes expresiones, dentro del intervalo comprendido en el universo de discurso, según
las zonas:
-Lx =GX.x(t) =0
Xp = O
Xz = 1+ GX.x(t
)
Lx
Xn — —GX.x(t
Lx
Xz + Xn = 1
0=GX4t) =Lx
GX .x(tXp— Lx
Xz=.l— GX.x(t) (6.lOb)
Lx
Xn = O
Xz + Xp 1
(6. lOa)
(6.lOc)
(6. lOd)
y para el resto de los valores de las variables,
Xp = 1
Xp = O
Xz = O
Xz = O
Xn = O
Xn = 1
Figura 6.4 - Conjuntos borrosos del control
Por lo tanto, si las funciones de pertenencia son triangulares, con discontinuidad en
la primera derivada y verifican las siguientes relaciones:
Nc
>7~ Ei(e(t)) 1 ~CEj(ce(t)) = 1
.1=1
ZACh@cw) = 1
(6.lla)
(6.llb)
-Lu o Lu
(6.12)
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la acción de control se puede aproximar por tramos lineales [Mat 92], como se va a
comprobar para los algoritmos de desborrosificación empleados (Figura 6.5).
Figura 6.5 - Forma de la función de control con funciones de pertenencia triangulares
Aunque se parte de funciones de pertenencia triangulares para las variables de
entrada, con media en ±Lx,la variación de las ganancias (CX) se traduce en una
modificación de las funciones de pertenencia (Figura 6.6a):
Ei (GE.e<t)) = (Ei.GE)(e<t»
CEj (GR.ce(t)) = (CEj.GRXce(t>)
ACh (CA .ac(t)) = (ACIyGA)(ac(t>)
(6.13a)
(6.13b)
(6.13c)
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Figura 6.6a - Variación de Ep con GE(r)
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Esta variación de GE, GR 6 CA es equivalente a desplazar la media de las
etiquetas; por lo tanto, al calibrar el controlador, se puede fijar uno u otro parámetro, ya
que la función de pertenencia resultante tendrá una media Lx_real que verifica:
Le_real=Le/GE
Lee_real=Lce/GR
Lac_real=Lac/GA
(6. 14a)
(6.14b)
(6.14c)
en el sentido de que corresponden a los valores reales de los límites lineales del universo
de discurso [Dor 93]. El valor de esta relación es el que determina la resolución del
control.
Por eso, aumentar los factores de escala implica disminuir los universos de discurso
reales de las variables, con lo que aumenta la no linealidad del controlador borroso
(Figura 6.6b).
Le Le’
———=Le real
GE GE’ -
Figura 6.ób - Variación de los universos de discursocon los factores de escala
Base de conocimiento: Base de reglas
A partir de las variables lingtiísticas de entrada y salida del controlador se enuncian
las reglas que describen su actuación. Estas reglas se determinan de forma heurística,
basándose en el conocimiento suministrado por el operario de control. Como las reglas
dependen tanto del número de variables de entrada como de los términos lingtifsticos
asignados a cada una, se establecen posteriormente para cada caso estudiado.
En En’
[1
Ep
GE’ .e(t)
GE. cO)
-Le -Le’ o Le’ Le
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Mecanismo de inferencia
Para obtener la conclusión se aplica un método de inferencia determinado a las
variables de entrada ya borrosificadas, con lo que se obtiene un valor borroso de la acción
de control. En las aplicaciones a control de procesos se suele trabajarcon el mecanismo de
inferencia basado en la Regla Composicional de Inferencia RCI max~*, utilizando distintas
funciones de implicación.
A la hora de interpretar tanto las conectivas que unen las premisas de cada una de
las reglas (ami) como la relación entre ellas (or), se pueden adoptar diferentes tipos de
lógicas, según las t-normas y t-conormas, respectivamente, que se especifiquen para estos
operadores (Apéndice A). En los siguientes desarrollos, se analizan los resultados para las
dos interpretaciones más comunes en control, la de Zadeh y la de Lukasiewicz.
* Lógica de Zadeh:
and(Ei, CEj) = mm (Ei, CEj) (6.lSa)
or(Ui, Uj) = máx (Ui, Uj) (6. lSb)
* Lógica de Lukasiewicz:
and(Ei, CEJ) = máx (O, Ei + CEj - 1) (6.láa)
or(Ui,Uj)=mín(l,Ui+Uj) (6.Ibb)
Los operadores propuestos por Zadeh, mínimo y máximo, se utilizan cuando no
existe dependencia de las variables ya que, por ejemplo, cuando la función con grado de
pertenencia menor disminuye, el resultado de la operación máximo no varía. Esto confiere
cierta robustez a los resultados, que no requieren funciones de pertenencia muy precisas.
Sin embargo, también suponen en parte pérdida de información. Las normas propuestas
por Lukasiewiczpresentan la máxima interacción [Ped 93], por lo que también se utilizan a
menudo.
Para construir la matriz de inferencia, se ha operado con la función and tal como ha
sido definida por Zadeh, por lo que el grado de cumplimiento de la conclusión de cada
regla es el menor de cada una de sus condiciones. Es decir, cada término de la matriz de
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inferencia tiene como peso Pijh el menor de los respectivos grados de pertenencia de las
variables de entrada a las etiquetas correspondientes a esas filas y columnas:
Pijh = mín(Ei(e(t)), CEj(ce(t)), ACh(ac(t))) (6.17)
Una vez obtenida la conclusión de cada regla, existen diversas estrategias para
calcular la contribución final sobre cada término lingilístico del control, cuando más de una
proporcionan la misma salida. Las más utilizadas son las que con-esponden a aplicar la
función or según las lógicas descritas anteriormente.
Utilizar la or propuesta por Zadeh significa considerar sólo las reglas que tengan un
peso máximo para ese término lingilístico de la salida, mientras que el resultado de adoptar
la función or de Lukasiewicz es aplicar todas las reglas de acuerdo con su peso, excepto
cuando esta suma es mayor que uno, ya que entonces se acota a este valor.
Tratamiento de la información de salida
La salida borrosa que se obtiene de la inferencia hay que transformarla en un valor
concreto, de acuerdo con las necesidades del control. Para ello se aplica cualquiera de los
métodos de desborrosificación descritos anteriormente (Capítulo 3, 3.6.1). Se van a
estudiar dos métodos distintos, analizando su influencia:
it
Desborrosificación lineal: Lxu(t) = Y Uk.pk (6.18)
*4
Mi
~Uk.pk
Desborrosificación no lineal (centro de gravedad): Au(t) = *4 (6.19)
XUk
k=I
donde Uk es el peso final asociado a cada etiqueta de control, Nu el número de términos
asignados a esa variable, y pk es el centro de la función de pertenencia asociada a la
etiqueta lingUistica k de la variable de salida. En este caso, (Figura 6.4):
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k=N, pk=-Lu
k=Z, pk=O
k=P, pk=Lu
Una vez obtenido el valor numérico del incremento del control, éste se multiplica
por su factor de escala GUantes de ser enviado como entrada al proceso:
du(t) = GU.Au(t) (6.20)
Se van a considerar, basados en este esquema, distintos controladores borrosos de
complejidad creciente, partiendo del caso más sencillo de un PI borroso con método de
desborrosificación lineal, hasta el PID con ambas estrategias de desborrosificación,
aumentado la partición de entrada.
De las distintas fuentes de no linealidad del controlador borroso se estudia la
originada por el método de desborrosificación, y en algunos casos se ha considerado
también la borrosificación de las entradas mediante un algoritmo no lineal.
63 ANÁLISIS DEL CONTROLADOR BORROSO PI
Para que el controlador borroso produzcá una acción de control proporcional e
integral (5.1), se seleccionan como variables de entrada el error y el cambio en el error, y
como salida el cambio o incremento del control; esta configuración es equivalente a
considerar como entradas el error y 1a~ suma -dei error si la salida es la acción de control en
ténninos no incrementales.
Se les asignan dos etiquetas a cada una de las entradas, y se toman tres términos
para la variable de salida:
i=N,P j=N,P k=N,Z,P
Las reglas borrosas que constituyen la base de reglas de un controlador borroso PI
incremental son de la forma:
R1: si e es Ai ~ ce es B¡ entonces U es U1 (6.21)
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Representan una relación borrosa R:
U = R[GE.e(t), GR.ce(t)] (6.22)
que viene explicitada en cuatro reglas de control:
R1: si GE.e es P y GR.ce es P entonces U es P (6.23a)
R2: si GE.e es P y GR.ce es N entonces U es Z (6.23b)
R3: si GE.e es Ny GR.ce es P entonces U es Z (6.23c)
R4: si GE.e es N y GRxe es N entonces U es N (6.23d)
U P ¡ N
GlLce(t) p z
3
1=
N Z NII
Tabla 6.1 - Reglas del controlador borroso PI incremental
Como se va a comprobar, un controlador borroso así defmido, con un método de
desborrosificación lineal para calcular su salida, se comporta como un reguladorPl lineal, y
utilizando un algoritmo de desborrosificación no lineal equivale a un PI lineal a tramos. En
ambos casos se explicitan las ecuaciones tanto para la lógica de Zadeh como para la de
Lukasiewicz.
6.3.1 Método de desborrosificación lineal
Para este estudio, se analizan las reglas descritas por (6.23) junto con la expresión
del algoritmo de desborros<ficación lineal que se va a emplear (6.18). La contribución de
las reglas a la salida viene resumida por la expresión:
Au = Up. Lu - Un. Lu (6.24)
Up = mm (Ep, CEp) (6.25a)
Un = mm (En, CEn) (6.25b)
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que se obtiene al aplicar el algoritmo de desborrosificación al resultado de cada regla,
donde Uk es el valor de la conclusión correspondiente a la etiqueta de salida k, y Ei, CE]
son los srados de pertenencia a cada etiqueta al aplicar el algoritmo de borrosificación a
los valores de entrada.
Al evaluar cada una de las reglas (6.23) que describen el comportamiento del PI
borroso interpretando la conectiva and como el mínimo, se obtienen distintas conclusiones
posibles, dos por cada regla: una cuando el error es menor que el cambio en el error, y otra
cuando el cambio en el error es menor que el error. Según esto, para las dos únicas reglas
que influyen en el control (6.25a, 6 .25d), resultan cuatro zonas. Al estar relacionadas entre
si, se reducen a dos, definidas por las siguientes condiciones (Figura 6.7):
a si núm (Ep, CEp) = CEp z> mm (En, CEn) = En
a. si mm (Ep, CEp) = Ep z’ mm (En, CEn) = Cen
Al sustituir el grado de pertenencia de cada entrada a cada etiqueta lingúistica (6.7)
en la ecuación de control (6.24), evaluando su valor en cada zona, resulta una única ley de
control que define el comportamiento del CH:
Az4t) = Lu(GKe(t) + ce 3 (6.26a)
GEa: .e(t) GR.ce(t
)
Le Lce
a: GE.e(t) GR.ce(t
Le Lce
GE. e(t)
Figura 6.8 - Representación de las zonas de evaluación de las reglas
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De estas expresiones se deduce:
a) Que la contribución de las variables de entrada sólo tiene peso en la salida cuando
se disparan las reglas R1 y R4, ya que el peso obtenido al aplicar las otras dos
reglas vendrá multiplicado por el centro de la etiqueta correspondiente, que en ese
caso es Z (centro O; Figura 6.4).
b) Que al evaluar todas las reglas se obtiene el mismo resultado al aplicar la or
propuesta por Zadeh (6.15b) que la de Lukasiewicz (6.16b), puesto que los
diferentes grados de pertenencia obtenidos para la misma etiqueta de salida
corresponden a la variable lingilística Z, y por lo tanto van a ser multiplicados porel
centro de dicha etiqueta para obtener la conclusión, con lo que su contribución va
ser nula.
c) Que si el método de desborrosificación empleado es lineal, dentro del intervalo
donde se ha defmido el algoritmo de borrosificación lineal (6.7), la ley de control
del sistema borroso debe ser también lineal, como se comprueba (6.26), y verifica
además que es equivalente a la de un PI convencional.
d) Otro resultado interesante que se obtiene de la formulación general del control es
su dependencia del universo de discurso de la variable de salida, o si éste se ha
normalizado, del factor de escala GU.
El aumento del universo de discurso, expandiendo los centros de sus etiquetas
extremas Lu, proporciona un valor de la acción de control mayor cuando el error o
el cambio del error toman valores altos; es decir, produce una reacción más fuerte
ante los cambios en la señal de referencia, con lo que el seguimiento de la consigna
es más rápido.
= Lu(1() Lce_real ce@)
Este caso sencillo permite hallar el fundamento analítico de la variación cualitativa
descrita anteriormente, en la que se basan numerosos ajustes, y sirve para ver de una forma
rigurosa y más clara la influencia de los parámetros de sintonía en la respuesta del sistema.
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6.3.1.1 Parámetros de sintonía
De la ley general de control obtenida en (6.26) y ponderada mediante un factor de
escala (6.20), se obtiene una equivalencia con la de un controlador PI incremental clásico,
identificando los parámetros de sintonía:
PI: dup¡<’t) = Kp.ce<t) + Ki.e(t) (6.27)
GR.GU.Lu _ GU.LuKp — 2Lce 2Lce_real (6.28a)
K~....GE.GU.Lu GU.Lu2Le 2Le_real (6.28b)
que están claramente relacionados por la constante de tiempo integral:
Ti= GR.Le L.e real (6.29)
GE.Lce Lce_ real
de donde se demuestra que, manteniendo Le_real constante se cumple que:
a) un aumento de Lce_real frente a Le_real ocasiona una disminución de la constante
de tiempo integral (y de la ganancia proporcional equivalente), alargando el
transitorio, pudiendo desestabilizar el sistema ya que incrementa la oscilación.
b) una disminución de Lce_real frente a Le_real ocasiona un aumento de la constante
de tiempo integral, por lo que la salida es más lenta, aunque también incrementa la
ganancia proporcional.
En las aplicaciones reales, se parte de unos valores dados para Le y Lce que se
obtienen por introspección de las variables de entrada. Por lo tanto, la sintonía se aplica a
los factores de escala. Esto explica el ajuste cualitativo que se basa en aumentar la ganancia
del error frente a la del cambio en el error para producir una respuesta más rápida.
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Puesto que la ecuación que describe el comportamiento de este CH se asemeja a la
de un PI, los parámetros de sintonía del sistema borroso se calculan en función de éstos, de
forma que se compone como un PI determinado, alcanzando las especificaciones dadas
para el cálculo de Kp y Ki. Como se ve en la Figura 6.8. donde se han superpuesto las
gráficas del CH y del PI, con esas condiciones las respuestas de ambos controladores son
indistinguibles.
2 Kp.LceGR=
GU.Lu
2. KLLeGE=
GU.Lu
La sintonía de la ganancia de la salida se deimita a partir de la expresión (6.20).
Para el controlador borroso definido por las reglas expuestas en la Tabla 6.1, aplicando el
método de desborrosificación lineal, el incremento de la acción de control verifica:
Idu(t)I =GU.Lu (6.30b)
Luego GU se
valores que se puedan
especifica de tal forma que constriña la salida para acoplarla a los
aplicar.
Referencia/ Salida
60 11X1 . 160
- Control
200 250
nempolO
Figura 6.8 - Respuesta del sistema con un controlador Pl clásico y con un controlador borroso. Las
respuestas son indistinguibles
[Características de/proceso K = 1; Tp = 1; To = 0.2; T = 0.1
¡Características del Controlador PI: Kp = 0.3; Ki = 1.0 CB: GE = 2; GR = 0,6; GE] = 1;
Lc=Lce=Lu= 10
Características de la Respuesta máxima sobrelongación =0.4463
(6.3Oa)
3
2
o
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Por lo tanto, se establece un modo indirecto de ajuste, basado en las técnicas
clásicas de sintonía, lo que permite automatizar este proceso de calibración.
Como se ha trabajado con un controlador incremental, no se ha considerado el
problema de la saturación del control (“wind-up”). Cuando se produce este fenómeno al
trabajar con valores de control no incrementales, una posible forma de tenerlo en cuenta es
restringir la expresión analítica del control que se obtiene mediante el factor de escala GU
(análogo a 6.30b), para limitarlo a los posibles valores del actuador.
6.3.12 Particularizaciones
Como el sistema borroso está sobreparametrizado (Capítulo 3), a algunos de sus
parámetros se les suelen asignar los valores empleados más frecuentemente en la práctica.
Estas particularizaciones permiten establecer una relación más directa entre los factores de
escala del CH y los parámetros del PI, lo que facilita el estudio de su influencia en el
control. Las expresiones anteriores se simplifican entonces notablemente. Así, posibles
formas de fijarlos universos de discurso <le las variables de entrada Le y Lce, son:
Control Au(t) 1 Parámetros delCB
Caso 1: Le = Lee =
Lu
—j¿GE.e(t) + GR.ce<t>]
2L
(6.31a)
Lu
— [GE.e(kT) + T.GR.ce(kT)]2Le
(6.32a)
2Kp.L 2Ki.L
GR = GE =
GU.Lu GU.Lu
(6.31b)
= 2Kp.Le 2Ki.Le
GR GE =T.GU.Lu GU.Lu
(6.321»
Caso 2: Lee = Le/T
Caso 3: Lu = L
—
—[GE.e(t) + GR.ce(t)]2
(6.33a)
2Ki
GR — ~ GE =GU CLI
(6.33b)
a
(«~f. Para el caso más habitual, en el que se eligen Le = Lce = L, la expresión (6.26) se
convierte en (6.3la), donde se comprueba que (Capítulo 4, 3.1):
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a) Una disminución de los universos de discurso de las variables de entrada
(aumentando las ganancias o reduciendo la media de las etiquetas Lx) produce un
control más brusco, lo que mejora la respuesta del transitorio del sistema, pero
puede provocar oscilaciones.
Por el contrario, disminuir estos factores de entrada o aumentar el parámetro Lx
hace más lenta la respuesta, puesto que supone disminuir los valores equivalentes
tanto de Kp como de Ki. Estos efectos se pueden ver en la Figura 6.9 para el
mismo proceso del ejemplo anterior (Figura 68).
3
2
1
oo
10
-5
-10
Referencia 1 Respuesta
0
260
250
Figura 6.9 - Respuesta del controlador borroso variando los puntos de saturación de los universos del
error Le y del cambio en el error Lce
Características del Controlador GE] = 1; GE = 0.667, 1.33,4; GR = 0.2, 0.4, 1.2
Lu = 10; L = Le = Lee = 30, 15,5
LL.!e....1 Kl Ti ov (*) Efectos en la respu~ta
1 3 10 0.3 11.03
0.3 0.86
0.3 . 0.44
oscilatoria
5 0.6 2 con oscilaciones, muy rápida, gran sobrelongación
10 0.3 1 sobrelongacion, rápida, menos oscilatoria
15 0.2 0.6667 0.3 0.32 mayor sobrelongación, más rápida, menos oscilatoria
20 0.15 0.5 0.3 0.28 lenta, con sobrelon ación
40 0.075 0.25 03 0.20 muy tenía, con sobrelongación
(*) Se ha denominado ny el máximo valor que alcanza la sobrelongacién dc la respuesta.
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b) Si se quiere que el controlador borroso actúe con un tiempo integral Ti
determinado y constante, la relación que define este parámetro (6.34) debe ser
constante. Esto elimina un grado de libertad del sistema borroso, ya que permite
especificar una restricción respecto a sus parámetros de sintonía, de manera que al
fijar uno de ellos se determina en cierto modo el otro.
GR
Ti=— (6.34a)
GE
GR =Ti. GE (6.34b)
(a&ai: Para sistemas discretos (6.1), si se fija Lce = LeIT (6.4), siendo T el periodo de
muestreo, el resultado es similar al anterior, pero en los casos en los que T es menor que 1,
aumenta notablemente la constante de tiempo integral Ti, produciendo una respuesta
rápida, que fácilmente se hace oscilatoria e inestable.
Casal: En el caso particular de que el universo de discurso de la salida verifique Lu =
la ley de control general (6.26) se reduce a la expresión (6.33a), con lo que, equiparándolo
a un controlador Pl clásico, los parámetros de sintonía de éste resultan:
Kp = GU.GR/2 (6.35a)
Ki = GU.GEI2 (6.35b)
6.3.1.3 Algoritmo de borroszficación no lineal: Zonas saturadas
Fuera del intervalo que abarcan los universos de discurso de las variables de
entrada quedan otras zonas en las cuales hay que estudiar el controlador de forma
particular. Son las zonas del algoritmo de borrosificación no lineal.
Cuando el valor de alguna de las variables de entrada no pertenece al intervalo
fijado para su universo de discurso [-Lx, Lx], el resultado de evaluar las reglas en esas
zonas se calcula aplicando las correspondientes definiciones (6.8), obteniéndose las
expresiones:
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il. Si GLe(t) =Le, se satura a GE.e(t)fLe = 1
z2. Si GE.e(t) =-Le, se satura a GE.e(t)/Le = - 1
z3. Si GR.ce(t) =Lce, se satura a GR.ce(t)/Lce = 1
z4. Si GR.ce(t) =-Lce, se satura a GR.ce(t)/Lce = - 1
que se aplican a la ecuación general del control 6.26, de donde resulta la acción en cada
zona.
zl:
z2:
z3:
z4:
/xu(t) = Lu (GR.ce(t) +í)
Au(t) = Lu1jJGR.ce(t) —
áu(t) = Lu (GE.e(t) +
Au(t) = Lu(GE.e(t)
1)
(6.36a)
(6.36b)
(6.36c)
(6.36d)—1)
y admiten los siguientes casos particulares en las zonas de intersección (Figura 6.10):
GR.ce(t)
Figura 6.10 - Zonas de saturación del controlador borroso PI
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zlnz3 Au(t)=Lu (6.37a)
zlnz4 Au(t)=O (6.37b)
z2nz3 Au(t)=O (&37c)
z2nz4 Au(t)=-Lu (6.37d)
Como se observa, al pertenecer a la zona saturada de las funciones de pertenencia,
se ha introducido otra no-linealidad que afecta al control. Esta puede resuniirse en una
mayor acción de control para valores muy grandes en términos absolutos del error y del
cambio en el error, mientras que para valores pequeños de éstos —cuando tiende al
estacionario—, se sigue comportando como un PI lineal. La acción de control en estas
zonas sólo depende de una variable de entrada (la que no está saturada), por lo que el
sistema produce la misma respuesta para distintos valores de la entrada cuando ésta supera
el umbral. Se está perdiendo información, y con ella pierde resolución el control.
Un resumen de la dependencia de la función de control con respecto a las variables
de entrada del controlador borroso se muestra en la Figura 6.10.
f
Au=0
f(GR.,
-Lee
Au= Lii
GR.ce(t)
= Lu
GE.e(t>
Ate = O
Figura 6.10 - Funciones de control por zonas
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6.3.1.4 Propuesta de métodos de sintonía
Para este primer caso, el controlador borroso produce una acción de control que es
función lineal del error y del cambio en el error. Es decir, eligiendo adecuadamente sus
parámetros de sintonía, se comporta como un PI convencional determinado.
Por lo tanto, un método para establecer las ganancias iniciales del CH consiste en
calcularías en función de los parámetros del PI elegido de partida, con el que se consiguen
unas especificaciones prescritas.
Haciendo transparente esta relación, se están aplicando de un modo indirecto
técnicas clásicas de sintonía para calcular losfactores de escala del controlador borroso.
Los pasos a seguir son:
1- Fijar los universos de discurso de las variables de entrada Le y Lce examinando el
rango de variación de éstas.
2- Asignar un valor al factor de escala GU y al universo de discurso de la salida Lu,
teniendo en cuenta (6.3Db).
3- Calcular, basándose en unos parámetros del PI determinados, los factores de escala
del CH (6.30a):
GE 2Ki.Le
GU.Lw GU.Lu
Las ganancias del PI se calculan mediante alguna técnica clásica de sintonfa para
que la respuesta verifique ciertas características (en los ejemplos, se han obtenido
mediante las técnicas de Ziegler-Nichois [Zie 42]).
4- A partir del comportamiento del controlador borroso como un PI, con Kp y Ki
determinados, mejorar la respuesta del sistema variando los parámetros según se
especifica en el apartado siguiente (donde A significa un ligero incremento) para
conseguir mejorar la especificación deseada.
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De estaforma, se evita el problema de asignar deforma aleatoria los parámetros
iniciales del sistema borroso, por lo que se a/zorra tiempo en el proceso de sintonía y se
puede automatizar esteprocedimiento.
Efecto de la variación de los factores de escala:
GE GRGU
A A
si
Kp
cte. 1
Ki
-1
Ti Efecto en la respuesta
cte. Control más brusco: respuesta menos estable
cte. cte. Respuesta más lenta, menos oscilatoria
A cte. cte. cte. 1 Al aumentarlo, más oscilatoria y más rápida
si cte. cte. cte. .1- ‘1’ Menos oscilatoria, más lenta
cte. A cte. 1
cte. si cte. 1-
cte. 1 Menos oscilatoria, con menor sobrelongación
cte. 4- Respuesta oscilatoria, alarga el transitorio
1 1 cte.
4.. ‘U cte.
Control más fuerte: respuesta más oscilatoria
Respuesta más lenta; menos oscilatoria
Estos resultados se ilustran en las Figuras 6.9, 6.12, 6.13 y 6.14 respectivamente,
obtenidas de los datos que se resumen en fas tablas que acompañan a cada una. Se
observan las distintas características de la respuesta al ir variando cada uno de esos
parámetros de sintonía del controlador borroso.
En resumen, un controlador borroso así definido, para esas variables de entrada y
las reglas y etiquetas anteriormente enunciadas, y con un método de desborrosificación
lineal, se comporta como un ¡‘1 lineal, cuyas ganancias proporcional e integral son las
definidas por (6.28).
Un estudio de la estabilidad de este regulador borroso, en el área lineal, se reduce al
de un controlador PI clásico. En el caso borroso, el cero introducido por el controlador
está situado en -GE/GR. como se deduce de la espresión (6.26).
cte.
cte.
cte. A
cte. si
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Variación de la respuesta al variar elfactor de escala GE
El awnento del factor de escala del error GE alarga el transitorio, haciendo la
respuesta más oscilatoria. La reducción del tiempo de subida es pequeña frente al peligro
de inestabilidad que le acompaña.
4
2
o
-2
lo
5
o
-5
o
-10
o
Referencia 1 Respuesta
250
250
Figura 6.12 - Respuesta del controlador borroso al variar el factor de escala del error (GE).
Características del Controlador IGR=0.6;GU= 1; GE=4, 2, 1
¡Lu= Lce=Le= 10
Ti Efectos en la respuestaGE Le Le real TKT Kz II
= =
20 0 3 . 0 25 1 2 sobreamortiguada0.5 10
10 10 03 0.5 0.6 mu suave, con sobrelon ación
1.33 10 7.5 0.3 0.6667 0.45 suave, con sobrelongación
2 10 5 0.3 1 0.3 ligeras oscilaciones, alarga el transitorio
4 10 2.5 0.3 2 0.15 mu osciiatoria.transitoriomu lar o
5 10 2 0.3 2.5 0.12 oscilatoria crítica
60 100 150 200
Control
50 100 150 200
tiempo *10
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Variación de la respuesta al variar elfactor de escala GR
Un aumento de la ganancia del cambio en el error GR disminuye el transitorio, ya
que hace la respuesta menos oscilatoria y disminuye la sobrelongación. A partir de un
valor dado, vuelve a oscilar en torno a la referencia. Valores bajos de este parámetro
producen un tiempo de subida pequeño.
4
2
1
o
10
6
o
o
-6
o
Referencia 1 Respuesta
260
250
Figura 6.13 - Respuesta del controlador borroso al variarel factor de escala del cambio en el error (GR)
Características del Controlador
= .=
GR ¡ Lce ¡ Lce real I........Ap.....j tú [ TL
GE= 2; GU = 1; GR = 0.05, 0.2, 1.5;
Lu = Le = Lce = 10
Efectos en la respuesta
0.05 10 200 0.025 1 0 025 nnsitorio largo, oscila
0.2 10 50 0.10 1 0.10 menos oscilatoria, transitorio largo-
0.4 10 25 0.2 1 0.2 más rápida, sobrelongación
1 10 10 0.5 1 0.5 con sobrelongación menor, rápida
1.2 10 8.33 0.6 1 0.6 menos oscilatoria, mayor sobrelongación
2 10 5 1 1 1 oscilatoria
60 100 160 200
Control
50 lUID 160 200
t,empo*JO
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Variación de la respuesta al variar elfactor de escala GU
El aumento de la ganancia de la salida del controlador GU produce oscilaciones
en la respuesta, alargando el transitorio, si bien reduce notablemente el tiempo de
respuesta del sistema.
3
2
1
o
—1
o
10
6
o
-6
-lo
o
Referencia/Respuesta
260
Figura 6.14 - Respuesta del controlador borroso PI al variar el factor de escala de la salida GV
GE 2; GR = 0.6; GV = 2,0.5.0.1;
=Lce=Lu= 10
Características del Controlador -
[Le
GV Lii [....!&..IXi Tu os’ 0)1 Efectos en la respuesta
0.1 10 0.03 0.1 0.3 0.95 lenta, sobrelongación muy pequeña
0.5 10 0.15 0.5 0.3 0.28 aumenta la sobrelongación, menos lenta
1 10 0.3 1 0.3 0.44 algo oscilatoria, más rápida, más sobrelongación
2 10 0.6 2 0.3 0.86 más oscilatoria, muy rápida, más sobrelongacién
3 10 0.9 3 0.3 0.89 osCilatoria
5 10 LS 5 0.3 oscilatoria
60 100 16$) 200
Control
50 100 150 200 250
tiempo*1O
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6.3.2 Método de desborrosificación no lineal
Introduciendo ahora la no linealidad del algoritmo de desborrosificacién (6.19) en
el controlador borroso, se realiza un estudio similar, al anterior para obtener su desarrollo
analítico con esta estrategia de salida. Aplicando este método no lineal (6.19) al conjunto
de reglas que describen el controlador borroso PI incremental (6.23), la expresión general
del control que resulta es:
Au=Up.Lu-Un.Lu /Up+Uz+Un
Up = mm (Ep, CEp)
Un = mm (En, CEn)
(6.38)
(6.39a)
(6.39b)
Lukasiewicz: Uz = nÚ(l, mfn(Ep, CEn) + mfn(En, CEp))
Zadeh:
(&39c)
(6.39d)Uz = máx(mín(Ep, CEn), mín(En, CEp»
Al evaluar cada una de las reglas, aplicando la conectiva and como el mímmo, se
obtienen dos posibles conclusiones distintas para cada regla. Las ocho zonas resultantes se
reducen a cuatro (Figura 6.15):
GE.e(t)
F¡gura 6.15 - Representación de las zonas de evaluación de las reglas
GR.ce<t)
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zl: si mm (Ep, CEp) = CEp => mm (En, CEn) = En
z La) mln(Ep, CEn) = Ep =~ mín(En, CEp) = CEp
z 1.b) mmn(Ep, CEn) = CEn =~ mín(En, CEp) = En
z2: si mm (Ep, CEp) = Ep => mm (En, CEn) = CEn
z 2.a) min(Ep, CEn) = Ep ~ mín(En, CEp) = CEp
z 2.b) mmn(Ep, CEn) = CEn ~ mmn(En, CEp) = En
Para calcular la ecuación del control, se sustituyen las expresiones que defmen los
grados de pertenencia a cada etiqueta en (6.38).
Si se expresa el incremento del control como:
Au(t) = num(Au(t)
)
den(Au(t)) (6.40)
el numerador es el mismo para todos los casos, y coincide con el calculado anteriormente
para el método de desborrosificación lineal (6.26). El denominador es distinto para cada
zona, y varía al aplicar para la unión entre las reglas la or de Zadeh (ORZ) o la de
Lukasiewicz (ORO.
Se comprueba que al aplicar la ORL el valor obtenido para el denominador es
mayor, como se puede deducir de (6.39c) y (6.39d).
Operando se obtienen estas cuatro ecuaciones de control (6.41), que se pueden
expresar en función del valor absoluto del error y del cambio del error, dentro del intervalo
donde las funciones de pertenencia se han definido de forma lineal.
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Lukasiewicz
z La) den(Au) = CEp + xnfn(l, Ep + CEp) + En
den(Au(t)) = 2 + GR.ce(t
)
Lce
z 1.b) den(Au) = CEp + mín(1, En + CEn) + En
den(Au(t)) = 2 GE.e(t
Le
z2.a) denQNu) = Ep + mín(1, Ep + CEp) + CEn
den(Au(t)) = 2 + GE.e(t
Le
z 2.b) den(Au) = Ep + mín(l, En + CEn) + CEn
den(Au(t)) = 2— GR. ce(t
Lce
den(Au) = CEp + máx(Ep, CEp) + En
den(Au(t)) = 1.5+ GR.ce(t
2Lce
den(Au) = CEp + máx(En, CEn) + En
den(Au(t)) = 15— GE.e(t
2Le
den(Au) = Ep + máx(Ep, CEp) + Cen
den(Au<t)) = 1.5+ GE.e(t
2Le
den(Au) = Ep + máx(En, CEn) + Cen
den(Au(t)) = 15— GR.ce(t
2Lce
(6.41)
Las leyes de control se reducen entonces a dos ecuaciones distintas, según la
relación entre las variables de entrada, ya que resulta lo mismo para las zonas zl.a y z2.b, y
para zl.b y z2.a.
Zona 1: GRjce(t)//Lce =GE./e(t)//Le
O.5Lu
2Le — GE.¡e(t)¡ GE.e(t) +
OSLu.Le
Lce(2Le — GE.¡e(t)¡) GR.ce(t) (6.42a)
Zona JI: GE./e(t)I/Le =GR.Ice(t)/ILce
0.SLu. Lce
Le(2Lce — GR.Ice(t)I GE.e(t) +
O5Lu
2Lce — GR.lce(t)l GRce(t) (6.42b)
Análogamente se calcularían para el operador ORz.
Zadeh
Au(t) =
Au(t) =
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De estas expresiones se pueden deducir las siguientes conclusiones:
a) En contraposición al caso anterior, todas las reglas contribuyen al resultado final,
también aquellas cuya conclusión corresponde al peso de la etiqueta Z de la salida.
El numerador de la expresión (6.19) corresponde a la ecuación empleada en el caso
lineal (6.18), pero el denominador incorpora la no linealidad del método de
desborrosificación.
b) Por lo tanto, si bien para calcular el numerador se puede aplicar todo lo dicho al
respecto anteriormente, se obtienen ahora distintos resultados al evaluar el conjunto
de reglas con el operador or según la lógica de Zadeh (6.15b) o la de Lukasiewicz
(6.16b). La primera sólo considera el máximo de los grados de pertenencia a las
etiquetas comunes (salida Z), y la segunda considera todos. La interpretación de
Zadeh da un denominador menor, ya que los grados de pertenencia son siempre
valores positivos comprendidos entre O y 1; luego resultará un valor absoluto de
control mayor.
c) El resultado es una ley de control que esfunción no lineal de las entradas (error y
cambio en el error). Por eso el controlador borroso es no lineal, y se puede obtener
de forma analítica su mapa de inferencias. Su salida es ponderada por el factor de
escala GU (6.20).
63.23 Parámetros de sinton(a
Se puede establecer una correlación entre este controlador borroso y un PI clásico,
en este caso lineal a tramos, donde Kp y Ki son funciones del error y del cambio en el
error.
Kp = f(e(t), ce(O) Ki = f(e(t), ce(t)) (643)
Las fórmulas de los parámetros del PI no lineal en función de los factores de escala
y las variables del controlador borroso vienen dadas por las siguientes expresiones
—obtenidas para la lógica de Lukasiewicz, y de forma análoga se hace para la de Zadeh—:
174
Zona 1: GR./ce(t)//Lce =GE./e(t)//Le
Kp1 - OiLu.Le.GR.GU
Lce(2Le — GE.Ie(OI) Ki - O.5Lu.GE.GU— 21.e — GE.leqM
Zona II: GE./e(t)I/Le =GR./ce(t)//Lce
O.5Lu.GR.GU
Kp11 — 2Lce— GR.¡ce(t)¡ Ki11 = O.5Lu.Lce.GE.GU
Le(2Lce — GR.Ice(t)I)
de donde:
Ti= GR.Le Le real
GEÁLce Lce_real (6.45)
Evidentemente, la solución no está determinada unívocamente, porque el sistema
está sobreparametrizado. Existen distintas combinaciones de GU, GE y GR para lograr que
el controlador borroso se comporte como un PI lineal a tramos con esos valores Kp y Ki
para cada zona (6.44); resulta interesante observar que para diferentes valores de esos
factores se cambia el grado de no linealidad del controlador borroso.
Estos coeficientes (6.44> se denominan parámetros dinámicos cuando e y ce no son
cero. La constante de tiempo integral Ti no depende de la zona de trabajo. Así pues,
siempre es posible conseguir que un controlador borroso así definido se compone como un
PI lineal a tramos, con un parámetro Ti iguál para las dos zonas.
Por lo tanto, para especificar los factores de escala del regulador borroso, se puede
establecer esa ligadura entre ellos: mantener constante Ti. Se elimina asf un grado de
libertad del controlador borroso. Algunas soluciones para determinar los factores de escala
en función de los otros parámetros del PI (Kpj y Kp¡y) se comentan en el apartado 6.3.2.4
para casos particulares.
6.3.2.2 Particularizaciones
Se han estudiado los siguientes casos paniculares:
(6.44a)
(6.44b)
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Au(t) = X.[GE.e(t)+GR.ce(O] Lukasiewicz Zadeh
Caso 1:
Le=Lee=L
Zona 1: GR.fceft)f=GE./e(t>/ O.5LuX = 2L -GEje(t)¡
(6.46a)
Lu
X — 3L - GE¡e(t)¡
(6.47a)
Zona fi: GE./e(t>I =GR.1 ce<’t)/
O.5Lu
X
2L- GR¡ce(t)¡
(6.46b)
Lu
X =
3L - GEje(t)f
6.47b
Caso 2:
estacionario
LeLce=L
Lu.GU
X= 4L(6.48a)
Lu.GU
3L (6.48b)
Caso 3:
GE.IeWI = GR.Ice(tfl
= Ti.Ice(t»
(6.49)
O.5Lu
2L-GE¡e(t)¡
(6.SOa)
— O.5Lu
2L-GEje(t)¡
(6.50b)
Caso 4: 1= máx (GE./e(t)I, GR/ceO»)
f=L
6.51c
O.5Lu.GU
x -
2L—f
(6.5ta)
Lu GU
X —
3L—f
(6.51b)
Casal: Cuando Le = Lce = L, el CB se comporta como un PI lineal a tramos, donde la
restricción sobre los factores de escala viene dadapor la relación simplificada siguiente:
GR = Ti.GE (6.52)
Casa.l: Para el caso estacionario, cuando ambas variables de entrada, el error y el cambio
en el error son cero, el controlador opera como un Pl lineal, de parámetros Kp5 y Ki5
(ganancia proporcional estática y ganancia integral estática). Por lo tanto, los valores de
Kp constante y Ki constante del controlador PI se deben utilizar como condición al estado
estacionario en el controlador borroso.
Aplicando la lógica de Zadeh al evaluar las reglas, los valores estacionarios
obtenidos difieren de los que se calculan con la de Lukasiewicz; como los de Zadeh (6.48b)
dan un resultado mayor para las ganancias equivalentes, el comportamiento del controlador
con éstos valores produce una respuesta ligeramente inferior en cuanto que produce un
pequeño aumento de la sobrelongación y del tiempo de subida respecto al que se obtiene
con la lógica de Luekasiewicz.
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Casa.I: También en los puntos limítrofes entre una y otra zona el controlador borroso se
comporta como un regulador lineal. Si Ti es la constante de tiempo integral con la que se
comportaría el PI equivalente:
Si Ie(t)I =Ti.Ice(t)I zona ¡
Si Ie<t)I =Ti.Ice(t» zonal!
Es decir, puede existir una Ti variable que haga cada instante de tiempo el
controlador borroso lineal.
(astiÉ: Introduciendo la no linealidad del PI como una funciónf (6.51c), se evita trabajar
con distintas zonas. Esto permite “linealizar” el controlador borroso —al hacer variable la
Ti equivalente del CB— y trabajar con una notación más compacta.
6.3.2.3 Algoritmo de borrosifleación no lineal: Zonas saturadas
Para las zonas donde el valor de alguna de las variables de entrada no pertenece al
intervalo [-Lx, Lx] dc su correspondiente universo de discurso, las funciones que describen
la salida del controlador son distintas de (6.42), y coinciden can las calculadas para esas
zonas no lineales para el controlador borroso con algoritmo lineal (Figura 6.10). Son, por
lo tanto, las descritas por las expresiones (6.36) y (6.37). Se obtiene el mismo resultado al
aplicarla lógica de Zadeh que la de Lukasiewicz en esas zonas saturadas.
6.3.2.4 Propuesta de métodos de sintonía
Existen diversos objetivos a la hora de establecer los criterios de comportamiento
del controlador borroso, y por lo tanto, para determinar los parámetros de éste. Es difícil
llegar a una solución óptima, ya que el sistema borroso tiene muchos grados de libertad
que, aunque se van reduciendo al especificar su estructura y componentes, se siguen
manteniendo en menor grado por los parámetros de sintonía. Además existe una fuerte
interrelación entre ellos, que le hace dependendientes unos de otros.
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Se aportan aquí distintas soluciones que pretenden ser un acercamiento al
problema de la sintonía, y sirven en algunos casos para alcanzar un comportamiento
adecuado a los requisitos de la aplicación.
MÉ7QD91: GB equivalente a un PI lineal a tramos
El objetivo de este método es calcular GE, GR y GU deforma que el CB acule como un
PI lineal a tramos, con Ti, Kp¡y Kp11 determinadas.
Partiendo de la ley de control que refleja cómo un controlador borroso se comporta
como un PI no lineal (6.42), se pretende optimizar el comportamiento de este PI,
especificando los parámetros de sintonía con los que se busca que actúe en cadatramo.
Puesto que los factores de escala del controlador borroso están relacionados entre
sí, la ganancia proporcional de~ PI en cada tramo se puede expresar en función de uno de
ellos, para estudiarlos:
O.5L.GE.Ti.GU O. SL. GE. Ti. GU
Kp1 — 2L — GE.¡e(t)¡ Kp11 2L — GE.Ti.¡ce(t)¡ (6.53)
La influencia de los parámetros de ajuste del controlador borroso, GE, GR y GU
sobre estas ganancias equivalentes del PI se traduce en su rango de variación, que es para
ambos casos:
O.25GU.GR =Kp =O.5GU.GR (6.54a)
Es decir, que el máximo y mínimo valor de la ganancia proporcional equivalente
que se puede conseguir está delimitado por los factores de escala del controlador borroso.
Por lo tanto, una vez determinado Ti, dado un intervalo de valores de Kp convenientes, las
ganancias del sistema borroso están restringidas al intervalo:
2KPm¡n =GR.GU =4Kp,,,~ (6.54b)
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Estudio de la sensibilidad
Otra forma de ver cómo afecta la variación de GE y GR al comportamiento del
controlador es analizar la sensibilidad de la función de control respecto a éstos parámetros.
Además, como para los controladores convencionales es conocida la influencia de
los parámetros Kp y Ki sobre la respuesta, al estudiar la sensibilidad de éstos respecto a las
ganancias del controlador borroso se pone de manifiesto cuál es su influencia sobre el
sistema.
Para medir la sensibilidad de una función F respecto a cada uno de sus parámetros
a, se estudia la relación:
— % variación de F aF/F ci ~F
a %variacióndea aa/cz Fact (6.55)
Cuanto menor sea el valor S, más insensible es la función a variaciones de ese
factor a.
Los parámetros del controlador borroso que afectan al control son L, GU, GE, GR,
e<t) y ce<t). Para cada uno de los tramos definidos parael regulador (6.53) se calcula:
Zonal Zona II
Kp — L aKpSL KpaL
K~GEaKP5GE — Kp 3GE
—GE.(e(t)J
-
2L — GE.Ie(t)I
2L
2L—GE.¡e(t)¡
—GE.Ti4ce(t)j
2L — GE. Ti.Ice(t)I
2L
2L — GE.Ti.jce(t)¡
Kp GU aKJ,
— Kp 3GU
5Kp(t) = e(t) aKp(t
)
c(t> Kp(t) ae(t)
5Kp(t) = ce(t) dKpQ
>
ce(f) Kp(t) ace(t)
GE. Ie(t)I
2L—GE.¡e(t)¡
GE.Ti. jce(t)¡
2L—GE.TLIce(t)i
(6.56a)
(6.56b)
1 1 (6.56c)
(6.56d)
(&56e)
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Estos resultados se resumen en las siguientes conclusiones:
a) La sensibilidad de las ganancias proporcionales del PI no lineal equivalente se ve
afectada de forma directa por el factorde escala de la salida GU.
b) La variación de la sensibilidad con el rango de los universos de discurso es inversa.
En este sentido conviene aumentarlos, ya que así la sensibilidad disminuye y el
controlador resulta más robusto. Esto equivale a ampliar las funciones de
pertenencia, con lo que el control que se produce es más suave.
c) Respecto al error o al cambio en el error, para valores grandes de éstos la
sensibilidad es 1, mientras que para valores pequeños aumenta proporcionalmente
al aumentarlos.
d) La sensibilidad de las ganancias se ve afectada por los factores de escala del
controlador borroso de forma que disminuye al aumentar éstos. Es decir, al
aumentar la no linealidad del controlador borroso se hace más insensible a éstos
parámetros.
Ajuste de los parámetros
El primer paso es determinar la constante de tiempo integral, Ti, con la que va a
funcionar el controlador. Por lo tanto, se establece esa ligadura (6.45) entre los factores de
escala del CB.
Los otros parámetros del PI son Kp¡ y Kp11 (6.44), que se pueden fijar para que el
sistema cumpla unas especificaciones determinadas en cada zona. Por ejemplo, para
penalizar valores altos del cambio en el error, se reduce el valor de su coeficiente de ajuste
Kp11 (6.44b) en la zona en la que esa entrada es mayor, y así producirá menos efecto sobre
la ecuación del control.
Para conseguir que el controlador borroso actúe como un PI lineal a tramos, con
unas ganancias proporcionales Kp1 y Kp11 constantes, los parámetros de ajuste del
controlador borroso varían con el tiempo, en función del error y del cambio del error
(Gráfica 6.7), según las expresiones:
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Zona 1: GR./ce(t)/ =GE./eft)/ =L
GE= 2LKp1
O.5L.GU.Ti+ Kpi.Ie(t)I
Zona II: GE./e(t)/ =GR.!ce(t)/ =L
GE= 2L. Kp11
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O.SL.GU.Ti+ Kpi1.Ti.jce0~
GR=
GR=
2L.Kp,
O.SL.GU+ Kp¡.¡e(t)¡/ Ti
2L. Kp11
O.SL.GU+ Kpn.ice(t)I
(6.57a)
(6.57b)
y de forma similar se obtienen para las ecuaciones que resultan de aplicar el operador ORz.
En la Figura 6.16 se muestra el funcionamiento del método, aplicado a un sistema
con retardo. En el controlador borroso se mantienen las ganancias proporcionales Kp1 y
Kp11 constantes según las zonas, penalizando el cambio en el error.
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Respuesta de un sistema con un CB con Kp1 y Kp11 constantes según las zonas.
= 0.3: Kp11 = 0.15
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Las Figuras 6.17 ilustran algunas características del método. Se puede observar la
variación e los factores de escala del CB para mantener constantes las ganancias
equivalentes de un PI no lineal, que según la zona oscilan entre los valores predefinidos de:
Kp1 = 0.30 (GR.Ice¿’t» =GEIe(t)I)
Kp11 = 0.15 (GRice(t)I =GEÁe<t)I)
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Figura 6.17 - Variación de los factores de escala del controlador borroso (GR y GE) para mantener
constantes las ganancias proporcionales según las zonas.
Se puede concluir que esta técnica resulta adecuada en casos selectivos, donde es
bien conocida la no linealidad que se quiere introducir para aprovechar sus ventajas.
M&QDQ.2: Controlador Borroso con varámetros estacionarios
El objetivo de este método es asignar a los factores de escala GE, GR y GU los valores
estacionarios y estudiar el comportamiento del CB.
Se estudia ahora el funcionamiento del controlador borroso cuando se fijan sus
ganancias a los valores estacionarios (6.58), sustituyendo esos valores en la ecuación de
control borroso (6.42) para la lógica de Lukasiewicz y la de Zadeh respectivamente. Para
la ganancia integral se obtienen las mismas desigualdades.
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Lukasiewicz
Valores estacionarios: GR = 4Kp5.Lce
Lu.GU GR = 3Kp5.LceLu.GU
GE = 4Ki5.Le
Lu.GU’ GE = 4KG.LeLu.GU
Zona 1: GR./ce(t)//Lce =GE./e(t)//Le
2Le. Kp5
2Le—GE.Ie(t)I Kp5
3Le.Kp5
3Le—GE.Ie(t)I =Kp5
Zona II: GE./e(t)I/Le=GR./ce(t)¡ILce
2Lce.Kp5
2Lce—GR.Ice(t)I Kp5
3Lce.Kp5
3Lce — GR.Ice(t)I =Kp5
(6.59)
De donde se deducen las siguientes conclusiones sobre el comportamiento del
controlador borroso, cuando se le asignan estos parámetros iniciales de sintonía:
- Las ganancias del controlador borroso resultan con un valor mayor o igual que las
de un PI convencional con esos parámetros estacionarios. La diferencia entre una
acción de control y otra viene dada por ia condición que fuerza la no linealidad del
CB, que es:
GE.Ie(t)I * GR.Ice(t)I (6.60)
Marca la diferencia entre las distintas zonas. Por lo tanto, cuanto más grandes sean
Ie(t)I o Ice(t)I, mayor es la diferencia entre du(t) del CB y dup¡(t).
Este aumento de los parámetros de control respecto al regulador convencional no
es demasiado fuerte. Si se denomina KPB la ganancia que proporciona el
controlador borroso con sus parámetros de sintonía fijados a los valores
estacionarios, y Kp5 ladel PI, se cumplen las relaciones siguientes:
Zadeh
(6.58)
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ORL: 2Kp5 =Kp~ =Kp5 (6.ála)
ORz: 1.5Kp5 =Kp~ =Kp5 (6.6ib)
La comparación entre el control obtenido por el CB y el PI depende tanto de los
signos de las variables de entrada como de la condición que fuerza la no linealidad
del controlador borroso. En la mayoría de los casos, es mayor en valores absolutos
la del CB, pero, por ejemplo, puede ser menor cuando las variables de entrada
tienen distinto signo (Figura 6.18).
-En el estado estacionario, cuando el proceso está cerca de la referencia: e(t) = 0, y
el cambio del error tiende a cero: ce(t) = 0, la acción de control del sistema borroso
es la misma que la del PI. Esto asegura que el error estacionario será nulo.
-Otra forma de cambiar el grado de no linealidad del controlador borroso es ajustar
los factores de escala GE y/o GR. Cuanto mayores sean GE (GR), aumenta la no
linealidad del controlador borroso, puesto que aumenta la desigualdad de la
expresión (6.60).
-Estas deducciones son aplicables tanto para la lógica de Zadeh como para la de
Lukasiewicz, siempre y cuando se actualicen las ganancias a los valores
estacionarios correspondientes (6.58). Como se ha visto, la acción de control
proporcionada por Lukasiewicz es igual que la de Zadeh en el estado estacionario,
pero mayor en los otros casos, aunque las características del control son las
mismas.
-Se debe tener presente la saturación de las variables de entrada ya que, en ese caso,
el comportamiento del controlador es diferente del previsto por las ecuaciones
generales.
En la Figura 6.18 se muestran, junto con la respuesta comparativa entre el CB y un
Pl, algunas características de este método. En concreto, cabe destacar la diferencia entre
los incrementos de control proporcionados por el controlador borroso y el PI.
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2
1.5 .‘
1
•-- 1
oI~! ________ 1
¡
a
10
6
o
-SIo io 20. 3(1 40 9)flemp<910
Comparación de la respuesta de un sistema con un controlador borroso y un regulador Pl
con los mismos valores estacionarios
Características del proceso K = 1; Tp = 1; To = 0.2; T= 0.1
Características del Controlador PI: Kp=0.3; Ti=0.3 CB: GE=4;GR=1.2;GU=1~
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En la Figura 6.19 se observa cómo al aumentar el retardo de un sistema la acción
del controlador borroso se asemeja en mayor grado a la del PI, decrementando la
sobrelongación que suele producir pero manteniendo menor el tiempo de subida. Para
sistemas de orden mayor (Figuras 6.20 y 6.21), la respuesta del controlador borroso sigue
manteniendo el tiempo de respuesta menor aunque alarga ligeramente el transitorio.
Referencia/Respuesta CH /Respuesta PI
0.14
6
013
o i~
o
40
40 fil
Vá~4n ¡a l~ Él cfoladcíbna
im lffi aL S
Gráfica 6.19 - Comparación de la respuesta de un sistema al aumentar su retardo con un controlador
bormso y un PI con los mismos valores estacionarios.
Caracieristicas del proceso K = 1; Tp = 1; To = 0.8; T= 0.1
características del Controlador PI: Kp=0.12; Ti = 1.2 CB: GE=0.4; GR =0.48; GU=
1;
Le=Lce=Lu= 10
La variación de la ganancia proporcional del controlador borroso es función de los
valores absolutos del error y del cambio en el error, pero siempre es mayor o igual que la
del PI (Figura 6.19b) y verifica (6.61a).
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Referencia/Respuesta CE ¡Respuesta Pl
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Comparación de la respuesta de un sistema de tercer orden con un controlador borroso y un
PI con los mismos valores estacionarios.
C
Características del proceso G(s) =
(s +
Características del Controlador PI : Kp = 0.16; Ti = 0.04 CB: GE = 0.16; GR = 0.64; GU = 1;
Le=Lce=Lu= 10
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Figura 6.21 -Comparación de la respuesta de un sistema con integmdor con un controlador borroso y ur
Pl con los mismos valores estacionarios.
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Este método proporciona una acción del controlador borroso, en general, más
enérgica, que permite un seguimiento más rápido de la referencia —consecuencia de una
ganancia proporcional equivalente mayor— aunque con mayor sobrelongación y con un
transitorio ligeramente más largo, al aumentar la ganancia integral. Sin embargo, aunque la
no linealidad puede ser deseable para controlar un proceso con menor tiempo de subida,
puede también provocar oscilaciones en tomo al punto de consigna, haciendo al sistema
menos estable.
En resumen, seleccionar los parámetros iniciales del controlador borroso como
sus valores estacionarios (658>, en función de los parámetros de un regulador
convencional Kp, Ti, resulta una técnica agraviada teniendo en cuenta los efectos que
produce esta elección paramejorar luego cualitativamente la acción de control.
M.aQDQI: Controlador borroso equivalente a un re2ulador Pl
El objetivo de este método es determinar los factores de escala GE, GR y GU para que el
GB se comporte linealmente, y aplicar las técnicas clásicas de sintonía.
Este método consiste en equiparar el controlador borroso a un PI, al que se pueden
aplicar las técnicas clásicas de sintonía. Sobre todo por parte de los operarios, resulta bien
conocida la influencia de los parámetros de sintonía de los reguladores convencionales
sobre la respuesta del sistema, lo que facilita su ajuste.
~PID
Figura <1.22 - Controlador Borroso visto como un PID
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Por eso, una buena medida consiste en enmascarar los parámetros del sistema
borroso con los de un controlador clásico, de forma que la variación sobre éstos se
traduzca en un cambio de las ganancias GE, GR y GU, con lo que se sintoniza el
controlador borroso para conseguir unas especificaciones determinadas (Figura 6.22).
A partir de la expresión (6.51), se determinan los parámetros del controlador
borroso, que varían cada instante de tiempo, de forma que en todo momento el CB se
comporte como un PI equivalente de ganancias Kp y Ki.
Si se han fijado GU y L, y se han obtenido para el proceso o para un modelo de
éste los parámetros de sintonía del PI mediante cualquier técnica clásica, se calculan:
GR = GR (GU, L, Kp, Ki, e(t), ce(t)) GE = GE (GU, L, Kp, Ki, e(t), ce(t))
GR=KP(2Lf) GE= Ki. (2L—f) (6.62)0.5Lu.GU 0.5Lu.GU
f= máx (GE.Ie(t)I, GRice(t)I) =L
Esto permite establecer unos parámetros iniciales para el controlador borroso con
los que se sabe cómo se va a comportar, y que están directamente relacionados con la
respuesta del sistema a través de las ganancias del PI. A partir de éstos valores, se puede
mejorar el comportamiento del controlador de dos formas:
1. Aplicando los efectos de la variación de estos factores o de los universos de
discurso de las variables sobre la respuesta. Estos efectos corresponden a los que se
expusieron en el apanado 6.3.1.4, ya que coinciden con los del CB lineal.
2. Introduciendo la no linealidad del controlador borroso dando valores distintos a Kp
y Ki para cada zona.
Para su simulación se trabaja actualizando estas ecuaciones con el valor anterior
obtenido para cada parámetro de sintonía, lo que da un buen resultado. La diferencia entre
un factor de escala y su valor en el instante anterior es pequeña (Figura 6.24), excepto
cuando el error o el cambio en el error son muy grandes.
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Aún así, como se comprueba en las Figuras 6.23 y 6.25, la linealización es buena.
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Figura 6.23 - Respuesta de un sistema con un CB linealizado para que actúe como el PI de la figura
Características del proceso K= 1; Tp = 1; To = 0.2; T = 0.1
Caracter(stitas del Controlador PI: K = 0.3; Xi = 1.0 CB: GU = 1; Le = Uce = Lii = 15
Características de la Res uesta sobrelon ación = 0.4463 sobrelon ación = 0.3166
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Figura 6.24 - Características del Método 3 dc sintonía.
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Figura 6.25 - Respuesta de un sistema de primer orden al aumentar su retardo, con un controlador borroso
linealizado para que actúe como el PI de la figura. Son prácticamente indistinguibles
~~Característicasdelproceso K= I;Tp= 1;To=O.8; T=0.1
Características del Controlador PI: Kp = 0.12; Xi = 0.1 CH: GU = 1; Le = Lce = Lu = 15
Características de la Res uesta sobrelon ación = 0.2929 sabrelon ación = 0.2733
Este método es ~ para establecer una configuración inicial del CB,
cuando se dispone de información del proceso o de un regulador que esté funcionando
adecuadamente. Su principal ventaja es cara al operario de la planta, ante quien se
mantiene la apariencia de un elemento de control que sabe manejar y sintonizar con su
experiencia y conocimiento. Por eso, este método indirecto de sintonía se ha demostrado
eficaz en estos casos sencillos, y abre una vía de introducción de esta nueva técnica de
control en el mundo industrial.
6.3.3 Conclus¡ones para el controlador borroso PI
Los factores de escala son parámetros críticos en el desarrollo de un controlador
borroso, ya que tienen una influencia decisiva sobre la respuesta del sistema.
Con estos primeros ajustes analfticos, obtenidos por cualquiera de los métodos
anteriores, se obtienen unos parámetros próximos a los óptimos. Una comprensión a nivel
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cualitativo de la influencia de estos factores permite afinar la elección para mejorar la
respuesta del sistema.
Los resultados resumidos en el apanado 6.3.1.4 sobre la variación de la respuesta
con los factores de escala se confirman para el CB con algoritmo de desborrosificación no
lineal, como se observa en las Figuras 6.26 (influencia del factor de escala del error GE),
6.27 (influencia del factor de escala del cambio en el error GR) y 6.28 (variación de la
ganancia de la salidaGU) dadas para un sistema con retardo.
Para los casos estudiados, tanto aplicando el método de desborrosificación lineal
corno el no lineal, estas variaciones se apuntaban en la sección 4.3 del capítulo 4, que junto
con estos resultados, pueden resumirse en:
* Un aumento de la ganancia de la variable de entrada error hace al sistema más
oscilatorio, aumentando generalmente el tiempo de asentamiento y aumentando la
sobrelongación, con el peligro de inestabilizarlo Sin embargo, produce una
respuesta más rápida, como resultado de una acción de control más enérgica, al
aumentar la ganancia equivalente Ki.
3
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Variación de la respuesta con GE
loo
Figura 6.26 - Variación de la respuesta al variar la ganancia del error GE del conirolador borroso
Variacion del control con GE
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Características del Controlador jGR 1.2;GU= 1;GE 1,4 y7.5
¡Le= Lce=Lu= 15
—=—=
GE [Leí Le reail Kp* 1 K¡* 1 Ti” j 0v (It) ¡ Efectos en la respuesta
0.25 15 J 60 0.3 0.0625 4.8 0.2492 no oscila, sobrelongación
0.5 15 1 30 1 0.3 0.125 2.4 0.2735 no oscila, sobrelongación
1 15 115 1 0.3 0.25
15 17.5 1 0.3 0.5
15 3.75 0.3 11
=15 (2 0.3 11.875
15 ¡1.5 1 0.3
1.2 0.3529 algo oscilatoria, aumenta sobrelongacién
2 0.6 0.5 163 algo oscilatoria, aumenta sobrelong~9j~~~
0.3 1 0.8 130 mayor sobrelongacién, acorta transitorio
1=0.16 1.2984 mAs sobrelongación, transitorio largo, oscila
4**
7.5
10 oscilatoria1
(*) Estos valores son los mínimos (**) Se han recuadrado en todas las tablas los resultados
correspondientes a fijar los valores estacionarios
(#) Se ha denominado ov el máximo valor que alcanza la sobrelongación de la respuesta.
* Un awnento de la ganancia de la variable de entrada cambio en el error puede
decrementar la sobrelongación, hasta que a partir de un valor dado vuelve a
aumentarla, produciendo una respuesta mas rápida.
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Figura 6.27 - Variación de la respuesta al incrementar la ganancia del cambio en el error GR del CH
Características del Controlador GE = 4; GE) = 1; GR = 0.1,0.3,0.6, 1, 1.2
Le=Lce=Lu= 15
GR Lee ¡Lee real Kp* Ti”‘ ev (It) Efectos en la respuesta
0.05 15 300 J______
0.02510.9772
0.075 10.8333
0.15 10.6986
oscilatoria
0.1 15 150 0.025 1 oscila, Iransitorio largo
0.3 15 50 0.075 1 menos sobrelongación, menor transitorio
06 15 25 015 1 acorta transitorio, oscilaciones pequeñas
I’rH 15 ¡12.5 [0.3 1 [0.3 10.8130 mayor sobrelongación, acorta transitorio
2 15 7.5 oscilatoria
A, . . CAdI.)ji \ ~=J GR 4,0 .6
--Vv> 1 ~ GR=4)3
ru’t
GRzI2
r , . .
fY-oR~-i, ~ ~. CAdI.? 1
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* Un aumento de la ganancia de la variable de salida aumenta la inestabilidad
del sistema al producir oscilaciones, pero acorta notablemente el tiempo de
subida y en algunos casos el transitorio.
Variación de la respuesta con GU
10 20 SC! 40 ~O St
Variación del control
10 20 30 40 50 80
tiempo
Figura 6.28 - Variación de la respuesta al incrementar la ganancia de la variable de salida GU del CD.
Cara kas del Controlador JGE=4;GR= l.2;GU=0.05,O.1,0.5. 1, 1.5
Le=Lce=Lu= 15
Gil Lo 1 Kp* 1 Ki~’ Tit ov (It) Efectos en la respuesta
0.05 J 15 10.015 1 0.05
0.1 1 15 10.03 10.10
0.5 1 15 10.15 10.5
=
1””” JisJ 0.3
=_=1.5 11510.45 1.5
0.3 0.028 sobreamortiguada
0.3 0.1309 amortiguada, con ligera sobrelongacién
0.3 0.5014 con sobrelongación
0.3 10.8130 algo oscilatoria,aumenta lasobrelongación
0.3 Ii1.2587 oscea, mayor sobrelongación
2 Litl oscilatoria
Muchas de las técnicas de ajuste propuestas en la literatura se basan en estas
variaciones cualitativas. En algunos casos, se llevan a cabo siguiendo las pautas de la
lógica borrosa, ajustando mediante reglas la variación de las ganancias. Sin embargo, el
problema de los valores iniciales no se aborda, por lo que la convergencia de losfactores
suele ser lenta, y no siempre consigue alcanzar unos valores óptimos.
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6.4 INFLUENCIA DE LA PARTICIÓN DE ENTRADA
Por último, se va a ampliar el estudio de los CB tipo PI analizando su
comportamiento cuando se incrementa la partición borrosa del espacio de entrada, con los
que se introduce una nueva fuente de no linealidad en el controlador: la debida al algoritmo
de borrosificacién.
La influencia de la partición de los universos de discurso de las variables se ha
comentado brevemente en la sección 4.2.1.2 del capítulo 4. Sin embargo, el desarrollo
analítico de un controlador borroso en el que se aumenta su número de etiquetas
lingilisticas para las entradas, permite compararlo con el caso anterior, y formalizar esta
influencia.
La estructura del CB es similar a la definida en el
borrosos primarios elegidos para las variables son tres,
como para la salida por las etiquetas:
punto 3, pero ahora los conjuntos
definidos tanto para las entradas
N: Negativo
Cero
Positivo
La primera variación respecto al caso anterior se da en la dimensionalidad de la
tabla de reglas (Tabla 4.1). Aunque las variables de entrada son las mismas, al aumentar el
espacio de entrada es necesario reformular la base de reglas del controlador, que en este
caso son 9, descritas en la Tabla 6.2.
GE.eesPy
GE.eesPy
GE.e es P 3’
GE.eesZy
GE.eesZy
GE.ees Zy
GE.eesNy
GE.eesNy
CE.eesNy
GR.ce es P entonces U es P
GR.ce es Z entonces U es P
GR.ce es N entonces U es Z
GR.ce es P entonces U es P
GR.ce es Z entonces U es Z
(R.ce es N entonces U es N
GR.ce es P entonces U es Z
GR.ce es Z entonces U es N
GR.ce es N entonces U es N
R1: si
R2: SÍ
R3: si
R4: 5¡
R5: si
R6: si
Ry: si
R8: si
R9: si
(6.63a)
(6.63b)
(6.63c)
(6.63d)
(6.63e)
(6.63 1’)
(6.63g)
(6.63h)
(6.63i)
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GE.e(t) _______
U P Z N
GR.ce(t)
ji
p p p z
Z P Z N
N Z N N
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Tabla 6. 3 - Reglas del controlador borroso PI incremental
La ecuación que describe simbólicamente el control es (6.38):
Au= (Up-Un).Lu/Up+Uz+Un
Up = or (mm (Ep, CEp), mm (Ep, CEz), miii (Ez, CEp)) (6.64a)
Uz = or (mlii (Ep, CEn), mm (Ez, CEz), mm (En, CEp)) (6.64b)
Un = or (miii (Ez, CEn), miii (En, CEz), miii (En, CEn)) (6.64c)
que en el caso del método de desborrosificación lineal se reduciría al numerador. Se va a
aplicar la conectiva or propuesta por Lukasiewicz, pero de forma análoga se hace para la
de Zadeh.
Se consideran funciones de pertenencia triangulares para los conjuntos borroso del
error, cambio en el error y control, como las descritas en la Figura 6.4, cuya definición
corresponden a las expresiones 6.11, que siguen manteniendo un grado de completitud
de 0.5.
Teniendo en cuenta estas ecuaciones, al aplicarlas a la ecuación de salida, se
establecen ocho zonas de control según las relaciones entre las variables de entrada,
resumidas en la Tabla 6.3. El numerador de las expresiones del control corresponde a los
resultados de aplicarel método de desborrosificación lineal para este caso.
La función de control que se obtiene es claramente no lineal, tanto para el método
de desborrosificación lineal como para el no lineal, como consecuencia de introducir la no
lunealidad en el algoritmo de borrosificación de las entradas.
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Por lo tanto, el método más apropiado para establecer unos parámetros iniciales de
sintonía válidos va a ser el de estudiar el controlador borroso en el estacionario.
Método de desborros(ficación lineal
Se observa que las ganancias del controlador borroso tienen distintos valores, pero
en la mayoría de las zonas son mayores que las establecidas para el caso anterior de una
partición menor. Por lo tanto, observando los coeficientes de la ecuación del control
(Tabla 6.3), una buena propuesta de parámetros iniciales será tomar como valores
estacionarios:
GR = Kp.L/GU.Lu GE = Ki.L/GU.Lu
Así se consigue que en los tramos donde las variables de entrada tienen distinto
signo, se comporte como un PI lineal con ganancias Kp y Ki, y en las zonas donde tienen
distinto signo, incorpora la no linealidad haciendo más fuerte la acción de control, ya que
las ganancias alcanzan un valor absoluto mayor (Figura 6.29).
Respuesta del sislerna con .l CE dc 2 y 3 etiquetas
¶3 etiquetas~
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Figura 6.29 - Respuesta de un sistema con un controlador borroso con mEtodo de desborrosificación
lineal, con particiones de dos y tres etiquetas para las variables de entrada.
Características del proceso ¡<=1; Tp = 1; To 0.2; T=0.1
Características del Controlador PI: Kp = 0.3; Ki = 1.0 CB: GU = 1; Le = Lce = Lu = 15
Características de la Respuesta máxima sobrelongacién = 0.59 (3 etiquetas>
(6.65)
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Por eso, para los mismos parámetros, aumentar la partición supone aumentar la
resolución del control, ya que la salida del controlador es más precisa cuando los valores
de entrada cambian, siendo más sensible a éstos cambios, y sin embargo mantiene un
comportamiento lineal en el estacionario.
Método de desborrosificación no lineal
Para el algoritmo de saiida no lineal, aplicando el mismo razonamiento, los
parámetros del controlador borroso varían entre los valores absolutos de:
(ILSKp =GR.GU =3Kp 0.5Ki =GE.GU =3Ki (6.66)
Por lo tanto, si se asignan unos valores iniciales como los anteriores, la respuesta
(Figura 6.30) es ahora igual o menor que la que correspondería a un Pl con esos
parámetros, ya que en la mayoría de las zonas las ganancias del CB son inferiores a las del
PI. Pero si toman los valores superiores extremos, existen zonas en las que el controlador
puede hacer al sistema oscilatorio o inestable.
Respuesta del sistema con ~ CE dc 2 Y 3 etiquetas Increinerta de ewrtrul de do, y cies eliqraetas
3 8 ___
2 . E
eliquetos - , •..h ¿
2
lo
i&i2 etiquetas
E
3etiqettas
o +
-5
-10 1.O 60 im ¶60 X~ O
niempo ¡O
F¡gura 6.30 - Respuesta de un sistema con un controlador borroso con método de desborrosificación no
lineal, con particiones de dos y ¡res etiquetas para las variables de entrada.
Característicasdel proceso K = 1; Tp = 1; To = 0.2; T = 0.1
Características del Controlador PI: K = 0.3; Kl = ¡.0 CH: GU = 1; Le = Lce = Lu = 15
Características de laRespuesta sobrelongacién = 0.81(2 eíiq.): sobrelongacién = 0.51(3 etiq.)
2 etiquetas
3 eliquetás
-c...—.—.—..i —•:
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Zonas Condiciones Au(t)
GR.Ice(t)I =GE.Ie(t)I
sg(e) = sg(ce)
GR.Ice(t)I =L - GE.Ie(t)I
Lu.[GE.e(t) +2GR.ce(t)
L+2GR.¡ce(t)¡
GR.Ice<t» =L - GE.Ie(t)I
Lu.[2L—GE.e(t)]
3L2GE¡e(t)¡
sg(o) !=sg(ce)
GR.Ice(í)I =L - GE.Ie(t)I
Lu.[GE.e(t) + GR.ce(t)]
L+26R.Ice(t)I
GRJce(t)I =L - GE.Ie(t»
Lu4GE.e(t) + GR.ce(t)]
3L2GE.¡e(t)j
GE.Ie(t)I=GR.Ice(t)I
sg(e) = sg(ce) GR.Ice(t)I =L - GE.Ie(t)I
Lu.[2GE.e(t) tGR.ce(t)
L+2GE.Ie(t)!
GR.Ice(t)I =L - GE.Ie(r)I
LuI2L — GR.ce(t)]
3L—2GR.¡ce(t)¡
sg(e) !=sg(ce)
GR.Ice<t)I =L - GE.Ie(t)I
Lu.[GE.e(t) —GR.ce(t)]
L4-2GE.Ie(t)I
GR.Ice(t)I =L - GE.Ie(t)I
Lu.[GE.e(t) + GR.ce(t)]
3L—2GR.IceQ)I
Tabla 6.3 - Zonas de control del Controlador Borroso Pl con tres etiquetas para cada variable de entrada
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Variación de la tabla de reglas
Para esta misma partición de las variables de entrada, existen distintas tablas de
reglas que reflejan también el comportamiento del controlador borroso. Por ejemplo, para
la dada en la Tabla 6.4, el control se hace más enérgico, como se observa en la Figura 6.3 1,
frente a las dadas en las Tablas 6.1 y 6.2.
GE.e(t)
U II p z N
p p p N
Z P Z N
N P N N
Tabla 6. 4 - Reglas del controlador borroso PI incremental
Incrementos de control con distinta base de reglas
260
Figura 6.31 - Distintas acciones de control según la tabla de reglas.
6.5 CONCLUSIONES
El desarrollo analítico de los controladores borrosos permite sistematizar su
estudio y exponer defonna general y rigurosa el tema de la sintonía de sus parámetros.
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Se ha partido de una configuración general, en la que se han ido delimitando los
diversos elementos del CH para asemejarlo a un controlador PI. Una vez obtenidas las
distintas ecuaciones que defmen la salida del sistema de control, para distintos algoritmos
de desborrosificación, se han estudiado en profundidad, examinando sus propiedades para
casos particulares. Se han podido extraer conclusiones de su comportamiento
comparándolo a los controladores convencionales, lo que facilita la argumentación de la
influencia de sus parámetros de sintonía sobre la respuesta del sistema. Estos resultados
teóricos se han confmnado mediante ejemplos significativos.
Se han introducido entonces diversas propuestas de métodos de sintonía,
explicando su aplicabilidad y las ventajas e inconvenientes que se pueden seguir de su
aplicación. Las características de cada método se deducen de los desarrollos
correspondientes, y se han ilustrado mediante gráficas que resumen su funcionamiento.
Por último, se estudia la influencia de aumentar la complejidad del controlador
incrementado su partición de entrada, lo que uncorpora otra nueva no linealidad al sistema.
Se verifican así algunos de los resultados cualitativos que se dan en otros estudios teóricos.
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CAPÍTULO 7
OTRAS CONFIGURACIONES DE CONTROL
BORROSO
7.1 INTRODUCCIÓN
Los controladores borrosos propuestos en el capítulo anterior son bastante
sencillos aunque son los que más comúnmente se vienen utilizando en la práctica, y dan
resultados comparables a los de los reguladores convencionales, como se ha podido
comprobar. Sirven de base además para plantear otras estrategias. Pero puede resultar
conveniente aumentar la complejidad de éstos para mejorar su funcionamiento, y si es
posible, extender los resultados a untspectrdmás amplio de este tipo de reguladores.
Por eso, la primera generalización que cabe afiadir es la de considerar el caso del
controlador borroso PID. Aunque el término derivativo no se incluye habitualmente
—tampoco en el caso convencional—, esto permite completar el desarrollo de los CB de
manera análoga a como se ha venido realizando el estudio de los reguladores clásicos.
Con esta aplicación se pretende exponer también el problema de los parámetros
iniciales, que en la mayoría de los métodos de ajuste no se aborda, así como dar algunos
resultados para el término derivativo, del que tampoco se trata habitualmente.
u
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Respecto a las configuraciones del sistema de control, también se puede ampliar el
abanico de posibilidades, para permitir otras estructuras que se acoplen mejor a ciertas
aplicaciones. Una vez establecida una configuración general y un modo automático de
sintonía, se pueden establecer distintos esquemas de funcionamiento.
7.2 DESARROLW DE UN CONTROLADOR BORROSO PID
Incorporar la aceleración del error (ac) supone dotar al controlador borroso de una
nueva acción de control, la derivativa. Se reconstruye entonces la configuración general
dada en la Figura 6.1 parael CB incremental tipo Pl».
Sin embargo, el hecho de aumentar el número de variables de entrada incrementa la
dimensión de la tabla de reglas y la complejidad del sistema, lo que dificulta su realización
y en algunos casos hace inabordable un estudio analítico. Por eso, la mayoría de las
aplicaciones de control borroso utilizan un PI en vez de un Pl».
Sin embargo, el término derivativo puede ser una gran ayuda para mejorar la
estabilidad, que es uno de los principales problemas de los controladores borrosos. Pennite
además ampliar el rango de variación de los otros factores de escala dentro de unos
márgenes, incrementando la flexibilidad del sistema, con lo que se facilita en algunos casos
la consecución de las especificaciones o mejorar el comportamiento del CB.
Para no complicar excesivamente los cálculos del desarrollo, se definen para cada
una de las tres variables de entrada dos conjuntos borrosos primarios, que corresponden a
las etiquetas P y N, con lo que el número de reglas va ser como máximo 8 (Tabla 4.1).
Como funciones de pertenencia se han tomado las descritas por la Figura 6.3 para las
entradas, y Figura 6.4 para la salida, definiéndolas de la misma manera para la nueva
variable ac (6.1c), en función de sus valores extremos del universo de discurso Lac.
Verifican, por lo tanto, las relaciones allí expuestas (6.7-6.11) y alcanza los mismos valores
en las zonas saturadas, fuera de su intervalo de definición. De nuevo la acción de control se
puede aproximar por tramos lineales.
Las reglas borrosas que describen el comportamiento del PID uncrernental tienen
tres antecedentes y un consecuente; son de la forma:
R~: sixes Auyyes B~yzes C1entonces ues Z~ (7.1)
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donde x es la variable linguística error (e), y es la derivada del error (ce) y z la derivada
segunda del error (ac). La salida u corresponde a la acción de control Au. Se han definido
como:
GE.e(t) P
1[JP
Tabla 7.1 - Reglas del
GE.ees Py
GE.eesPy
GE.eesPy
GE.eesPy
GLeesNy
GE.eesNy
GE.ees Ny
GE.eesNy
CR.ce es
GR.ce es
GR.ce es
GR.ce es
GR.ce es
GR.ce es
GR.ce es
GR.ce es
controlador borroso PID
P y GA.ac es P entonces U es P
P y GA.ac es N entonces U es P
Ny GA.ac es P entonces U es P
Ny GA.ac es N entonces U es Z
P y GA.ac es P entonces U es Z
P y GA.ac es N entonces U es N
Ny GA.ac es P entonces U es N
Ny GA.ac es N entonces U es N
La acción de control que produce este controlador borroso PID se
especificar para cada algoritmo de desborrosificación (lineal (6.18), o no lineal
mediante las siguientes expresiones:~
AuL = (Up - Un). Lu
Au~ = (Up - Un). Lu ¡ (Up + Uz + Un)
Up = or (mm (Ep, CEp. Ap), miii (Ep, CEp, An), miii (Ep, CEn, Ap»
Un = or (miii (En, CEp. An), miii (En, CEn, Ap), miii (En, CEn, An))
Uz = or (miii (Ep, CEn, An), miii (En, CEp, Ap))
(7.2a)
(7.2b)
(7.2c)
(7.2d)
(7.2e)
(7.2Q
(7.2g)
(7.2h)
puede
(6.19))
(7.3a)
(7.3b)
(7.4a)
(7.4b)
(7.4c)
R1: si
R2: si
R3: si
R4: Si
R5: si
R6: si
R7: Si
R8: si
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donde Uk es el valor de la conclusión correspondiente a la etiqueta de salida P, Z ó N, y E,
CEj, ACh son los grados de pertenencia a cada etiqueta al aplicar el algoritmo de
borrosificación a las entradas.
Las conclusiones deducidas para el caso del regulador borroso PI son aplicables
aquí, en el mismo sentido, respecto a la contribución de las reglas según el algoritmo de
desborrosificación empleado y a la utilización de la or propuesta por Zadeh o la de
Lukasiewicz, así como para la dependencia del factor de escala de la salida o de su
universo.
Al evaluar cada una de las 8 reglas (7.2) que describen el comportamiento del PID
borroso aplicando la conectiva and como el mínimo, se pueden obtener distintas
conclusiones, seis para cada regla. Según esto, resultan cuarenta y ocho zonas. La salida
del controlador para esas zonas, en función de las variables de entrada, viene dada por las
expresiones que se resumen en las Tablas 7.2 y 7.4.
Método de desborrosificación lineal
Aunque los parámetros equivalentes del controlador borroso son distintos para
cada una de las siete zonas en las que el control es lineal (Tabla 7.2), el rango de variación
de éstos es muy limitado (7.6). La Tabla 7.3 resume la equivalencia entre el CB y un PID
lineal a tramos.
El rango de variación de cada parámetro del PID no lineal es:
3GE.GU/2=Ki=GE.GU/2
GR.GU=Kp =-GR.GU/2
GA.GU =Kd =-GA.GU/2 (7.5)
El rango de variación de las ganancias del CB es:
2K1/3 =GE.GU =2K1
O=GR.GU=2Kp
O=GA.GU=2Kd (7.6)
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Además, de hecho, al observar la respuesta del sistema, la relación entre las
variables de entrada verifica casi siempre las condiciones de la última zona de la tabla, que
da unos valores para las ganancias:
GR = 2Kp/GU GE = K¿/GU CA 2Kd/GU (7.7)
Se va a comprobar en el apartado 7.3 que, incluso para el caso de utilizar más
etiquetas, dan una respuesta buena y son válidos como parámetros iniciales.
Método de desborrosificación no lineal
Analizando la Tabla 7.4, se delinútan doce tramos de control. En el estado
estacionario, estas zonas se reducen a siete, como en el caso anterior, con el que guarda
una clara similitud (como se puede observar); en este caso, los parámetros en cada zona se
hallan modificados por un factor n constante (n = 4). En la Tabla 7.5 se muestra la
equivalencia entre el CB y un PID según la relación entre las variables de entrada y salida
del controlador.
El rango de variación de cada parámetro del PU) no lineal es:
3GE.GU/8 =Ki =GE.GU/8
GR.GU/8=Kp=O
GA.GU/8=Kd=O (7.8)
El rango de variación de las gananciaz del CB es:
8Ki/3 =GE.GU =81<1
0=GR.GU=8Kp
0=GA.GU=8Kd (7.9)
Por lo tanto, aplicando un razonamiento similar al anterior, una buena
aproximación de los parámetros iniciales para el controlador borroso es asignarlos a un
valor medio entre las zonas en las que se encuentra habitualmente la respuesta:
GR = 4Kp/GU CE = 5.3Ki/GU CA = 8Kd/GU (7.10)
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Parámetros del ¡‘ID equivalente paracada zona zona Parámetros del CB para cada zona
Kl = GE.GU/2
Ki=GE.GU/2
Ki=3GE.GU/2
Kl 3GE.GU/2
Kl = 3GE.G(J/2
Ki= 3GE.GU/2
Kl = GE.GU
Kp = GR.GU/2
= O
Kp = -GR.GU/2
Kp = O
Kp = GR.G(J
K~n = GR.GU/2
Kp = GR.GU/2
Kd= O
Kd= GA.GU/2
Kd= O
Kd= -GA,GU/2
Kd= GA.GUI2
Kd= GA.GU
Kd= GA.GEJ/2
LI
L3
7-4
LS
Li
GE = 2K1/GU
GE = 2K¡/GU
GE = 2Ki/3GU
GE = 2Ki/3GU
GE = 2K1/3G1J
GE = 2K1/3GU
GE = KiIGU
GR = 2Kp/GU
GR =0
GR = -2Kp/GU
GR =0
GR = KpIGU
GR = 2Kp/GU
GR = 2Kp/GU
GA =0
GA = 2Kd/GU
GA =0
GA = -2Kd/GU
GA = 2KdIGU
GA = Kd/GU
GA = Kd/GU
Tabla 7.3 - Parámetros dc equivalencia entreel CH y el PID por zonas
(Método de desborrosiJi catión lineal)
Parámetros del ¡‘ID equivalente para cada zona
Kp = GR.GU/8
Kp = O
Kp = -GR.GU/8
Kp = O
Kp = GR.GU/8
Kp = GR.GU/4
Kp = GR.GU/8
Kd= O
Kd= GA.GU/8
Kd= O
Kd= -GA.GU/8
Kd= GA.GU/8
Kd= GA.GU/8
Kd= GA.GU/4
zona
~1,2
L3,
4
LS
L6
¡0,12
L9
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Parámetrosdel CB paracada zona
GE = SKi/GU
GE=8K1/GU
GE = SK¡/3GU
GE = SKi/3GU
GE = 4Ki/GU
GE = 8K1/3GU
GE = SKiI3GU
GR = 8KpIGU
GR =0
GR = -SKp/GU
GR =0
GR = SKp/GIJ
GR = 4Kp/GU
GR = SKp/GU
GA =0
GA = SKdIGU
GA =0
GA = -8Kd/GU
GA = 8Kd/GU
GA = SKd/GLI
GA = SKd/GU
Tabla 7.5 - Parámetros de equivalencia entre el CH y el PID por zonas
(Método de desborroslficación no lineal)
Kl =
Kl =
Kl =
Kl =
Kl =
Kl =
=
GE.G(JIS
GE.GU/8
3GE.GU/8
3GE.GC//8
GE.GU/4
3GE.OU/8
3GE.GU/8
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7.2.1 Conclusiones sobre el controlador borroso PID
Este desarrollo está afectado por la configuración de las reglas de partida, ya que
existen otros conjuntos de reglas similares al dado en (7.2) que también describen
correctamente el comportamiento del CH, con una acción más suave o más fuerte de
control.
Además, como se comprueba en las ecuaciones, eliminar la acción derivativa en
las ecuaciones de control (haciendo su coeficiente GA = O), no produce un resultado
como el de un PI, ya que la relación entre las entradas y la salida es fuertemente no
lineal, a pesar de que la tabla de reglas del PID (Tabla 7.1) se reduce prácticamente a la
del PI al eliminar la variable aceleración (Tabla 6.1). Este resultado se puede comprobaren
la Figura 7.1, donde se compara la respuesta obtenida por un sistema controlado con un Pl
borroso y la resultante de un controlador borroso PID cuando sus tablas de reglas
respectivas son similares excepto en el témino de la aceleración, y donde la ganancia de la
acción derivativa se ha anulado.
1.6
1
0.6
Respuesta del CB PI y PID con GAO
10 20 30
Tiempo.10
40 50
Figura 7.1 - Comparación de las respuesta de controladores borrosos Pl y PIlE) con Gil = O
4
O
3
2-
1
o
0 60
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Por lo tanto, el desarrollo analítico de un PID permite establecer> para los
distintos métodos de desborrosificación empleados, unos parámetros iniciales de ajuste
que, aunque se pueden mejorar cualitativamente, garantizan una respuesta dentro de unos
rangos aceptables.
7.3 SINTONiA CUALJTATWA DE UN CONTROLADOR BORROSO PiD
Partiendo de la estructura del CB descrita en el apartado anterior, se va a analizar el
comportamiento cualitativo del controlador borroso PID, viendo la influencia de la
variación de las ganancias de cada una de las tres variables de entrada y de la salida sobre
la dinámica del sistema. Este estudio empírico completa los resultados obtenidos
anteriormente afiadiendo la ganancia derivativa CA, y permite extraer un conjunto de
conclusiones para que, junto con las propuestas de parámetros iniciales ya citadas, sirvan
de guía en el ajuste del controlador.
Los sistemas borrosos sobre los que se ha estudiado la influencia de los factores de
escala están compuestos por una planta, cuya función de transferencia se supone conocida
o de la que se ha podido obtener un modelo, y un controlador borroso de tres entradas
(error, cambio en el error y aceleración del error) y una salida (incremento de la acción de
control). Los modelos utilizados se han procurado generalizar a las dinámicas más
habituales (función de transferencia racional, que tiene esencialmente poíos reales y
estables, incorporando retardos y en algún caso un integrador). Se ha tomado como
referencia r una función escalón, de valor 1.
El regulador se ha generalizado, aumentando el número de términos primarios para
las variables, tanto de entrada (3 etiquetas) como de salida (7 etiquetas). Aunque esto hace
bastante complicado un tratamiento analítico, se puede estudiar su comportamiento
cualitativo con vistas a mejorar el control cuando la aplicación requiera un controlador más
complejo. Se comprueba así también la validez de los parámetros iniciales para casos no
contemplados en el estudio matemático.
Los conjuntos borrosos primarios definidos para las variables de entrada son
Positivo (P), Cero (Z) y Negativo (N), y para la variable de salida: PO, PM, PP. Z, NP,
NM, NG donde P, N y Z tienen los mismos significados y O, M y P son los calificativos de
Grande, Mediano y Pequeño. La caracterización de las funciones de pertenencia se ha
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hecho con funciones del tipo triangular y trapezoidal en sus extremos (Figura 7.2),
definidas sobre sus universos correspondientes, que verifican la propiedad de completitud
en grado 0.5.
GE.e(t) P Z f44
GA.ac(t) N Z P 1>4 Z P N Z P
G
GRxe<t) Z
N
PM PO PO Z PP PM NM NP Z
PP PM PO --‘tAP Z PP NG NM NP
Z PP PM NM NP Z NG NG NM
NG NM NP Z PP PM PO
Figura 7.2 - Conjunto de términos primarios para la salida
La base de reglas consta de 27 reglas, de tres antecedentes y un consecuente, que
describen el comportamiento del controlador. Por simplicidad se han condensado en la
Tabla 7.6.
Tabla 7.6 Reglas del controlador borroso PID
Como ha aumentado el número de reglas, al ser mayor el número de etiquetas para
cada variable (Tabla 4.1), la diferencia según la interpretación que se dé a las conectivas se
hace más patente, ya que son varias las reglas que generan la misma salida. Esta diferencia
se acentúa tanto con el método de desborrosificación lineal como con el no lineal.
En los resultados que se exponen a continuación, se ha optado por aplicar la
función or tal como es interpretada por la lógica de Lukasiewicz.
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Índices defuncionamiento
El ajuste de los parámetros del controlador borroso se hará inspeccionando la
respuesta del sistema en el dominio temporal. Por eso, además de hacer un análisis
cualitativo de los resultados, se evalúan los siguientes índices de funcionamiento, que se
vienen utilizando para estudios similares [Ped 93]:
= te(t)~.dt (7.11a)
Ymax—r12= (7.llb)
r
13=mínt/y(t)=90%r (7.11c)
14 = mm t/y(t) E [95%r, 1O5%r] (7.lld)
donde lí es el error cuadrático, 12 da una media normalizada de la sobrelongación, 13 es el
tiempo de subida o de respuesta, e 14 es el tiempo de asentamiento de la respuesta dentro
de una banda del 5% en tomo a la selial de referencia. El error e(t) se ha definido como la
diferencia entre la referencia y la salida del sistema (5.1).
7.3.1 El problema de los parámetros iniciales
Para realizar un estudio de la variación de la respuesta con los factores de escala
del CB es necesaria una fase previa en la que se establecen unos parámetros iniciales, para
luego variarlos y observar el comportamiento del sistema.
y(t) = F(GE, OR, GA, GU, e(t), u(t)) (7.12)
Esta elección se viene haciendo habitualmente por el método de prueba y error,
como se referenciaen algunos de los trabajos realizados en este sentido para el controlador
borroso PI ó PD, o no se explicita su obtención. Esto dificulta enonnemente la
generalización de los resultados y sobre todo aumenta notablemente el tiempo de diseño.
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Por lo tanto, partir de unos valores para esas ganancias calculados mediante un
procedimiento sistemático facilita cualquier estudio sobre el comportamiento del CB,
aunque quizás esos parámetros no sean los óptimos.
En el siguiente estudio, se han elegido como parámetros iniciales para cada proceso
los correspondientes a (7.7):
GR = 2Kp/GU GE=Ki/GU GA = 2Kd/GU
para el método de desborrosificación lineal, y para el no lineal (7.10):
GR = 4KpIGU GE = 5.3Ki/GU GA = 8Kd/GU
Aunque es una aproximación de los resultados obtenidos para un controlador
borroso PL]) más sencillo, se van a demostrar válidos para distintos procesos.
7.3.1.1 Evaluación de los parámetros iniciales
Sea un sistema de 49 orden con una respuesta monótona creciente, que refleja el
comportamiento de la mayoría de los sistemas industriales, del que se estima un modelo
por alguno de los métodos referenciados en la literatura de control [Mor 90].
1 (7.13)
El modelo estimado es de la forma:
K.e — Te,. s
Gm(s)= 1+ Tp.5 (7.14)
con K=1; Tp = 2.55; To = 1.85, para T= 0.1 seg. (7.15)
Mediante cualquier técnica clásica de sintonía, se calculan los parámetros del PID
(Kp, Ti, TJ> adecuados para controlar ese proceso con ciertas especificaciones; en este
caso, con el método de Ziegler-Nichols [Zie 42] se han obtenido:
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Kp = 1.6541; Ti = 3.7; Td= 0.925 (7.16)
Con estos parámetros, se recalculan los parámetros de sintonía del controlador
borroso PID (7.7) con los que se va a trabajar:
GE = 0.0447; GR = 0.3308; GA = 0.3060; GU = 1 (7.17)
La respuesta inicial del sistema que se obtiene con estos valores es la representada
en la Figura 7.3, junto con la del PID correspondiente:
1.2
0.8
0.6
0.4
0.2
oa
Respuesta o Indices
Figura 7.3 - Respuesta de un sistema de cuarto orden con un controlador borroso PID y un PID
Las características de la respuesta, evaluando los indices (7.11), son:
11 = 23.1875
12 = 0.1916 (tp = 8 seg.)
13 = 4.8 seg.
14 = 10.6 seg.
Se denota tp (tiempo de pico) al instante en el que la respuesta alcanza su máximo
valor.
loo 200
Tiempo. 10
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Se han comparado también los valores anteriores con los calculados al aplicar un
controlador PI]) clásico y un controlador borroso PI]) con método de desborrosificación
no lineal (7.10). En este último caso, la respuesta es claramente más oscilatoria y alarga
porello el transitorio.
Controlador PID método de
no lineal
Parámetros Kp = 1.6541
Ti=3.7
Td=0.925
GE = 0.237
GR=0.661
GA=0.612
Ii 22.0533 20.9341
12 0.1227 (tp = 5.7) 0.4434 (tp = 4.4)
I3se. 4 2.9
14 (seg.) 7.4
Para verificar la bondad de las fórmulas de los parámetros iniciales, se han obtenido
los valores de los índices para distintos sistemas, algunos de los cuales se. muestran como
ejemplos en la Tabla 7.7. Aunque las ganancias halladas dependen del modelo estimado, lo
que se busca no son unos valores precisos, sino unos parámetros a partir de los cuales se
puedan conseguir las especificaciones buscadas en pocos pasos mediante una variación
cualitativa.
Sistema G(s)= 11
(s+1Y
G(s)=
(s+1)(s+2)
G(s) e
s+1
Parámetros
GE = 0.252
GR = 0.0875
GA=0.42
GE = 0.3723
GR = 0.6
GA=0.131
GE = 0.3720
GR = 0.5454
GA=0.10
U 14.1656 5.%~ •12.255
•1.5484 (tp = 0.9)
0.6
12 0.2466 (tp = 4.9) 0.3840 (tp = 2)
13 (SC2.) 3 1.2
14 (seg.) 9.7 5 4.8
Tabla 7.7 - Parámetros de sintonía iniciales e índices obtenidos para distintos sistemas
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A partir de esos valores iniciales, que dan una respuesta adecuada a las
especificaciones de partida —como se puede concluir de la evaluación de los índices— se
modifican uno a uno los distintos factores de escala del CB para ver la variación de la
respuesta ante esos cambios.
Para el rango de variación de los factores de escala, hay que tener en cuenta los
valores máximos estimados para las variables, que deben verificar la relación GX.Lx(t)I =L,
para que no tomen valores fuera de los universos de discurso.
7.3.1.2 Influencia delfactor de escala GE
El valor de partida de la ganancia del error es GE = 0.0447; manteniendo fijos los
demás parámetros del CB (7.17), se varía este parámetro. Se muestran a continuación los
índices de funcionamiento en función de este factor de escala (Figuras 7.4).
——4 4
4-
;
~28
‘u
Vanaci6n él ,,or cuadritico CIA GE
O 002 QN OLE O~ 0.1
OC
Figura ‘7.4a - Variación del aTor cuadiático
-a
nucóe d•I jímpo d mflpUfllI CIA GE
l&J
140
a
.~2O .. + 4
~- itt
e
40
o 002 OUA OLE U~ 01
GE
Figura 7 ‘Sc Variación del tiempo de subida
05.
0.45~
04
0.36
03
luz
02
0-ls
0.1
0.05
~0~~
Variación a la so&.long.ción ~onGE
0.02 0.04 OLE 01~ 0,1
GE
Figura 7.4b - Variación de la sobrelongación
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Figura 7.4d - Variación del tiempo de asentamiento
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Los resultados presentados muestran que cuanto menor es el valor de GE, más
lenta se hace la respuesta.
Un aumento de esta ganancia del error mejora el transitorio, ya que disminuye el
tiempo de subida; aunque va aumentando el tiempo de asentamiento, en todos los casos
alcanza el estacionario.
Para valores pequefios de este parámetro, la respuesta del sistema en lazo cerrado
está sobreaniortiguada, hasta que se empieza a detectar una ligera sobrelongación para
valores de GE mayores de 0.02, y llega a hacerse oscilatoria para valores superiores a
0.12.
En tomo a ese punto alcanza un comportamiento cercano al óptimo en cuanto que,
además de no producir sobrelongación, su tiempo de asentamiento es mínimo y el tiempo
de respuesta es bastante bajo, y deja de disminuir tan rápidamente a partir de él. Por lo
tanto, el valor inicial estimado, al no alejarse de esa zona donde el comportamiento es
óptimo, produce una respuesta aceptable,
En las Figuras 7.Sa y 7.5b se observan estos resultados; la gráfica del control
produce una acción acorde con las conclusiones anteriores. Se han tomado los siguientes
valores de GE:
GE = 0.010, 0.015, 0.02, 0.025, 0.03, 0.05, 0.07, 0.09, 0.10, 0.12
La variación de este parámetro produce unos efectos sobre la respuesta similares a
los que producía la modificación de esta ganancia en el caso de un regulador borroso PI
(Figura 6.12).
7.3.1.3 Influencia delfactor de escala GR
El valor dado por la relación (7.17) para GR es de 0.0308. Manteniendo constantes
los demás parámetros del CB, se ha variado éste en un intervalo de O a 1. En las Figuras
7.6 se muestra el comportamiento del sistema para distintos valores de esta ganancia.
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Figura 7.6a - Variación del error cuadrático
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Figura 7.6c - Variación del tiempo de subida
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Figura 7.Ed - Variación del tiempo de asentamiento
Un intervalo óptimo de valores para este factor de escala está comprendido entre
los valores de 0.4 y 0.6, donde presenta un mínimo tanto para el tiempo de asentamiento
como para la sobrelongación. En ese punto; también el tiempo de respuesta es aceptable, y
en tomo a él el error cuadrático alcanza sus valores más bajos.
Valores cercanos al cero dan una gran sobrelongación y un tiempo de subida alto,
que se va reduciendo al aumentarlo, ya que es una función decreciente con GR. A partir de
0.5 vuelve a aumentar el tiempo de asentamiento debido a que se producen oscilaciones en
tomo al valor de referencia, lo que también se refleja en el error cuadrático medio. En
general, el tiempo de subida y el tiempo de pico varían lentamente.
El valor seleccionado inicialmente está cerca del mínimo, luego se confirma que es
un valor adecuado. El comportamiento es similar al reflejado por un CB tipo PI al variar
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esta ganancia (Figura 6.13), como se puede observar en las Figuras 7.7. Se han tomado los
siguientes valores de GR:
GR =0,0.1,0.2,0.3,0.4,0.5,0.6,0.8, 1
La respuesta se ha estudiado en dos intervalos para poder seguir con más detalle su
variación, ya que presenta comportamientos dispares, como se ha mostrado con la
evaluación de los índices; en la gráfica de control se han unificado todos los datos.
7.3.1.4 Influencia delfactor de escala de la salida GU
La influencia de este factor de escala de la salida es más compleja. Para delimitar su
rango de variación se establece un intervalo de valores posibles para el control. Como el
controlador es del tipo incremental, no se ha acotado esta variación ni se ha penalizado.
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Se parte de un valor inicial normal de 1, para estudiar la variación de la respuesta
del sistema.
En general se observa que el tiempo de respuesta decrece linealmente con GU; por
eso actúa como una ganancia a la salida, ya que su aumento hace más rápido al sistema,
aunque produce sobrelongación. También disminuye el error cuadrático hasta que para
valores altos la respuesta se hace oscilatoria. Tiene el peligro de inestabilizar el sistema,
destruyendo la convergencia.
El tiempo de asentamiento disminuye en tomo a valores cercanos a]. 1.5, donde la
sobrelongación es además pequeña, por lo que son valores buenos. Aunque la
sobrelongación tiene una variación irregular, no es muy grande en ningún caso, y alcanza el
estacionario, excepto para aquellos que lo hacen inestable.
Esta variación es similar a la que se obtiene para el caso del controlador borroso PI
(Figura 6.14).
Las Figuras 7.9 muestran la variación de la respuesta del sistema ante variaciones
de este parámetros. El comportamiento para valores de esta ganancia inferiores a la unidad
es bastante predecible; sin embargo, para valores mayores presenta un funcionamiento más
complejo. Por eso las gráficas se han estudiado en dos intervalos, contemplando los
siguientes valores de GU:
GU= 0.1, 0.2,0.3,0.5,0.7, 1, 1.5,2,2.2,2.5,3
7.3.2 El término derivativo
El término derivativo se utiliza muy poco, también en el control clásico debido a
que aumenta la sensibilidad al mido y en muchas ocasiones es suficiente un PI. Aunque
viene incorporado en numerosas estructuras, los operadores suelen inhibir sus funciones.
Sin embargo, puede ayudar a mejorar la estabilidad de un sistema de control, y permite
ampliarel rango de variación de los otros parámetros de sintonía del controlador, lo que da
una mayor flexibilidad a la hora de la consecución de las especificaciones.
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Por eso se ha considerado conveniente no sólo incluirlo en el estudio analítico de
los controladores borrosos, sino también estudiar los efectos cualitativos de la variación de
su ganancia correspondiente, para aportar esa facilidad cuando sea necesana.
El valor inicial calculado para GA es de 0.0306 (7.17) que, como se va a
comprobar, es un valor muy cercano al óptimo según las gráficas que muestran el
comportamiento del sistema al variar este parámetro en un intervalo entre O y 3.
Venció,,, él erijan cuadrM¡ca can CA Variación de la .otnlarigac¡ón con CA
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Figura 7.lOa - Variación del error cuadrático
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Los índices de la respuesta del sistema muestran un reacción más compleja. En
general, todos ellos son funciones crecientes de GA, pero esto ocurre a partir de un valor
en tomo al punto 0.2. Cabe resaltar la poca dependencia de la sobrelongación y del error
cuadrático con respecto a este factor frente a la gran variación que sufre el tiempo de
respuesta. La respuesta apenas es oscilatoria, excepto para valores muy bajos de esta
ganancia o superiores a 2, con lo que amplía el margen de estabilidad del sistema.
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Por lo tanto, valores bajos de GA (pero no tan bajos que anulen esta acción), dan
una respuesta dentro de las especificaciones más usuales, pero al ir aumentándolo ésta se
hace mucho mas lenta.
En las Figuras 7.11 se muestra la respuesta del sistema para distintos valores de
esta ganancia y la variación del control. Se han representado los valores:
GA = 0,0.05,0.1,0.2,0.3,0.4,0.7, 1,2,3
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Figura 7.Sa - Variación de la respuesta con el factor de escala del error
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Figura 7.7a - Variación de la respuesta con el factor de escala del cambio en el error
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Figura 7.7a - Variación de la respuesta con el factor de escala del cambio en el error
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Figura 7.7b - Variación del control con el factor de escala del cambio en el error
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Variación de la respuesta con GU de 0.1 a 1
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Figura 7.9a - Variación de la respuesta con el factor de escala de la salida
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Variación de la respuesta con GA de O a 0.3
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Figura 7.lla - Variación de la respuesta con el factor de escala de la aceleración del error
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La no linealidad del CB se manifiesta todavía más claramente, ya que la variación
de sus factores de escala no responde a un comportamiento similar al de la variación de
los parámetros de un PID.
Esta sintonía cualitativa, como se ha indicado al estudiar los métodos analíticos
de ajuste, no sólo se puede aplicar en un primer paso para obtener unos parámetros
adecuados, sino que se combina con las estrategias descritas anteriormente para mejorar
los resultados, cuando éstas se hayan podido aplicar.
No conviene olvidar que, aunque en algunos sepuede establecer una similitud con
la variación de los parámetros de un regulador ¡‘ID clásico, se está trabajando con un
controlador no lineal. Por lo tanto, los cambios en los factores de escala afectan a la
función de control, y pueden producir saturaciones, inestabilidades, etc. Sin embargo,
permiten ampliar la región de control.
7.4 OTRAS CONFIGURACIONES DE CONTROL BORROSO
En el capítulo 3 se han expuesto algunas configuraciones de controladores
borrosos. Sin embargo, los controladores pueden además encontrarse en las aplicaciones
formando ciertas estructuras que facilitan un modo de funcionamiento adecuado a los
requerimientos del proceso.
Se van a comentar someramente alguna otra configuración usual en la industria,
pero todavía poco estudiada, en la que la inclusión del control borroso puede suponer un
avan ce.
7.4.1 Controladores borrosos en cascada
El control en cascada es un esquema de control usado frecuentemente en los
proceso químicos. Está compuesto de múltiples lazos, como se muestra la Figura 7.12.
Este sistema es muy efectivo cuando con un único controlador es difícil regular la salida
ante perturbaciones en la carga que provienen de las variables secundarias.
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= u/t)
La sintonía de los controladores en cascada es en sí misma tediosa y lenta. Aunque
se está empezando a utilizar la lógica borrosa para autosintonizar controladores en
cascada, en esta sección simplemente se va a desarrollar esta estructura, mediante
controladores borrosos y relés para sintonizarlos.
Por simplicidad, se van a aplicar relés ordinarios, sin histéresis; esto no supone una
pérdida de generalidad aunque, como se ha visto, en la práctica se utilizan normalmente
relés con histéresis. Estos relés se utilizan para sintonizar tanto el lazo primario como el
secundario simultáneamente.
Para aplicar las fórmulas de Ziegler y Nichols de respuesta en frecuencia (Tabla
5.3) y sintonizar los controladores borrosos son únicamente necesarios dos parámetros.
Para obtenerlos, se observa la oscilación que se produce en la salida de un sistema al
introducir un relé en el lazo; tiene forma de ciclo límite, con un periodo que es el periodo
critico Tu y una amplitud a que permite calcular la ganancia crítica Ku = 4d/ita. La
ganancia estática se calcula mediante un cambio en la carga o en la referencia, si se quieren
aplicar las fórmulas refinadas de Zi¿gler-Nichols para mejorar la respuesta a cambios en la
consigna o en la carga.
En este caso, tanto el lazo primario como el secundario se han realimentado con un
relé (Figura 7.13). Se supone que las condiciones de la planta para que se produzca una
oscilación en forma de ciclo límite se cumplen (Capítulo 5, apartado 5.6.1). La sintonía de
los controladores borrosos en cascada se lleva a cabo primero en el lazo secundario, y
luego en el primario. Si es necesario, se resintoniza el lazo secundario cuando el primario
se cierra con los valores de sintonía obtenidos.
Figura 7.12 - Control en cascada
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7.4.1.1 Autosinton(a del lazo secundario
En el esquema de la Figura 7.13 se cierra el lazo primario en la posición de
funcionamiento manual. La realimentación con el relé en tomo al lazo secundario G2(s)
provoca una oscilación controlada en forma de ciclo límite, con una frecuencia de cruce
denominada iw2.
La función descriptiva del relé N2<a) viene dada por 4djit.a2, donde a2 es la
amplitud de la oscilación a la salida del proceso secundario <32(5) y d2 la amplitud del relé
utilizado. Con este valor de la función descriptiva de la no linealidad se calcula la ganancia
crítica Ku2 requerida para la sintonía. El periodo de la oscilación es el periodo crítico Tu2.
Para el control del lazo secundario, generalmente un regulador borroso P o un PI suelen
ser suficientes, porque no se precisa un control exacto en esta parte del sistema.
En algunos casos es necesario volver a sintonizar el lazo secundario, una vez que
se ha cerrado el lazo primario Gfts) con un. Gontrolador Gc¡(s) ya sintonizado. Esto puede
ocurrir cuando la dinámica del proceso secundario cambia después de haber calibrado su
controlador borroso correspondiente. En otros casos, los controladores pueden mantener
su sintonía durante la fase puesta en marcha del sistema, aunque luego se aconseja un
ajuste más fino del regulador para proporcionar un control más preciso.
Para esta parte del sistema, si se denomina a, la amplitud de la oscilación observada
a la entrada del relé y <‘2 la amplitud del relé, la función descriptiva que relaciona su
entrada e2 con su salida u2 a la frecuencia de oscilación wu2 viene dada por:
4d2 —l
lt.a< 1<32 (iw)(l + Gc1(iw))G1 (1w) __ (7.18)
.2
Figura 7.13 - Autosintonla de controladores en cascada utilizando relés
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Formulando la función de transferencia del sistema en lazo cerrado, de la que
forman parte los dos controladores, tanto Gc4s) como Gc2(s), resulta:
= <31(s)G2 (s)Gc2 (s)Gc1 (s
)
1 + Gc1 ( 0 (s)(1 + Oc1 (~)<3~ (s)) (7.19)
De donde se puede deducir que la función descriptiva del relé es aproximadamente
la magnitud de Oc2 en la frecuencia de cruce, y por lo tanto es la ganancia crítica requerida
para la sintonía. El periodo de la oscilación es el periodo crítico. Con estas cantidades, los
parámetros de 0c2(s) se sintonizan usando las reglas de Ziegler-Nichols.
7.4.1.2 Áulosinton(a del lazo primario
Una vez que el lazo secundario ha sido diseflado y calibrado, el lazo primario se
realimenta con un relé. Se observan entonces oscilaciones en forma de ciclo límite a la
salida, y de una forma similar al punto anterior, la planta opera ahora en su punto de fase
crítica.
Si se denota a1 la amplitud de la oscilaciones observadas a la salida del proceso
primario G~(s), y d~ la amplitud del relé de ese lazo, la función descriptiva del relé N¡<a) a
la frecuencia de oscilación, wu1, se puede escribir como:
4d, 1 (7.20)
1 + <32 (iw)Gc2 (iw)
Reescribiendo la función de transferencia en lazo cerrado del sistema como:
Oc1 (~)<3~(sj 02(s)0c2(s
1+ Oc1 (s)G1 (s)C l G2 (s)Gc2 (s
+ <32 (s)Oc2 (s))
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se puede ver que la función descriptiva del relé dada es la ganancia crítica requerida para
sintonizar el controlador Gci(s). El periodo crítico viene dado por el periodo del ciclo
límite. Las fórmulas de Ziegler-Nichols pueden utilizarse inicialmente para sintonizar
Gc¡(s). Con ambos lazos cenados, un cambio en la referencia permite determinar la
ganancia en el estacionario del sistema y se puede mejorar el funcionamiento del sistema
con las fórmulas refinadas de Ziegler-Nichois.
Para determinar cuándo es necesario volver a sintonizar el lazo secundario se puede
hacer un estudio de la sensibilidad de su parámetros críticos.
Cabe destacar que el método del relé proporciona los datos necesarios para
sintonizar o resintonizar los controladores en cascada sin necesidad de colocar los lazos en
sintonía manual.
7.5 CONCLUSIONES
El estudio completo de los controladores borrosos debe incluir todos los términos
que caracterizan a los reguladores convencionales. Por eso se ha considerado conveniente
añadir el término derivativo a los desarrollos anteriores.
Esto ha permitido poner claramente de manifiesto la no-linealidad del
controlador borroso, así como ampliar el rango de variación de las otras variables de
entrada mediante sus factores de escala y mejorar algunas propiedades del regulador.
Por otro lado, su estudio cualitativo ha ayudado a concluir unas pautas para la
sintonía de estos elementos de control, y a predecir en cierto modo los efectos de la
variación de sus parámetros.
También se ha abordado el tema de los parámetros iniciales, para analizar la validez
de los métodos propuesto, con resultados satisfactorios.
Por último, se ha contemplado un tipo de estructura específica donde resulta
ventajosa la combinación de los controladores borrosos y el método de autosintonía del
relé, expuesto anteriormente.
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A continuación se resumen las principales conclusiones y aportaciones de este
trabajo.
• Se muestra la aplicabilidad de la Lógica Borrosa en situaciones de control donde no es
suficiente un control clásico, o en las que se puede integrar con él para mejorar los
requerimientos.
• Se ha hecho un estudio sistemático de los diversos elementos que configuran un
controlador borroso, describiendo su forma y métodos de obtención, y analizando los
efectos de las distintas especificaciones posibles para cada uno. Esto permite establecer
una base de conocimiento para determinar la configuración más adecuada para una
aplicación dada.
• Puesto que son muy variados los elementos en los que centrar el ajuste, los
controladores borrosos presentan el problema de que no existen métodos generales de
sintonía para sus parámetros, lo que ha dado lugar a distintas propuestas de sintonía.
Se ha hecho una revisión exhaustiva? de los métodos propuestos con este fin,
analizando sus ventajas e inconvenientes, de modo que este estudio pueda servir de
consulta y referencia para saber a priori las consecuencias de una determinada elección
o para seleccionar el método de ajuste más apropiado para una configuración
determinada.
• Se han revisado someramente las principales técnicas clásicas de sintonía para su
aplicación al control borroso, ampliándose el Método del Relé propuesto por Ástrtsm
al caso asimétrico, ya que su estructura permite la autosintonía de distintas
configuraciones de control. Esto ha permitido también considerar otros aspectos que
incluye el diseño de control, como la dinámica del proceso, perturbaciones en la carga,
mido, no linealidades, etc.
Conclusiones
• El estudio analítico de los controladores borrosos ha permitido sistematizar su estudio
y exponerde forma general y rigurosa el tema de la sintonía de sus parámetros.
Se ha partido de una configuración general, donde se han ido delimitando los diversos
elementos de los controladores borrosos para equipararlos a los clásicos, con el fin de
facilitar el punto de partida. Una vez obtenidas las distintas ecuaciones que defmen la
salida del sistema de control para distintos algoritmos de desborrosificación, se han
estudiado en profundidad examinando sus propiedades para los casos particulares que
se utilizan más comúnmente. Se han incluido las no linealidades debidas tanto al
método de desborrosificación como al de borrosificación al incrementar la partición
borrosa del espacio de entrada.
Se pueden justificar así, de forma analítica, algunos ajustes cualitativos propuestos en
otros estudios teóricos. Se han podido extraer conclusiones de su comportamiento
comparándolos con los controladores convencionales, lo que facilita la argumentación
de la influencia de sus parámetros de sintonfa sobre la respuesta del sistema. Estos
resultados teóricos se han confirmado mediante ejemplos significativos.
• Se han introducido tres propuestas de métodos de sintonía, explicando su viabilidad y
las ventajas e inconvenientes que se pueden seguir de su aplicación. Las características
de cada método se deducen de los desarrollos correspondientes, y se han ilustrado
mediante gráficas que resumen su funcionamiento.
• Se han aplicado también técnicas cualitativas a controladores borrosos generales no
equiparables a los clásicos, en los que se ha incluido el término derivativo, estudiando
la influencia de algunos de sus parámetros de sintonía sobre el control. Como
conclusión de este estudio cualitativo se han obtenido unas pautas para la sintonía de
estos elementos de control, y a predecir en cierto modo los efectos de la variación de
sus parámetros.
Por otro lado, la inclusión del término derivativo ha permitido poner claramente de
manifiesto la no linealidad del controlador borroso, así como ampliar el rango de
variación de las otras variables de entrada mediante sus factores de escala y mejorar
algunas propiedades del regulador.
233
Conclusiones
• El obtener las fórmulas analíticas de sintonía paracontroladores borrosos tipo PI y PID
ha hecho posible que se sugieran unos parámetros iniciales para controladores borrosos
generales, evaluando su validez mediante índices, con resultados satisfactorios.
Sin embargo, quedan todavía algunos aspectos sin resolver de forma general en los
temas tanto del diseño como de la sintonía de los controladores borrosos. Al revisar los
diversos métodos de ajuste referenciados en la literatura sobre control, la primera
conclusión que salta a la vista es la falta de un procedimiento sistemático de sintonía para
este tipo de controladores; tarea que parece inabordable, ya que para cada aplicación se
parte de una configuración seguramente distinta del regulador. Las técnicas propuestas son
válidas en situaciones específicas, por lo que el problema de su resolución general sigue
aún abierto.
Otros posibles objetivos de futuros desarrollos son el estudio de la aplicabilidad de
este tipo de controladores de forma sistemática, así como la evaluación de sus márgenes de
resolución y la obtención de unas relaciones más directas entre sus parámetros de sintonía
y las especificaciones de la respuesta. Cabe también la posibilidad de examinar las distintas
relaciones de reglas que describen los controladores borroso, para ver si es factible obtener
de un controlador borroso PID uno tipo PI al eliminar su coeficiente derivativo, de forma
análoga a los reguladores convencionales.
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APÉNDICE A 
OPERADORES TRIANGUL4RES 
Una clase de modelos para las conectivas lógicas unión e intersección son los 
operadores triangulares, denominados t-normas y s-normas. 
Conorma triangular (t-conorma o s-norma): se define como la clase de funciones de 
dos argumentos, f:[O,l] x [OJ] + [OJ], que verifican los siguientes axiomas: 
a.1 
a.2 
a.3 
Satisface las condiciones en los límites: f(x.0) = x, f(x.1) = 1 
Conmutatívidad: f(x,y) = f(r,x) 
Es una función no decreciente en cada argumento: si x I X’ y y 5 y’, entonces se 
verifica f(xy) 2 f(x’,y’) -monoticidad estricta-. 
a.4 Asociatividad: f(f(x,y),z) = f(x, f(y,z)) 
Si además verifica: 
a. 5 f(xy) continua, la s-norma es arquinzediuna estricru. 
Corresponde a las propiedades de la unión o disyuntivas (“or” lógica). Algunas 
funciones que son t-conormas 0 s-normas ~soñ: 
Máximo:~A,~=max(CL~(n),~~(*)Xt/xEU CA.11 
Suma algebraica: /LA+~B =~A(x)+~B(x)-~A(x).~B(x),~~ E U (A.2) 
h?IU ucotudu: )~A@B = mkI(l.p~(X)i-p&)),v.X E U (A.3) 
SUmU drhsficu: PA “B = l PA(X) Si PB(X)=0 PB(X) Si PA(X)=0 64.4) 1 en el resto de los x E CI 
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Norma triangular (t-norma): es una función de dos argumentos, g:[O,l] x [O,l] + [O,l] 
que verifica los siguientes axiomas: 
a.1 
a.2 
a.3 
Satisface las condiciones en los límites: g(x.0) = 0, g(x.1) = 1 
Conmutatividad: g(x,y) = gCy,u) 
Es una función no decreciente en cada argumento: si x I I y y I y’, entonces 
verifica g(x,y) I g(x’,y’) -monoticidad estricta-. 
a.4 Asociatividad: g(g(x,y),z) = g(.r. gQ,z)) 
a.5 Es una función continua 
Las propiedades a.3 y a.5 las configuran como I-normas de Arqufmedes estrictas. 
Estas características pueden ser identificadas con las propiedades de la operación 
de intersección o conjuntivas (“and” lógica). Funciones que cumplen los requisitos de las 
t-normas son: 
Mínimo: ~A~B= min(~A(x),~B(x)),Vxe U CA.3 
Producto algebraico: pA.wLg = p~(x).p~(x),VX E U 
_ 
64.6) 
Producto acotado: ~A*B = max(O,~~(x)+~~(x)-l),Vx E U G4.7) 
FA(X) Si PB(X)=1 
Producto drástico: PA n B = PB(X) Si FA(x)=1 (A.8) 
OenelrestodelosxEU 
La definición A.5 para ambos operadores es la utilizada por Zadeh, mientras que la 
A.6 corresponde a la interpretación probabilística y la A.7 a las conectivas empleadas en la 
lógica de Lukasiewicz. 
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Dada una familia infinita de normas triangulares, se derivan un amplio repertorio de
modelos formales para las conectivas lógicas. La elección de ciertos operadores “ant?’ y
“or” depende del problema a resolver. El carácter local de las operaciones realizadas en
conjuntos borrosos hace que no esté perfectamente definida la expresión más adecuada.
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ADQUISICIÓN DEL CONOCIMIENTO EN SISTEMAS BORROSOS
Los sistemas borrosos, aunque con las diferencias mencionadas anteriormente, se
suelen incluir dentro de la amplia familia dc los Sistemas Expertos, participando con ellos
del problema de la adquisición y representación del conocimiento que incorporan este tipo
de sistemas.
El proceso de adquisición e interpretación de la experiencia que utiliza un experto
para realizar tareas de su profesión, en algún dominio concreto, con el fin de diseñar,
construir, adaptar o modificar un sistema experto se denomina educción del conocimiento.
Es una actividad permanente y crucial, y todavía queda mucho que avanzar en este
campo experimental.
Como la filosofía de un sistema borroso es actuar como lo haría un experto
humano en ese dominio, el conocimiento que incorporan estos sistemas es el núcleo de su
estructura; está compuesto de datos, experiencias y razonamientos. Por eso, este
conocimiento no se reduce sólo a formas de argumentar, sino también a la interpretación
de cada uno de los elementos del proceso cognoscitivo del operario. Es decir, en un
sistema borroso es fundamental la identificación de los términos utilizados, para asociarlos
a etiquetas y funciones que los reflejen adecuadamente, y la calibración de los
cuantificadores o modificadores que emplea en sus argumentaciones, para darles el peso
correspondiente correcto.
El conocimiento contenido en un sistema basado en conocimiento puede proceder
de muchas y variadas fuentes, pero la fuente dominante suele ser el experto en el dominio.
Este conocimiento puede ser teórico o empírico, lo que es difícil de delimitar, ya que está
extraordinariamente interconectado. Esto lo hace una de las tareas más arduas y
complejas, aunque es esencial.
A veces el experto es incapaz de formalizar un saber que para él es “evidente”, y
no siempre es fácil determinar cómo efectúa tareas complejas de toma de decisión. La
tarea a realizar se puede desarrollar en dos pasos:
Apéndice fi
1. Analizar el saber del experto humano para codificarlo en un lenguaje informático.
2. Realizar una síntesis artificial y mecánica de los razonamientos, de manera que se
parezcan a los que efectúa una metodología de intercambio con los expertos
humanos.
Para realizar esa labor, hay que entrevistar a los expertos o analizar sus protocolos:
proponer y estudiar los problemas habituales, situaciones típicas, ejemplos específicos de
prueba, etc. Luego habrá que identificar los conceptos utilizados por el operario,
establecer distintos niveles de formalización de ese conocimiento, y además, hay que
estructurar lo antes posible todo ese conocimiento en forma de prototipo para verificar su
consistencia lógica, eliminando contradicciones, redundancias y ambigUedades, con el fin
de hacer el sistema accesible y creíble para el experto. Este proceso se suele realizar
mediante una interacción directa con el operario, generalmente lenta y laboriosa.
Hay dos métodos para revelar lo que saben los expertos. Los primeros,
denominados directos, preguntan directamente al experto, que reporta el conocimiento
que él puede articular también de forma directa. Dentro de este apanado están las
entrevistas (abiertas o estructuradas), cuestionarios, observación paralela, análisis de la
tarea y del protocolo, digitalización y estudio de resultados, etc.
También son necesarios los métodos indirectos, ya que muchas veces los expertos
no siempre pueden acceder a los detalles de su conocimiento o procesos mentales. En
algunos casos perciben relaciones complejas o alcanzan conclusiones perfectas sin saber
exactamente cómo lo hicieron. En estos casos se le proporcionan otras tareas similares
para inferir la estructura subyacente. Los métodos indirectos más conocidos son las redes
ponderadas, árboles ordenados de recuerdo y los emparrillados.
Los expertos tienen tendencia a establecer sus conclusiones y el razonamiento que
usan en términos generales, que son demasiado amplios para obtener un análisis efectivo
para la máquina. El experto raras veces trabaja a nivel básico. Puede achacarlo a la
intuición o etiquetar como una repentización lo que es resultado de un proceso de
razonamiento complejo, basado en una gran cantidad de datos y experiencias recordados.
En las explicaciones de sus conclusiones, sólo tratan los pasos principales, dejando de lado
frecuentemente la mayoría de los aspectos secundarios, que les parecen obvios. Saber lo
que es básico y relevante es lo que hace a una persona experta.
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De hecho, se denomina “paradoja de la experiencia a la enunciada como: “los
expertos más competentes son incapaces de describir el conocimiento que usan para
resolver los problemas”. Estudios reales muestran, además, que cuando intentan explicar
cómo alcanzan una conclusión, con frecuencia construyen líneas plausibles de
razonamiento que se parecen poco a su actividad real para solucionar problemas.
Este efecto sugiere al menos dos implicaciones importantes. La primera, que los
expertos necesitan una ayuda externa para clasificar y explicar su pensamiento y la forma
en que resuelven los problemas. La segunda aconseja trabajar con hipótesis, basadas en lo
que dicen los expertos, pero que hay que verificar y confirmar, comprobando su
consistencia en la actuación real.
Aunque existen muchas y muy recientes tentativas de modelización, hasta el
momento no hay ningún método automático para hacerlo. Solo han podido entresacarse
algunas orientaciones y ayudas, pero particularizadas para cada caso o área; en la práctica,
el diseñador debe guiarse sobre todo por la experiencia y el buen juicio personal.
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C.1 CONDICIONES
DESCRIPTWA
DE OSCILACIÓN: ANÁLISIS DE LA FUNCIÓN
El método de la función descriptiva es un método aproximado que se puede utilizar
para determinar si habrá o no oscilación cuando se introduce en el lazo de control una
función no lineal. Para determinar las condiciones de oscilación, el bloque no lineal se
describe por su ganancia, N(a), denominada función descriptiva, que depende de la
amplitud a de la señal a la entrada de la no linealidad.
Si el proceso tiene una función de transferencia G<iw), la condición para que oscile
es simplemente:
N(a). G(iw) = -1 (Cl.l)
Como tanto N como G son expresiones complejas, se obtienen dos ecuaciones para
determinar a y w, que se pueden resolver gráficamente dibujando la función descriptiva
negativa inversa - 1/Nl(a) en el diagrama de Nyquist. Si cruza la curva de Nyquist, puede
oscilar, y la amplitud y la frecuencia de la oscilación son los mismos que esos parámetros
de las dos curvas en su punto de intersección. Por lo tanto, de la medida de la amplitud y el
periodo de la oscilación se puede determinar un punto P de la curva de Nyquist
(Figura Cl.l).
P
—l
N (a)
Im G(iw)
Re G<’iw)
0<1w)
Figura CLI - Intersección de la función descriptiva y la curva de Nyquist
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Si el bloque no lineal es un relé de amplitud d, su función descriptiva N(a) es:
N(a) = (Cl.2)
n.a
Como es una función real, la oscilación sólo puede ocurrir cuando la curva de
Nyquist corta el eje real negativo. El punto donde la función descriptiva negativa inversa
cruza la curva de frecuencia del proceso es por lo tanto el punto crítico, y viene dado por:
G(iw) = — 1 (Cl.3)N(a)
Como N(a) es conocida, G<iw) se puede determinar a partir de la amplitud a y la
frecuencia w de la oscilación. Es decir, la ganancia de la función de transferencia a esta
frecuencia Ku y el periodo crítico Tu son fáciles de obtener introduciendo un relé ideal.
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C.2 CONDICIÓN DE CICLO LÍMITE PARA RELÉS CON HISTÉRESIS
Para la determinación de la existencia de un ciclo límite al introducir un bloque no
lineal en el lazo de control, se va a emplear el método de lafunción descriptiva.
C2.1 Relé Simétrico Rs(d, E )
Al introducir un relé simétrico Rs(d, E) en el lazo (Figura 5.5), se supone que el
sistema bajo control se encuentra en un ciclo límite de amplitud A y frecuencia w~. Una
aproximación de la salida del proceso puede ser:
(C2.la)
que en forma compleja se expresa como:
(C2.lb)
Si la señal de referencia es ahora nula, r(t) = 0, la entrada e(t) al relé se calcula
como:
e(t) = —y(t) = A.sen W~t (CZ.2)
La salida del relé u(t) se puede obtener de forma aproximada mediante los dos
primeros términos de su desarrollo en serie de Fourier:
donde
a0 a0
u(t) — + a1 cos w,,t + b1 sen wj = -~- + M sen(w~t +9)
uQ).d(w.t) = ~~~IWu(t)dt
ir
1 e’
t
a
1 = — ju(t).coswt.d(wÓ
It
(C2.3)
(C2.4a)
(C2.4b)
1
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1b>=— j u(fl.sen wt.d(wt)
7~
(C2.4c)
La simetría del relé implica que a0 es nulo. Un cálculo de los parámetros a> y b~
muestra que son respectivamente:
4d. e
a> = 4d ¿A
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La salida del relé u(t) es la entrada al proceso O(s). Esta función de transferencia
G(s) relaciona esta señal de control con la salida del sistema:
entrada al proceso:
salida delproceso:
u(t)= Msen(w~t+9)
y(t) = —A sen w»t
U — M.e¡Wnt.e¡9
y =
Y = —A.eiw,,t =G(iw~).U =G(iw~).M.eN?nt.eL9 (C2.6)
La función descriptiva de una no linealidad se define como:
componente fundamental de la salida de la no linealidad
componente fundamental de la entrada de la no linealidad
iwt np M
M.e ‘ .e 19= —e
A.e¡Wnt A
(C2.7)
Sustituyendo esta última expresión en (C2.6) se obtiene:
l+G(iw~).N(A) = O (C2. Sa)
La condición de existencia de ciclo límite se reduce a verificar si existe solución a
la ecuación:
(C2.5)
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(C2.8b)
N(A)
Lo que equivale a que exista un punto de intersección entre el lugar de Nyquist del
proceso y el lugar característico de la no linealidad.
C2.2 RelóAsimélricoRa(AbA:be bE 2)
La condición de existencia de ciclo límite para un relé asimétrico, con amplitudes
A> y A2, e histéresis E> y ~2 se establece con un razonamiento similar al anterior.
Se considera el caso en el que A> < A2 y e1 > e2 (Relé tipo
alrededor de un valor negativo, a causa del carácter no simétrico de
supone que el sistema alcanza un ciclo límite, de forma que su salida
respresentar por:
y(t) = —c — A.sen w~t
3). La salida oscila
la no linealidad); se
oscilatoria se puede
(C2.9a)
donde c es una constante positiva a determinar.
La variable compleja asociada a y(t) es:
Y = —c — A.e¡Wnt (C2.9b)
luego la entrada la relé, tomando r(t) = 0, será:
e(t) = —y(t) = c+ A.eiw»t (C2.10)
La aproximación de la salida del relé u(t) para los dos primeros términos de su
desarrollo en serie de Fourier es:
(C2.l la)u(t) ~- +b1 sen w~t + a1 cosw~t
2
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que en notación compleja se representa como:
a0U =—+(b1 +ia¡).e¡Wnt
2
de donde:
a0
Y = G(0)—+ G(iw)(b1 + ia1 ).eiw~t = —c — A.elWnt
2
La condición de existencia de un ciclo límite a la salida, cuando se utiliza un relé
asimétrico, se reduce a que el siguiente sistema de ecuaciones (tres ecuaciones con tres
incógnitas w, A y c), admita una solución:
a0 (C2.13a)
2
[b1(A,c) +ia1(A)JG(iw) = —A (C2.13b)
Los coeficientes a0, a> y b> está defmidos respectivamente por las ecuaciones dadas
anteriormente (C2.4a), (C2.4b) y (C2Ac).
La ecuación (C2.13b) es idéntica a la obtenida para el caso del relé simétrico. Sin
embargo, se va a demostrar que los coeficientes son distintos que en ese caso. Para ello, se
emplea la siguiente natación (ver Figura C2.1).
Se definen a1 y a2 de la siguiente forma:
A sen a1 = =tdX1 = arcsen(~’
c+Asena2 =—e2 =~a2 =~arcsen(e2cjJ
(C2. 14a>
(C2.14b)
(C2.1 lb)
(C2.12)
247
Apéndice C
u<’O,e<t)
e—
CL,
~o a1
y
-A2
Figura Cii - Cálculo de la función descriptiva de un relé asimétrico con entrada sinusoide de mediac
De la defmición de a0 se deduce que:
n.a0 = A1[(—n—a2 +n)+Ot—a1)]—A2[a1 —(—it—a2)]
(A1 + A) (
a0 = ¡ arcsenl ¡—arcsen¡¡¡+(A1 —A)k kA) kAn
(C2. 15a)
(C2.15b)
De la misma formase tiene para a> y b1:
na1 = (A1 + A2).(sena2 —sena1) ~ A1 + A2 e2)
itA
(C2.16)
itb1 =(A1 +A4(cosa2+cosa1) z~ = A>+A2 ( A>2 —(e1 —c)2 + A22 ~(s2+c)2)
(C2.17)
En el caso particular del relé simétrico, c vale O y se obtienen las fórmulas
correspondientes de a> y b1 (ao = 0). Un análisis del ciclo límite demuestra que la amplitud
A de las oscilaciones es tal que
A> e1 - c y A>e2+c
para que la expresión (C2.17) de b1 tenga un valor definido.
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C2.3 Estimación de la ganancia crítica Ku delproceso
La ecuación (C2.13b) permite también deducir la ganancia crítica del proceso Ku:
A 1IG(iwn)jb¡ (C2.18)
que se puede hacer igual a:
KU~t+ia>( b>2+a12A A (C2.19)
Sustituyendo las expresiones (C2.l6) y (C2.17) de a> y b>, y después de una serie
de cálculos se obtiene:
Ku= (A> + A
2)44
itA
A
2+ A2—(e
1—c)’. A
2—(e~+c)2—c2+c(s
1 62) + 6162
(C2.20)
y donde c se puede estimar de dos formas diferentes:
1
c = ——
Tu ‘o
y(t). dt ó c— IYmaxI+lYminI
La fase cp~ del punto estimado está definida por:
= —it + arcsen a
>
9 ¡b> + ia1
E> + 62
= —it +arcsen
2
(C2.21)
43?4A2+ A
2—(E>—c)2. A2—(6
2+c)2 ~ +c(s>—62)+E.>22
(C2.22)
Con estas dos últimas fórmulas se han obtenido la ganancia crítica del proceso y la
fase del punto estimado, que junto con el conocimiento de la ganancia estática K, permiten
sintonizar el controlador.
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