Abstract. In this paper, we investigate a method for restarting the Lanczos method for approximating the matrix-vector product f (A)b, where A ∈ R n×n is a symmetric matrix. For analytic f we derive a novel restart function that identifies the error in the Lanczos approximation. The restart procedure is then generated by a restart formula using a sequence of these restart functions. We present an error bound for the proposed restart scheme. We also present an error bound for the restarted Lanczos approximation of f (A)b for symmetric positive definite A when f is in a particular class of completely monotone functions. We illustrate for some important matrix function applications the usefulness of these bounds for terminating the restart process once the desired accuracy in the matrix function approximation has been achieved.
1. Introduction. The need for computing functions of large, sparse matrices arises in many diversified fields of science and technology. Some specific applications arise during the following important problems:
1. Solution of systems of linear equations requires f (A) = A −1 or some approximation of the inverse for the purposes of preconditioning an iterative solution strategy [21] . 2. Solution of matrix equations such as e X = A leads to f (A) = log A [7] . 3. Statistical methods for spatial data and other complex structures require f (A) = A −1 , f (A) = A . 6 . Applications in QCD which require approximation to sign(A) [23] . 7 . Solution of Fractional Poisson equation [15] , where f (A) = A . This approximation has been considered by Druskin and Knizhnerman [9] , Eiermann and Ernst [10] , Hochbruck and Lubich [12] , Lopez and Simoninci [17] , van den Eshof et al. [24] , Van der Vorst [25] , Saad [20] , Sidje [22] as well as many other researchers during the last 20 years.
One of the biggest problems with the Lanczos approximation is that it requires the construction and storage of the orthonormal basis to K m (A, b) [10] . For large problems, the limited memory of a computer places practical restrictions on the subspace size m, which may limit the accuracy that the Lanczos approximation can achieve. This problem is overcome when solving linear systems using Krylov subspace methods by truncating the subspace at m and restarting the process. Typically a good preconditioner is applied to keep the number of restarts low. Unfortunately, restarting the Lanczos approximation for matrix functions is not as straightforward as for the case f (t) = 1/t and the restarted Arnoldi algorithm for computing f (A)b, given in [10] , addresses this very issue. Although the method presented in [10] is quite general and effective, we see two possible disadvantages with this approach. Firstly, when the matrix A is symmetric, the smaller dimensional matrix function f (H km )e 1 that must be computed at the completion of each restart involves a matrix H km that is not symmetric. Secondly, although there is a significant saving in the storage of the Arnoldi vectors as a result of the restart procedure, the matrix H km continues to grow larger at each restart k, and no advantage can be made from the previous matrix function approximation for f (H km ) when computing f (H k(m+1) ). In this paper, we present a method for restarting the Lanczos approximation to f (A)b that preserves the symmetry of the problem and only requires the evaluation of a function of an m × m matrix at each restart.
The remainder of the paper is organised as follows. A new characterisation of the error in the Lanczos approximation of f (A)b is presented in Section 2. This characterisation is used to design a restarted Lanczos procedure and this procedure is described algorithmically in Section 3. Bounds on the error in the restarted Lanczos approximation for analytic f are considered in Section 4, while tighter bounds are derived in Section 5 for positive definite A and a certain class of completely monotone functions. Four case studies from computational statistics, numerical approximation of anomalous diffusion, quantum chromodynamics and the numerical solution of partial differential equations are presented in Section 6. In Section 7, the conclusion and key findings of the research are summarised.
A Representation of the Error in the Lanczos
Approximation. The restart procedure presented here is based on the following result, which identifies the error in the Lanczos approximation in terms of a restart function.
Theorem 2.1. Let f be an analytic function in a neighbourhood of the spectrum of the symmetric matrix A with Lanczos decomposition (1.2). Then
2)
is the residual generated when solving the linear system Ax = b using m steps of FOM, the columns of Y m are the normalised eigen-
are the eigenvalues of T m (Ritz values) and
which we refer to as the restart function.
The proof of Theorem 2.1 relies on the following lemma. Lemma 2.2. The residual r m (λ) generated when solving the shifted linear system (λI − A)x λ = b using m steps of FOM is given by
where µ i , α i , γ i and r m are defined in the statement of Theorem 2.1. Proof. The shifted linear system (λI − A)x λ = b has the approximate solution
Consider the spectral decomposition
−1 e 1 can be written as
where 
We are now in the position to prove Theorem 2.1.
Proof. (Proof of Theorem 2.1) Using the Dunford-Taylor integral representation of f (A) we have
where Γ is the boundary curve surrounding the spectrum of A. Similarly
To simplify further, let A = QΛQ T , Λ = diag(λ j , j = 1, . . . , n) be the spectral decomposition of A.
Hence the result. Remark. When f (t) = t −1 , the divided differences are given by
3. A Restarted Lanczos Approximation to f (A)b. When using FOM to solve the linear system Ax = b, the standard restart procedure [21] produces the following sequence of Lanczos decompositions
Using this idea and Theorem 2.1, we generate a sequence of corrections to the Lanczos approximation to f (A)b, which is summarised in the following proposition. Proposition 3.1. Consider the restart procedure generated by the restart formula
and the restart functions g k , k = 1, 2, . . . are defined as
are calculated as above using
m . The error in the approximation satisfies
Proof. The proof follows from successive applications of Theorem 2.1. Remark. When f (t) = t −1 , Proposition 3.1 gives the standard restarted FOM procedure [21] .
The restart function g k (t) has removable singularities at t = µ (j)
i , then the i th term in the sum defining g j (t) is replaced by
. We investigated replacing this with it's forward difference approximation, but this did not give the algorithm any additional stability. The evaluation of g k (t) can be simplified, as we already know the quantities g j (µ (j) i ) for j < k from previous restarts. An algorithm that evaluates g k (t) is given below.
Algorithm 1. Evaluating the Restart Function
Input: The base function f , the point at which the g k needs to be evaluated t, the restart number k, the numbers α
i ) and a tolerance tol. Output: g k (t)
• Set gt old = f (t).
•
Remark. It should be noted that it is possible to use a recursive algorithm to evaluate g k (t). We have explored both options in our numerical experimentation and found they gave approximately the same performance.
The proposed procedure for restarting the Lanczos approximation to f (A)b is given in the following algorithm.
Algorithm 2. Restarted Lanczos Approximation
Input: A function f , a symmetric matrix A, a vector b, a subspace size m, a maximum number of restarts maxiter. Output: An approximation f k to f (A)b.
-Calculate the update
4. Error Bounds. Whereas for a linear system Ax = b, given an approximate solutionx, we can monitor how good the solution is by calculating the residual r = b − Ax, this cannot be done for f (A)b. Therefore, any method devised to approximate f (A)b must provide a criterion for estimating or bounding the error in the approximation.
We begin with the following proposition Proposition 4.1. Under the assumptions of Theorem 2.1,
where
for some ξ i between t and µ i , we have
2 ≤ 1 and similarly forγ. The restart procedure requires a sequence of iterative functions of the form
First, we represent g k in terms of divided differences (see for example [6] ).
ij and µ (j) ij be defined as above. Then
where f (t, µ
Proof. This result is clearly true for k = 1. Assume the result holds for k = p. For simplicity, we will write τ i1,...,ip−1 = α
where the last equality followed from the definition of divided differences. Now we can state the main result of this section. Theorem 4.3. Let f k be the Krylov subspace approximation of f (A)b after k restarts using the restart formula from Proposition 3.1, then an upper bound on the error is given by
where the second inequality follows from the inequality
Remark. 2. The importance of this result is that it relates the error in the matrix function approximation to the error in the restart procedure for the linear system and the sup-norm for derivatives of the function. This bound can be monitored during the Arnoldi (Lanczos) decomposition to deduce whether a specified tolerance has been reached in the approximation. If f (t) and its derivatives increase rapidly as t → 0 and A has small eigenvalues, the error would increase with more restart cycles. In this case we need to keep the number of restart cycles small. The usefulness of this bound will be investigated further in Section 6.
An Error Bound for a Class of Completely Monotone Functions.
Although the error bound in Theorem 4.3 is appealing, we have found that, in some cases, it overestimates the error. In this section we will focus on the error when A is symmetric positive definite and f is in a certain class of completely monotone functions, known as the Stieltjes cone. In this case, we can bound the error in terms of the error in the restarted FOM procedure.
A completely monotone function is a C ∞ function f : (0, ∞) → R that satisfies the condition
for all integers n ≥ 0 [3] . An important subset of completely monotone functions is the Stieltjes cone, which is defined as follows.
Definition 5.1. [4] A function f (x) is said to be a Stieltjes transform if it is of the form
where lim x→∞ f (x) = a ≥ 0 and µ is an non-negative measure on [0, ∞) satisfying
The set of all Stieltjes transforms is called the Stieltjes cone and this set is denoted S. Remark. [3, p. 127] A Stieltjes transform f ∈ S is uniquely determined by the pair (a, µ). We will refer to µ as the measure associated with f .
S is clearly a convex cone and it can be shown to be closed under the topology of pointwise convergence [3] . The following theorem characterises S in terms of the restriction of a set of analytic functions on C\(−∞, 0] onto the real line.
Theorem 5.2. [4, Proposition 1.2] For any nontrivial function f , f ∈ S iff f can be extended to a holomorphic function on C\(−∞, 0] that maps the upper half plane {z ∈ C|Im(z) > 0} into the lower half {z ∈ C|Im(z) < 0}.
If f ∈ S, it can be shown that its divided differences are also in S. The following proposition gives the integral representation of the k th divided difference. Proposition 5.3. If f ∈ S, then the m th divided difference satisfies
for any m ≥ 1. Furthermore, the m th divided difference has the integral representation
, where µ is the measure associated with f . Proof.
Now, as f ∈ S, the result follows by noting that
The other cases follow through mathematical induction.
The Stieltjes cone contains a number of useful functions including f (t) = t −α , α ∈ [0, 1]; f (t) = (t − 1) −1 log(t); and f (t) = t −α (1 + t) −β , 0 < α ≤ 1, α + β ∈ (0, 1]. Further useful properties of Stieltjes transforms can be found in [2] [3] [4] .
The following theorem is the main result for this section. It states that for any f ∈ S, any stopping criterion for restarted FOM can be easily modified to become a stopping criterion for the Lanczos approximation to f (A)b.
Theorem 5.4. Let f ∈ S. After k runs of the standard restart process
the error satisfies
where r 
since A is positive definite and t > 0, so that (tI + A) −1 ≤ (λ min + t) −1 , where λ min is the smallest eigenvalue of A. Now, the summand can be factored into the product of terms that depend only on a single index. From this observation, it follows that
where the last inequality is a consequence of [23, Lemma 5] . Hence
where the last inequality follows by noting that the residual in restarted FOM(m) satisfies
6. Results and Discussion. In this section we exhibit the results of applying the restart algorithms to a number of case studies. All computations were carried out in Matlab version 7.4 (R14) on a 2 GHz Pentium 4 processor. We present four case studies from a variety of important research fields in computational statistics and applied mathematics. In each of these case studies, the actual error in the approximation is calculated using the exact solution obtained via an eigendecomposition using the eig command in Matlab.
6.1. Case Study 1: Sampling from a Gaussian Markov Random Field. Consider a cloud of points {s i } n i=1 in R d and, at each point, define a Gaussian random variable x i , i = 1, . . . , n. The resulting random vector x is referred to as a Gaussian Markov random field (GMRF). GMRFs can be utilised to model spatially structured uncertainty, seasonal variation, and other trends in the data and are common model components in spatial statistics, image analysis and modelling of binary data, see [5, 8, 11, 18, 19] and references therein. The joint distribution of the GMRF x = (x 1 , x 2 , . . . , x n )
T has the probability density function (p.d.f.)
where A ∈ R n×n is a symmetric positive semi-definite 'precision' (inverse covariance) matrix and the 'mean' µ is given implicitly by Aµ = b, i.e. for invertible A, x is a normally distributed random vector with mean A −1 b and covariance matrix A −1
(written x ∼ N (A −1 b, A −1 )) [19] . The precision matrix A is large, sparse and symmetric positive definite.
One method for sampling from a zero mean GMRF with precision matrix A is to calculate the sample as
. It is easily verified that x is indeed a sample from the GMRF by calculating the first and second moments. As t −1/2 ∈ S, Theorem 5.4 can be applied to this problem.
For this example we simulated 1000 pseudo-random points {s j } 1000 i=1 in the unit square and used the precision matrix A given by
where χ A is the set indicator function [18] . The parameter values φ = 3 and δ = 0.1 were chosen to give the spectral interval, σ(A) ⊂ [1, 543.9] . The error in the approximation to A −1/2 b is shown in Figure 6 .1 (solid line). This figure also shows the convergence of the restarted Lanczos approximation when compared to the unrestarted approximation (dotted line). This delayed convergence is indicative of restarted Krylov methods reported frequently in the literature for solving linear systems, where f (t) = t −1 . The error bound (5.2) (dashed line) captures the convergence behaviour quite well, although it is roughly two orders of magnitude larger than the actual error. where |r| ≥ 1, Q is a hermitian indefinite matrix and γ 5 is another matrix [23] . The matrix Q is given by
where D is the Wilson Fermion matrix and Γ 5 is a hermitian matrix such that
H . For this case study, we take for D the Wilson Fermion matrix CONF6.0-00L4X4-3000 from the Matrix Market (http://math.nist.gov/MatrixMarket), which is a complex Hermitian matrix of dimension 3072. It was found in [23] that the use of f (t) = sign(t) in (1.1) leads to rather erratic convergence. It was suggested that the approximation
where the columns of V m form an orthonormal basis for K m (Q 2 , b). For this approximation, it follows from Theorem 5.4 and Theorem 6 in [23] that the error in the restarted version of (6.2) after the k th restart satisfies
The convergence of this approximation is shown in Figure 6 .2. The convergence is in good agreement with the unrestarted case and the error bound follows the convergence behaviour closely. 
where the fractional Laplacian (−∆) α is defined using the spectral representation of (−∆) on Ω [15] . In this section we will consider the important case when 0 < α ≤ 1.
A novel method for approximating the solution to (6.3) has been presented in [13] [14] [15] . The crux of this method is to consider the related problem
Using a standard finite difference discretisaton of (6.4), we obtain the linear system
2 is the discretised finite difference Laplacian andf is the discretised right hand side [15] . It is asserted that, for large enough n, the solution to (6.3) can be approximated by
In practice, this matrix-vector product is approximated using the Lanczos approximation. As 0 < α ≤ 1, f (t) = t −α ∈ S and, therefore, Theorem 5.4 can be used to provide a stopping criterion. 
Case Study 4:
The Matrix Exponential. In this case study we will apply an exponential integrator to the finite difference approximation to the heat equation on Ω = (0, 1) × (0, 1) ∂u ∂t = ∆u, (x, y) ∈ Ω, t > 0 u = 1, (x, y) ∈ ∂Ω, t > 0 u(x, 0) = 1, (x, y) ∈ Ω.
As in Case Study 3, we will use a uniform grid with n = 65 nodes in each dimension. This method requires approximating a function of the form f (t) = exp(−at), which is not a Stieltjes transform. Therefore, while the restart procedure in Proposition 3.1 is still valid, only the convergence results from Section 4 are applicable. We consider here the function f (t) = exp(−100t), which exhibits slow enough convergence to necessitate restarting. 7. Conclusions. In this paper we have presented a new method for restarting the Lanczos approximation to functions of a symmetric matrix. The restart function is only ever applied to an m × m matrix, giving it an advantage over the method proposed by Eiermann and Ernst [10] . An error bound for analytic f was provided in Section 4 and a tighter bound for a class of completely monotone functions applied to symmetric positive definite matrices was provided in Section 5. Four different case studies were investigated in Section 6 in order to assess the new restart procedure. While the convergence of the restarted method was slower than the unrestarted case, it was found that the bound (5.4) captured the convergence behaviour of the restart method quite well. In the linear case, i.e. when f (t) = t −1 , the slow convergence of restarted Krylov subspace methods is usually combated using some form of preconditioning. A promising form of adaptive preconditioning was proposed in [15] and this preconditioning methodology will be investigated in the context of restarted Lanczos approximation in future work.
