For observed galactic microlensing events only one fit is usually presented, though, especially for a binary lens, several fits may be possible. This has been shown for the MACHO LMC#1 event (Dominik & Hirshfeld 1996). Here I discuss the strong binary lens events OGLE#7 and DUO#2. It is shown that several models with a large variety of parameters are possible. For most of the fits, 1-σ-bounds on the fit parameters are given. The variation of the parameters within these bounds is in some cases considerable.
Introduction
Some of the observed galactic microlensing events show a signature of a binary lens. The first such event discovered was MACHO LMC#1, where its binary nature has been discussed by Dominik & Hirshfeld (1994 , 1996 . An explanation with a binary lens has also been proposed for OGLE#6 by Mao & Di Stefano (1995) . Neither of these events involves crossings of the source trajectory with the caustics, which would result in sharp spikes in the light curves, and are called weak binary lens events for this reason. In contrast, the events OGLE#7 (Udalski et al. 1994) , DUO#2 (Alard et al. 1995) , and MACHO LMC#9 (Bennett et al. 1996) involve such caustic crossings, and are therefore called strong binary lens events. The MACHO collaboration claims 3 additional binary lens events in their data obtained with the alert system, namely , where the last event may be due to a weak binary lens, whereas the others are strong binary lens events (Stubbs et al. 1997) . Except for the discussion of the MACHO LMC#1 event (Dominik & Hirshfeld 1996) , only one fit has been presented for each of the other binary lens events. However, as shown for MACHO LMC#1, there may be several solutions. For the events OGLE#7 and DUO#2 this is shown explicitly in this paper. Section 2 reviews the basics of galactic microlensing with binary lenses, Section 3 gives the discussion of the OGLE#7 event, while the DUO#2 event is discussed in Section 4. In Section 5 the results are summarized.
Galactic microlensing with binary lenses
Consider a lens at a distance D d from the observer, a source at a distance D s from the observer, and let D ds be the lens-source distance. The Einstein radius for a lens of mass M is then given by
Further consider an optical axis through observer and lens center and planes perpendicular to it at the position of the lens (lens plane) and the source (source plane) centered at the optical axis. Let the source be located at η = Ds D d r E y in the source plane and let a light ray pass from the source to the observer through the lens plane at ξ = r E x. For a binary lens consisting of a mass with fraction m 1 of the total mass M at (r hd , 0) and a mass with fraction m 2 = 1 − m 1 at (−r hd , 0), where r hd = χ r E , the coordinates x and y are related by the lens equation
which gives the true source position as a function of the observed image position. For a given source position, there are either 3 or 5 images. To obtain the images for a given source position y one has to solve the lens equation numerically. The magnification µ of an image at x is given by the inverse of the Jacobian determinant of the mapping, i.e. µ( x) = 1
and the total magnification of a (point) source µ( y) is given as the sum of the magnifications of the individual images. A (point) source is located on a caustic if µ( x) diverges for at least one image x. The magnification of an extended source is obtained by integrating over the point source magnifications. Let the source move on a straight line with a velocity v ⊥ projected onto the lens plane transverse to the line-of-sight observer-lens, so that it moves one Einstein radius in the lens plane in the time t E = rE v ⊥ .
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For the fits, a timescale t c = 2 t E is used. In addition, the following parameters are used (see Figure 2 ) 2 : The source trajectory projected to the lens plane has the closest approach to the origin at the time t max and the distance r min = u min r E . The angle α is measured between the x 1 -direction and the direction of motion of the source. To get uniqueness in parameter space, the sign of the velocity of the source is chosen so that the midpoint of the lens system is on the right hand side of the line traced in time by the source and the parameter ranges are u min ≥ 0, 0 ≤ α < π and 0 ≤ m 1 ≤ 1. The observed amplification of the source object as a function of time A(t) has been calculated efficiently by solving the lens equation for the whole source trajectory simultaneously (Dominik 1995) and by determining the magnification from the images with Eq. (4).
Another parametrization for binary lenses has been used by Mao & Di Stefano (1995) . The main difference is that they refer the closest approach of the source to the center of mass of the lens system and not to the midpoint. The translation between the parameter sets is shown in Table 1 . The amount of additional light contributed by other objects than the 'source' is described by the blending parameter f . It gives the contribution of the light of the unlensed source to the total light. If A(t) denotes the amplification of the source, the observed amplification is given by
OGLE #7
The OGLE#7 event (Udalski et al. 1994 , hereafter USM) is the first event observed which shows the signature of a strong binary lens. In contrast to the MACHO LMC#1 event, it is clear that a single lens cannot explain the data, because it will produce neither spikes nor a plateau formed like a U, irrespective of whether the source is a binary or not or whether the objects are extended. A first fit to the data has been presented in USM. However, several binary lens fits are possible. In Tables 2 and 3 , I present the results of 8 different fits. The χ 2 corresponds to the original errors given by the OGLE collaboration. The errors on the parameters correspond to projections of the hypersurface ∆χ 2 = χ 2 − χ 2 min = 1 onto the axes in parameter space. The characteristic time ranges from 162 d (BL0) to 1470 d (BL6) which means that the expected total mass (∝ t 2 c ) varies by a factor of 80. The mass ratio ranges from about 1 (BL0, BL6, BL7) to 16 (BL). The contribution of external light (blending) at the mimimum light ranges from 17 % (BL9) to 94 % (BL). Note that some of the errors on t c are large: For BL2 the 1-σ error is about 25 % of the value, for BL7, BL1, BL3, and BL9 the 1-σ errors are also about 10-20 % of the value of t c . The second pair of caustic crossings for the BL-fit and the caustic crossings on the triangle shaped caustic for the BL6-fit posed additional problems for the calculation of the error bounds, so that no error bounds are shown for these fits. Table 2 : OGLE #7: Fits for a strong binary lens event
The fit of USM corresponds to the BL0-fit. Table 4 shows the parameters of the BL0-fit in the parametrization used in USM and the parameters quoted there. Note that their m 0 is the magnitude of the lensed component, while m base corresponds to the minimum light observed, i.e. the light from the lensed and the unlensed component. These quantities are therefore related by m 0 = −m base − 2.5 lg f .
If one accepts the given error bars of the data points, one sees that the values of χ 2 min are very bad (see Table 5 ). If one adapts the size of the error bars to the tail data points in the same way as for the MACHO LMC#1 event (Dominik & Hirshfeld 1996) , but with Gaussian errors 3 , defining all data points for t < 900 d as belonging to the 'tail', one obtains a scaling factor of γ = 1.597, which means that the errors are enlarged by about 60 %. The probabilities for the fits become ≥ 84 % for all fits and ≥ 95 % for all fits except for BL3 and BL9. If one looks carefully at the light curve and the data, one sees that parameter BL6 BL BL3 BL9 Table 4 : OGLE #7: The BL0-fit and the fit of USM the data point in the tail at t = 806.60603 and I = 17.794 contributes about 33 to the total χ 2 . If one omits this discrepant point, one gets a rescaling factor of γ = 1.247 and the results shown in Table 6 . If one assumes that the discrepant point in the tail is due to a measurement error, and taking into account that the error bars may be about 15-25 % too small, one can accept all 8 models (see Table 6 ). If one does not ascribe the discrepant point to a measurement error, one has to accept the large rescaling factor to allow the tail to be constant. Also in this case, all the fits are acceptable. Note that the errors may show some non-Gaussian behaviour. This behaviour is effectively absorbed into the rescaling factor in my analysis. Table 6 : OGLE #7: χ 2 min and the corresponding probability without discrepant point with rescaling
The light curves for the fits are shown in Figure 3 and the structure of the caustics together with the source trajectory can be seen in Figure 3 . The distance scale used is projected Einstein radii (r
r E ) of the total mass in the source plane. The intersections of the source trajectory with the caustics and the projected positions of the lens objects are indicated by small crosses. The tip of the arrow on the trajectory denotes the closest approach to the coordinate origin.
DUO #2
The DUO#2 event has been reported by Alard, Mao, and Guibert (1995) , hereafter AMG, where a fit with a strong binary lens is presented. The corresponding fit parameters using my parameter set are shown in Table 7 . For 116 data points, a χ 2 of 89 is reached, where the source is treated as extended (R src < ∼ 10 −2 ) and limb-darkened with u blue = 0.6 and u red = 0.5, where the brightness profile of the source is of the form f (r, u) = u 1 − r 2 + 1 − u ,
r being the ratio of the actual radius and the total radius.
Here I show additional possible fits using a static binary lens and a point source. I have omitted one occurence of a data point which appeared twice in the data I have received from C. Alard, so that I use 115 data points and not 116 data points as in AMG. Moreover, I use the magnitude values for the fit and not the amplification values as used for the fit in AMG (S. Mao, private communication). From this, only a small difference results (Dominik 1996) , the χ 2 min differs only by about 2 units and the fit parameters show only small differences which are well within the bounds corresponding to ∆χ 2 = 1. The analysis of the tail data points (t < 70 d or t > 100 d) yielded most-likely scaling factors γ blue = 0.912 for 63 data points and γ red = 0.828 for 25 data points. These values are close to 1 (note that there are only a few tail data points), so that the tail seems to be consistent with a constant brightness and no further scaling is used in this discussion. The results of the fits are shown in Tables 8 and 9 . The quoted error bounds correspond to projections of the hypersurface ∆χ 2 = 1 onto the axes in parameter space. An asterisk ( * ) denotes that the numerical routines have ended up at a jump discontinuity. It is not yet clear if this is a real effect or if it is due to difficulties in the computation. There appear additional minima, whose ∆χ 2 ≤ 1-regions include other minima with smaller χ 2 . In particular, this is a problem for the BL1-, BL2-, and the BL4-fit which also makes the calculation of the error bounds difficult, so that they are not shown in the tables for these fits. This behavior is influenced by the fact that there are only a few data points to constrain the shape of the light curve in the peak region.
parameter DUO#2 in AMG Table 7 : DUO #2: Fit of AMG Taking into account the error bounds, the BL-fit seems to coincide with the fit in AMG, except for the small lower bound on χ, which however may be relict of computational problems. Near the parameters for the BL-fit, I have started a fit including an extended source. As for the fit of AMG, the source brightness profile has been fixed to a limb-darkening profile with u blue = 0.6 and u red = 0.5. The resulting fit parameters are shown in Table 10 . Note that this fit gives only a slightly better χ 2 min than the BL-fit with a point source. The parameters coincide with the BL-fit as well as with the fit of AMG. It it not clear to me how the χ 2 min = 89 of AMG is reached. For their fit parameters (S. Mao, private communication), I obtain a χ 2 which is larger than the χ 2 min for the extended source fit. One sees that the BL-and the BL4-fit give good explanations of the observed data, while the BL2-, BL3-, Table 10 : DUO #2: Fit for a strong binary lens and an extended source and the BL5-fit give worse results, although they are not totally excluded. The BL1-fit gives such a low probability that it is excluded. Light curves of the peak region (70 d ≤ t ≤ 100 d) for both spectral bands together with the data points are shown in Figures 4 and 4 , where the upper curve refers to the blue band and the lower curve refers to the red band. Note that the largest differences between the BL-fit and the extended source fit near the BL-parameters occur in the peak after the caustic crossings, not in the caustic crossings themselves.
The configurations for the different models are shown in Figure 4 , where the caustics are shown together with the trajectory of the moving point source. The projected positions of the lens objects and the intersections of the source trajectory with the caustics are indicated by small crosses. All distances are measured in Einstein radii r E if the projection to the lens plane is considered or in projected Einstein radii r ′ E if the projection to the source plane is considered. A peak near a caustic crossing can also be modeled in a different way with a rotating binary lens. With parameters similar to those used for the model BL0 for OGLE#7, a peak after the caustic crossing can be modeled by including the rotation (Dominik 1997b).
Summary of results
It has been shown that there are several models which describe the observed strong binary lens events OGLE#7 and DUO#2. A large variety of timescales results, so that the expectation value for the mass (see Dominik 1997a) differs by a factor of 80 for the differents fits for OGLE#7. In addition, the uncertainty in t c for a given fit as given by the 1 − σ-bound is as large as 25 % for OGLE#7, which is substantially larger than for MACHO LMC#1 or events described by single point-mass lenses. Some part of the non-uniqueness of the fits is due to the sampling rate (especially for DUO#2). However, it has been shown for MACHO LMC#1 (Dominik & Hirshfeld 1996) , that even for a good sampling, the fits BA and BL, which are completely different, cannot be discriminated. This shows that it is of importance to look for all possible fits. To claim the existence of a planet from a microlensing light curve, one has to study all possible models and to consider the uncertainties of the fit parameters (as given e.g. by 1-σ-bounds). From these fit parameters, information about the physical quantities (mass, separation) can be obtained (Dominik 1997a).
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