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Abstract
We provide a theoretical explanation of the role of the number
of nodes at each layer in deep neural networks. We prove that the
largest variation of a deep neural network with ReLU activation func-
tion arises when the layer with the fewest nodes changes its activation
pattern. An important implication is that deep neural network is a
useful tool to generate functions most of whose variations are concen-
trated on a smaller area of the input space near the boundaries cor-
responding to the layer with the fewest nodes. In turn, this property
makes the function more invariant to input transformation. That is,
our theoretical result gives a clue about how to design the architecture
of a deep neural network to increase complexity and transformation
invariancy simultaneously.
1 Introduction
A deep learning algorithm attempts to discover multiple levels of represen-
tation of the given data set with higher levels of representation defined hi-
erarchically in terms of lower level ones. The central motivation is that
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Deep Neural Network 2
higher-level representations can potentially capture relevant higher-level ab-
stractions. Deep learning [Hinton and Salakhutdinov, 2006, Larochelle et al.,
2007, Goodfellow et al., 2016] has received much attention for dimension
reduction and classification of objects such as image, speech and language.
Various supervised/unsupervised deep learning architectures such as deep
belief network[Hinton et al., 2006] have been applied to large scale real data
with great success. See Goodfellow et al. [2016] for details.
The success of deep neural networks (DNN) compared to their shallow
conterparts can be explained by the complexity of functions generated by
DNN. Montufar et al. [2014] and Raghu et al. [2016] show that deep neural
networks have exponentially more power to represent a decision boundary
than shallow counterparts. Eldan and Shamir [2016] proves that there is
a two hidden layer DNN which cannot be approximated by a shall neural
network with polynomially many hidden nodes. Recently, there are results
about how well DNN approximates complicated functions [Yarotsky, 2017,
Petersen and Voigtlaender, 2018].
Most of researches about the complexity of DNN focus on the number of
layers, but few is done about the choice of the numbers of nodes in DNN. For
example, Montufar et al. [2014] assume that the numbers of nodes at each
layer are all the same. In this paper, we provide a theoretical explanation
of the role of the numbers of nodes at each layer in DNN. In particular,
we prove that the largest variation of a deep neural network with ReLU
activation function arises when the layer with the fewest nodes changes its
activation pattern.
Our results give a partial answer about two seemingly contradictory ex-
planations of the success of DNN - complexity and invariancy. Beside com-
plexity, another explanation of the success of DNN is the invariancy to input
transformation, in particular for image classification and recognition. In the
case of object recognition, a good feature should respond only to a spe-
cific stimulus despite changes by various transformations such as translation,
rotation, complex illumination and so on. Many researches related to the in-
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variancy of deep neural networks have been done by Goodfellow et al. [2009],
LeCun [2012], Henriques and Vedaldi [2016], Khasanova and Frossard [2017]
to name just a few.
Complexity and invariancy would be, however, contradictory concepts to
each other. Mathematically, invariancy means that small change of input
does not change the output much. That is, simpler the function between
input and output is, more invariant it is. For example, we may say that a
constant function is the most invariant since it does not change at all for any
transformation of input. Therefore, more complicated function tends to be
less invariant. This tension between complexity and invariancy would make
learning useful features be nontrivial.
The results in this paper indicate that most of large variations of DNN
are concentrated on a smaller area of the input space near the boundaries
corresponding to the activation pattern of the layer with the fewest nodes.
Hence, unless the activation pattern of the layer with fewest nodes changes,
the corresponding function does not change much and thus invariancy to
input transformation increases. An important implication is that it would
be beneficial to design a deep learning architecture with large variation in
the numbers of nodes at each layer for improving complexity and invariance
simultaneously. Note that most of practically used DNN has the fewest nodes
at the highest layer, which makes the activated pattern of the higher layer
be most important.
A related result to ours is Petersen and Voigtlaender [2018] who proves
that deep neural networks can approximate a function with jumps efficiently.
In their proof, the jumps occur when the highest layer changes the activation
pattern. While Petersen and Voigtlaender [2018] assumes that the weights
are sparse (i.e. most of the weights are 0), we assume that the weights are
randomly generated from a common distribution, and hence our result can
be applied to deep neural networks with dense weights.
The paper is organized as follows. In section 2, we state the main result
of the paper, which proves that the variation of a function is the largest when
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the activation pattern of the layer with the fewest nodes changes. Section
3 confirms our theoretical result by simulation as well as real data analysis,
and concluding remarks follow in Section 4.
2 Variation of Gradients for Deep Neural Net-
works
Note that a function made by a deep neural network with ReLU activation
function is piecewsie linear. That is, the gradient of the function is piecewsie
constant. It is natural to define the variation of the function as the varia-
tion of gradient difference - difference of the gradients of two adjacent linear
regions. In this section, we show that the gradient difference of two adja-
cent linear regions separated by a node at the layer with the fewest nodes
dominates other gradient differences.
2.1 Gradient Differences
Let f(x) be a continuous piecewise linear function on Rp given as
f(x) = β0 +
G∑
g=1
fg(x)I(x ∈ Ag),
where f is continuous, fg(x) = αg + x
T∇g and A1, . . . ,AG are a partition
of Rp (i.e. Ag ∩ Ag′ = ∅ for g 6= g′ and ∪gAg = Rp). The partition sets
A1, . . . ,Ag are called the linear regions of f.
We say that two linear regions are adjacent if the two linear regions share
a p−1 dimensional subset as a boundary. More specifically, two linear regions
are adjacent if ∂Ag ∩ ∂Ag′ includes a p− 1 dimensional open ball, where ∂A
is the boundary of A.
Note that the gradient of f(x) for x ∈ Ag is ∇g. For two adjacent linear
regionsAg andAg′ , we define the gradient difference∇2g,g′ as∇2g,g′ = ∇g−∇g′ .
The gradient difference represents how much the function f fluctuates if x
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moves from Ag to Ag′ . In literatures for nonparametric regression, the second
derivative is used to measure the complexity of a given function [Wahba,
1990]. The gradient difference can be thought to be a surrogated version of
the second derivative of a piecewise linear function.
2.2 Gradient Differences for Deep Neural Network
We let x ∈ X ⊂ Rp be input variables. For the basic building block, we con-
sider the fully-connected deep neural network (DNN) with L-hidden layers,
one output node and ReLU activation function given as
z
(1)
j = b
(1)
j + w
(1)
j
T
x, j = 1, . . . , n1,
h
(1)
j = σ(z
(1)
j ), j = 1, . . . , n1
z
(l)
j = b
(l)
j + w
(l)
j
T
h(l−1), j = 1, ..., nl
h
(l)
j = σ
(
z
(l)
j
)
, j = 1, ..., nl
for l = 2, . . . , L and
f(x) = β0 + β
Th(L),
where σ(z) = zI(z ≥ 0), b(l)i ∈ R,w(l)i ∈ Rnl−1 ,h(l) = (h(l)j , j = 1, . . . , nl) for
l = 1, . . . , L and β0 ∈ R, β = (β1, . . . , βnL)T ∈ RnL . Here, nl is the number
of nodes in the l-th hidden layer for l = 1, . . . , L and n0 = p. For notational
simplicity, we let X = [−1, 1]p, which can be extended for a general compact
set without much difficulty.
The DNN with one output node is used for regression problems, where
f(x) = E(Y |x) for a given output variable Y. For classification problems
with K classes, there are K many output nodes and hence there are K many
output functions fk(x) = β0k+β
T
k h
(L) defined as Pr(Y = k|x) ∝ exp{fk(x)},
where Y is the class label. In this case, we can apply the results in this paper
to individual fk(x)s separately.
For given x, let R(x) = (R
(l)
j (x), j = 1, . . . , nl, l = 1, . . . , L), where
R
(l)
j (x) = I(z
(l)
j (x) ≥ 0). We call R(x) the activation pattern of x. Let
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R = {R(x) : x ∈ Rp} be the set of all activation patterns. For a given
activation pattern R ∈ R, let AR = {x : R(x) = R}. Then, f is continuous
piecewise linear such that f(x) = β0+
∑
R∈R
{
αR + x
T∇R
}
I(x ∈ AR). That
is, AR are linear regions of f. Thus, for given two adjacent activated patterns
R and R′ (i.e. AR and AR′ are adjacent), the gradient difference is given as
∇2R,R′ = ∇R −∇R′ .
We can correspond two adjacent linear regions to a specific node under
regularity conditions. Let I = {(l, j) : j = 1, . . . , nl, l = 1, . . . , L} be the
set of the node indices. Let θ denote the parameters in the DNN which
includes (b
(l)
j ,w
(l)
j ), (l, j) ∈ I as well as (β0, β). We say that R in R is active
if f(x) 6= β0 on x ∈ AR. For given θ, suppose z(l)j (x) is represented by
z
(l)
j (x) = c
(l)
R,j + x
Tγ
(l)
R,j for x ∈ AR for some c(l)R,j ∈ R and γ(l)R,j ∈ Rp. Let
F (l)R,j = {x : c(l)R,j + xTγ(l)R,j = 0}. We say that θ is simple if {F (l)R,j, (l, j) ∈ I}
are simple for any active R. Here, the class of p − 1 dimensional linear
subspaces is said to be simple if the intersection of any two different linear
subspaces does not include a p − 1 dimensional ball [Fukuda et al., 1991].
It is easy to see that θ is simple when the weights and biases are generated
independently from continuous distributions.
For given two activation patterns R and R′ in R, let R ∩ R′ = {(l, j) :
R
(l)
j 6= R′(l)j }. The following proposition provides a way to correspond two
adjacent linear regions to a specific node. The proof is in the supplementary
material.
Proposition 1 Suppose θ is simple and R is active. Then for any active
adjacent R′ of R, |R ∩R′| = 1.
Let (l, j) be the index in R ∩ R′ of two active adjacent linear regions R
and R′. Then, we can identify (R,R′) by (l, j) and R. That is, we can write
∇2(l,j),R = ∇2R,R′ , where R′ is equal to R except that R′(l)j = I(R(l)j = 0). We
say (l, j) the adjacent index of R and R′.
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2.3 Asymptotic property of gradient differences with
random parameters
Note that
f(x) = β0 +
∑
R∈R
{
αR +
∑
j∈J
βjLWjRjxj0
}
I(R(x) = R)
for some constants αR, R ∈ R, where J = {(j0, j1, . . . , jL) : jl = 1, . . . , nl, l =
0, . . . , L}, n0 = p,Wj =
∏L
l=1w
(l)
jl,jl−1 and Rj =
∏L
l=1R
(l)
jl
. Hence, we have
∇R =
∑
j∈J
βjLWjRj, (1)
and so
∇2(l,j),R = sign(2R(l)j − 1)
∑
j∈J(l,j)
βjLWjR
′
j,
where J(l,j) = {j ∈ J : jl = j} and R′ is the same as R except R′(l)j = 1.
We assume bj, w
(l)
j,j′ , j = 1, . . . , nl, j
′ = 1, . . . , nl−1, l = 1, . . . , L and β0, βj, j =
1 . . . , nL are independent random variables with the common distribution G
which is symmetric at 0, bounded by τ > 0 and has a bounded density with
respect to the Lebesgue measure. We let nl = n
αl for αl > 0. We assume
that αl are all distinct and let l∗ = argminl{αl}, n∗ = nl∗ and α∗ = αl∗ . The
following theorem is the main result of this paper whose proof is given in
Appendix.
Theorem 1 For a given  > 0, define a set En as
En =
{
θ :
max(l,j)∈I,l 6=l∗,R∈R ‖∇2(l,j),R‖
maxj=1,...,nl∗ ,R∈R ‖∇2(l∗,j),R‖
> 
}
,
where ‖ · ‖ is the Euclidean norm. Then Pr{En} → 0 as n→∞.
Theorem 1 implies that most of large variations of gradients are due to
the changes of the activation pattern at the layer with the fewest nodes. In
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Figure 1: The histogram of the estimated weights of the four hidden layer
DNN with MNIST data.
most of DNN architectures, the highest layer has the fewest of nodes (i.e.
n∗ = nL). Thus the activation patterns of the nodes at the highest layer are
most important for the behavior of f(x).
Figure 1 draws the histogram of the estimated weights of the four layer
DNN with MNIST data. The histogram looks fairly symmetric which sug-
gests that the assumption of the symmetric distribution for the weights is
not absurd.
2.4 Remarks
Let L(l,j) = {x : z(l)j (x) = 0} be the boundary of the activation pattern, which
we call the activation boundary, of the node (l, j). Note that the gradient of
f(x) changes only at L = ∪(l,j)∈IL(l,j). Theorem 1 implies that the variation
of gradient differences on LL· = ∪jLL,j dominates the variation of gradient
difference on the other boundaries provided L = l∗. That is, when nL/nl → 0
for all l < L, we may ignore the variation of gradient differences at the
activation boundaries corresponding to other than the highest layer and say
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that the function f constructed by a deep neural network is mostly decided
by the activation boundaries LL· made by the nodes at the highest layer
and the variation of gradient differences on LL·. This argument suggests that
we can approximate the function generated by a deep neural network by a
nodewise linear function as
f(x) ≈ β0 +
nL∑
j=1
{
αj + x
T∇j
}
I(z
(L)
j (x) ≥ 0), (2)
where ∇j is the gradient difference at the boundary LLj, j = 1, . . . , nL. The
role of the nodes at the intermediate layers is to increase the complexity of
LL· as explained by Montufar et al. [2014] and Raghu et al. [2016].
A simpler version than (2) is
f(x) ≈ β0 +
nL∑
j=1
θjI(z
(L)
j (x) ≥ 0), (3)
which is nodewise piecewise constant function rather than nodewise piece-
wise linear. In Section 3.2, we will show by analyzing real data that the
approximation (3) works quite well for image classification tasks.
The approximation (3) amply explains why deep neural networks become
more invariant to input transformation. Unless transformation of input does
not change the activation pattern of the nodes at the highest layer, the
function (3) does not change at all. The conclusion is that deep neural
networks make the activation boundaries of the nodes at the highest layer
be more complex and at the same time the variation of the function on the
other activate boundaries be smaller. By doing so, deep neural networks can
achieve complexity and transformation invariancy simultaneously.
3 Numerical Experiments
3.1 Experiments with DNN
In this section, we confirm the result of Theorem 1 with DNN architectures
with randomly generated parameters as well as parameters learned based on
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MNIST data.
It is computationally infeasible to calculate all ∇2(l,j),R, R ∈ R. Alter-
natively, we investigate the variation of f for a randomly selected path as
is done by Raghu et al. [2016]. For given two points x1 and x2, we let
x(t) = x1 + t(x2 − x1) for t ∈ [0, 1], which is the line connecting x1 and x2.
We investigate the variation of g(t) = f(x1+t(x2−x1)), t ∈ [0, 1] for randomly
selected x1 and x2. Note that g(t) is a piecewise linear function. Suppose
that g has nonzero gradient differences at 0 = t0 < t1 < t2 < · · · < tM <
tM+1 = 1 and let ∇2m = ∇g(tm+)−∇g(tm−). Since each kinky point tm cor-
responds to a node (l, j) such that sign
(
z
(l)
j (tm+)
) 6= sign(z(l)j (tm−)), where
z
(l)
j (t) = z
(l)
j
(
x1+t(x2−x1)
)
, we denote such (l, j) as (lm, jm). Since the value
of ∇2m is proportional to ‖x1−x2‖, we normalize it to ∇˜2m = ∇2m/‖x1−x2‖.
We investigate the behaviors of ∇˜2m. In particular, we illustrate that the size
of ∇˜2m becomes larger when the number of nodes in the layer lm becomes
smaller. Whenever necessary, we write ∇˜2m(x1,x2) to emphasize that ∇˜2m
depends on x1 and x2.
First, we consider a DNN architecture with randomly generated param-
eters. For the fully connected DNN architecture, we set p = 784, L =
4, (n1, n2, n3) = (1200, 600, 300) and study the behaviors of f(x) for vari-
ous values of n4. For given x1,x2 and θ, let Nl(x1,x2, θ) = {||∇˜2m(x1,x2)||2 :
lm = l} for l = 1, . . . , L. We generate the parameters θ(b) and (x(b)1 ,x(b)2 ), b =
1, . . . , 100 independently from the Gaussian distribution with mean 0 and
variance 1 truncated on [−1, 1] to obtain Nl(x(b)1 ,x(b)2 , θ(b)), b = 1, . . . , B for
l = 1, . . . , 4. Let Nl =
⋃
bNl(x(b)1 ,x(b)2 , θ(b)). We normalize the gradient dif-
ferences in ∪lNl to have the unit standard deviation for the sake of easy
comparison.
Table 1 summarizes the cardinalities of Nl and the means of the absolute
gradient differences in Nl for l = 1, . . . , 4, respectively. The cardinalities of
Nl are proportional to the numbers of nodes nl, which implies that all the
nodes are equally activated/deactivated. The mean of the absolute gradient
differences increases as the number of nodes at each layer decreases, which
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Layer
nL 1 2 3 4
50 55.92 27.77 14.00 2.31
100 54.60 27.13 13.66 4.61
150 53.36 26.53 13.36 6.75
(a) The percentages of activated
nodes at each layer (i.e. 100 ×
|Nl|/
∑4
h=1 |Nh|)
Layer
nL 1 2 3 4
50 0.481 0.671 0.912 1.287
100 0.463 0.653 0.898 1.296
150 0.443 0.635 0.885 1.300
(b) Means of the absolute gradient
differences at each layer
Table 1: The percentages of the numbers of the activated nodes and means of
absolute values of gradient differences at each layer by the DNN with random
parameters.
confirms Theorem 1.
For MNIST data, we randomly select x1 and x2 but fix θ learned on the
data. Since there are ten classes in the MNIST data, we select two classes “4”
and “9”, which are known to be most difficult to classify, and investigate the
behavior of the function f9(x)−f4(x), where fk(x) is the value at the output
node of class k. We sample x1 and x2 randomly 100 times from the two classes
respectively to obtain Nl, l = 1, . . . , L. The results are summarized in Table 2
which are similar to those in Table 1 except that the results for the first and
second layers are reversed. However, still the variation of gradient differences
at the highest layer is the largest which reassures the main message of this
paper.
Figure 2 draws three paths of g(t), t ∈ [0, 1] for 3 randomly selected x1
and x2, where g(t) = f9(x1 + t(x2 − x1)) − f4(x1 + t(x2 − x1)). A common
feature in the three paths is that the gradient around g(t) = 0 is the largest,
which is helpful for transformation invariance because the output value does
not change much except near the decision boundary.
In addition, we investigate which nodes are activated/deactivated around
g(t) = 0.We find t0 such that g(t0) = 0, and collect the nodes activated/deactivated
in (t0−h, t0+h). Table 3 presents the percentages of these activated/deactivated
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Layer
nL 1 2 3 4
50 30.59 45.88 16.44 7.07
100 27.63 45.19 22.50 4.66
150 33.77 48.55 14.69 2.97
(a) The percentages of activated
nodes at each layer (i.e. 100 ×
|Nl|/
∑4
h=1 |Nh|)
Layer
nL 1 2 3 4
50 2.329 1.971 4.663 10.899
100 2.906 1.512 3.480 5.614
150 2.316 1.342 4.376 11.640
(b) Means of the absolute gradient
differences at each layer
Table 2: The percentages of the numbers of the activated nodes and means
of absolute values of gradient differences at each layer by the DNN learned
on MNIST data
Figure 2: Three randomly selected paths of g(t), t ∈ [0, 1]
nodes for each layer. By comparing the results in Table 2 and Table 3,
we can clearly see that much more nodes at the highest layer are acti-
vated/deactivated around the decision boundary.
3.2 Experiments with CNN
We will show by analyzing the SVHN and CIFAR10 data that the approx-
imation (3) in Section 2.4 performs quite well for image classification tasks
with the CNN architecture. We use the architectures similar to those used in
Miyato et al. [2017] except that the two fully connected layers are added at
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Layer
nL 1 2 3 4
50 34.14 19.51 29.26 17.07
100 14.61 24.39 48.78 12.19
150 39.02 31.70 21.95 7.31
Table 3: The percentages of the numbers of the activated nodes at each layer
around (t0 − h, t0 + h)
class
0 1 2 3 4 5 6 7 8 9 All
SVHN CNN 96.8 97.1 97.6 94.5 97.2 96.4 96.3 96.4 94.0 95.4 96.39
CNN-D 96.6 91.3 97.5 94.1 96.9 95.9 96.3 95.6 93.7 94.9 96.19
CIFAR10 CNN 89.1 95.5 84.4 73.8 89.3 82.8 92.5 91.7 94.5 93.2 88.68
CNN-D 89.9 95.5 82.9 75.6 89.3 82.6 90.7 91.2 93.6 92.1 88.34
Table 4: Classwise accuracies of the original CNN architectures (CNN) and
approximated models (CNN-D) by (4)
the highest layer, whose details are given in the supplementary material. We
learned the architectures to have the activation pattern I(z
(L)
j (x) ≥ 0), j =
1, . . . , nL. Then, we let
Pr(y = k|x) ∝ exp
{
θk0 +
nL∑
j=1
θkjI(z
(L)
j (x) ≥ 0)
}
(4)
and learned the parameters θk0 and θkj by minimizing the cross-entropy while
the activation pattern I
(
z
(L)
j (x) ≥ 0
)
being fixed. Table 4 compares the
classwise accuracies of the approximated model based on (4) and the model
based on the original architecture, which shows that the performances of the
two models are fairly similar.
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3.3 Experiments with semi-supervised learning
The purpose of semi-supervised learning is to improve accuracy by using not
only small amount of labeled data but also large amount of unlabeled data.
There are many recent researches about semi-supervised learning with deep
neural networks including Salimans et al. [2016], Dai et al. [2017], Miyato
et al. [2017].
One of the ideas of using unlabeled data is to locate the decision boundary
on the areas where the density of unlabeled data is low [Grandvalet and Ben-
gio, 2005]. A similar idea can be applied to the activation boundaries made
by the nodes at the highest layer. It would be beneficial to locate LL,j, j =
1, . . . , nL on the areas where the density of unlabeled data is low. That is, we
learn a given deep neural network such that most of unlabeled data locate
far from the activation boundaries LL,j, j = 1, . . . , L. We have shown that
most of large variations of z
(L)
j (x) occur near the activation boundaries LL,j.
Thus, we can expect that the variations of z
(L)
j (x) are relatively small when
x is far from LL,j, which implies that
(
z
(L)
j (x)− z(L)j (x + η)
)2
is relatively
small for a random perturbation η when x locates far from LL,j. Based on
this idea, the following regularization term would be helpful:
R(θ) =
1
nu
nu∑
i=1
L∑
j=1
(
z
(L)
j (x
(u)
i )− z(L)j (x(u)i + ηi)
)2
for given random perturbations ηi, i = 1, . . . , nu, where x
(u)
i , i = 1, . . . , nu are
unlabeled data. We learn the parameter θ by minimizing CE(θ) + λR(θ),
where CE(θ) is the cross-entropy of labeled data and λ > 0 is a regularization
parameter.
A similar idea has been used by Miyato et al. [2017], where the regu-
larization term for unlabeled data is the KL divergence between the class
probabilities of unlabeled and perturbed unlabeled data. We applied our
method to MNIST and SVHN data and obtained similar accuracies to other
competitors as shown in Table 5. The details of model architectures we used
are given in the supplementary material. Even if our method does not dom-
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Method Test acc.(%)
MNIST SVHN
GAN with FM [Salimans et al., 2016] 99.07 91.89
Bad GAN [Dai et al., 2017] 99.20 95.75
VAT [Miyato et al., 2017] 98.64 93.17
Our method 97.92 93.22
Table 5: Test performances on MNIST (100 labeled data) and SVHN (1,000
labeled data) without data augmentation
inate the others, however, the results amply support our theoretical finding
that the activation boundaries of the nodes at the highest layer are most
important for the success of deep neural networks. Note that the objec-
tive of this analysis is to support our theoretical result but not to develop a
state-of-art semi-supervised learning algorithm. Note that the purpose this
experiment is to confirm the utility of Theorem 1 but not develop a state-of-
art semi-supervised learning algorithm.
4 Concluding Remarks
We have studied how the function constructed by a deep neural network with
ReLU activation function behaves. In particular, we have shown that most
of large variations of the function concentrate on the activation boundaries
of the nodes at the highest layer and thus deep neural networks can achieve
complexity and invariancy simultaneously. Our result can give a useful guide
how to design a DNN architecture.
We only considered fully connected deep neural networks. Theoretical
studies for other architectures including CNN, RNN and generative models
need further studies. In particular, it would be interesting to explain the suc-
cess of RNN since many successful RNN architectures use the tanh activation
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function rather than ReLU.
Our theoretical result could also provide a new direction for improving the
interpretability of deep neural networks. The implication of our result is that
we can focus only on the activation boundaries of the nodes at the highest
layer. Visualization techniques for deep neural networks such as Montavon
et al. [2017] could be modified for the activation boundary of the highest
layer.
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A Appendix
A.1 Proof of Proposition 1
Let D
(l)
j = ∂AR ∩ F (l)R,j. Then ∂AR = ∪(l,j)∈ID(l)j . Since R′ is adjacent to R,
there exists (l, j) such that dim(D
(l)
j ∩AR′) = p− 1. Otherwise, dim(∂AR ∩
∂AR′) cannot be p − 1. Let (l, j) be an index such that dim(D(l)j ∩ AR′) =
p − 1. Since θ is simple, we can choose x ∈ D(l)j ∩ AR′ and  such that
B(x : ) ∩ AR 6= ∅, B(x : ) ∩ AR′ 6= ∅ and B(x : ) ∩ F(l′,j′) = ∅ for all
(l′, j′) 6= (l, j), where B(x : ) = {y ∈ Rp : ‖x − y‖ < }. Hence, there exist
x1 ∈ AR and x2 ∈ AR′ such that sign
(
z
(l′)
j′ (x1 : θ)
)
= sign
(
z
(l′)
j′ (x2 : θ)
)
for
all (l′, j′) 6= (l, j) and sign(z(l)j (x1 : θ)) 6= sign(z(l)j (x2 : θ)), and hence the
proof is done. 
A.2 Proof of Theorem 1
We start with two technical lemmas.
Lemma 1 Suppose Z1, . . . , Zm be continuous random variables having the
second moment such that
(Z1, . . . , Zm)
d
= (−Z1, . . . ,−Zm).
For given constants a1, . . . , am and b1, . . . , bm, let X =
∑m
j=1 ajZj and Y =∑m
j=1 bjZj. Then
E(X2I(Y > 0)) = E(X2)/2.
Proof. Note that X2I(Y > 0)
d
= X2I(Y < 0). Since X2 = X2I(Y >
0) +X2I(Y < 0), the proof is done. 
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Lemma 2 Let R = {R(x) : x ∈ Rn0} be the set of all activation patterns.
Then |R| = O(∏Ll=1 nn0l ).
Proof. Let Rl be the set of all activation patterns of fl(x) = h(l)(x). By
Zaslavsky’s theorem [Stanley et al., 2004], R1 ≤
∑n0
s=0
(
n1
k
)
=, and in turn∑n0
s=0
(
n1
k
)
= O(nn01 ).. By applying this result repeatedly, we have |R| =
O(
∏L
l=1 n
n0
l ). 
For national simplicity, we consider −1th and (L+1)th layers with n−1 =
1, w
(0)
j1 = vj, R
(−1)
1 = 1 and nL+1 = 1, w
(L+1)
1j = βj, R
(L+1)
1 = 1. Also, we let
R
(0)
j = 1 for j = 1, . . . , n0. Let N =
∏L
l=0 nl and µk = E(ξ
k) where ξ is a
random variable whose distribution function is G.
For l < l′ let
P(l,j),(l′,j′) = {(j, rl+1 . . . , rl′−1, j′) : rh = 1, . . . , nh, h = l + 1, . . . , l′ − 1}.
Define V(l,j),(l′,j′) as
V(l,j),(l′,j′),R =
∑
r∈P(l,j),(l′,j′)
WrRr
where Wr =
∏|r|
i=2w
(l+i−1)
ri,ri−1 and Rr =
∏|r|
i=2R
(l+i−1)
ri , where |r| is the dimension
of a vector r. Then, we can write
vT∇2(l,j),R = V(l,j),(L+1,1),RV(−1,1),(l,j),R
Let θl = (b
(l)
j , w
(l)
j,j′ , j = 1, . . . , nl, j
′ = 1, . . . , nl−1) and let Fl = σ(θ1, . . . , θl)
be the σ-field generated by θ1, . . . , θl.
A.2.1 Upper bound
Let U(l,j),(l′,j′),R = V(l,j),(l′,j′),R for l
′ = l + 1 and
U(l,j),(l′,j′),R =
V(l,j),(l′,j′),R√
nl+1 · · ·nl′−1
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for l′ ≥ l + 2. For given constants cn,l, which are specified later, we let
Bl =
nl⋂
j=1
⋂
(l′,j′)∈Il−1
⋂
R∈R
{|U(l′,j′),(l,j),R| ≤ cn,l for all v ∈ [−1, 1]n0} ,
where Il = {(l′, j′) : l′ = −1, . . . , l, j′ = 1, . . . , nl′}. We will derive the con-
stants cn,l such that Pr{Bcl } → 0 for l = 1, . . . , L+ 1.
Consider the case of l = 1. Then B1 = B11 ∩ B12, where
B11 =
n1⋂
j=1
⋂
R∈R
{|U(−1,1),(1,j),R| ≤ cn,1 for all v ∈ [−1, 1]n0}
and
B12 =
n1⋂
j=1
n0⋂
j′=1
⋂
R∈R
{|U(0,j′),(1,j),R| ≤ cn,1}.
Since |U(0,j′),(1,j),R| = |w(1)j,j′R(1)j | ≤ τ, Pr{B12} = 1 if cn,1 ≥ τ. Hence Pr{B1} =
Pr{B11}. Note that |U(−1,1),(1,j),R| =
∣∣∣∣R(1)j ∑n0j′=1 w(1)j,j′vj√n0
∣∣∣∣ ≤ ∣∣∣∣∑n0j′=1 w(1)j,j′vj√n0
∣∣∣∣ . Since∑n0
j′=1 w
(1)
j,j′vj√
n0
is a linear function of v,
∣∣∣∣∣∣
∑n0
j′=1w
(1)
j,j′vj√
n0
∣∣∣∣∣∣ ≤ cn,1 for all v ∈ [−1, 1]n0
 =

∣∣∣∣∣∣
∑n0
j′=1w
(1)
j,j′vj√
n0
∣∣∣∣∣∣ ≤ cn,1 for all v ∈ V
 ,
where V = {−1, 1}n0 . Thus we have
B11 ⊃
n1⋂
j=1
⋂
R∈R
{∣∣∣∣∣
∑n0
j′=1w
(1)
j,j′vj√
n0
∣∣∣∣∣ ≤ cn,1 for all v ∈ V
}
.
Thus
Pr(Bc11) ≤
n1∑
j=1
∑
v∈V
Pr
{∣∣∣∣∣
∑n0
j′=1w
(1)
j,j′vj√
n0
∣∣∣∣∣ > cn,1
}
.
By Hoeffiding’s inequality,
Pr
{∣∣∣∣∣
∑n0
j′=1w
(1)
j,j′vj√
n0
∣∣∣∣∣ > cn,1
}
≤ 2 exp
(
−c
2
n,1
2τ 2
)
,
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and hence
Pr(Bc1) ≤ 2nα1cv exp
(
−c
2
n,1
2τ 2
)
,
where cv = |V|.
For general l > 1, we write Bl = Bl1 ∩ Bl2, where
Bl1 =
nl⋂
j=1
⋂
(l′,j′)∈Il−2
⋂
R∈R
{|U(l′,j′),(l,j),R| ≤ cn,l for all v ∈ [−1, 1]n0}
and
Bl2 =
nl⋂
j=1
nl−1⋂
j′=1
⋂
R∈R
{|U(l−1,j′),(l,j),R| ≤ cn,l} .
Similarly to B1,2, we can show that Pr{Bl2} = 1 if cn,l ≥ τ. Also, similarly to
B11, we have
Bl1 =
nl⋂
j=1
⋂
(l′,j′)∈Il−2
⋂
R∈R
⋂
v∈V
{∣∣∣∣∣
∑nl−1
j′′=1w
(l)
j,j′U(l′,j′),(l−1,j′′),R√
nl−1
∣∣∣∣∣ ≤ cn,l
}
,
and so
Pr{Bcl } ≤
nl∑
j=1
∑
(l′j′)∈Il−2
∑
R∈R
∑
v∈Vδ
Pr
{∣∣∣∣∣
∑nl−1
j′′=1w
(l)
j,j′U(l′,j′),(l−1,j′′),R√
nl−1
∣∣∣∣∣ > cn,l
}
.
Note that w
(l)
j,j′ and U(l′,j′),(l−1,j′′),R are independent. Hence, Hoeffiding’s in-
equality implies that
Pr
{∣∣∣∣∣
∑nl−1
j′′=1w
(l)
j,j′U(l′,j′),(l−1,j′′),R√
nl−1
∣∣∣∣∣ > cn,l
∣∣∣∣Fl−1
}
≤ 2 exp
(
− c
2
n,l
2τ 2σ2
)
,
where
σ2 =
1
nl−1
nl−1∑
j′′=1
U2(l′,j′),(l−1,j′′),R.
By the definition of Bl−1 and Lemma 2, we have
Pr(Bcl ) ≤ nαlnα1:(l−2)n0|R|cv
(
2 exp
(
− c
2
n,l
2τ 2c2n,l−1
)
+ Pr(Bcl−1)
)
,
= O(n2·α
1:l
)n0cv
(
2 exp
(
− c
2
n,l
2τ 2c2n,l−1
)
+ Pr(Bcl−1)
)
(5)
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where α1:l = α1 + · · ·+ αl.
By applying (5) repeatedly, we have
Pr{BcL+1} ≤ O(n2·α
1:(L+1)
)n0cv
(
2 exp
(
− c
2
n,L+1
2τ 2c2n,L
)
+ Pr(BcL)
)
≤ O(n2·α1:(L+1))n0cv2 exp
(
− c
2
n,L+1
2τ 2c2n,L
)
+O(n2·α
1:(L+1)
)O(n2·α
1:L
)(n0cv)
2
(
2 exp
(
− c
2
n,L
2τ 2c2n,L−1
)
+ Pr(BcL−1)
)
≤ · · ·
≤
L+1∑
l=1
O(nγl)(n0cv)
L+2 · 2 exp
(
− c
2
n,l
2τ 2c2n,l−1
)
with cn,0 = 1 for some positive integers γl, l = 1, . . . , L + 1. Hence, we can
choose positive constants νl, l = 1, . . . , L + 1, such that Pr{Bcl } → 0 with
cn,l = νl(log n)
2l−1 for l = 1, ..., L+ 1.
An obvious corollary of Pr{BcL+1} → 0 is that
sup
(l,j),R∈R,v∈[−1,1]n0
√
nl
vT∇2(l,j),R√
N
= Op
(
(log n)4L−2
)
. (6)
A.2.2 Lower bound
We fix v ∈ [−1, 1]n0 with ‖v‖ = 1 and x ∈ X . Let 0 < c < τ be a constant
and
L∗ =
{
θ : max
j=1,...,n∗
√
nl∗
∣∣∣∣∣v
T∇2(l∗,j),R(x)√
N
∣∣∣∣∣ ≥ c
}
.
We will show that
Pr{L∗} → 1. (7)
We will prove (7) for l∗ = L. A similar technique can be used to prove
the other cases. Note that
√
nl∗
vT∇2(l∗,j),R(x)√
N
= βjU(−1,1),(L,j),R(x).
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By abusing the notations slightly, we write U(−1,1),(l,j),R(x) as Ul,j. We divide
the proof into the three steps.
[Step 1] Define Ml(γ) as
Ml(γ) =
{∣∣∣∣∣ 1nl
nl∑
j=1
{
U2l,j − E(U2l,j|Fl−1)
}∣∣∣∣∣ ≤ γ
}
.
We first show that
Pr(Ml(γ))→ 1 (8)
for all l and any γ > 0. Note that Ul,j, j = 1, . . . , nl are independent condi-
tional on Fl−1. Hence, Chebyshev’s inequality implies that
Pr
{∣∣∣∣∣ 1nl
nl∑
j=1
{
U2l,j − E(U2l,j|Fl−1)
}∣∣∣∣∣ > γ
∣∣∣∣Fl−1
}
≤
∑nl
j=1 E
[{
U2l,j − E(U2l,j|Fl−1)
}2 |Fl−1]
n2l γ
2
.
By using Ul,j =
(
R
(l)
j√
nl−1
∑nl−1
j′=1 w
(l)
j,j′U(l−1),j′
)2
, U(l−1),j′ ∈ Fl−1 and w(l)j,j′ ⊥
Fl−1, we have the following equality on Bl−1:
E
[{
U2l,j − E(U2l,j|Fl−1)
}2 |Fl−1] = E [U4l,j|Fl−1]− 2E [U2l,j|Fl−1]2
=
R
(l)
j
n2l−1
[
(µ4 − µ22)
nl−1∑
j′=1
U4(l−1),j′ + 2µ
2
2
∑
j′ 6=j′′
U2(l−1),j′U
2
(l−1),j′′
]
= O((log n)4·(2l−1))
since supj=1,...,nl |Ul,j| ≤ O
(
(log n)2l−1
)
on Bl−1. Thus, we can easily check∑nl
j=1 E
[{
U2l,j − E(U2l,j|Fl−1)
}2]
n2l γ
2
→ 0
as n→∞, and hence Pr{Ml(γ)} → 1.
[Step 2] For given positive constants δl, l = 1, . . . , L, define Ul by
Ul =
{
θ :
1
nl
nl∑
j=1
U2l,j ≥ δl
}
.
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We will show that there exist positive constant δl such that
Pr{Ul} → 1 (9)
for l = 1, . . . , L.
Consider the case of l = 1. Note that
U21,j = I
(
R
(1)
j
∑n0
j′=1w
(1)
j,j′vj′√
n0
)2
,
where R
(1)
j =
(
b
(1)
j +
∑n0
j′=1w
(1)
j,j′xj ≥ 0
)
. By Lemma 1,
E
(
R
(1)
j
∑n0
j′=1w
(1)
j,j′vj′√
n0
)2
=
1
2
E
(∑n0
j′=1w
(1)
j,j′vj′√
n0
)2
= µ2/2,
and thus ∑n1
j=1 E(U
2
1,j)
n1
= µ2/2.
Therefore, U1 ⊃ M1(γ) if we let δ1 = µ2/2 − γ, and so (9) holds with
δ1 = µ2/2− γ.
Suppose that (9) holds for l − 1. Note that
U2l,j =
(
R
(l)
j
∑nl−1
j′=1 w
(l)
j,j′U(l−1),j′√
nl−1
)2
,
where R
(l)
j = I
(
b
(l)
j +
∑nl−1
j′=1 w
(l)
j,j′Ul−1,j′(x) ≥ 0
)
. By Lemma 1,
E(U2l,j|Fl−1) =
µ2
2
nl−1∑
j′=1
U2l−1,j′ .
Hence, Ul∩Ul−1 ⊃Ml(γ)∩Ul−1 with δl = µ2δl−1nl−1/2−γ. Since Pr{Ml(γ)∩
Ul−1} → 1, (9) holds.
Finally, we can choose γ satisfying δl > 0 for l = 1, . . . , L and the proof
of (9) is complete.
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[Step 3] Let
U˜L,j =
1√
nL−1
nL−1∑
j′=1
w
(L)
j,j′UL−1,j
and note that
Pr
{
max
j=1,...,nL
|βjUL,j| ≤ c
∣∣∣∣FL} = nL∏
j=1
{
G
(
c
|U˜L,j|
)
−G
(
− c|U˜L,j|
)}I(R(l)j =1)
(10)
since UL,j = R
(l)
j U˜L,j. The Berry-Esseen theorem implies that there exists a
universal constant C > 0 such that
Pr{U˜L,j ≤ 1|FL−1} ≤ Φ(1|σ2j ) +
C√
nL−1
ρj
(σ2j )
3/2
,
where Φ(·|σ2) is the Gaussian distribution with mean 0 and variance σ2,
σ2j =
µ2
nL−1
nL−1∑
j=1
U2L−1,j
and
ρj =
µ3
nL−1
nL−1∑
j=1
|UL−1,j|3.
On BL−1 ∩ UL−1, we have
Pr
{
U˜L,j ≤ 1|FL−1
}
= Φ(1|δL−1) + o(1).
Note that U˜L,j, j = 1, . . . , nL are independent on FL−1, and hence on BL−1 ∩
UL−1,
Pr
{
max
j=1,...,nL
U˜L,j ≤ 1
∣∣∣∣FL−1} ≤ {Φ(1|δL−1) + o(1)}nL → 0.
Since Pr{BL−1 ∩ UL−1} → 1, we have
Pr
{
max
j=1,...,nL
U˜L,j > 1
}
≥ 1− [{Φ(1|δL−1) + o(1)}nL · Pr{BL−1 ∩ UL−1}+ Pr{BcL−1 ∪ U cL−1}]
→ 1. (11)
Deep Neural Network 27
By using (10),
Pr
{
max
j=1,...,nL
|βjUL,j| ≤ c
}
= E
[
Pr
{
max
j=1,...,nL
|βjUL,j| ≤ c
∣∣∣∣FL}]
≤
∫
max|U˜L,j |>1
nL∏
j=1
{
G
(
c
|U˜L,j|
)
−G
(
− c|U˜L,j|
)}I(R(L)j =1)
dP + P
{
max
j=1,...,nL
|U˜L,j| ≤ 1
}
≤ E
[
nL∏
j=1
{G(c)−G(−c)}I(R(L)j =1)
]
+ P
{
max
j=1,...,nL
|U˜L,j| ≤ 1
}
.
The second term of RHS for the above formula converges to 0 since (11)
holds. Note that
E
[
nL∏
j=1
{G(c)−G(−c)}I(R(L)j =1)
∣∣∣∣FL−1
]
=
nL∏
j=1
E
[
{G(c)−G(−c)}I(R(L)j =1)
∣∣∣∣FL−1]
=
nL∏
j=1
[
1
2
(G(c)−G(−c)) + 1
2
]nL
,
and thus we achieve that the first term of RHS also converges to 0 for any
positive constant c < τ . As a result, we have
Pr
{
max
j=1,...,nL
|βjUL,j| ≥ c
}
→ 1
for any positive constant c < τ and hence the proof of (7) is done.
A.2.3 Proof of Theorem 1
Let Dl = {∇2(l,j),R, j = 1, . . . , nl, R ∈ R} for l = 1, . . . , L. We have shown in
(6) of Section A.2.1 that
sup
l 6=l∗
sup
d∈Dl
sup
v∈[−1,1]n0
√
nl√
N
|vTd| = Op
(
(log n)4L−2
)
.
Hence, by letting v = d/‖d‖, we have
sup
l 6=l∗
sup
d∈Dl
‖d‖ = Op
( √
N
minl 6=l∗
√
nl
(log n)4L−2
)
. (12)
Deep Neural Network 28
On the other hand, we have proved in Section A.2.2 that
Pr
{√
n∗√
N
|vTd| > c for some d ∈ Dl∗
}
→ 1
as n→∞, provided that ‖v‖ = 1. Note that |vTd| ≤ ‖d‖. Hence, we have
max
d∈Dl∗
‖d‖  Op
(√
N√
n∗
)
, (13)
where an  bn means lim inf an/bn > 0. By combining (12) and (13), we
complete the final property:
maxd∈∪l 6=l∗Dl ‖d‖
maxd∈Dl∗ ‖d‖
= Op
( √
n∗
minl 6=l∗
√
nl
(log n)4L−2
)
.
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A.3 Experiments with CNN : model architectures
SVHN CIFAR10
32× 32 RGB images
3× 3 conv. 64 ReLU 3× 3 conv. 96 ReLU
3× 3 conv. 64 ReLU 3× 3 conv. 96 ReLU
3× 3 conv. 64 ReLU 3× 3 conv. 96 ReLU
2× 2 max-pool, stride 2
dropout, p = 0.5
3× 3 conv. 128 ReLU 3× 3 conv. 192 ReLU
3× 3 conv. 128 ReLU 3× 3 conv. 192 ReLU
3× 3 conv. 128 ReLU 3× 3 conv. 192 ReLU
2× 2 max-pool, stride 2
dropout, p = 0.5
3× 3 conv. 128 ReLU 3× 3 conv. 192 ReLU
1× 1 conv. 128 ReLU 1× 1 conv. 192 ReLU
1× 1 conv. 128 ReLU 1× 1 conv. 192 ReLU
global average pool, 6× 6→ 1× 1
128× 128 FC 192× 192 FC
128× 128 FC 192× 192 FC
dense 128→ 10 dense 192→ 10
10-way softmax
Table 6: CNN models used in our experiments over SVHN and CIFAR-10.
All the conv. layers and fully-connected layers are followed by BN.[Ioffe and
Szegedy, 2015]
A.4 Semi-supervised learning : model architectures
For MNIST dataset, we used NN with five hidden layers, whose numbers
of nodes were (1200,600,300,150,150). All the fully-connected layers are fol-
lowed by BN[Ioffe and Szegedy, 2015]. And for SVHN dataset, we used the
CNN model which is mentioned in Table 6. Note that our regularization term
Deep Neural Network 30
is variant to the scale of the highest node values, so we added normalization
operation to the highest hidden layer for each architecture.
