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り，推薦システムや SNS(Social Networking Service) といっ
たサービスで広く用いられている [1{3]．
グラフ分析技術のひとつに，ObjectRank [4,5] がある．Ob-







































 高速性: 提案手法は従来の ObjectRank と比較して重要
度評価を高速に行うことができる．提案手法は 100 万のノード
と 500 万のエッジを持つグラフに対し，約 1 秒で重要度評価
を行うことができる（4. 3. 1 節）．
 近似精度: 提案手法は高い精度で ObjectRank の上位 k
件の結果を近似することができる．提案手法は上位 100 件の結





















A N N の遷移行列
d ダンピングファクタ
 閾値
r 各ノードの重要度を並べた N  1 のベクトル
ObjectRank [4, 5] はデータベースに対するキーワード検索
を実現する手法である．2. 1 節で ObjectRank の概要につい
て，2. 2 節で ObjectRank の重要度評価について，2. 3 節で
ObjectRank の問題点についてそれぞれ述べる．
2. 1 ObjectRank の概要
図 1 ObjectRank のシステム
ObjectRank のシステムの概要を図 1 に示す．ObjectRank









2. 2 ObjectRank の重要度評価
2. 2. 1 データモデル
ObjectRank はデータベース内のオブジェクトをラベル付き
有向グラフとして表現する．まず，グラフのノードとエッジの種
類，及びエッジの重みを定義した Authority Transfer Schema
Graph を作成する（以降，Schema Graph と呼ぶ）．各種ノー
ドとエッジはラベルが付与され，ラベルによって種類が区別さ
れる．各エッジの重みはそのエッジによって遷移する重要度の
割合を示す．ただし，重みは 0 以上 1 以下の値をとり，一つの
ノードから出るエッジの重みの総和は 1 以下に設定する必要が
ある．図 2 に文献データベースを表現した Schema Graph の
例を示す．図 2 の例では，\Conference" や \Year" といった
ラベルが付与された 4 種類のノードと，それらをつなぐ 8 種
類のエッジが存在する．
次に，Schema Graphに基づいて対象のデータから Authority
Transfer Data Graphを構築する（以降，Data Graphと呼ぶ）．




数えたものとする．図 3 に 図 2 に基づいて作成された Data
Graph の例を示す．\Balmin, A." ノードから \ObjectRank"
ノードには重みが 0.1 であるエッジが張られている．これは，
Schema Graph の \Author" から \Paper" へのエッジの重み
である 0.2 を，\Balmin, A." の出次数 2 で割った値である．
図 2 文献データベースの Schema Graph
図 3 図 2 に基づいて作成された Data Graph の例
2. 2. 2 重要度の計算方法
ObjectRank は，Data Graph に対して重要度評価を行う．
Data Graph の遷移行列を A とする．Data Graph のノード
数を N とすると A は N  N の行列であり，(i; j) 要素に
はノード vj から vi にエッジ eji が存在する場合は eji の重
みを，それ以外の場合は 0 を格納する．このとき，あるキー
ワード t に対する G の各ノードの重要度を並べたベクトル
r = [r(v1); r(v2); : : : ; r(vn)]
T は以下の式で得られる．
r = dAr + (1  d)q (1)
ただし，d (0 < d < 1) はダンピングファクタ，BS(t) をキー
ワード t を含むノードの集合としたとき，q は n 次元のクエリ
ベクトルであり，以下のように求める．
q(v) =
8<:1=jBS(t)j (v 2 BS(t))0 (otherwise)
ObjectRank は，べき乗法を用いて式 (1) を解く．すなわち，
任意の初期値を与えて以下の式を繰り返し計算する．
ri+1  dAri + (1  d)q (2)
ri は i 回目の繰り返し計算によって求めた重要度のベクト
ルである．r が収束したとき繰り返し計算を終了する．




要度 rt を計算し，ノードの id id(u) と重要度 rt(u) のペア
< id(u); rt(u) > を rt(u) の降順で並べたリストを作成する．




2. 3 ObjectRank の問題点
ObjectRank は，べき乗法を用いて各ノードの重要度が収束
するまで式 (1) を繰り返し計算する必要があるため，重要度評
価の計算量は O((N +M)T ) となる．索引構築時にはこの計
算をデータベース内に現れる全てのキーワードに対して行う必
要があり，索引構築の計算量は O((N +M)TK) となる．大規
模グラフを対象とした際には N，M，および K が増加するた
め，計算コストが爆発的に増大するという問題がある．
3. 提 案 手 法
本節では，提案手法について説明を行う．3. 1 節で概要を述
べ，3. 2 節で提案手法の詳細を説明する．
3. 1 概 要
提案手法は，計算対象とするノード数 N を削減することに
よって ObjectRank の重要度評価の高速化を図る．2. 2. 3 節で
述べた通り，ObjectRank は重要度が閾値  より低いノードに








ドが取り得る重要度 r の上限値 r と下限値 r を推定する．ノー




3. 2. 1 上限値と下限値
重要度の下限値 r と上限値 r を以下に定義する．
［定義 3.1］（下限値） i 番目の繰り返し計算におけるノード v
の下限値は次のように計算する．




［定義 3.2］（上限値） i 番目の繰り返し計算におけるノード v
の上限値は次のように計算する．








pi は長さ i のランダムウォークの確率を表す N 次元ベクト
ルであり，pi = Aiq で計算する．ただし，i = 0 であるとき
pi = q とする．また，i は次のように計算する．
i =
8<:1 (i = 0)P
u2V0 i(v) (i j= 0)
ただし，Gi を i 番目の繰り返し計算における部分グラフ，
G0 を元のグラフとしたとき，V0 は G0 のノード集合を表す．
i(v) は i(v) = maxfpi(v)  pi 1(v); 0g によって計算する．
A はエッジの最大の重みを格納した N 次元ベクトルであり，
A(v) = maxfA(v; u) : u 2 Gig となる．
［補題 3.1］（下限値の性質） i 番目の繰り返し計算において，
下限値 ri(v) は次の性質を満たす．
ri(v) <= r(v) (5)
〈証明〉式 (2) より，
ri = dAri 1 + (1  d)q
= d2A2ri 2 + (1  d)(dAq + q)
= diAir0 + (1  d)fdi 1Ai 1q + di 2Ai 2q +   + qg




最終的な重要度のベクトルは r の収束値であるため，r = r1
となる．0 < d < 1 かつ A1 の各要素は 0 以上 1 以下の値を
とるため，

















が成り立つため，補題 3.1 の式 (5) が得られる． 
［補題 3.2］（上限値の性質） i 番目の繰り返し計算において，
上限値 ri(v) は次の性質を満たす．
ri(v) > r(v) (9)
〈証明〉付録 1. を参照． 
重要度評価の際の繰り返し計算において，下限値 r と上限値
r は次のように逐次的に計算することができる．








(1 d)A(v) (i = 0)
ri 1 + dipi(v) + d
i+1
(1 d)iA(v) (i j= 0)
(11)




jpj(v) = (1   d)p0(v) = (1   d)q(v)．また，定
義 2 より ri(v) = (1   d)q(v) + dq(v) + d
(1 d)A(v) となり，
ri(v) = q(v) + d
(1 d)A(v) が成り立つ．このとき，d，q(v)，
A(v) は定数であるため，ri(v) と ri(v) は O(1) で計算可能で
ある．




jpj(v)   (1   d)Pi 1j=0 djpj(v) = (1   d)dipi(v) と
なり，ri(v) = ri 1 + (1   d)dipi(v)．また，定義 1，2 より，





は i   1 番目の繰り返し計算時においてあらかじめ計算され




rithm 1 に提案手法の疑似コードを示す．Algorithm 1 は，グ
ラフ G，閾値 ，最大反復回数  を入力に受け取り，枝刈りさ
れたノードを除いた各ノードの重要度を計算する．ただし，閾




i (i = 0; 1; : : : ) 番目の繰り返し計算において，各ノードの重
要度 ri(v)，上限値 ri(v)，下限値 ri(v) を計算する（6，7 行
目）．このとき、定義 ?? より上限値と下限値は O(1) で計算
することができる．次に，得られた上限値が  を下回ったノー
ド u と u に隣接するエッジをグラフ Gi から取り除き，新た





Input: G, 元のグラフ; , 閾値;  , 最大反復回数
Output: 枝刈りされたものを除いた各ノードの重要度
1: i 0
2: Gi  G
3: while i <  do
4:  =Gi のノード数
5: for each Gi に含まれるノード v に対して do
6: 式 (2 より重要度 ri(v) を計算
7: 式 (10)，(11) より上限値 ri(v)，下限値 ri(v) を計算
8: end for
9: if Gi の全てのノードの重要度が収束 then
10: アルゴリズムを終了する
11: end if
12: Gi から上限値が  を下回るノードを取り除き Gi+1 を構築
13: i i+ 1
14: end while




表 2 実 験 環 境
CPU Intel Xeon (E5-1620 v4) 3.5GHz
メモリ 128GB
OS CentOS (7.3.1611 (Core))
言語 C++11 (gcc 4.8.5)
4. 1 データセット





験結果への影響も加味するために，グラフは 2 つの Schema
Graph に基づいて作成した．1 つは図 2 の Schema Graph に
基づいて構築し（以降，Schema Graph 1 とする），2 つ目は各
ノードの出エッジの重みの総和が全て等しくなるように設定し
（注2）：http://aminer.org/
た図 4 の Schema Graph に基づいて作成した（以降，Schema















4. 2 実 験 方 法
本実験は，単一キーワードについて重要度評価を行った際の
実行時間と上位 k 件の近似精度を計測した．本稿では，\Pa-




 (条件 1) Schema Graph: 1，キーワード: \PageRank"
 (条件 2) Schema Graph: 2，キーワード: \PageRank"
 (条件 3) Schema Graph: 1，キーワード: \VLDB"
 (条件 4) Schema Graph: 2，キーワード: \VLDB"
このとき，ダンピングファクタ d は 0:85，最大計算回数  は
100 回に固定し，閾値  の値を変更して実行した．近似精度の
指標は以下を用いた．
Prec(t; k) =
jProSet(t; k) \ORSet(t; k)j
k
(12)
ProSet(t; k) と ORSet(t; k) は，キーワード t に対して提案手
法と ObjectRank の重要度評価をそれぞれ実行し，得られた上
位 k のノードの集合である．Prec(t; k) は 0 以上 1 以下の値
を取り，近似精度が良くなるにつれて 1 に近い値をとる．
4. 3 実 験 結 果
4. 3. 1 実 行 速 度
様々な閾値  の値に対する ObjectRank と提案手法の実行
時間をそれぞれ計測した．条件 1，条件 2，条件 3，条件 4 に







2（図 6）の間に大きな差は見られないが，条件 3（図 7）と条
件 4（図 8）を比較すると，条件 3 の方がより小さな閾値の値
で提案手法が ObjectRank よりも高速になっていることがわか
る．これは，条件 4 は Schema Graph の重みを図 2 から図 4
に変更したことで検索結果へと影響を与えにくいノードが減少
図 5 実行時間（条件 1）
図 6 実行時間（条件 2）
し，枝刈りが行われにくくなったためであると考えられる．
図 7 実行時間（条件 3）
図 8 実行時間（条件 4）
4. 3. 2 近 似 精 度
ObjectRank によって得られた上位 k 件の結果を真値とし，
式 (12) を用いて様々な閾値  に対する提案手法の上位 k 件の
近似精度を計測した．条件 1，条件 2，条件 3，条件 4 について






とがわかる．また，条件 1（図 9）と条件 2（図 10，および条
件 3（図 11）と条件 4（図 12）を比較すると，Schema Graph
1 を用いた場合よりも Schema Graph 2 を用いた場合の方が近
似精度が低くなる傾向が見られた．これは，Schema Graph の








図 9 近似精度（条件 1）
図 10 近似精度（条件 2）
図 11 近似精度（条件 3）
図 12 近似精度（条件 4）
5. 関 連 研 究
5. 1 PageRank に対する関連研究










Fujiwara ら [18] は，繰り返し計算の過程で解になり得な
いノードを逐次的に枝刈りし，PageRank の Top-k 検索を高





F-Rank は遷移行列の列が正規化される PageRank の特性を利
用しているため，ObjectRank には適用できない．
5. 2 ObjectRank に対する高速化手法

























る ObjectRank の高速化手法の提案があげられる．2. 3 節で述
べた通り ObjectRank の索引構築の計算量は O((N +M)TK)
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付 録
1. 補題 3.2 の証明
〈証明〉式 (6) より，













pi+j(v) <= pi(v) + jiA(v) (A2)
が成り立つことを示す．Hj(v) を j 回エッジをたどることで
ノード v に到達可能なノードの集合，Ri を Vi に含まれる
ノードに到達可能なノードの集合とする．pi+j   pi+j 1 =




















となる．ここで，max を Schema Graph 内のノードの出エッ
ジの重みの総和の最大値とする．図 2 の例の場合，\Paper" の
出エッジの重みの総和は 1.0 であり，Schema Graph 内で最大













u2V0 E(u;w) = 1
より式 (A5) は成り立つ．

















k 1(0; w) + : : :
+maxA
k 1(N   1; w)
(A8)





A(u; 0)Ak 1(0; w) + A(u; 1)Ak 1(1; w) +    + A(u;N   1)
Ak 1(N   1; w) ここで，u について総和をとると，
N 1X
u=0
Ak(u;w) = A(0; 0)Ak 1(0; w) + : : :
+A(0; N   1)Ak 1(N   1; w)
+A(1; 0)Ak 1(0; w) +   +A(1; N   1)Ak 1(N   1; w)
+ : : :
+A(N   1; 0)Ak 1(0; w) + : : :
+A(N   1; N   1)Ak 1(N   1; w)
= fA(0; 0) +   +A(N   1; 0)gAk 1(0; w)
+fA(0; 1) +   +A(N   1; 1)gAk 1(1; w)
+ : : :
+fA(0; N   1) +   +A(N   1; N   1)gAk 1(N   1; w)
が成り立つ．このとき，式 (A8) と
A(0; 0) +   +A(N   1; 0) =
N 1X
u=0
A(u; 0) <= max
A(0; 1) +   +A(N   1; 1) =
N 1X
u=0
A(u; 1) <= max
...
A(0; N   1) +   +A(N   1; N   1) =
N 1X
u=0














が成り立つ．したがって，j = k + 1 のときも式 (A5) が成り
立つ．



















pi+j(v)  pi+j 1(v) <= j 1maxiA(v) (A10)
となるため，
pi+j(v) <= pi+j 1(v) + 
j 1
maxiA(v) <= : : :





























r(v) = (1  d)
iX
j=0











となるため，補題 3.2 は成り立つ． 
