H(p,q)=\f{p x ) 2 dx + fG{p)dx + \ fq 2 dx
and G denotes a primitive of g. We shall be concerned with two distinct questions. Question 1. Existence of forced vibrations; that is, given ƒ(JC, /) find at least one solution of (1) .
Question 2. Existence of free vibrations (or "breathers"); that is, assume ƒ = 0 and find at least one nonzero solution of (1) .
In what follows we consider only the fixed period problem: T is prescribed. In fact, we shall even assume systematically that T/m is rational and sometimes we shall use for simplicity T -2TT. Such an assumption plays a technical 1 but essential role in the proofs.
We point out that nothing is known for the fixed energy problem: that is, ƒ = 0 and H(u, u t )-which is constant along solutions of (1) In §1 we state the main results. In §11, we discuss a dual variational principle which turns out to be extremely useful in solving (1) . It is motivated by the dual variational formulation for finite-dimensional Hamiltonian systems discovered by F. Clarke and I. Ekeland (see [24, 25, 34] ). In §111 we present the proof of Theorem 1, which deals with forced vibrations. In §IV we sketch the proofs of Theorems 2.3 and 4 dealing with free vibrations.
Problem (1) (1) . We shall emphasize here this viewpoint.
I. The main results.
Throughout this paper we shall assume that g is a continuous nondecreasing function on R, such that g(0) = 0. Similar results hold when g is nonincreasing. However, very little is known if we drop the monotonicity assumptions (see, however, Remarks 5 and 10).
1.1. Forced vibrations. For simplicity we assume throughout subsection 1.1 that T = 277. We denote by A the differential operator Au = u tt -u xx acting on functions which satisfy the Dirichlet boundary conditions in x and which are 2?r-periodic in t. We denote by N(A) its null space so that N(A) consists exactly of functions of the form
where/? is any 2^-periodic function}. THEOREM 1. Assume (2) |g(w)| < y|w| + C, Vu G R, for some constants y < 3 and C. 1 When T/TT is not rational we are led to unsolved difficulties related to small divisors. 
satisfying the boundary and periodicity condition. Theorem 1 is due to A. Bahri and myself [12] . If, in addition, g satisfies g(±oo) = ±00, then any ƒ G L°° admits a decomposition of the form (3), (4) (choose ƒ* = 0). Therefore we obtain COROLLARY 1. Assume that (2) holds and that g(±oo) = ±00. Then for every ƒ G L°° there exists a weak solution u G L 00 of (1).
Corollary 1 was first proved by Nirenberg and myself in [17] (some of the essential estimates devised in [17] will be presented in §111). REMARK 1. The decomposability assumption on ƒ provides an "almost" necessary and sufficient condition for the solvability of (1). Indeed, if (1) has a solution then ƒ may be written as ƒ = ƒ* + ƒ** where ƒ* = Au and ƒ** = g(w). Thus, we find (3) and (40 g(-oo)</**(x,0<g( + oo)-In case g is strictly increasing we may even conclude that (4) holds and then (3)- (4) is exactly a necessary and sufficient condition for the solvability of (1). Theorem 1 is related to the general "principle" which holds in many instances: the range of the sum is almost equal to the sum of the ranges, i.e. a nonlinear equation of the form Au + Bu = ƒ has a solution provided ƒ admits a decomposition of the form ƒ = ƒ*+ƒ** with/* G R(A) and ƒ** G R(B) (see [18, 29] ).
Suppose now that -g(-oo) = g(+ 00) = g^; using the Hahn-Banach theorem it is easy to see that (3)- (4) (2) asserts that the nonlinear term g is allowed to interact with the spectrum of A only through 0. A major difficulty arises here because 0 is an eigenvalue with infinite multiplicity. When g does not interact with the spectrum of A (the "nonresonant" case) or when g "interacts" with one nonzero eigenvalue of A, Problem (1), becomes much easier (see J. Mawhin [46, 47] [60] and P. Rabinowitz [59] it seems reasonable to conjecture that when g(w) = w 3 , Problem (1) possesses a solution-even infinitely many solutions-for every ƒ (or at least for a dense set of ƒ 's). REMARK 5. We have assumed that g is monotone. This assumption plays an essential role in the proofs which involve an interplay of monotonicity and compactness devices. Such a combination has been extensively used in the past since the pioneering works of F. Browder [19] and J. Leray-J. L. Lions [43] dealing with nonlinear elliptic (and parabolic) problems. In that case the top order differential operator is monotone (i.e., elliptic) and there is much freedom on the lower order terms-which are handled by compactness. For Problem (1) the situation is reversed: the top order differential operator A is not monotone, but A ~} (off its nullspace) is compact; the monotonicity of the lower order term g(u) is used in a crucial manner (because N(A) is infinite dimensional and no compactness is available on N(A)).
Let us examine a simple example of a nonmonotone g: consider Problem (1) with g(u) = u -f 36 sin u. It is not known whether (1) possesses a solution for every ƒ (even though the solutions of (1) are a priori bounded in L 00 , but such an estimate is too weak for proving existence). Recently, H. Hofer [39] has proved that (1) possesses a solution for a dense set of ƒ's (see also an earlier work by M. Willem [68] ). On the other hand, J. M. Coron [32] has proved that (1) possesses a solution for every ƒ satisfying the additional symmetry assumption: TT] , and / G R.
1.2. Free vibrations. We assume that ƒ = 0. By a nontrivial solution of (1) we mean a function u G L°° satisfying (1) in the weak sense and such that g(u) ¥= 0 on a set (x, t) of positive measure (in particular u ¥= 0 on that set).
The main results are the following: THEOREM 2. Assume (2) and
Then there exists a nontrivial Im-periodic solution of (1).
|tl|-00 W
77*e« J/zere exw/s some T 0 swc/j that for each T > T 0 which is a rational multiple of IT, equation (1) admits a nontrivial T-periodic solution.
THEOREM 4. Assume 
where
Then for each T which is a rational multiple of IT, equation (1) admits a nontrivial T-periodic solution.
Theorem 2 is due to J. M. Coron [29] ; Theorem 3 is due to J. M. Coron and myself [15] . Theorem 4 is due to P. Rabinowitz [53] under slightly more restrictive assumptions on g. As stated here, Theorem 4 is due to J. M. Coron-L. Nirenberg and myself [16] ; the proof in [16] is simpler than the original proof of P. Rabinowitz. I shall sketch it in §IV. REMARK 6. It is tempting to "visualize" Theorems 2, 3, and 4 as follows. In Theorem 2 replace Au by -3w ( -3 plays a special role as the first negative eigenvalue of A). Under the assumptions of Theorem 2 the scalar equation -3u -\-g(u) -0 admits a nontrivial solution. More generally, denote by X_ X (T) the first negative eigenvalue of A acting in T-periodic functions. As we shall see (in §IV), | X_ 1 (7 T ) | -^ 0 as T ^ oo. Under the assumptions of Theorem 3 the scalar equation \_ } (T)u + g(u) = 0 admits a nontrivial solution if T is large enough. Finally, in Theorem 4 we may as well look for a r/n-periodic solution of (1) (n integer) instead of a ^-periodic solution. Since X_ x (T/n) -> -oo as n -» oo, it is clear, with assumption (7) , that the scalar equation \_ x (T/n)u + g(u) = 0 has a nontrivial solution for n large enough. REMARK 7. Under the assumptions of Theorem 3, and in addition if lim u^0 (g(u)/u) = 0, then J. M. Coron [30] proves that there exist at least two nontrivial solutions of (1) for T large enough. Again, the scalar analogy is suggestive.
REMARK 8. Other existence and multiplicity results have been obtained by H. Amann-E. Zehnder [2, 3] , K. C. Chang [22] , K. C. Chang-S. P. Wu-S. Li [23] , in case g(u) has a linear behavior as | u | -» oo. Roughly speaking, their results assert that if the interval joining g'(0) to g'(oo) crosses m eigenvalues of -A, then (under some extra technical assumptions) Problem (1) possesses at least m nontrivial solutions; the proofs rely on the use of Morse and Lusternik-Schnirelmann arguments.
REMARK 9. P. Rabinowitz has obtained further results related to Theorem 4. In [56] he investigates the existence of subharmonic solutions of (1) (that is distinct solutions of period nT). In [57] he studies the case where g is monotone decreasing (instead of increasing).
REMARK 10. J. M. Coron [32] has recently succeeded in removing the monotonicity assumption (on g) in most of the previous results (at the expense of some extra technical assumptions). When g is not monotone the major difficulty arises from the infinite-dimensional null space N(A) (see Remark 5) . In order to overcome this difficulty Coron looks for a nontrivial solution of (1) within a restricted class H x of functions satisfying some symmetry properties and such that (i)N(A)nH l = {0} 9 (ii) H x is stable under A and g. Consider (for example) g(u) -sin w; Coron proves that given any integer ra, Problem (1) has at least m distinct solutions provided T is large enough. Unfortunately, this device does not apply when g(x, t, u) depends also on (x, t) -except if g satisfies some special symmetry properties.
REMARK 11. It is of great interest (see [20] ) to study the existence of nontrivial solutions for a problem similar to (1), when x varies on R instead of the bounded interval [0, TT]\ that is
When g(u) = sin u an explicit solution is known to exist for every period T > 2TT (see e.g. G. Lamb [41] ):
where e In particular, if g(u) = sin u, there is no T-periodic solution when T <2TT (this is consistent with the above formula). When g(w) = -sin u or g(u) = ±w 3 then u = 0 is the only solution of (1') (for any period T). It seems that the class of nonlinearities g(u) for which (1') has a solution is very limited (perhaps only multiples of sin w!). 
, E R(A), u 2 E N(A). A~l is a well-defined bounded operator from #(^4) into R(A).
Let / be a C 1 convex function on H and set B = vJ. Assume B is one-to-one and onto. Consider the equation (9) Au + Bu=f.
Equation (9) has a natural variational structure: the solutions of (9) correspond to the critical points of the functional
We introduce the new function
Solving (9) is clearly equivalent to finding v such that v GR(A), (12) 1 A~lv + B~](v+f) GN(A).
Problem (l) has also a variational structure. Namely the solutions of (2) correspond to the critical points of the functional (13) [subject to the constraint v e R(A)
where/* denotes the conjugate convex function (i.e., Legendre transform) of/. We say that (13) is the dual variational formulation of Problem (9) . It is much easier in practice to find critical points of ^ (on R(A)) than critical points of <ï >. The reasons are the following:
(a) In general, A has an infinite sequence of eigenvalues going from -oo to + oo, so that 0 is unbounded from above and below. Critical points of 0 can never be obtained by a simple minimization (or maximization). On the other hand, in general, A ~l is compact, and so ^ satisfies a condition of the Palais-Smale type. Therefore one can make use of classical techniques in order to find critical points of For the study of the finite-dimensional Hamiltonian system dq dt + H=f 2
Audq dt dp \ "It The duality principle of §11 applies provided B is one-to-one and onto. This is not always the case under the assumptions of Theorem 1. Therefore we consider first the perturbed equation (14) Au e + g(u E ) + eu e =f.
The proof of Theorem 1 is divided into 4 steps.
Step 1. Existence of a solution u £ of (14).
Step 2. "Soft" estimates for u e :
Step 3. A further estimate, II wjl L «> < C.
Step 4. Passage to the limit as e -» 0.
Step 1. Set Q, = (0, m) X (0,27r). We recall some properties of A in L 2 (Q) (see [17] and the references quoted therein): (15) A*=A, 
IIA/IU'< CU/IL* for all/G £(.4).
We shall prove that for e < 3 -y, equation (14) has a solution w e . Indeed set g e (u) -g(u) + eu and let h e be the inverse function of g e . Set i/ e (/) = jo h e (s)ds.
In view of the duality principle of §11 applied to Bu = g(w) + ew, equation (14) has a solution provided we can find a critical point of
%(v) = ±[Kvv+[H e (v+f) subject to the constraint v E R(A).
We need the following: ' ' We easily derive (20) from (17') and (21) .
It follows from Lemma 1 that % achieves its minimum on R(A) (note that ^e is lower semicontinuous for the weak topology).
Step 2. For any solution u £ of (14) In what follows we denote by C various constants independent of e. We deduce from (2) and (4) that (23) (g(w) -ƒ**(*, t))u>-\u\-C, forallwGRand(x,r) G OE,
Choosing u -u E in (24) and using (17) Finally we choose u -u e in (23) and we obtain || u e \\ L \ < C.
Step 3. We shall prove that
We write u e = u u + u 2e with w le 4-u 2e with w le G R(A), u 2e G JV(^4). By (22) and (18) we already know that (27) ||«J| L " < C.
Therefore it suffices to prove that II Ml "TOO ^= O.
Since u 2e G N(A), u 2e has the form u 2e (x,t) = p e (t + x) -p e (tx)
where p E is a 2 ^-periodic function with / 0 27r p e = 0, given by
so that, by (22) we obtain (28) IkIL, < C.
For simplicity we write/? = p E .
On the other hand we observe that a function \p E L 2 belongs to N(A) 1 
277^0
From (27) we deduce that
/ -x) > -C + p(t) ~p(t -2x), u e (x y t + x) < C + p(t + 2x) ~p(t)
and by (4) we have ƒ**(*, /-jc)<g( + oo) -8, ƒ**(*,/ + .x)^g(-oo) + 8.
We derive from (29) that
(30) £JP (0+T-/* 27 'g(-C + /?(0-J p(^))^<g(+oo)-8 for a.e./.
lm Jet
Finally we set g(w) = \{g(u) -g( -u)) and we find 1 f 2 *.
Let M = ess sup, e^0 ,2<n)P(0 ^ 0*> our objective is to obtain a bound for M independent of e.
By (30) we have
277^0
On the other hand let
2= {s G (0,2TT);P(S)>M/2}.
By (28) we know that Mm(2)/2 < C. Also, we have
Suppose M > 2C; we deduce from (31) that -which prevents M from going to infinity as e -* 0. Therefore p < C; similarly p> -C and we conclude that II /? II L « < C.
Step 4. Passage to the limit. Using the estimates of Steps 2 and 3 we may extract a sequence e n -> 0 such that
We need Minty's device in order to pass to the limit in the nonlinear term g(u e ). We have
i.e.,
, u e -q>)> 0.
Note that (Au E , u e ) = (Au E , u u ) and so (Au En , u E J -» (Au, u). Passing to the limit in (32) we find
We conclude in the usual manner, choosing <p = u + tip, that u satisfies Au + g(u) =/.
IV. Proofs of Theorems 2.3 and 4.
PROOF OF THEOREM 2. We start with the perturbed problem (33) Au £ + g(u e ) + su e = 0.
As we know, the solutions of (33) correspond to critical point of
%(v)=y Q Kvv+f Q H e (v)
on R(A)-through the relation v -g(u) + eu. Clearly 0 is a critical point of ^e; we shall obtain a nontrivial critical point and then pass to the limit. We already know (see the proof of Theorem 1), that Inf^^ \f/ e is achieved, say att; € G R(A).
We end the following The conclusion of Lemma 2 follows directly. PROOF OF THEOREM 2 CONCLUDED. From Lemma 2 we obtain a nontrivial solution u e of (33) related to v e by the relation g(u e ) + eu e = v e . We know (see the proof of Theorem 1) that HwJI L°o < C. Therefore we may extract a sequence e n -> 0 such that u £n -» «, ^4w £w -» ^4w, g(u e ) -> g(w), Ü^ -> g(w) weakly in L 2 . By Lemma 2 we have ^ f ü Kv e v e < -m. Hence, at the limit \ f Q Kg(u) • g(u) < -ra, and w is a nontrivial solution of Au + g(w) = 0.
SKETCH OF THE PROOF OF THEOREM 3. We consider now the problem of finding T-periodic solutions. Since T is a rational multiple of TT we may write T = lirb/a where a and b are coprime integers.
Set ti -(0, TT) X (0, T)\ we consider in L 2 (ti) the operator ^4w = u tt -u xx acting on functions satisfying the boundary and ^-periodicity conditions. As in §111 we have (15) , (16), (18) and (19) . There are two differences with the case T -2TT. Here, We use the same approach as in the proof of Theorem 2, i.e., minimize ^ on R(A). We shall need the following lemma.
LEMMA 3. There exists T 0 such that if T > T 0 and T is a rational multiple of 77, then
Inf*<-1 (e>0).
R(A)
PROOF OF LEMMA 3. Since g(u) ^ 0 we may assume for example that g(u)>8>0 îotu>R.
Therefore

h£v)<R ior0<v<8
and H £ (v)<C for0^v<8. Using the same technique as in the proof of Theorem 1 we show that HwJI L oo < C and we pass to the limit as e -» 0. (The only difference is that, instead of (23) we have
which leads to ƒ w e + < C and then ƒ | u e | = 2 ƒ w+ -ƒ w e = 2 ƒ w+ -ƒ u e < C since ƒ w 2e = 0.) SKETCH OF THE PROOF OF THEOREM 4. For simplicity I shall describe the proof in the special case where g(u) = \ u \ m~2 w, m > 2 and 7 1 = 27r. In the general case the proof is technically more complicated, but along the same Unes (see [16] for the details). Set v = g(u) = | u \ m~2 u. Using the dual formulation we have to find a non trivial critical point for the functional *<,)=£ƒ&.,+£ƒ Hsubject to the constraint v E E, where \/m + \/m' -1 and E -{v E L w (OE); jvq) -0 for all <p E A^(^)}. Note that, by (18), K maps E into L 00 and that K is compact from £ into L m (ü). Clearly ^ is C 1 on is; in fact
Using the Hahn-Banach theorem we may write
Here, Inf E * = -oo and Sup £ ^ = + oo ; thus we can no longer find a critical point by minimization of maximization. We shall, instead, rely on the following geometrical result due to A. Ambrosetti-P. Rabinowitz [7] . (See also [13] and [49] m '~2v 0 = <p for some constant X > 0 and some <p E N(A) n L w . Then t; = aü 0 is a critical point of ^ on E provided a is an appropriate constant. Unfortunately this argument relies heavily on the fact that g(u) is homogeneous and does not extend to the general case while the previous argument does.
