Introduction
Due to discontinuity on the boundary, traditional Fourier approximation does not work e ciently for d−variate functions on [ , ] d [1] [2] [3] [4] [5] [6] . In order to solve it, we will give a recursive method to reconstruct/approximate functions on [ , ] d well. We start from a smooth triple-variate function f on the unit cube [ , ] . There are six faces (or six 2-dimensional boundaries) on the unit cube:
(ν, y, z) ( ≤ y, z ≤ , ν = or ), (x, ν, z) ( ≤ x.z ≤ , ν = or ), (x, y, ν) ( ≤ x, y ≤ , ν = or ).
The corresponding six bivariate boundary functions on [ , ] are f (ν, y, z), f (x, ν, z), f (x, y, ν) (ν = or ).
There are twelve edges (or twelve 1-dimensional boundaries) on the unit cube:
(ν, µ, z) ( ≤ z ≤ , ν, µ = or ), (x, ν, µ)
( ≤ x ≤ , ν, µ = or ), (ν, y, µ) ( ≤ y ≤ , ν, µ = or ).
The corresponding twelve univariate boundary functions on [ , ] are f (ν, µ, z), f (x, ν, µ), f (ν, y, µ) (ν, µ = or ).
The method of reconstructing a triple-variate smooth function f (x, y, z) on [ , ] is as follows. We construct g (x, y, z) which is a simple combination of six bivariate boundary functions and six factors x, y, z − x, − y, − z such that g (x, y, z) = f (x, y, z) on the boundary ∂( [ , ] ). Let h (x, y, z) = f (x, y, z) − g (x, y, z).
Expand h (x, y, z) into Fourier series:
h (x, y, z) = n ,n ,n to reconstruct h (x, y, z) with small square errors. 
and four factors x, y, −x, −y such that g (x, y) is equal to f (x, y, ) on the boundary ∂([ , ] ). Secondly, we expand h (x, y) = f (x, y, ) − g (x, y) into bivariate Fourier series. Finally, we can reconstruct h (x, y) using the corresponding hyperbolic cross truncations of the Fourier series of h (x, y). So the problem is reduced to that of reconstruction of univariate functions on 
d , then we will prove that the square errorsẽ
N of this reconstruction scheme satisfy On the other hand, if we use directly the partial sums of Fourier series of f to reconstruct the function f , then the square errorsẽ
− d , and if we directly reconstruct f by hyperbolic cross truncations of the Fourier series of f , then the square errorsẽ
. Thus, our recursive method can reconstruct multivariate functions on the unit cube with much smaller error than traditional Fourier methods.
Univariate functions on [ , ]
Let f (x) be a function on [ , ] and f ′′ (x) be continuous on
πinx , where Fourier coe cients c n (ϕ) satisfy
Here A n = O(B n ) means that there is a constant C > such that A n < C B n for all n. Take the partial sum of the Fourier series of ϕ [7] [8] [9] [10] :
Then the square approximation errors e
From this, we see that f (x) is reconstructed by f ( ), f ( ), and few Fourier coe cients {c n (ϕ)} n ≤N as follows.
Step 1. Take
Step 2. Find the Fourier coe cients of ϕ: c n (ϕ) = ∫ ϕ(x) e − πinx dx.
Step 3. Reconstruct f by the formula:
Bivariate functions on [ , ]
Let f (x, y) be a function on [ , ] and
. We reconstructed four boundary functions f (x, ), f (x, ), f ( , y), f ( , y) using the method shown in Section 2, and then reconstructed f by four boundary function and few bivariate Fourier coe cients as follows.
De ne
and h(x, y) = f (x, y) − g(x, y). It is easy to check that
To reconstruct f , now we only need to reconstruct h. Expand h(x, y) into Fourier series:
where Fourier coe cients
h(x, y) e − πi(mx+ny) dxdy.
By (3),
Again, by (3),
Finally, we have
For m = or n = ,
We take Nth hyperbolic cross truncation of the Fourier series [11] [12] :
By the Parseval identity and estimates (4), (5) of Fourier coe cients, we deduce that the square errors e
Step 1. Reconstruct four boundary functions f (x, ), f (x, ), f ( , y), f ( , y) using the scheme proposal in Section 3.
Step 2. Construct a function g(x, y) which is stated in (2) based on these four boundary functions.
Step
Step 4. Take the hyperbolic cross truncations s Step 5. Reconstruct f by the formula:
) with the square errors
Triple-variate function on [ , ]
Let f (x, y, z) be a function on [ , ] and
. We rst reconstruct six boundary functions f (ν, y, z), f (x, ν, z), f (x, y, ν) (ν = , ) using the method shown in in Section 3. Secondly, we construct a combination g(x, y, z) of six boundary functions and six factors x, y,
(i) Take the sum of linear interpolation of f between the boundary functions
(ii) Take the sum of bivariate interpolation of f at boundary points:
In detail, each term in g , such as g , is the linear interpolation of F (t) = f (x, t, z) ( ≤ t ≤ ) at the each-point t = or t = ; each term in g , such as g , is the bivariate interpolation polynomial of
Then g is a combination of the boundary values of f and six factors x, ( − x), y, ( − y), z, ( − z). Proof. By similarity, we only prove 
Corollary 4.2. Let h(x, y, z) = f (x, y, z) − g(x, y, z). Then h(x, y, z) satis es: (i) h(x, y, z) = on ∂([ ,
]
Proof. By Theorem 4.1, we obtain immediately (i).
For vertexes { , } , by similarity, we only prove ∂h ∂x
Now we only need to reconstruct h(x, y, z) by few Fourier coe cients. For Fourier coe cients:
h(x, y, z) e − πi(n x+n y+n z) dxdydz,
we rst consider the inner integral. By Corollary 4.2,
Since
and so
∂ h ∂x ∂y (x, y, z) e − πi(n x+n y) dxdy.
Noticing that h(x, y, ) = h(x, y, ) = ( ≤ x, y ≤ ), we get
From this and (11)- (13), it follows that
Theorem 4.3. (i) c n n n
(ii) If one of these three numbers n , n , n vanishes, for example, n = , then c n , ,n (h) = O n n (n ≠ , n ≠ ).
(iii) If two numbers in these three numbers n , n , n vanish, for example, n = n = , then
To reconstruct h(x, y, z), take the hyperbolic cross truncation of Fourier series of h:
By the Parseval identity and Theorem 4.3, we deduce that the square errors e
The number N d of Fourier coe cients in s h(x, y, z) − s 
Note that N ∼ N log N and N ∼ N log N, and N ∼ N. We deduce thatÑ ∼ N log N. Summarizing up the preceding results, we can reconstruct the function f (x, y, z) as follows.
Step 1. Reconstruct six boundary functions:
using the scheme of reconstructions of bivariate functions on [ , ] proposal in Section 3.
Step 2. Construct a function g(x, y, z) which is stated in (7)- (10) based on these six boundary functions.
Step 3. Expand h(x, y, z) = f (x, y, z) − g(x, y, z) into a triple-variate Fourier series:
c n n n (h) e πi(n x+n y+n z) .
Step 4. Take Nth hyperbolic cross truncations s Step 5. Reconstruct f by the formula f (x, y, z) ≈ g(x, y, z) + s ). The total number of Fourier coe cients are equivalent to N log N in the reconstruction scheme.
The d-variate functions on [ , ] d
The problem of high-dimension approximation has attracted a wide attention [13] [14] [15] [16] [17] [18] . Here we will present a novel recursive method to approximate d-variate functions. Let f (x , ..., x d ) be a function on [ , ] d and
The d boundary functions are the following: 
where c n n ⋯n d = O( n n ⋯n d ). Take the hyperbolic cross truncations of the Fourier series:
By the Parseval identity and Fourier coe cients estimate, we deduce that the square error e
N satis es
The number of Fourier coe cients in s
Note that the reconstruction of each boundary function in (5. 
where A d and B d are constants depending on d. The total square errorsẽ
Our method can not only approximate smooth multivariate functions on the cube well, but also approximate piecewise-smooth multivariate functions with on a general region. Under that case, based on the smoothness of functions, we divide the general region into the union of some cubes with di erence size which contain smooth parts and a very small region which contains non-smooth parts. Because of piecewise smoothness, we can make the size of the region containing non-smooth parts as small as possible. Finally, we will apply our novel recursive method on each cube.
Numerical results
In this section, we will give some numerical results in order to compare our method with traditional Fourier methods. Due to the similarity, we only discuss one-dimensional and two-dimensional cases. First we consider a univariate function f (x) = e x (x ∈ [ , ]). Using the method in Section 2, we will construct a new function ϕ(x) such that
Then we will expend ϕ(x) into Fourier series and numerically compute the Fourier coe cients by using discrete Fourier transform. After that, we will reconstruct f (x) by using f ( ), f ( ) and the Fourier coe cients of ϕ(x). The approximation error will be measured as Figure 1 shows approximation errors by using traditional Fourier method and our method. It is clear that our method can reconstruct f (x) with much smaller error than traditional Fourier methods. 
