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ABSTRACT
Many articles have used voice analysis to detect
Parkinson’s disease (PD), but few have focused on the
early stages of the disease and the gender effect. In this
article, we have adapted the latest speaker recognition
system, called x-vectors, in order to detect an early stage
of PD from voice analysis. X-vectors are embeddings
extracted from a deep neural network, which provide
robust speaker representations and improve speaker
recognition when large amounts of training data are
used.
Our goal was to assess whether, in the context of
early PD detection, this technique would outperform the
more standard classifier MFCC-GMM (Mel-Frequency
Cepstral Coefficients - Gaussian Mixture Model) and, if
so, under which conditions.
We recorded 221 French speakers (including recently
diagnosed PD subjects and healthy controls) with a
high-quality microphone and with their own telephone.
Men and women were analyzed separately in order to
have more precise models and to assess a possible
gender effect. Several experimental and methodological
aspects were tested in order to analyze their impacts
on classification performance. We assessed the impact
of audio segment duration, data augmentation, type
of dataset used for the neural network training, kind
of speech tasks, and back-end analyses. X-vectors
technique provided better classification performances
than MFCC-GMM for text-independent tasks, and
seemed to be particularly suited for the early detection
of PD in women (7 to 15% improvement). This result
was observed for both recording types (high-quality
microphone and telephone).
Keywords: Parkinson’s disease, x-vectors, voice analysis,
MFCC, early detection, automatic detection, telediagnosis
1 INTRODUCTION
Parkinson’s disease (PD) is the second most common
neurodegenerative disease after Alzheimer’s disease and
affects approximately seven million people worldwide. Its
prevalence in industrialized countries is around 0.3% and
increases with age: 1% of people over the age of 60 and
up to 4% of those over 80 are affected [10]. The prevalence
of PD has doubled between 1990 and 2016, which may be
explained by the rise in life expectancy, better diagnoses
and environmental factors. This disease results in motor
disorders worsening over time caused by a progressive loss
of dopaminergic neurons in the substantia nigra (located in
the midbrain). The standard diagnosis is mainly based on
clinical examination. Usually the diagnosis is made when at
least two of the following three symptoms are noted: akinesia
(slowness of initiation of movement), rigidity and tremors at
rest. Unfortunately, these motor symptoms appear once 50
to 60% of dopaminergic neurons in the substantia nigra [22]
and 60 to 80% of their striatal endings [14] have degenerated.
That is why detecting PD in the early stages remains a big
challenge, in order to test treatments before the occurrence of
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large irreversible brain damages, and later to slow down, or
even stop, its progression from the beginning.
Voice impairment is one of the first symptoms to appear.
Many articles have used voice analysis to detect PD. They
observed vocal disruptions, called hypokinetic dysarthria,
expressed by a reduction in prosody, irregularities in phonation
and difficulties in articulation. The classification performances
(accuracy rate) using voice analysis ranged from 65 to 99%
for moderate to advanced stages of the disease. Fewer studies
focused on early detection of PD through voice. Moreover,
they usually worked on rather small databases (around
40 subjects) and analyzed men or mixed-gender groups
[54, 45, 41, 51]. Recently, PD detection using telephone
recordings has been carried out in the early stages [29] as
well as in all stages combined [1].
Different classification methodologies have been explored
to detect PD from voice. The first studies used global features,
such as the number of pauses, the number of dysfluent words,
the standard deviation (SD) of pitch and of intensity, along
with averaged low-level perturbations, such as shimmer, jitter,
voice onset time, signal to noise ratio, formants or vowel
space area, reviewed in [28]. The authors usually performed
features selection, keeping statistically significant features and
removing the redundancies. Finally, selected features were
fed to classifiers, such as Support Vector Machines (SVM)
[33, 19, 51, 55, 41, 53, 56], k-nearest neighbors [55, 56],
decision trees [39], multilayer perceptrons [19], probabilistic
neural networks [13] or minimax classifiers with gaussian
kernel density [52].
Other type of features has been used in the field
of speaker recognition for decades: the Mel-Frequency
Cepstral Coefficients (MFCC) [4]. These short-term features,
calculated on [20-40ms] windows, characterize the spectral
envelope and reflect the shape of the vocal tract. Over the
past fifteen years, we have started to encounter them in the
detection of vocal pathologies, such as dysphonia [12, 20, 36].
The use of MFCC for PD detection was introduced in 2012
by Tsanas et al. [63]. Since then, many studies have used
MFCC for PD detection, sometimes combining them with
other features.
Several statistical analyses and classifiers can be applied
on MFCC features. For instance, if MFCC dispersion is low
within classes, generally due to poor phonetic variety, one
can simply consider the MFCC averages (in addition to other
features). This is generally the case for sustained vowel tasks
[63, 26, 2, 3, 43, 24] or when phonetically similar frames are
selected [42, 45, 44]. Authors often add to the means some
other statistics like standard deviation, kurtosis (flattening
measurement) and skewness (asymmetry measurement) in
order to gain a little more information. These features are then
fed into classifiers such as SVM, multilayer perceptrons or
decision trees.
If frames are acoustically very different (such as during
whole reading or free speech tasks), additional precision is
required to describe the MFCC distribution. One possible
modeling is to use vector quantization [2, 31]. Another more
precise way is to model MFCC distribution with Gaussian
Mixture Models (GMM). GMM can model MFCC distribution
of PD and HC groups. Likelihood scores of test subject
MFCC against the two GMM models (PD and control) are
then calculated [29, 38]. GMM can also model the MFCC
distribution of each subject. Means of Gaussian functions
(forming a ”supervector”) are then fed into a classifier such
as SVM [5]. When not enough speech data is available to
train the GMM models, which mainly occurs when GMM
are used to model each subject (rather than a group), GMM
can be adapted from Universal Background Models (UBM)
previously trained with a bigger dataset [49, 5]. More than
that, a more recent speaker recognition technique, called i-
vectors, has been adapted for PD detection [17, 38]. This
approach consists in removing the UBM mean supervector
and projecting each supervector onto a low dimensional space,
called total variability space. Intra-class variability is then
often handled by means of discriminant techniques, like
Linear Discriminant Analysis (LDA) or Probabilistic Linear
Discriminant Analysis (PLDA). In PD detection this results
in compensating the speaker, channel and session effects. In
[34] the authors compared the i-vectors system with another
MFCC-based speaker representation, using Fisher vectors,
and found superior PD detection performance for the latter.
Over the last few years, with the increase of computing
power, several Deep Neural Network (DNN) techniques have
emerged in PD detection. Some studies applied Convolutional
Neural Networks on spectrograms [64, 65, 32]. Others used
DNN to extract phonological features from MFCC [18], or to
detect directly PD from global features [50].
In the present study, we adapted a brand-new text-
independent (i.e. no constraint on what the speaker can say)
speaker recognition methodology, called x-vectors, introduced
in 2016 [57]. This approach consists in extracting embedding
features from a DNN taking MFCC as inputs. According to the
authors, classification from these features resulted in a more
robust speaker representation [58] and improved recognition,
provided a large amount of training data [60]. In 2018,
the same authors adapted the x-vector method to language
recognition [59] and outperformed several state-of-the-art
i-vector systems.
Recently, we proposed an adaptation of x-vectors for
PD detection in [27]. Since then, another work has used
x-vectors for PD detection [37]. In our paper we made
different experimental choices. Unlike [37], we focused on PD
detection at an early stage, and performed the classifications
on high-quality recordings on the one hand and on telephone
recordings on the other hand. We also tested different types
of speech tasks (text-dependent or text-independent) and
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different datasets for the DNN training, in order to assess
their impact on PD detection. In order to achieve the best
performance, we also considered men and women separately.
This is usually done in speaker recognition and has been
proved to enhance vocal pathology detections involving
MFCC features [15]. Moreover, this allowed to analyze the
effect of gender on PD detection from speech. We also made
different methodological choices. We studied the effect of
important x-vectors methodological aspects, such as the audio
segment duration and data augmentation. Finally we assessed
the advantage of considering an ensemble method for the
classification. For each condition, we compared different
classifiers: cosine distance (with and without LDA) and PLDA,
which are commonly used with x-vectors, and as a baseline,
the MFCC-GMM technique we used in [29].
2 MATERIALS AND METHODS
2.1 Databases
2.1.1 Participants
A total of 221 French speakers were included into this
study: 121 PD patients and 100 healthy controls (HC). All
PD patients and 49 HC were recruited at the Pitie´-Salpeˆtrie`re
Hospital, included in the ICEBERG cohort, a longitudinal
observational study conducted at the Clinical Investigation
Center for Neurosciences at the Paris Brain Institute (ICM).
An additional 51 HC were recruited to balance the number of
PD and control subjects. All patients had a diagnosis of PD
according to UKPDSBB criteria with less than 4 years disease
duration, and HC were free of any neurological disease or
symptoms. All HC controls had a neurological examination
to exclude subjects with parkinsonism or other neurological
disease. Participants had neurological examination, motor
and cognitive tests, biological sampling and brain MRI. PD
patients were pharmacologically treated and their voice were
recorded during ON-state (less than 12 hours after their last
medication intake). Data from participants with technical
recording issues, language disorders not related to PD
(such as stuttering) or when deviation from the standardized
procedure occurred, were excluded from the analysis. The
ICEBERG cohort (clinicaltrials.gov, NCT02305147) was
conducted according to Good Clinical Practice guidelines.
All participants received informed consent prior to any
investigation. The study was sponsored by Inserm, and
received approval from an ethical committee (IRBParis VI,
RCB: 2014-A00725-42) according to local regulations.
2.1.2 High-quality microphone recordings
Among the 217 participants kept for the analysis, 206
subjects including 115 PD (74 males, 41 females) and
91 HC (48 males, 42 females) performed speech tasks
recorded with a high-quality microphone. Information about
age, duration since diagnosis, Hoehn & Yahr stage [25],
MDS-UPDRS III score [21] (OFF state) and Levodopa
Equivalent Daily Dose (LEDD) are detailed in Table 1. The
microphone was a professional head mounted omnidirectional
condenser microphone (Beyerdynamics Opus 55 mk ii) placed
approximately 10 cm from the mouth. This microphone was
connected to a professional sound card (Scarlett 2i2, Focusrite)
which provided phantom power and pre-amplification. Speech
was sampled at 96000 Hz with 24 bits resolution and a
spectrum of [50Hz-20kHz]. ICEBERG participants were
recorded in consultation rooms in the clinical investigation
center and sleep disorder unit of the Pitie´-Salpeˆtrie`re hospital
in Paris. Additional HC were recorded in quiet rooms at their
house or their office with the same recording devices. Speech
tasks were presented in a random order to the participants
via a graphical user interface. Tasks which are analyzed in
the present study are: readings (1min), sentence repetitions
(10s), free speech (participants were asked to talk about
their day during 1min) and fast syllable repetitions (1min30),
also called diadochokinesia (DDK) tasks (/pataka/, /badaga/,
/pabikou/...).
2.1.3 Telephone recordings
Most of the participants, 101 PD (63 males, 38 females)
and 61 HC (36 males, 25 females) also carried out telephone
recordings at home. Information about age, duration since
diagnosis, Hoehn & Yahr stage, MDS-UPDRS III score (OFF
state) and LEDD are detailed in Table 2. Participants called
once a month with their own phone (mobile or landline) an
interactive voicemail (IVM, from NCH company), connected
to a SIP (Session Initiation Protocol) server (ippi). Audio
signal was compressed with G711 codec and transformed into
PCM16 audio files by IVM. Finally, speech files were sampled
at 8000Hz with 16 bits resolution, and a frequency bandwidth
of [300-3400Hz]. We set up the voicemail to automatically
make the participants carry out a set of speech tasks when they
called. Participants performed different numbers of recording
sessions (from 1 to 13 with an average of 5) depending on
when they started and early stoppings. Tasks that we analyzed
in this study were: sentence repetitions (20s), free speech
(1min) and DDK tasks (1min). Reading was not performed
by telephone, because for practical reasons we wanted all the
instructions to be audio. Details about the experimental setup
(such as speech task content, transmission chain or encoding)
were presented in [27].
2.2 Methods
2.2.1 Baseline: MFCC-GMM methodology
In this section we present our MFCC-GMM baseline
framework. This method, based on Gaussian mixture models
fitting cepstral coefficients distribution of each class, has been
used for decades in speaker recognition and was recently
adapted for PD detection [29].
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Table 1: High-quality microphone database information.
Number Age (years) Disease duration (years) H & Y MDS-UPDRS III LEDD (mg)
mean ± SD mean ± SD mean ± SD mean ± SD mean ± SD
PD 115 63.8 ± 9.3 2.6 ± 1.5 2.0 ± 0.1 32.5 ± 7.0 392 ± 266
M 74 63.7 ± 9.3 2.5 ± 1.4 2.0 ± 0.1 34.1 ± 7.0 415 ± 298
F 41 63.9 ± 9.3 2.7 ± 1.5 2.0 ± 0.0 29.6 ± 5.8 352 ± 191
HC 91 59.1 ± 10.0 - 0.0 ± 0.3 4.8 ± 3.5 -
M 48 58.9 ± 10.7 - 0.0 ± 0.0 4.6 ± 3.7 -
F 43 59.3 ± 9.2 - 0.1 ± 0.4 4.9 ± 3.4 -
Total 206 61.7 ± 9.8 - 1.5 ± 0.9 24.8 ± 13.9 -
Table 2: Telephone database information.
Number Age (years) Disease duration (years) H & Y MDS-UPDRS III LEDD (mg)
mean ± SD mean ± SD mean ± SD mean ± SD mean ± SD
PD 101 63.5 ± 9.0 2.6 ± 1.4 2.0 ± 0.1 32.4 ± 7.0 387 ± 272
M 63 63.7 ± 9.0 2.5 ± 1.4 2.0 ± 0.1 34.2 ± 6.9 403 ± 311
F 38 63.3 ± 9.3 2.7 ± 1.5 2.0 ± 0.0 29.5 ± 6.1 359 ± 194
HC 61 62.6 ± 8.5 - 0.0 ± 0.3 4.9 ± 3.5 -
M 36 63.1 ± 9.3 - 0.0 ± 0.0 4.6 ± 3.5 -
F 25 61.8 ± 7.4 - 0.1 ± 0.5 5.3 ± 3.6 -
Total 162 63.2 ± 8.9 - 1.4 ± 0.9 23.9 ± 14.1 -
2.2.1.1 Preprocessing and MFCC extraction
The first preprocessing regarding our high-quality
microphone recordings was spectral subtraction [7]. The
aim of this denoising technique was to compensate for
the mismatched environments, by removing additive and
stationary noises. We applied it with the Praat software [6],
using the 5s silence recorded at the end of each participant’s
session for the calibration. Regarding the telephone recordings,
spectral subtraction was not performed because acoustic
environments were not different between PD subjects and
HC.
We then extracted the log-energy and 19 MFCC, using Kaldi
software [46], on 20ms overlapping windows, with a 10ms
step. For the high-quality recordings, the 23 triangular mel
bins covered a frequency range of [20-7000Hz]. As for the
telephone recordings, the frequency range of the mel bins
was [300-3700Hz]. More details about the MFCC extraction
methodology can be found in [27]. The first derivatives
(Deltas) and second derivatives (Delta-Deltas) were then
computed and added to the feature vectors.
Once the MFCC and their deltas extracted, we carried out
Vocal Activity Detection (VAD), based on the log-energy, in
order to remove silent frames.
Finally, to complete denoising, cepstral mean subtraction
[48] was performed on 300ms sliding windows, reducing
linear convolutional channel effects on both databases.
2.2.1.2 Distribution modeling with Gaussian Mixture
Models
We split the databases into three groups per gender: one
group of PD subjects and one group of controls for training,
and the remaining PD and control participants for testing. In
the laboratory setting database, we took 36 PD and 36 HC
for the male training groups and 38 PD and 12 HC for the
male test group. As for women, we considered 30 PD and
30 HC for training and 11 PD and 13 HC for the test. For
the telephone database, we selected 30 PD and 30 HC for the
male training groups and 33 PD and 6 HC for the male test
group. For females we used 20 PD and 20 HC for training and
18 PD and 5 HC for the test.
During the training phase, we built multidimensional GMM
to model the MFCC distributions of each training group
(see Figure 1). Means, SD and weights of the Gaussians
(characterizing the GMM) were estimated via an Expectation-
Maximization algorithm. The optimal number of Gaussian
functions depends on quantity of speech data used for training.
We chose 20 Gaussian functions for the present analyses on
high-quality microphone database and 50 for the telephone
database, as more sessions per subject were available.
2.2.1.3 Classification
For each test subject we calculated the log likelihood
(LLH) of their MFCC compared to the two GMM models
corresponding to their gender. We first computed one log-
likelihood per frame (after silence removal) of the test subject
data against the two models, then we took the average over
all the frames. Thus, the likelihood was guaranteed to be
independent of the number of frames. A sigmoid function
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Figure 1: MFCC-GMM training phase: GMM training for each group (male PD, female PD, male control and female control).
VAD: Voice Activity Detection, CMS: Cepstral Mean Subtraction, EM: Expectation-Maximization
.	.	.
t
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.
.
19th MFCC
Log-energy and	19MFCC
+	Deltas	and Delta-Deltas	
per	voiced frame
Log-energy
Deltas
Delta-Deltas 
S(X) = 1 / (1 + e- LLHratio)         
Log-likelihood against PD GMM 
for each  frame
then averaging
->  LLHPD +
-
LLHratio
Log-likelihood against HC GMM 
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->  LLHHC
Voice data of 
one test subject
MFCC
VAD & CMS
Figure 2: MFCC-GMM test phase: each test subject data are tested against a PD GMM model and a HC GMM model. The
sigmoid of the log-likelihood ratio provides the classification score. VAD: Voice Activity Detection, CMS: Cepstral Mean
Subtraction, LLH: log-likelihood.
was then applied to the difference of these means (the log-
likelihood ratio), so as to produce an S score ranging from 0 to
1 per test subject (see Figure 2). A score close to 1 indicated
a greater probability that the test subject had PD and a score
close to 0 that he was healthy.
2.2.1.4 Validation and ensemble method
The final classification was carried out with an ensemble
method, a repeated random subsampling aggregation [9,
35], which is a type of bootstrap aggregation [8] without
replacement. We ran 40 times GMM modeling and
classification phases, each time with a different random split
of participants between the training and test groups. Numbers
of subjects per group were the ones previously stated. At the
end of the 40 runs, all the subjects were tested about ten times.
For each subject, we finally averaged his classification scores
obtained during the runs when he belonged to the test group
(see Figure 3).
The choice of this ensemble method was based on several
elements:
• First of all, regarding the sampling technique, we chose
repeated random subsampling rather than k-fold or LOSO
(which are more common) because it allowed us to
have the same number of PD and HC subjects for
training. This led to same training conditions for GMM,
as same optimal number of Gaussians, therefore fewer
hyperparameters and so a reduced risk of overfitting.
• We then chose to complete this cross-validation with
an ensemble method, because they are known to
decrease prediction variance, leading to usually better
classification performance [16].
• Regarding the type of aggregation, we chose to average
the scores rather than using a majority vote type, because
it is the technique which is known to minimize the
variance the most [16].
• The error calculated on the final scores (of out-of-bag
type) is known to be a good unbiased estimate of the
real (or generalized) error, namely the one we would
have if we tested an infinity of other new subjects on our
aggregated model.
In section 3.6 we compared the classification performance
of the aggregated model with the performance of the
simple model. The real performance of the simple model
(the one we would have if we tested an infinity of other
new subjects against two GMM trained with our current
database) was estimated by the performance of the repeated
random subsampling cross validation (i.e. the average of the
classification performance of each run). In all other sections
we used the aggregated model for the classification.
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Figure 3: Ensemble method: repeated random subsampling
aggregation. Classification score Sjk is the intermediate score
of subject j for run k. Final score Λj is the average of the
intermediate scores obtained during the 40 runs.
2.2.2 X-vector methodology
In this section we present the x-vector system we adapted
from the latest speaker recognition method [60]. X-vectors
are fixed-length representations of variable-length speech
segments. They are embeddings extracted from a feed-forward
DNN taking MFCC vectors as input. Once extracted we
classified the x-vectors with different classification methods
(cosine distance, LDA + cosine distance and PLDA).
2.2.2.1 DNN training
Since DNN training usually requires a lot of data, we used
DNN trained on large speaker recognition databases and
available online (http://kaldi-asr.org/models.
html).
For the analysis of our telephone recordings, we considered
the pretrained DNN SRE16 model, described in [60]. This
DNN was trained on 5139 subjects from LDC catalog
databases, including the Swichboard (Phase1,2,3 and Cellular
1,2), Mixer 6 and NIST SREs corpora. These databases
contain telephone conversations and data recorded with a
microphone, with English as the dominant language. Some
data were directly sampled at 8 kHz, and the 16 kHz sampled
recordings were then downsampled to 8 kHz.
For the analysis of our high-quality microphone recordings,
we used the voxceleb model, trained on the voxceleb database
[40]. Data came from video interviews of 7330 celebrities
posted on Youtube. Voices were sampled at 16kHz.
Finally, data augmentation, as described in section 2.2.2.3,
was applied to all these DNN training datasets.
Those DNN were trained in the context of speaker
identification. Inputs are log energy and MFCC extracted
every 10ms from [2-4s] audio segments. For SRE16 model, 23
MFCC were extracted with a MEL bin range of [20-3700Hz].
For voxceleb model, 30 MFCC were extracted with a bin
range of [20-7600Hz]. As for the MFCC-GMM analysis,
a voice activity detection and cepstral mean subtraction
were performed. Deltas and Delta-Deltas were not computed
because the temporal context was already taken into account
in the DNN.
DNN architecture is detailed in Table 3. The neural networks
were composed of 3 parts:
- A set of frame-level layers taking MFCC as inputs. These
layers constituted a Time Delay Neural Network (TDNN)
taking into account a time context coming from neighboring
frames.
- A statistics pooling layer aggregating the outputs (taking
mean and SD) of the TDNN network across the audio segment.
The output of this step was a large-scale (3000 dimensional)
representation of the segment.
- Last part was a simple feed forward network composed
of two segment-level layers taking as input the result of the
pooling layer, reducing its dimensionality to 512, and ending
with a softmax layer. The softmax layer gave the probabilities
that the input segment came from each speaker of the training
database.
For the results presented in section 3.5, we trained a DNN
with our own data (telephone recordings). The only difference
in the DNN architecture was the size of the softmax layer
output, which was two. Indeed, here the DNN was trained
directly to discriminate PD subjects from HC (two classes)
instead of speakers (N classes).
Table 3: Embedding DNN architecture. X-vectors are
extracted at layer segment-level 6 before Rectified Linear
Unit (ReLU) activation function. T is the number of frames
composing the input segment. K corresponds to the number
of input features for one frame, K=24 for the telephone
recordings (23 MFCC + log energy) and K=31 for the high-
quality recordings (30 MFCC + log energy). N is the number
of speakers used for training, N=5139 for SRE16 DNN and
N=7330 for voxceleb DNN.
Layer Frames Input dim Output dim
frame-level 1 5 5*K 512
frame-level 2 9 1536 512
frame-level 3 15 1536 512
frame-level 4 15 512 512
frame-level 5 15 512 1500
pooling T 1500*T 3000
segment-level 6 T 3000 512
segment-level 7 T 512 512
softmax T 512 N
2.2.2.2 X-vector extraction
In order to extract x-vectors from each subject of our
databases we had to extract MFCC in the same way as
it was done for the pretrained DNN. We extracted the
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log energy and 23 MFCC each 10ms for our telephone
recordings (like SRE16 model) and 30 MFCC with log
energy for our high-quality recordings (like voxceleb model).
For the high-quality microphone recordings, we first had to
downsampled them to 16kHz (from 96kHz), in order to match
the sampling frequency used for the DNN training. Moreover,
for this database as for the MFCC-GMM analysis, we
carried out spectral subtraction to compensate for mismatched
background noises. Voice activity detection and cepstral mean
subtraction were also performed on both databases, like
SRE16 and voxceleb models and as for our MFCC-GMM
analysis.
X-vectors were then extracted for each subject. They were
defined as the 512-dimensional vector extracted after the first
segment-level layer of the DNN, just before the non-linear
activation function ReLu.
Even if the audio segment tested did not belong to any
speaker used to train the DNN, the x-vector extracted can be
considered as a representation of this segment and therefore
of the speaker. Back-end analyses can then be carried out to
compare and classify the x-vectors according to PD status.
The audio segments used for DNN training had a duration
of [2-4s] (after silence removal). This implied compatible
segment durations comprised between 25ms to 100s for any
speech we wanted to extract x-vectors from. Audio segments
with a duration inferior to 25ms would not be not taken into
account. Segments longer than 100s would be divided into
fragments smaller than 100s. X-vectors corresponding to these
fragments would then be averaged.
We assessed the impact of matched segment durations
between training and test in section 3.1. For all the other
experiments we chose to divide our audio files into [1-5s]
segments.
2.2.2.3 Data augmentation
Recently, enhanced speaker recognition with i-vectors and x-
vectors has been noted by augmenting data [60] for DNN and
PLDA training. Data augmentation consisted in duplicating
the data, adding additive noises and echo to the copies. Thus,
this led to increased quantity and diversity of samples available
for the training. In our analyses, data augmentation was
performed during DNN training and we assessed its effect
on LDA and PLDA training. We used 4 different types of data
augmentation:
- Echo: a reverberation was simulated by taking the
convolution of our data with Room Impulse Response (RIR)
of different shapes and sizes, available online (http://www.
openslr.org/28).
- Additive noise: different types of noises, extracted
from MUSAN database (http://www.openslr.org/
17), were added additively, every second.
- Additive music: musical extracts (from MUSAN database)
were added as background noise.
- Babble: three to seven speakers (from MUSAN database)
were randomly selected, summed together, then added to our
data.
MUSAN and RIR NOISES databases were sampled at
16kHz, we downsampled them to 8kHz for the telephone
recordings analysis.
Half of the four augmented copies were finally randomly
picked and added to our training database, multiplying by
three the size of the latter.
2.2.2.4 Back-end analyses
Once the x-vectors extracted for each subject, x-vectors of
PD training group and x-vectors of HC training group were
averaged in order to have one average x-vector representing
each class, for each gender (see Figure 4).
Classification of test subjects was done by comparing their
x-vectors to the average x-vectorPD and x-vectorHD, using
a ”distance” measure. The difference between these two
”distances” was then calculated and normalized with a sigmoid
function, providing a classification score between 0 and 1,
per x-vector (see Figure 5). When there were several audio
segments for a test subject, i.e. several x-vectors, the average
of classification scores of all the x-vectors was performed. All
the participants were split into training and test groups the
same way as for MFCC-GMM analysis.
Several methods exist to measure distance between vectors.
We compared 3 methods often used with i-vectors or x-vectors:
cosine distance, cosine distance preceded by LDA, and PLDA.
2.2.2.4.1 Cosine distance and Linear Discriminant
Analysis
Cosine distance between two vectors is a simple distance
measure consisting in calculating the cosine of the angle
formed between these two vectors.
In order to reduce intra-class variability and raise inter-
class variability, discriminant analyses may complete the
back-end process. We supplemented the previous cosine
distance with a 2-dimensional LDA. LDA training consisted
in finding the orthogonal basis onto which the projection of
x-vectors (extracted from our training groups) maximized
intra-class variability while minimizing inter-class variability.
Then cosine distance was computed within this subspace.
2.2.2.4.2 Probabilistic Linear Discriminant Analysis
Discriminant analysis can also be performed in a
probabilistic way. PLDA was introduced in 2007 for face
recognition [47] with i-vectors. We adapted it to PD detection
with x-vectors. We decomposed x-vectors x into an average
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Figure 4: Reference x-vectors: x-vectors are computed for all the training subjects from their MFCC, then averaged within the
training groups (male PD, female PD, male control and female control) in order to have one average x-vector per group. VAD:
Voice Activity Detection, CMS: Cepstral Mean Subtraction, DNN: Deep Neural Network.
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Figure 5: x-vector test phase: x-vectors are computed for each test subject from their MFCC, then compared to the average
x-vectorPD and x-vectorHC . For the comparison we used distance cosine (alone or after LDA projection) and PLDA. The
sigmoid of the difference between similarity scores provides the classification score. VAD: Voice Activity Detection, CMS:
Cepstral Mean Subtraction, DNN: Deep Neural Network.
component µ, computed on all the training subjects, a class-
specific part F.h, a speaker and session related part G.w and
a residual term  assumed to be Gaussian with zero mean and
diagonal covariance Σ (see Equation 1).
x = µ + F.h +G.w +  (1)
F matrix columns represent the basis explaining the inter-
class variance, with vector h the position of the subject in this
subspace. Gmatrix columns represent the basis explaining the
intra-class variance, with vector w the position of the speaker
in this subspace. During the training phase, µ, F , G and Σ
are estimated. During the test phase, x-vectors of test subjects
are compared to x-vectorPD and x-vectorHC by assessing the
probability that they share the same identity variable h.
PLDA was preceded by an LDA in order to reduce the
x-vector dimension.
2.2.2.5 Validation and ensemble method
For the final classification and the validation we kept
the ensemble method used for MFCC-GMM analysis and
described in section 2.2.1.4.
3 RESULTS AND DISCUSSION
In the following section we present the results of x-vector
analysis compared to MFCC-GMM for both sexes and for both
recording types (high-quality and telephone). We analyzed the
effect of audio segment duration, data augmentation, gender,
type of classifier (for each speech task), dataset used for DNN
training and the choice of an ensemble method. More details
about MFCC-GMM analysis (men only) can be found in
[29], in particular regarding the comparison of high-quality
microphone vs. telephone recordings, as well as speech task
effects. Performances were measured with the Equal Error
Rate (EER), i.e. the error rate corresponding to the threshold
for which false positive ratio is equal to false negative ratio
(i.e. sensitivity equal to specificity).
3.1 Impact of segment duration
In order to have enough x-vectors for LDA and PLDA
training, we segmented our training audio files into [1-5s]
segments. For the test phase, we compared two conditions. In
the first condition, we considered a large variety of segment
durations, from 25ms to 100s (in order to stay in the DNN
compatible limits as explained in section 2.2.2.2). Those
test segments were then neither matched with the duration
of segments used for DNN training nor LDA and PLDA
training, nor for the constitution of average x-vectorPD and
x-vectorHC . In the second condition, we divided all our audio
files into [1-5s] segments. Test segment durations were then
matched with training segment durations. Results for both
duration conditions are presented in Table 4 for the three
classification methods (cosine distance alone, with LDA, and
PLDA). We noticed an improvement of around 3% for the
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three classifiers for the [1-5s] test segments. The improvement
may be due to matching durations between training segments
and test segments, or to the fact that classification was
performed on more test segments (because shorter on average).
This would compensate for the fact that taken separately, long
segments have been shown to be better classified than short
segments in speaker and language recognition [58, 59]. For
the next experiments, we kept matched segment durations.
Table 4: Classification EER (in %) for male PD vs HC with
telephone recordings (sentence repetition task). Comparison
of different segment lengths used for x-vectors extraction: [1-
5s] segments for training and either [15ms-100s] (mismatched)
or [1-5s] (matched) segments for test.
Classifier mismatched matched
x-vec + cos 41 39
x-vec + LDA + cos 36 32
x-vec + PLDA 36 33
3.2 Impact of data augmentation
In this section we assessed the impact of augmenting LDA
and PLDA training data. Results obtained with and without
data augmentation for LDA and PLDA training are detailed in
Table 5 for the free speech and sentence repetition tasks and in
Table 6 for DDK task. We observed 2-3% enhancement with
data augmentation for the free speech task, but no consistent
improvement for sentence repetition tasks or DDK tasks.
This can be explained by the fact that data augmentation
added phonetic variability which may have damaged the
specificity of the phonetic content of the text-dependent
tasks (like sentence repetitions, reading or DDK tasks). Data
augmentation seems to be more suited to text-independent
tasks (like free speech).
3.3 Gender effect
MFCC-GMM and x-vector classifiers were trained
separately for each gender, in order to study gender effect on
early PD detection. For all classifiers we noticed an important
gender effect with better performances for male PD detection
(see Table 5). Several reasons may explain these gender
differences.
First of all, previous studies have reported wider female
MFCC distribution with more variability, making MFCC
based classifications more difficult in women [15]. The
authors of [62] also noticed that MFCC features were
more suited to monitor PD evolution in men than women.
This may explain the poor classification performances with
MFCC-GMM method in women.
Interestingly, x-vectors when combined with discriminant
analysis (LDA or PLDA) clearly improved female
classification performances. This was certainly due to the fact
that these discriminant analyses reduced intra-class variance,
and thus tackled the MFCC variability issue in women.
LDA and PLDA reduced the classification performance
gap between genders but did not suppress it entirely. The
remaining differences may be explained by other factors.
First, less pronounced brain atrophy [61] and less network
disruptions [23] have been observed in the first stages of PD
in women. In addition, the onset of symptoms is delayed
on average by two years in women compared to men [23].
A possible protective role of estrogen on PD has often
been suggested to explain gender differences in early PD
manifestations. Besides we can notice in our age-matched
database a lower UPDRS III motor score in PD women
compared PD men (see Table 1 and 2). A second factor
possibly leading to gender differences in PD detection through
voice, is that speech neural circuits are different in men and
women [11, 30]. These circuits may therefore be differently
affected in PD, and lead to different types or degrees of vocal
impairments.
3.4 Comparison of classifiers and influence of
speech task type
In this section we compared the different classification
methodologies using x-vectors among themselves and with
MFCC-GMM classification. First, we observed that cosine
distance combined with LDA performs as well as PLDA,
and globally better than cosine distance alone, whatever the
recording condition (telephone or high-quality microphone)
or speech task (Table 5 and 6). This improvement due to
discriminant analysis was encountered in both gender but was
sharper in women (as explained previously).
We already showed that data augmentation for LDA and
PLDA training improved classification for the free speech
task but not for the text-dependent tasks. Therefore, for the
comparison between MFCC-GMM and x-vectors, we used
for the latter, cosine distance combined with augmented LDA
for free speech task, and not augmented LDA for sentence
repetitions and DDK tasks.
For all recording conditions and both genders, we
observed improved classification performances with x-vectors
(compared to MFCC-GMM) for the free speech task (see
Table 5). This is consistent with the fact that x-vectors were
originally developed for text-independent speaker recognition.
This improvement with x-vectors was even more pronounced
in women (7% increase with telephone and 15% with high-
quality microphone). Detection Error Tradeoff (DET) curves
in Figure 6 illustrate this classifier comparison in women.
An overall improvement with x-vectors also appeared for
sentence repetitions and readings but in a less marked way.
Finally, very specific tasks, such as DDK (tested on men),
performed better with MFCC-GMM than with x-vectors (see
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Table 5: Classification EER (in %) for PD vs HC with high-quality microphone and telephone. Comparison of classifiers:
MFCC-GMM (baseline) and x-vectors combined either with cosine distance (alone and with LDA) or with PLDA, and effect
of data augmentation. Analyzed tasks are free speech (monologue) and sentence repetitions (combined with readings for
high-quality microphone recordings).
High-quality microphone Telephone
Males Females Males Females
Repet Monol Repet Monol Repet Monol Repet Monol
MFCC-GMM 22 26 42 45 35 36 42 40
x-vec + cos 32 35 51 41 39 33 49 43
x-vec + LDA + cos 22 27 39 32 32 35 34 34
x-vec + augLDA + cos 24 25 34 30 33 33 39 33
x-vec + PLDA 24 28 39 35 33 36 34 36
x-vec + augPLDA 25 25 33 30 31 33 37 33
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Figure 6: DET curves of female classification PD vs HC, using free speech task, recorded with the high-quality microphone (A)
and with their telephone (B). Comparison of classifiers performances: MFCC-GMM (baseline) and x-vectors combined either
with cosine distance (alone and with LDA) or with PLDA. LDA and PLDA are performed with data augmentation.
Table 6). This could be due to the DNN we used to extract
x-vectors, that was trained on conversations, containing wider
variety of phonemes than in DDK tasks (composed of vowels
and stop consonants only). Thus, DDK specificity was not
exploited by the calibration of the DNN, resulting in a loss of
discriminating power with x-vectors.
3.5 Comparison with DNN trained with our own
data
In order to make the DNN more suitable for the particular
type of DDK tasks, we carried out an additional experiment,
training this time the DNN with DDK tasks of our own
data. The subjects used for DNN training were the same as
those used for the constitution of the average x-vectorPD and
x-vectorHC and the LDA and PLDA training. Remaining
subjects were used for the test. The results obtained are
presented in Table 6. We noticed a clear performance
degradation when data augmentation was applied on LDA
and PLDA training. This is consistent with the fact that data
augmentation, while adding noises, impairs the specificity of
the DDK phonetic content.
Results obtained with cosine distance + LDA and PLDA,
without data augmentation, were similar to those obtained
with the previous pretrained DNN. Our DNN training was
certainly more specific but perhaps suffered from insufficient
data quantity, which could explain why it did not lead to better
performance.
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Table 6: Classification EER (in %) for male PD vs HC
with telephone recordings (DDK task). Comparison of two
databases used for DNN training, SRE16 database and our
telephone database.
Classifier SRE16 DNN our DNN
MFCC-GMM 25 25
x-vec + cos 35 47
x-vec + LDA + cos 29 29
x-vec + augLDA + cos 30 39
x-vec + PLDA 30 30
x-vec + augPLDA 30 38
3.6 Aggregated model vs simple model
In order to test the advantage of the ensemble method we
used, we compared its performances with the results obtained
with the related simple model. To estimate the performance of
the simple model, we performed a classic random subsampling
cross validation. We averaged the DET curves from each run
and calculated the EER corresponding to the average DET
curve. The performances obtained are detailed in Table 7 and
compared to an extract of Table 5. With both MFCC-GMM
and x-vector classifiers we observed a 2-3% improvement for
the aggregated model, compared to the simple model. This
demonstrates the interest of using ensemble methods for PD
detection using voice.
Table 7: Classification EER (in %) for male PD vs
HC with telephone recordings. Most appropriate tasks
(diadochokinesia, sentence repetition or monologue) are used
for each classifier. Comparison of the aggregated model
(ensemble method) with the simple model.
Classifier Task Aggregated Simple
MFCC-GMM DDK 25 28
x-vec + LDA + cos Repet 32 35
x-vec + augLDA + cos Monol 33 35
x-vec + PLDA Repet 33 35
x-vec + augPLDA Monol 33 35
4 CONCLUSION
According to the literature, the latest speaker recognition
system, called x-vectors, provides more robust speaker
representations and enhanced recognition, when large amount
of training data is used. Our goal was to assess if this technique
could be adapted to early PD detection (from recordings
done with a high-quality microphone and by telephone) and
improve the detection performances. We compared x-vector
classification method to a more classic system based on MFCC
and GMM.
At first, we recorded 221 French speakers (including
PD subjects recently diagnosed and healthy controls) with
a high-quality microphone and with their telephone. Our
voice analyses were based on MFCC features. The baseline
consisted in modeling PD and HC distribution with GMM.
For x-vector technique, MFCC were used as inputs of a
feed-forward DNN from which embeddings (called x-vectors)
were extracted then classified. Since DNN training usually
requires a lot of data, we used a DNN trained on large
speaker recognition databases. All the analyses were done in a
separate way for men and women, in order to avoid additional
variability due to gender, and to study a possible gender effect
on early PD detection. We varied several experimental and
methodological aspects in order to analyze their effect on the
classification performances.
Influence of segment duration: We observed that using short
audio segments that were matched between training and test
provided better results.
Comparison of back-end analyses: We compared different
back-end analyses used with x-vectors. We noticed that
the addition of LDA clearly improved the cosine distance
classification and performed as well as a PLDA classifier. This
improvement due to discriminant analyses was even more
pronounced in women, whose voices are known to contain
more variability.
Influence of data augmentation: We found that augmenting
data for the training of LDA and PLDA led to improved
classification for the free speech task but not for text-
dependent tasks (like sentence repetitions and DDK). This
is consistent with the fact that adding noised data copies
increases quantity but impairs the specificity of phonetic
contents.
Comparison MFCC-GMM vs. x-vectors for different
speech task types: The comparison with MFCC-GMM
classification showed that x-vectors performed better for
the free-speech task, which is consistent with the fact that
x-vectors were originally developed for text-independent
speaker recognition. Very specific tasks, like DDK, resulted in
better performances with GMM. Lower results with x-vectors
for this task may be due to the varied phonetic content used to
pretrain the DNN, whereas the GMM were trained with our
DDK data, thus preserving the speech task specificity.
Gender effect: We noticed lower performances in PD
detection in women compared to men, with MFCC-GMM.
This is consistent with a higher MFCC variability in women.
X-vectors combined with LDA or PLDA handled this
variability and led to 7 to 15% classification improvement.
Differences between speech neural circuits in men and women
and a disease less pronounced in women at the first stages may
explain the remaining classification performance differences.
Influence of dataset used for DNN training: In order to
make the DNN more specific to DDK tasks, we carried
out an additional analysis by training it this time with our
database (from DDK tasks). The performances obtained were
not improved compared to the pretrained DNN, showing the
importance of data quantity on DNN training.
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Influence of ensemble method: Finally, we observed a 2-3%
classification improvement when the ensemble method was
used, for both MFCC-GMM and x-vectors classifiers.
To conclude, x-vectors, combined with discriminant
analyses, seems to be more relevant than MFCC-GMM
classification for text-independent tasks and particularly suited
to women PD detection.
In future work, we will study features related to other
PD vocal disruptions, like phonation, prosody and rhythmic
abilities and combine them with this analysis (more related to
articulation disorder) in order to gather all the information we
can have on early PD voice and enhance the detection.
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