A separable spin glass model whose exchange integral takes the form J i j = J(ξ i1 ξ j2 + ξ i2 ξ j1 ) , which was solved by van Hemmen et al [4] using large deviation theory [8] , is rigorously treated. The almost sure convergence criteria associated with the cumulant generating function C(t) with respect to the quenched random variables ξ is carefully investigated and is proved that the related excluded null set N is independent of t. The free energy and hence the other thermodynamic quantities are re-derived using Varadhan's Large Deviation Theorem. Furthermore a simulation is presented for the entropy when ξ assume a Gaussian distribution.
Pastur and Figotin [1, 2, 3] proposed a spin glass model defined via the Hamiltonian
where f k and a k are positive constants, σ k = N ?1 ∑ x2V α (k) x S x , V stands for a parallelepiped volume in the d = 1; 2; 3 dimensional lattice, S x is the spin at the point x and a (k) x are random variables.They showed that the termH is bounded by h(α (k) x ) 2 i for all sufficiently large n with probability 1 and rigorously proved the existence of the free energy of this model by using Bogolyubov's inequality [9] . However it was HEC [4] who first used a level 1 large deviation argument to solve this model successfully. Their Hamiltonian which resembles that of [1] was
given by 
S(i)S( j)
What we are mainly interested in this paper is to investigate rigorously the a.s convergence criteria of C(t) with respect to the common distribution of ξ and η. The main result of this paper is the Theorem(3.1) in which we prove the t independency of the excluded null set associated with the above mentioned convergence result. Furthermore we show in Proposition 3.2, (i) when ξ has a general symmetric discrete distribution, that
and (ii) when it has a Gaussian distribution that s ! 0 as T ! 0. Also we compute the specific entropy s numerically, in above two cases (i) and (ii). In Section 4 we simulate the model for entropy and compare the result with the analytical expression.
Definitions
Consider the configuration space Ω Λ = X Λ (i.e. Ω Λ = fω : Λ ! X g), where X is a compact metric space, and Λ = f1;::: ; Ng where N is any non-negative integer. In this particular case we take X = f?1;1g. Define the single spin distribution µ by:
. Here δ (?) is the Dirac -delta measure. Also define P µ the infinite product measure on B(Ω Λ ) (the Borel subsets of Ω Λ ), with identical one-dimensional marginals µ by:
?hω(i)
and the Hamiltonian by
Here ω(i) 2 X , h 2 R which represents an external magnetic field. In the following we index all quantities by N, instead of by Λ.
where, the ξ i = (ξ i1 ; ξ i2 ; : : : ; ξ id ) are independent, identically distributed(i.i.d) random variables with common distribution denoted by P ξ which is symmetric. Denote by ξ the sequence
We assume that E (jξ iα j) < ∞; 
where (i; j) represents a summation over all pairs
The partition function is defined by
where β is the inverse temperature.
The range of the interactions tends to ∞ as N ! ∞. The specific free energy is defined by
We shall prove that this limit exists P ξ -a.s, in the following case:
Separable Interactions
Let h = 0 , d = 2 and consider a separable quadratic interaction of the form
Define the observables
and their distribution by the image measure F N [7, 12] :
Notice that F N depends on the random variables ξ i : The partition function (2.6) becomes
where K = βJ and the specific free energy can be written as
For y n 2 R d ; n = 1; 2; : : : ; d 2 Z + a sequence of random variables which are defined on a measure space (Ω; P), the cumulant generating function is defined by
where E denotes the expectation with respect to P, h?;?i denotes the Euclidean inner product in R d . Our aim is to show the existence of C(t) ξ-a.e , 8t and then to use Cramér's Theorem [8, 10] to find a candidate for the rate function I(q 1 ; q 2 ) which would be the Legendre -Fenchel transform [10] of C(t). Then we discuss the P ξ -a.s. convergence of (3.6) considering the bounded and unbounded distributions for ξ and also show that the null set where this convergence is not valid is independent of t. Then we apply Varadhan's Theorem [8] to evaluate the limit (3.5).
Evaluation of the Free Energy
Lemma 3.1 Assume E (e skξk ) < ∞ for all s > 0 and M > E kξk]: Define a closed set
Proof kξ i k are independent random variables with the same distribution. By Cramér's Theorem we have a Large Deviation Property with rate function
where
C(s) < ∞ by the assumption. For A n closed it follows by the large deviation upper bound that lim sup
This implies that 8ε > 0; 9n 0 2 N such that
Since A n is closed and E kξk] 6 2 A n we have I M > I (E kξk]) = 0. Choose ε < I M and we get
Now it follows from Borel-Cantelli's Lemma [11] that
(3.14)
exists and is independent of ξ: 
ln cosh(ht; ξ i i):
ln cosh(ht; ξ i i) and
is independent of i. We show that there exists a null set N such that 8t 2 R 2 and 8ξ 6 2 N , g N (t; ξ) ! g(t). i.e., C(t) = E ξ ln cosh(ht; ξ i i)] ξ a.e and 8t: (3.20) Notice that at fixed t, X i = ln cosh(ht; ξ i i) are independent random variables with identical distributions and hence it follows from Strong Law of Large Numbers that g N (t; ξ) ! g(t) a.s: This means that for each t 2 D, there is a null set N t such that, if ξ 6 2 N t then
Let D R 2 be a dense countable set and put
Then N is also a P ξ null set since it is a countable union of null sets. If ξ 6 2 N then we
Let ε > 0 be given and set kt ?t 0 k < ε=3M for some
Now suppose that ξ have bounded distributions. Then, we can find an M such that kξ iα k M with probability 1 (for example ξ iα = 1 with probability 1=2). For unbounded distributions we shall assume E e tkξk < ∞ ( Notice that this condition is satisfied for Gaussian distributions). By lemma (3.1) we have
This means that if ξ 6 2 A := lim sup n!∞ A n , then eventually we get
So, we take ξ 6 2 N A when ξ has an unbounded distribution. Hence we get, for those 
We conclude that g N (t; ξ) ! g(t) 8t 2 R (b) Since C(t) exists ξ-a.e. , for all t and is a convex function of t, we apply Cramér's Theorem [8, 10] :
! is a pair of independent random variables with common distribution function F N and is in the form of the averages described in Cramér's Theorem. Therefore we have exists ξ -a.e.
Next we determine the maximizers of the free energy functional (3.17), the critical temperature of the spin glass phase transition and also we find expressions for some thermodynamic quantities. Hence we get t 1 (q 2 ) = βq 2 , t 2 (q 1 ) = βq 1 : Differentiating (3.20) with respect to t 1 and t 2 we get
We now prove (i): Since I(p 1 ; p 2 ) 0, the above infimum must equal zero. Hence we get p 2 = q 1 ? q 2 = 0.
Substituting this in (3.33) and adding up we find
We differentiate the right hand side of (3.37):
and we have
(3.38)
Hence E (η tanh βqη) is increasing and its derivative is bounded above by βE (η 2 ). It follows that if βE (η 2 ) > 2, then (3.37) has three solutions with two of them non-zero. It is easy to check that the supremum in (3.36) is then attained for p 1 = 2q whereq is either of the non-zero solutions. If βE (η 2 ) 2 thenq = 0 is the only solution. So we conclude that the critical inverse temperature is
(ii) Takeq 1 =q 2 =q: We can write the rate function (3.16), using (3.31) and (i), as (iv) The specific internal energy is determined by
and the specific entropy by
which gives
2 + ln 2: (3.44) Remark 1. Notice that the low temperature limit of (3.37) is
3. The solutions ofq for β > β C has to be obtained by solving the iterative equation (3.37) numerically. In the following we consider this with some special distributions in more detail. 
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The entropy computed numerically using formula (3.44) at several values of L for the discrete distribution in the above example as well as for the case where ξ's have a Gaussian distribution is plotted as a function of the temperature T in Figure (3.1) . In next section we compare this with a simulation of this model using the method of coincidence counting [15] .
Entropy of the Model for Discrete Distributions
We consider the symmetric discrete distribution which was introduced in the example after the Proposition (3.2) and take L = 3. The method of coincidence counting is a method for computing the entropy in a Monte-Carlo simulation [14] introduced by S. K. Ma [15] . It basically involves counting the number of states coinciding with a given state, where a state is a configuration of A detailed discussion about the algorithm can be found in [15] .
Furthermore we compute the analytical result for 12 Ising spins for this distribution by generating all possible 2 12 configurations and compare our simulation with that (see Fig (4.1) ). We also plot here the entropy in the thermodynamic limit as in Figure( 
