Abstract
Introduction
For each combinatorial game, there are two important values, mean and temperature. Roughly speaking, mean is a measure of the average outcome and temperature is a measure of the move size of a game. The existence of mean values of games was first raised and proved by Milnor [1] and Hanner [2] . A constructive algorithm, named thermograph, for mean and temperature was due to Berlekamp [3] and Conway [4] . An approach for calculating mean and temperature with partial information of a single branch game was proposed by Kao [5] .
In this paper, the mean and temperature of a game G is denoted as m(G) and t(G).
Let G be a game and t be a number, define There might be more than one solution of t for the above equation. The minimum solution of t is t(G).
When t=t(G), the value of the min-max equation equals m(G).

Thermograph
This section reviews the thermograph [3] [4] approach for calculating the mean and temperature of a game.
.A function f(t) is called simple max if it can be written as:
f(t) = max{c 1 , min{c 2 -t, … max{c 2k-1 , min{c 2k -t, …}}}}… (4) where c 2k > c 2k+2 , c 2i > c 2k+1 > c 2k-1 .
Similarly, g(t) is called simple min if it can be written as:
g(t) = min{c 1 , max{c 2 +t, … min{c 2k-1 , max{c 2k +t, …}}}}... (5) where c 2k-1 > c 2k+1 > c 2i , c 2k+2 > c 2k .
Each simple max(min) function can be represented as a sequence [c 1 , … c n ] of constants. The graph of a simple max(min) function is a folded line. It should be clear that the max(min) of two simple max(min) functions is again a simple max(min) function. If f(t) is a simple max function and c is a number, then min{c, f(t)+t} is a simple min function. If g(t) is a simple min function and c is a number, then max{c, g(t)-t} is a simple max function. Thus, the left wall of a game is a simple max function and the right wall is a simple min function. Figure 2 shows the thermograph of G ={3|{0|-2}}. The general procedure to calculate the walls, LW and RW, of a game G is as follows.
1. Calculate the walls of all G's children. 2. Find the max of the RWs of G's left children.
Store the result as R(t). 3. Find the min of the LWs of G's right children.
Store the result as L(t).
Calculate m(G)
[solve the equation
The above procedure is recursive. To calculate the walls of G, one needs to calculate the walls of all G's children first (step 1). Eventually, the walls of all the offspring of G must be calculated in order to calculate the walls of G. In order to calculate the walls of a game, the thermograph approach requires visiting all the offspring of the game. In many applications, the number of a game's nodes could be a quite huge number, which makes the thermograph approach infeasible. However, partial information of a game's nodes could be used to estimate the lower and upper bounds of the game's walls ( 
≥
For a hot combinatorial game G, the temperature is at least 0. It can be deduced
(6) and (7) can be used to setup the lower or upper bound of a missing left or right child of a game. Figure 3 shows the relation between upper and lower walls and bounds of mean and temperature. 
MT-Search
This section presents a new algorithm, MT-search, to calculate the mean and temperature of games. The algorithm gradually, one node at a time, expands the offspring of a game. After each step of expanding, the lower and upper walls of all the nodes on the path from the new node to the root are re-calculated. As the expanding process continues, the distance between the lower and upper walls is narrowed. The algorithm terminates when either the distance between the upper and lower walls becomes 0 or the maximum allowed number of visited nodes is reached. The choosing of an offspring node to expand is determined by some selection rules. These rules are introduced in later sections.
The MT-search algorithm is implemented in a game-independent engine named MT-engine. An application game can start an instance game by invoking the constructor of MT-engine. At the beginning, there is no visited node of the instance game. At each run, the application game calls the explore() method of MT-engine to get a path to be explored, and calls the add_node() method to add a node to the instance game of MT-engine. The MT-engine will update the upper and lower bounds of the mean and temperature each time after a new node been added to the instance game. At any time, the methods mean_UB, mean_LB, temp_UB, and temp_UB returns the upper and lower bounds of the mean and temperature of the instance game.
The application game must provide a method outcome(char path[]), which returns the outcome of the specified path. The path is a string in the format D 1 n 1 D 2 n 2 …D k n k …D m n m , where D k ∈{L, R} is the direction of the child and n k is an integer indicating the branching order of the child. For example L3 indicates the 3 rd left child of the root, L3R2 indicates the 2 nd right child of the 3 rd left child of the root. If the specified path does not exist in the application then outcome() returns a special value NOT_EXISTS. Otherwise, when the given path is not a terminal node, the outcome() method automatically extends the path until it reaches a terminal node. The extended path must be in alternating directions and always selects the first child. For example, if the path L1L2R3 is not a terminal node then the path will be extended to L1L2R3L1, L1L2R3L1R1, L1L2R3L1R1L1 … until it reaches a terminal node.
Below is an example of feeding MT-engine with 8 paths of a game with 10 or more nodes. The paths are generated by the engine. The application game inputs the values of the paths. With partial information of the game, the engine still can estimate the ranges of the mean and temperature of the game. After input 8 paths, the engine concludes the mean and temperature of the game. Figure 4 shows known paths of the game. 
Uncertainty and Stability
MT-engine has no specific domain knowledge about the application games. The key feature of MT-engine is its ability to generate a path whose outcome is most likely to reduce the distance between the lower and upper walls.
The first task of MT-engine is to decide the direction, left or right, to explore. The decision is based on the uncertainties of the walls and the stability of the current node.
We define left and right uncertainty of G as: L uncertainty (R uncertainty ) measures the distance between the lower and upper left(right) walls. The higher the uncertainty value is, the more likely a path in that direction will return useful information. Thus, MT-engine tends to select the direction with greater uncertainty value. Figure 5 shows the uncertainty values in a thermograph. In figure 5 , L uncertainty is less than R uncertainty . The uncertainty value will reduce to 0 once the upper wall matches the lower wall. We say a game G is stable under t provided t(G) < t, and unstable provided t(G) t. In our implementation, the value t is the minimum of the temperatures of G's ancestors. Consider game G as a right child of its parent. In general, one may not be able to determine whether a node is stable or not during the search. We define the stability of G under t is defined as:
≥ ≥ When t(G) < t, L(G, t)=m(G)
When t(G) t, L(G, t)=max R(G
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…………….(18)
Stability and uncertainty can be combined together to determine the direction of exploration.
If G is a right child then explore its left children when
Otherwise, explore right children.
If G is a left child then explore its right children when
Otherwise, explore its left children.
Note that the values of uncertainty and stability depend on the bounds of m(G) and t(G). In real implementation, the bounds of m(G) and t(G)
may not be accurate during the search. Especially, when either uncertainty or stability becomes 0, the search algorithm will block one direction to explore. To avoid this problem, one can introduce some noise to both sides of (19) and (20).
Minimum Proving Nodes
MT-search can produce an estimation of the mean and temperature of a game even if there are only a few visited nodes. But how good is the quality? In this section, we discuss the number of nodes required to produce a meaningful estimation.
Let G be a game with branching factor m (each player has m options at any none-terminal node) and depth n. For each primary node G, one either proves the value of m(G) (when G is stable) or proves G unstable. Assume the odds for a primary node been stable and unstable is even, then Table 1 shows the values of the ratios c(m, n)=s(m, n)/√T(m, n) for a selected ranges of m and n. When m is between 2 and 5, and n is less than 10, s(m, n) is about the same order of √T(m, n). In general, c(m, n) decreases as n increases. This result indicates that, to produce an accurate output of mean and temperature, any algorithm needs to visit at least some multiples of √T(m, n), when m, n are in the ranges in table 1. 
p(m, n)=[s(m, n)+ u(m, n)]/2, n>0…....(23)
Exploration and Exploitation
Once one determined the direction to explore, the next step of MT-engine is to select a child in the direction to explore. The general principle is selecting moves in the tree such that good moves are searched more often than moves that appear to be bad. One way of doing this is defining the weighted frequency as below, and selecting the child with minimum weighted frequency to explore. if(b_primary(child)) child.freq = child.visits; else child.freq=child.visits*K;
In our implementation, K depends on the stability of the primary child, the branching factor m and depth n of the primary child. When the primary child is stable,
…..(24)
When the primary child is unstable,
……..(25)
The general formula is 2(b) show the values of K s and K u for a selected range of m and n. Note that (1) for a given m and n, K s is about 50% greater than K u , and (2) both K s and K u increase as the depth n increases.
In practice, the branching factor and depth of a game G may not be available. These parameters may be estimated by statics of the visited nodes of G. The default value can be K s =9 and K u = 6. 
Heap Game
This section introduces a heap game, named heap-go, for testing the performance of the MT-search algorithm. Heap-go is played on a number of heaps of counters. Each counter has a weight and is colored either blue or red. When it is L's turn to move, he can choose any one of the heaps and repeatedly removes the top counter until either he removed a red counter or the heap has become empty.
When it is R's turn to move, he can choose any one of the heaps and repeatedly removes the top counter until either he removed a blue counter or the heap has become empty.
The game is finished once all the counters in all the heaps were removed. The player who removed more total weights is the winner. Figure 8 shows the game tree of heap C in figure 7 . The numbers at the terminal nodes are the net scores of the paths from the root to these nodes. L's score are counted positive and R's negative. For example, consider the path LR. L gets 8 points for the first move (removed 2 counters); R gets 5 points for the second move (removed 1 counter); the net score is 3. The calculation of the mean and temperature of a single heap is not a difficult task, because there are only n distinct states in the game tree of a heap with n counters and there is only one option for each player at every none-terminal position of the game tree. An efficient algorithm is provided in [5] to calculate the mean and temperature of a heap.
Out goal here is not to solve or analyze heap-go, but to use it as a sample space for testing the performance of the MT-search. There are several reasons to use heap-go as a sample space.
1.
The maximum branching factor of a sample game can be controlled. A sum of m heaps has branching factor m.
2.
The maximum depth of a sample game can be controlled. A sum of heaps with total n counters has maximum depth n.
3.
The range of the temperature of a sample game can be controlled. A sum of heaps with counter weights ranging from 1 to w has a temperature range from 1 to 2w. Table 3 shows the classes of sums of heaps used as sample space in our experiments. The branching factor ranges from 2 to 5; the maximum depth ranges from 6 to 14; the temperatures range from 1 to 20. These ranges are chosen to resemble the branching factor, depth and temperature of endgame positions of 19x19 go. The last column is the average total nodes for each class. 
Experiments Result
For each class, 1,000 sample games are randomly generated. There are two types of sample games: the first type has random branches, while the second type has ordered branches. When the branches are ordered, they are ordered by the heap temperatures. For each sample game, the MT-engine visits a set of predefined numbers of nodes. The set of predefined numbers of nodes are in the form:
where m is the number of heaps in the sample game, T is the total nodes of the sample game and d ranges from 0.5 to 0.75. The parameters are chosen to guarantee the number of visited nodes no less than the minimum proving nodes as discussed in section 6.
The output temperature of MT-search is compared with the exact temperature of each game, and the square errors of all sample games in the same class are summed. Finally, the mean square error and the standard error are calculated for each class. Table 4 shows the standard error for each class, where sample games have random branches. The results are summarized as follows.
When d=0.5, the number of visited nodes is about the order of the number of minimum proving nodes, the output of MT-search has a standard error of 0.93 in average.
When the value of d increased by 0.05, the standard error is decreased by about 20 to 25%. With sample space temperature ranging from 1 to 20, a standard error of less than 1.0 is a quite promising result. Table 5 shows the standard error for each class, where sample games have ordered branches. The result indicates branch ordering can significantly improve the accuracy (or efficiency) of the algorithm.
Conclusion
Since 1970s, combinatorial game theory has become the common fundamental mathematical model for the analysis of many intelligent games. Mean and temperature are the most important concept for hot combinatorial games.
In this paper, we present an efficient algorithm to calculate the mean and temperature of multi-branch hot games. Moreover, we implement the search algorithm in a game-independent search engine. The search engine has simple interface; computer game programs can apply the engine easily. The key feature of MT-engine is its ability to generate a path whose outcome is most likely to reduce the distance between the lower and upper walls.
MT-search can output high quality outcome by searching a portion of the game tree. Given a game G with T nodes, the algorithm can output an answer after visiting 4 × sqrt(T) nodes. The standard error of the answer is less than 5% of the range of the sample space temperature. Our experiment result also indicates the importance of branch ordering. The 29th Workshop on Combinatorial Mathematics and Computation Theory
