Abstract. This paper studies the boundary layers that generally arise in approximations of the entropy discontinuous solutions to the initial-boundary v alue problem associated with a nonlinear hyperbolic system of conservation laws. We consider the vanishing viscosity method and several nite dierence schemes (Lax-Friedrichs type schemes, Godunov scheme). Assuming solely uniform L 1 bounds and for entropy w eak solutions, we derive several entropy inequalities satised by the boundary layers. Dierent approximation methods may generate dierent boundary layers, and so the boundary condition can be formulated only if an approximation s c heme is selected.
Introduction.
This paper considers the initial-boundary value problem for an hyperbolic system of conservation laws @ t u + @ x f(u) = 0 ; u ( x; t) 2 U R I N ;x > 0 ; t > 0 ; (1.1) supplemented with (1) an initial condition at time t = 0 u ( x; 0) = u I (x); x > 0 ; (1.2) (2) the entropy inequality @ t U(u) + @ x F ( u ) 0 ;
(1.3) (3) and a weak form of the following Dirichlet boundary condition at x = 0 u (0; t ) = u B ( t ) ; t > 0 : (1.4) Indeed the hyperbolic problem (1.1){(1.4) is usually not well-posed when the boundary data is required to be assumed in the (strong) sense (1.4), even when (1.1) is a linear system (cf. Kreiss [28] ). It is the objective of this paper to provide a general framework which leads to (mathematically correct) formulations for the boundary condition. Following Dubois-LeFloch [15] , our strategy is to reformulate (1.4) in the (weak) form u(0+; t ) 2 E ( u B ( t )); t > 0 ; (1.5) where E(u B (t)) U is a time-dependent set (the set of admissible boundary values) to be dened from the boundary data, and u(0+; t ) is the trace (its existence is discussed in this paper) of the solution u at the boundary. W e are going to consider several methods of approximation for the problem (1.1){(1.4), including the articial vanishing viscosity method and a class of nite dierence schemes, for which the boundary condition (1.4) can be easily implemented. As the approximation parameter goes to zero, a sharp transition layer generally develops near the boundary x = 0 and the limiting solution does not satisfy the boundary condition (1.4).
Our aim in this paper is to provide some contribution to the following program: performe a rigorous analysis of the boundary layer for weak solutions, then derive several suitable denitions for the set in (1.5), and nally investigate the structure of the latter to decide whether the boundary-value problem is well-posed.
In (1.1), U is assumed to be a convex and open subset of R I N , the ux-function f : U ! R I N to be a smooth mapping, and the initial data u I to belong to L 1 (R I + ; U). It will be convenient to assume that the boundary data u B has bounded total variation on any i n terval [0; T ] for all T > 0. It is assumed that (1.1) admits at least one strictly convex entropy pair. By denition, a pair of functions (U; F) : U ! R I R I of class C 2 is called a convex (or strictly convex) entropy pair i rF T = rU T rf and the Hessian matrix r 2 U is non-negative (or positive denite). The existence of at least one strictly convex entropy pair implies that (1.1) is hyperbolic. For background on hyperbolic systems, we refer to Lax [29, 30, 31] , Dafermos [11] and Smoller [44] , concerning the theory of existence of entropy solutions to the pure Cauchy problem, to Glimm [21] and Liu [39] for initial data with small total variation, and DiPerna [12, 13] for systems of two equations with L 1 initial data.
This paper contributes to establishing a framework for the initial-boundary value problem for (1.1). It is intended to pursue the eorts initiated in recent y ears on this problem (Cf. review below). In particular we built upon the recent contributions in Gilscon-Serre [20] and Xin [48] , who studied the boundary layers associated with the vanishing viscosity approximations assuming the solution to the hyperbolic problem be smooth. A formal asymptotic expansion is introduced in [20, 48] and the convergence including L 2 error estimates is proven for the boundary layer in the smooth regime.
One of the motivations here is to treat several approximation methods simultaneously and compare the results obtained with each of them. We consider the vanishing viscosity method, a class of Lax-Friedrichs type schemes, and the Godunov s c heme.
In Section 2, we rigorously derive conditions satised by the boundary layer, which take the form of a family of boundary entropy inequalities and a boundary layer equation. The regularity of the relevant traces at the boundary are discussed. The whole analysis is performed by assuming only a uniform L 1 bound on the approximate solutions; in particular no assumption is required on the regularity of the limiting solution to (1.1). Since high frequency oscillations in the approximate solutions can not be a priori excluded, the conditions above are formulated in terms of a boundary Young measure associated with the boundary layer. Note that, in the derivation of Section 2, the boundary is possibly characteristic, i.e. the eigenvalues of the matrix rf(u) m a y v anish for certain values of u.
Observe also that, in general, the equations and inequalities we derive depend upon the approximation method in use. Fundamentally the boundary condition can not be formulated from the mere knowledge of the function u B , but depend upon the underlining \physical" regularization. This feature arises in weak solutions to many nonlinear hyperbolic problems.
In Section 3, we i n troduce several sets of admissible boundary values and investigate their local structure. When the boundary is non-characteristic, we establish that the sets based on the boundary layer equations are manifold with the \correct" dimension. That is, the corresponding initial-boundary value problem is well-posed, at least for constant boundary and initial data (a generalization to the Riemann problem). We also prove a similar (but stronger) result for the set based on the boundary layer equation derived by the Godunov s c heme. Strictly speaking this scheme does not produce any boundary layer; however analyzing that scheme leads to a formulation of the boundary condition as it was rst pointed out in [15, 16] . We recall that setting the boundary condition via an upwinding dierence scheme is a classical idea in the computing literature.
Sections 4 and 5 are devoted to studying several examples of particular interest. It is expected that, in general, dierent approximation method for (1.1) leads to a dierent set in (1.5). However we prove in Section 4, for both convex and non-convex conservation laws, that this is not the case when N = 1. In other words the boundary layer for the scalar conservation laws is independent of the approximation method. The same is true of the linear hyperbolic systems; and we conjecture that this also holds for the nonlinear systems in the class with coinciding shock and rarefaction curves introduced by T emple [47] . In Section 5, we consider examples from continuum mechanics, i.e. the system of nonlinear elasticity and the system of gas dynamics. Additional analysis on systems will be provided in [26] .
To complete this presentation, we give a short overview of the literature on the boundary conditions for (1.1). Most of the activity w as restricted to scalar equations, i.e. N = 1. The pioneering work by Leroux [34] and Bardos-Leroux-Nedelec [4] based on the vanishing viscosity method provides a derivation of \the"correct formulation of the boundary condition for multidimensional scalar conservation laws. Specically, [4] shows that (1.4) should be replaced by the weaker statement: sgn(u(0+; t ) k ) sgn(u B (t) k) f ( u (0+; t )) f(k) 0 for all k 2 R I ; (1.6) where sgn(a) = 1 i f a < 0, sgn(a) = 0 i f a = 0, and sgn(a) = 1 i f a > 0. The convergence of nite dierence schemes, again for scalar equations, is established by Leroux in an unpublished work: it is remarkable that the nite dierence scheme approach leads to the same formulation (1.6) of the boundary condition. The condition is used by LeFloch [32] in order to extend Lax's explicit formula [30] to the initial-boundary value problem. Joseph [24, 25] used the vanishing viscosity method and the Hopf-Cole transformation to extend Lax's formula for the inviscid Burgers equation. Another derivation is given by Joseph and Veerappa Gowda [27] ; see also Gisclon [18] and LeFloch-Nedelec [33] . We also refer to the paper [46] by Szepessy for a very general result of existence and uniqueness. The statement (1.6) is a special case (when applied to Kruzkov e n tropies) of a more general inequality:
which has to hold for every convex entropy pair (U; F). The latter was derived formally using the vanishing viscosity method in Dubois-LeFloch [15] , who pointed out that (1.7) holds even when N 2 and introduced the notion of set of admissible boundary values, cf. (1.5). These inequalities were obtained independently by Bourdel-Delorme-Mazet [8] based on an analysis of the characteristics of the system (1.1), and by Benabdallah [5] for a specic system. The rst result of existence for the initial-boundary value problem for a system was given by Benabdallah-Serre [6, 7] : the vanishing viscosity method applied to the p-system of gas dynamics converges to a solution to (1.1) satisfying the set of inequalities (1.7). The Glimm scheme with various type of boundary conditions was studied by Liu, for instance [36, 37, 38] . In the case that the boundary is assumed to be non-characteristic and the number of boundary conditions is equal to the number of positive eigenvalues of the matrix rf, Goodman proves the convergence of the Glimm scheme in his unpublished thesis [22] ; cf. also Dubroca-Gallice cite17 and Sabl e-Tougeron [41, 42] More recently Amadori [1, 2] used the formulation in [15] and proved the convergence of a front tracking scheme in the characteristic case. In particular, Amadori establishes that a condition of the form (1.5) can be satised pointwise except at countably many times.
Boundary Layers in Weak Solutions.
In this section, we consider sequences of approximate solutions to the initial boundary value problem (1.1){ (1.4), and aim at characterizing their limiting behavior near the boundary. Here we rigorously derive e n tropy inequalities satised by the boundary layer. We deal with a sequence of L 1 functions with uniformly bounded amplitude. As is well-known, for general systems of conservation laws, proving the strong convergence of a sequence of approximate solutions is an open problem. It seems therefore natural to formulate those entropy inequalities in terms of a Young measure (for instance Ball [3] for this concept) associated with the sequence of approximate solutions. Further analysis can be performed on a case by case basis only.
In the following, certain averages will be shown to belong to the space BV(R I + ) of functions of locally bounded total variation, i.e. measurable and bounded functions w : R I + ! R I whose distributional derivative is a bounded Borel measure on every interval (0; T ) for all T > 0. We denote by T V T 0 ( w ) the total variation, and by kwk BV(0;T) = kwk L 1 (0;T) + T V T 0 ( w ) the norm, of a BV function w on an interval (0; T ). By convention, a BV function will be always normalized by selecting its right continuous representative.
Vanishing Viscosity
Method. Let u be the approximate solutions obtained by solving the following parabolic regularization of (1.1)-(1.4): @ t u + @ x f(u ) = @ 2 xx u ; x > 0 ; t > 0 ; (2.1) u (x; 0) = u I (x); x > 0 ; (2.2) u (0; t ) = u B ( t ) ; t > 0 : (2. 3)
The smooth functions u I 2 L 1 (R I + ) and u B 2 BV(R I + ) are chosen to be uniformly bounded and a.e. convergent approximations of the corresponding data u I and u B . W e assume the existence of a (smooth enough) solution u to the problem (2.1){(2.3). Note that compatibility conditions at (x; t) = ( 0 ; 0), such a s u I (0) = u B (0), are implicitly required. We shall also assume that u is uniformly bounded in L 1 (R I 2 + ): (2.4) We i n troduce a new function v by setting v (y;t) = u ( y; t); (2.5) so that the system of equations (2.1) transforms into
It is expected that the ( ! 0) limit of the v 's will give us a good description of the boundary layer at x = 0 , at least under additional assumptions, although a dierent scaling may more adapted in certain cicumstances. Indeed the scaling used here will be justied on several examples of interest by the results in Sections 4 and 5. By denition (e.g. Ball [3] ), a Young measure associated with a sequence u satisfying (2.4) is a weak-star measurable mapping from the (x; t) plane to the space Prob(U) of all probability measures (i.e. non-negative measures with mass one) with the property that for every continuous function g : U ! R I g ( u ) ! < ; g > w eakly{? in L 1 (R I 2 + ):
In view of (2.4), the functions v also are uniformly bounded in L 1 (R I 2 + )). We denote by a Y oung measure associated with the functions v . (2.11) will be referred to as the boundary entropy inequalities. They do not refer explicitly to the boundary layer itself but only to its limiting values.
The inequalities (2.8) also contain constraints for the boundary layer. In particular, using the trivial entropies (U; F) = ( u; f(u)) in (2.8) leads us to the equation:
< ; f > @ y < ; id >=< 0 ;t ; f> ; (2.12) where the right hand side is independent of the variable y and only depends on t.
For scalar equations and when the method of compensated compactness due to Murat-Tartar applies (i.e., mainly, for systems of two conservation laws), it is known that is a Dirac mass concentrated at a point u(x; t) which i s a n e n tropy w eak solution. In those two situations, it is conceivable that the Young measure also would be a Dirac mass.
If one assumes that is a Dirac mass, say y;t = v(y;t) for almost every (y;t) (2. 
When 0 also is a Dirac mass for a.e. t, s a y 0 ;t = u0(t) , for instance when u has bounded variation in x and so admits a trace at x = 0 in a classical sense, then the boundary layer equation (2.14) becomes f(v) @ y v =< 0 ; f>: (2.15) and the boundary entropy inequalities (2.11) take the form
0 ; (2.16) which w as derived in Dubois-LeFloch [14, 15] by assuming a uniform BV bound on the u .
Note nally that the behavior of y;t as y ! 1 is controled by the set of inequalities (2.10), only. I f i t i s assumed that v has a limit in a classical sense and @ y v(y;t) ! 0 a s y ! 1 , then we can set v 1 (t) lim Proof of Theorem 2.1. We decompose the proof into several steps. For the whole of this proof, we denote by (U; F ) a given convex entropy pair.
Step 1: Preliminaries.
We gather here several properties of and that are readily obtained. Let us multiply the equation (2.6) by the gradient o f U and obtain
Using the denition of the Young measure , it is a simple matter to pass to the limit in the inequality (2.18).
For any 2 BV and uniformly in y 2 R I + , w e h a v e Z T 2 has a trace at y = 0, which denes < 0 ;t ; U> . Note also that (2.19) with the choices (U; F) = (id; f ) leads us to < y;t ; f> @ y < y;t ;id >= C (t); (2.20) where C (t) has to be determined. In fact it will be immediate from the results in Step 5 below that C (t) = < 0 ;t ; id > for a.e. t > 0 :
Similarly, following DiPerna [13] and using the Young measure x;t associated with u , one can pass to the limit in (2.1) and obtain the entropy inequality: @ t < x;t ; U> + @ x < x;t ; F> 0 : Observe that the traces 0;t and 0;t are uniquely determined on entropies and entropy uxes, respectively. They can be easily extended as Young measures dened on the whole set of continuous functions, in a non-unique way h o w ever. Namely, to construct 0;t , take a n y sequence y k ! 0 and consider a Young measure associated with the sequence of measures yk;t .
This completes the proof of the part 1) in Theorem 2.1.
Step 2: A General Identity.
It remains to analyze the behavior of at the end point y = 0 which shall provide us with the desired boundary entropy inequality. W e are going to use a general identity which immediatly follows from the Green formula applied to (2.6).
Let (t) and '(x) be smooth functions not necessarily having compact support. We m ultiply the equation In case that 0 and ' 0 and since U is assumed to convex, one has E IV 0; (2.25) so we can focus attention on estimating the terms E I , E II and E III .
Step 3: Viscous Flux at the Boundary.
We prove here that the viscous ux at the boundary, i.e. the function @ y v (0; t ), is uniformly bounded in a certain sense and we determine its weak limit as ! 0. We use the identity (2. The rst statement in (2.27) is the desired convergence result. The second statement is a rst step toward proving (2.9).
Step 4: Boundary Entropy Inequalities (I).
Using (2.27), we are now able to obtain the boundary entropy inequalities. We use the identity ( 
where we h a v e used (2.27) and the fact that u B 2 BV converges strongly to u B 2 BV, and
Since E IV 0 w e pass to the limit in (2.23) and get In particular, plugging (U; F ) = (id; f ) in (2.29), we recover the second statement in (2.27), which used together with (2.29) for any xed, strictly convex entropy U gives:
But the function u ! U(u) U(u B ) r U ( u B )(u u B ) is positive e v erywhere except at u B where it achieves its global minimum value. It follows that 0;t is a Dirac mass concentrated at u B . That proves (2.9).
Step 5: Boundary Entropy Inequalities (II).
We n o w establish the third inequalities in (2.8). We use once more the identity (2. with a function ' depending on , that is ' (y;t) '(y; t) with' xed. In that situation one can check that
< y 1 ;t ; F> @ y < ; U > j y = y 1 dt;
and
Since E IV 0 and
we obtain an inequality of the form W e assume addiitonally here that, for a xed state u 1 and for all t, u (x; t) ! u 1 ; u x (x; t) ! 0 as x ! 1 :
The initial data u I should also decay rapidly at innity. W e obtain the following identity For every Lipschitz continuous function g, it follows from (2.31) that the sequence @ y g(v ) is bounded in L 2 , so converges weakly to a limit which is nothing but @ y < ; g > :
(2.32) t u 2.2. Finite Dierence Schemes. We n o w extend the above analysis to several classes of nite dierence schemes that are known to be consistent with the entropy inequality (1.3). Theorem 2.3 below deals with the entropy ux-splittings introduced by Chen-LeFloch [9] , which also includes as a special case the Lax Friedrichs type schemes. We treat the Godunov s c heme in Theorem 2.4.
We are given two mesh parameters and h with = hk ept constant and small enough in order to garantee the stability of the scheme. We dene the approximate solutions u h (x; t) b y the scheme u h (x; t + ) = u h ( x; t + ) g u h (x; t); u h ( x + h; t)
+ g u h (x h; t); u h ( x; t) (2.33) and the initial and boundary conditions: where f = f + f + is a given entropy ux-splitting for the system (1.1). By denition [9] , the matrix rf have real eignevalues and a basis of eigenvectors and there exists a pair of functions F such that (U; F ) i s a n entropy pair for the system associated with ux-functions f . Observe that (2.35) is a special case of (2.36) as was pointed out by Chen-LeFloch.
As in the analysis of Section 2.1, we assume a uniform L 1 bound:
(2.37) We rescale u h and dene the function v h : R I 2 + ! U b y v h ( y;t) = u h ( yh;t) y 0; t 0 :
Let and be two Y oung measures associated with u h and v h , respectively.
The entropy ux-splitting schemes satisfy discrete entropy inequalities of the form
where G is called the numerical entropy ux. With obvious notation, we h a v e
(2.36bis) Note that (2.38) hold for (2.36)-(2.36bis) provided u takes its value in a suciently small neighborhood of a given state in U. This is in constrast with the vanishing viscosity method where no such assumption was necessary.
Theorem 2.1 admits the following extension to the ux-splitting schemes. We omit the proof which follows the lines of the one of Theorem 2.1. Theorem 2.3. Assume that U is a small neighborhood of a constant state in R I N . The measure y;t is dened for all y 0 and almost every t, and is constant for y 2 [k;k+ 1 ) for any i n teger k. F or all convex entropy pairs (U; F), all y 0, and in the sense of distributions in t 2 R I + , one has F + (u B )+ < 1 ;t ; F > < y;t ; F + >+< y +1;t ; F > < y +1;t ; F + >+< y +2;t ; F > < 0 ;t ; F> ; (2.39) 0;t = uB(t) for a.e. t > 0 ; (2.40) and lim y!+1 < y;t ; F + > +< y +1;t ; F > < 0 ;t ; F>:
Consider next the Godunov s c heme corresponding to the ux g given by g Godunov (v;w) = f ( R ( v;w)); (2.42) where we denote by R(v;w) the value at x=t = 0+ of the solution to the Riemann problem with v and w as left and right initial data, respectively. The entropy ux is G Godunov (v;w) = F ( R ( v;w)); (2.42bis) Here it is more convenient to consider the values R(u h (x; t); u h ( x + h; t)) and dene a function w h w h (y;t) = R ( u h ( yh;t); u h ( yh+h; t)) (2.43)
for all y 0. We denote by a Y oung measure associated with w h and by a Y oung measure for u h . I t i s n o t dicult to extend Theorem 2.3 as follows:
Theorem 2.4. The measure y;t is dened for all y 1=2 and almost every t, and is constant i n y for y 2 [k 1=2; k + 1 = 2) for any i n teger k 1. F or all convex entropy pairs (U; F), all y 1=2, and in the sense of distributions in t 2 R I + , one has < 1 = 2 ;t ; F> < y;t ; F> < y +1;t ; F> < 0 ;t ; F> ; (2.44) and, at y = 1 = 2 and y = 1, satises We conclude this section by giving the main conditions satised by the discrete boundary layer, which will be studied in the rest of this paper.
Assuming in the results of Theorem 2.3 that is a Dirac mass, say = v , the discrete boundary layer equation associated with the scheme (2.33) takes the form: 
Sets of Admissible Boundary Values.
Based on the results in Section 2, we i n troduce in this section several sets which can be used to formulate the boundary condition. For every method of approximation considered in Section 2, we i n troduce two dierent sets of admissible boundary values:
(1) One is based on the entropy inequalities, E entropy (u B ) and yields a boundary condition of the form (1.5) . This boundary condition is rigorously satised by the limiting function generated by a sequence of approximate solution. as was proven in Section 2. For arbitrary systems having few or even just one entropy, the set E entropy (u B ) m a y be too large to lead to a well-posed problem; (2) Another set, E layer (u B ), is based on the boundary layer equation, which w as obtained formally after the analysis in Section 2. This set is more adapted to deal with general systems and lead to a well-posed problem when the boundary is non characteristic. In this section, we study the local structure of those sets; under certain assumptions, we can prove that the sets E layer (u B ) are manifolds with dimension equal to the number of negative w a v e speeds of the system (1.1).
This ensures that the initial-boundary value problem is well posed if, for instance, the data are constant states (boundary Riemann problem) as can be seen by applying the theory in [35] . We recall that (1.1) is assumed to be strictly hyperbolic throughout this section and we denote by j (u) the N real and distinct eigenvalues of the matrix rf(u) and by`j(u) and r j (u) corresponding basis of left and right eigenvectors. 3.1 Vanishing Viscosity Method. For the sake of generality, w e consider
Theorem 2.1 could be partially extended to this case. We assume that the viscosity matrix B(u) depends smoothly upon its argument u and is positive. We consider entropies U that are B-convex in the sense that r 2 U(u)B(u) > 0 for all u under consideration. The boundary layer equation here takes the form
and the boundary entropy inequalities have the same form (2.16) but now U must be B-convex. Following Dubois-LeFloch [15] , we i n troduce a set based on the boundary entropy inequalities. From now on, the time-dependence may be omitted. It is obvious that this set may be quite large when the system (1.1) only admits few entropies. For most systems (N 3), this set is too large to be used to formulate the boundary condition. In any case, it is dicult to get information on its local structure at u B . F or general systems, the following observation is immediate. where P I , P II , and P III are constant real-valued matrices with all eigenvalues having moduli less than one so that the matrix exponentials e P I , e P II , and e P III are well-dened, the absolute value of any eigenvalue of e P I is less than 1, and that for e P III is greater than 1, and that for e P II is exactly whose rank is N p. By the implicit function theorem, (3.16) denes a manifold passing through u B and of dimension p. By construction its tangent space at u B coincides with the one for the stable manifold E. Therefore, in view of (3.17), the tangent space at u B for E is spanned by the r j (u B ), j = 1 ; 2 ; ; p . t u A general inclusion can be proven regarding the sets introduced in the previous sections. It has been rst pointed out by Serre [43] (cf. also [19] ) that: t u 3.2 Finite Dierence Schemes. We n o w turn to formulations of the boundary condition that are based on nite dierence approximations. We use the notation in Section 2.2. We consider a scheme characterized by its mesh parameters and h with = = hsmall enough, and by its numerical ux g(:; :) and its family of numerical entropy uxes G(:; :). It is tacitly assumed that the values u remain in a small neighborhood of a given state and attention is restricted to those entropies U such that the discrete entropy inequalities (2.38) are satised. In fact attention is mostly restricted to the Lax-Friedrichs type schemes and the Godunov s c heme. The desired result follows immediatly since r j is a basis of eigenvectors for the matrices rf + , rf , and rf, and the function U is convex.
t u
The second family of sets is now dened. where G and @G @w (y) are zero at w (y) = 0 . Note that a 1 < a 2 < a p < 1a p +1 < < a n : t u Proof of Proposition 3.12. We consider as before a dierence scheme that satises discrete entropy inequalities. where R(u B ; w )denotes the value at x=t = 0 + of the solution of the Riemann problem with data u B and w on the left and right, respectively. Moreover when (3:4) holds for some p, the set above contains the point u B and, locally nearby u B , is a manifold with dimension p and with tangent space at the point u B spanned by the eigenvectors r j (u B ), j = 1 ; 2 ; ; p . t u
Observe that the Godunov s c heme does not produce any boundary layer, in the sense that the layer contains no interior point. We show here that some of the sets introduced in Section 3 coincide in this case. We also recover the formulation of the boundary condition discovered by Bardos-Leroux-Nedelec [4] and Leroux [34] . Step Step 3: The set E entropy viscosity (u B ).
This is the set of all u 0 2 R I such that
for all convex entropy pairs (U; F). It is well known that for scalar conservation laws it is enough to consider for all convex entropy pairs. Since the Kruzkov e n tropies
generates the set of all convex functions, (4.10) reduces to It is not hard to prove that for a linear and strictly hyperbolic system, the sets dened in Section 3 are all equivalent. We only consider here the case of the discrete boundary layer based on the Lax-Friedrichs scheme.
We also focus attention in this section to establish that the restriction (3.12) on the viscosity matrix is essential to our purpose here, as was observed in another context by Majda-Pego [40] in their study of traveling wave solutions to (2.1). The following example shows a situation where the viscosity matrix is a positive diagonal matrix, and does not satisfy (3.12), while the formulation may lead to a \wrong" boundary condition.
We consider the linear system @ t u + For v(y +1)!v 1 , w e need < j ; v B v 1 > = 0 ; j=p +1; n because 1 < 2 < p <0 p +1 < n .
This gives correct boundary condition when the eigenvalues are not zero; i.e. to prescribe < j ; u > for j = p + 1 ; ; N : 4.3 Scalar Conservation Laws: Non-Convex Fluxes.
We return to scalar conservation laws but now with non-convex uxes. For deniteness we treat the case of the cubic ux given by f(u) = 1 2 ( u 3 solutions. In this case we denote by u`B and u s B the largest and smallest solutions of (4.21), respectively. I f u B = 2 ; 1 ; 1, or 2, then (4.21) has exactly one solution; namely 1; 2; 2, and 1, respectively. For the formulation of the results in this subsection, it will be convenient t o i n troduce the following set, which is either the empty set or contains a single element: Step 2. Proofs the following cases are repetition of earlier cases and are omitted. Step 3. The set E entropy viscosity (u B ).
As observed in the convex case, this is the set of all u 0 2 R I such that Step 4. The set E entropy Since we need (v B ; u B ) to be on this curve, we obtain that the set of (v 1 ; u 1 ) so that ( 5.2. Eulerian Isentropic Gas Dynamics. We n o w consider the isentropic approximation to the compressible Euler system. The system is composed of the two conservation laws for the mass and the momentum of a gas [10] : @ t + @ x (u) = 0 ; @ t ( u) + @ x ( u 2 + p()) = 0: (5.9)
The main unknowns are the specic density and the velocity u. The pressure is a function of the density and, for simplicity, w e shall restrict to a polytropic perfect gas: Thus in I both eigenvalues are negative, whereas in II one has 1 < 0; 2 = 0 . I n III , one has 1 < 0; 2 <0, wheras in IV , one has 1 = 0 ; 2 >0 and in V , 1 > 0 and 2 > 0. Following the analysis that we did for the proof of Theorem 3.2, it is not hard to get the following local result.
Case 1 : ( B ; u B )2 I . In this case the set of ( 1 ; u 1 ) close to ( B ; u B ) for which (5.12) has a solution is an open neighborhood of ( B ; u B ).
Case 2 : ( B ; u B )2 II . In this case the set of ( 1 ; u 1 ) close to ( B ; u B ) for which (5.12) has a solution is a union of a two-dimensional region U in I and a curve i n III through ( B ; u B ) i n tersecting U. If the data for the Lax-Friedrichs scheme are chosen such that the v component is bounded away from zero, then so is the approximate solution. Hence we can restrict attnetion to v 1 > 0 for some 0 > 0. For small enough, we h a v e 0 < a 1 < 1and a 2 > 1; and Theorem 3.10 applies. We deduce that the set of all states (v 1 ; u 1 ) near (v B ; u B ) for which (5.18)-(5.19) has a solution is a curve passing through (v B ; u B ).
6. Concluding Remarks.
Given a family of sets such as those introduced in this paper, we can formulate the boundary condition for the hyperbolic problem. When the solutions u under consideration are functions of bounded variation, the traces exist in a strong sense and one can require that u(0+; t ) 2 E ( u B ( t )); t > 0 ; (6.1) holds for all, except countably many, t. This type of regularity has been recently proven by Amadori by the front tracking scheme and for the family of sets E Godunov (= E layer Godunov = E entropy Godunov ). When considering L 1 solutions constructed by the vanishing viscosity method, the boundary condition supp 0;t E entropy viscosity (6.2) has been rigorously derived in Theorem 2.1. When the method of compensated compactness applies [12] , an existence theorem for the boundary-value problem (1.1){(1.3), (6.2) follows immediatly from Theorem 2.1. Such a result is satisfactory provided the condition (6.2) yields, for simple enough initial and boundary data at least, a well-posed problem. This is the case for the scalar equations and the linear systems, but more dicult to answer for systems.
The formulation based on boundary layers may not be appropriate as it is when the boundary is characteristic. On the hand, the formulation based on entropy inequality seems to capture all of the features in the solution near the boundary, but it is more dicult to work with it analytically. F urther study of the connection between the two sets for systems is in progress [26] .
