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The comprehensive simulation of magnetic recording, including the write and read-back process, on granular media
becomes computationally expensive if the magnetization dynamics of each grain are explicitly computed. In addition,
in heat-assisted magnetic recording, the writing of a single track becomes a random process since the temperature must
be considered and thermal noise is involved. Further, varying grain structures of various granular media must also be
taken into account to obtain correct statistics for the final read-back signal. Hence, it requires many repetitions of the
write process to investigate the mean signal as well as the noise.
This work presents a method that improves the statistical evaluation of the whole recording process. The idea is to
avoid writing the magnetization to one of its binary states. Instead, we assign each grain its probability of occupying
one of its stable states, which can be calculated in advance in terms of a switching probability phase diagram. In the
read-back process, we combine the probabilities to calculate a mean signal and its variance. Afterwards, repetitions on
different media lead to the final read-back signal.
Using a recording example, we show that the statistical behavior of the evaluated signal-to-noise ratio can be signifi-
cantly improved by applying this probability mapping method, while the computational effort remains low.
I. INTRODUCTION
In state-of-the-art hard disk drives, which are used as stor-
age media in personal computers as well as in server systems,
the information is written as a sequence of bits on a granular
medium consisting of magnetic grains. During writing, an ap-
plied magnetic field switches the magnetization direction of
the magnetic grains in a specific direction1. Afterwards this
direction can be detected by a reader module via the magnetic
stray field. Due to the massive amount of data that is per-
manently produced, new technologies are required to increase
the storage density of hard drives2–6. Micromagnetic simula-
tion of write and read-back processes is therefore a valuable
tool for analyzing new ideas7. Nevertheless, simulations of
the entire write and read cycle are computationally expensive.
Additionally, concepts such as heat-assisted magnetic record-
ing (HAMR)2 must consider temperature, which makes the
underlying equation of the magnetization dynamics a stochas-
tic partial differential equation that further increases the re-
quired computational effort8. Due to the stochastic nature of
the solution obtained, repeated simulations are required to re-
duce the statistical error of the observed results to a sufficient
low level9–11. In this work we present an efficient calculation
method of the signal-to-noise ratio (SNR) based on probabil-
ity theory. Instead of writing concrete bit series on granular
media, we allocate every grain a certain switching probability.
In the read-back procedure, those probabilities are further pro-
cessed to obtain the signal and noise value of the written bit
sequence. The goal of this method is a significant improve-
ment of the statistical error within the SNR evaluation of a
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given writing and read-back procedure. This reduces the num-
ber of necessary computation-intensive writing and read-back
simulations required, resulting in an accurate SNR value.
II. SIGNAL-TO-NOISE RATIO
Granular media for magnetic recording consist of single
magnetic grains with strong uniaxial anisotropy perpendicular
to the film plane, separated by non-magnetic grain boundaries.
Due to the high uniaxial anisotropy of the grains, the assump-
tion is valid that the magnetization of every single grain points
either in positive or negative z-direction (perpendicular direc-
tion). Although each grain can only have two magnetic states
−1 and +1, in reality writing a bit series has a stochastic na-
ture. There are two reasons: First, in areas at the transitions
between different bits, grains can have different states after
consecutive writing processes, despite the fact that the same
medium with the same grain pattern is used. Such grains have
the probability to occupy the states −1 and +1 in the range of
[0,100]%. Additionally, the randomized positions of grains
in different granular media leads to a further stochastic effect,
because the probability of the magnetization direction of each
grain depends on the position of the grain within the medium
during the writing process. A read-back module measures the
magnetization of the grains across the bit pattern and produces
a corresponding read-back signal V (x) as a function of the
down-track position x. Since the magnetization of the individ-
ual grains is random, V (x) is a random variable with certain
expectation value E[V (x)] and variance V[V (x)]. The signal
power (SP) and the noise power (NP) of the whole bit pattern
between the down-track positions xstart and xend can be defined
as
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2SP =
∫ xend
xstart
E[V (x)2] dx, (1)
NP =
∫ xend
xstart
V[V (x)] dx. (2)
The quality criterium for a written bit series is the signal-
to-noise ratio (SNR) defined by
SNR =
SP
NP
. (3)
The determination of SP and NP via measurement or simu-
lation is an important goal of magnetic recording as in Refs. 9
and 10. In this paper we investigate and compare different
numerical approaches based on statistic and probability cal-
culation to determine these values in a computational accu-
rate and non-expensive way. We further demonstrate the ap-
proaches on the example of simulating a writing process of
heat-assisted magnetic recording, where the switching proba-
bility of grains is in particular affected by additional thermal
fluctuation.
III. SWITCHING PROBABILITY PHASE DIAGRAM FOR
SINGLE GRAINS
The investigations in this work are based on the concept of
switching probability phase diagrams as presented in Ref. 6.
The idea is the calculation of a single grain’s switching proba-
bility dependent on its possible position on the recording track
within the writing process. The advantage of this approach is
that the phase diagram has to be computed only once and the
switching probability can afterwards be extracted for an arbi-
trary amount of magnetic grains with no further computational
effort. An example for the possible shape of such a diagram
is given in Fig. 1. In the following, we always assume that
such a phase diagram is available. Since a sequence of two
or more successive down or up bits can be summed up to one
writing operation with multiple bit length, we split the writing
process of each bit pattern to S sequential−1 or +1 mappings
of the phase diagram onto the magnetic medium. The detailed
realization of this sequential writing process depends on the
different modeling approaches and will be discussed in the
following sections.
IV. MAGNETIZATION MAPPING ON GRAINS
A. Writing Process
For each bit pattern containing G magnetic grains, we use
the phase diagram to extract the switching probability pij for
magnetic grain i,(i = 1, . . . ,G) in the j-th mapping step ( j =
1, . . . ,S) of the bit pattern according to Sec. III. Due to the
assumption of only two possible magnetic states mi =−1 and
mi = +1 of grain i, we assume randomized initialization of
the grains, i.e.
FIG. 1: Example for a switching probability phase diagram
of one single grain.
mi0 := rand
i
0(0.5), (4)
where rand(p) denotes the outcome of a random experi-
ment with possible outputs−1 and+1 with probabilities 1− p
and p. We then update the magnetization in each writing step
j recursively as it follows:
For given magnetization mij−1 from the previous step, we cal-
culate mij by differing two cases:
• If the j-th step writes a bit in −1 direction, we set:
– mij :=−1, if mij−1 =−1
– mij := rand
i
j(1− pij), if mij−1 =+1
• If the j-th step writes a bit in +1 direction, we set:
– mij := rand
i
j(p
i
j), if m
i
j−1 =−1
– mij :=+1, if mij−1 =+1
Doing S mapping steps, this procedure leads to a sequence
of grain magnetization and we receive the final magnetization
of every grain mi := miS ∈ {−1,+1}. The result of such a
writing procedure is shown in Fig. 2.
FIG. 2: Top: Randomly initialized granular medium
(500 nm× 60 nm and a thickness of 8 nm) with grain di-
ameter of 4 nm and 1 nm gap between neighboring grains.
Bottom: Granular medium after the simulated writing pro-
cess of a pseudo-random bit sequence according to Ref. 7.
3B. Read-back Process
The reader module is defined via its sensitivity function, as
defined in Ref. 12. The voltage V (x) of the reader in down-
track position x is given by the integral in Ref. 12, Eq. (1)
V (x) = c1 ·
∫ −→
H ·−→M dVm (5)
with the reader’s sensitivity function
−→
H , the magnetization of
the media
−→
M and a reader dependent constant c1. Since the
magnetization is assumed to have negligible dependence on
the z direction and grains have strong uniaxial anisotropy, it
degenerates to an area integral in the form
V (x) = c˜1 ·
∫
Hz ·Mz dAm (6)
with a constant c˜1, which does not affect the SNR value, be-
cause both SP and NP are homogeneous of degree 2 in V and
therefore the constant c˜1 cancels in the ratio SNR = SP/NP.
Without loss of generality we set c˜1 := 1. We further sim-
plify the notation by skipping the z-index and set H :=Hz and
M := Mz. The possible values for M are −1,+1 or 0 depend-
ing whether the position is located within a grain with mi =±1
or within the grain boundary. We can therefore rewrite the in-
tegral to a sum over the grains
V (x) =
G
∑
i=1
(∫
graini
H dAm
)
︸ ︷︷ ︸
=:H iG
·mi =
G
∑
i=1
H iG ·mi, (7)
where H iG denotes the sensitivity across the grain i for the
reader module in position x. Moving the sensitivity function
across the medium gives the detected read-back signal of the
whole bit pattern.
C. Statistical Evaluation
Repeating the previous step on N granular media with dif-
ferent random grain structure and different outcomes of the
random experiment rand(p) (determining the magnetization
according to the switching probabilities) leads to N different
signal trajectories Vk (k = 1, . . . ,N). For large N we can as-
sume to receive a good estimation of SP and NP by substitut-
ing the squared expectation value and the variance in Eq. (1)
and (2) by their unbiased estimators
E[V (x)2]≈ 1
N
V (x)2, (8)
V[V (x)]≈ 1
N−1
N
∑
k=1
(
(Vk(x)−V (x)
)2
. (9)
Due to the fact that we deal with two uncertainties, the grain
magnetization according to the random experiment and the
position of the grains in each granular medium, the amount of
necessary repetitions N might be relatively large to receive a
good statistic for both.
V. PROBABILITY MAPPING ON GRAINS
A. Writing Process
In contrast to the previous magnetization mapping method,
we now avoid setting the magnetic states to−1 or +1 in every
writing step. Instead, we use probability analysis calculation
laws to determine the overall probability for the −1 or +1
state after the entire writing process. This approach allows to
calculate the expectation value and variance of the magnetiza-
tion of each grain and therefore also for the whole read-back
signal afterwards. As before, we consider the writing process
as a sequence of S independent mapping steps and in step j,
the switching probability of the i-th grain is denoted by pij and
again extracted from the phase diagram. We further denote
the probability of grain i for magnetization +1 after j map-
ping steps with Pij. Since we assume only two possible states,
the probability for magnetization −1 is therefore 1−Pij. We
initialize with random magnetization, i.e. Pi0 := 0.5 for all
i= 1, . . . ,G and update the magnetization in each writing step
j recursively as it follows:
For given magnetization probability Pij−1, we calculate P
i
j by
differing two cases, which are also illustrated in Fig. 3. Due
to our the definition of Pij, we aim in both cases for the proba-
bility of final state +1:
• If the j-th step writes a bit in −1 direction, we set Pij :=
Pij−1 · (1− pij) (see Fig. 3 (a)).
• If the j-th step writes a bit in +1 direction, we set Pij :=
Pij−1+(1−Pij−1) · pij (see Fig. 3 (b)).
After S steps we receive the final magnetization probabilities
of the whole writing process Pi := PiS. These probabilities
allow to further calculate the expectation value and variance
of the magnetization mi for each grain i = 1, . . . ,G via the
formulas
E[mi] =−1 · (1−Pi)+1 ·Pi = 2 ·Pi−1, (10)
V[mi] = E[(mi)2]−E[mi]2 = 1− (2 ·Pi−1)2
= 4 ·Pi · (1−Pi). (11)
Note that in contrast to the previous section, mi is here re-
garded as a random variable and not determined by random
numbers, so we have no statistical error so far.
B. Read-back Process
The derivation of Eq. (7) again holds with the only differ-
ence that mi and therefore also V (x) are random variables in
this section. By applying E(·) and V(·) on both sides of the
equation and using that H iG is a deterministic value, we receive
4(a) (b)
FIG. 3: Tree diagram of the different decisions and their cor-
responding switching probabilities. The gray background
marks the j-th writing step. (a): Writing process of a down-
bit. (b): Writing process of an up-bit.
Based on to the previous magnetization of the grain with
probabilities 1−Pij−1 and Pij−1 respectively, the magnetiza-
tion gets either changed from −1 to +1 or vice versa with
switching probability pij or remains in its original direction
with probability 1.
the expressions
E[V (x)] =
G
∑
i=1
H iG ·E[mi], (12)
V[V (x)] =
G
∑
i=1
(
H iG
)2 ·V[mi]. (13)
Additional, we can also calculate the second moment of V (x)
by the well known identity
E[V (x)2] = V[V (x)]+E[V (x)]2. (14)
C. Statistical Evaluation
We again repeat the writing and read-back process on N
different granular media. The outcome are N different signal
trajectories Vk (k = 1, . . . ,N), where Vk(x) denotes a random
variable for every k and down-track position x. The results
of the previous subsection hold for each single medium. To
combine them to a final SNR outcome, we state the following
lemma for a discrete random variable in a specified random
experiment:
Lemma 1. Let Xk be a discrete random variable for all k =
1, . . . ,N with corresponding probability distributions P(Xk =
xk`) = pk` for all `= 1, . . . ,nk. We consider the two-step ran-
dom experiment:
• Choose Xk ∈ {X1, . . . ,XN} randomly with probability
pk.
• Do the corresponding random experiment with random
variable Xk.
The final outcome can be described by an overall random
variable X. Then it holds for m ∈ N:
E[Xm] =
N
∑
i=1
pk ·E[Xmk ] (15)
Proof. Per definition for the expected value of Xm (i.e. the
m-th moment of X), we have to sum over the product of all
possible outcomes and their corresponding probabilities. In
our case, we can write that as
E[Xm] =
N
∑
k=1
nk
∑`
=1
xmk` · pk · pk` =
N
∑
k=1
pk ·
nk
∑`
=1
xmk` · pk`︸ ︷︷ ︸
=E[Xmk ]
=
N
∑
k=1
pk ·E[Xmk ],
(16)
which concludes the proof.
We now assume that the grain pattern of each granular
medium has the same probability 1/N. For the moments of
the overall trajectory V (x), we can apply Lemma 1 for m = 1
and m = 2 to get
E[V (x)] =
1
N
N
∑
k=1
E[Vk(x)], (17)
E[V (x)2] =
1
N
N
∑
k=1
E[Vk(x)2]. (18)
Those values can easily be determined by the results for
each trajectory in Eq. (12) and (14) and combination also
leads to
V[V (x)] = E[V (x)2]−E[V (x)]2. (19)
Finally with Eqs. (17) and (19), we have two formulas for
the integrands in Eqs. (1) and (2) and are able calculate the SP
and NP.
In contrast to the magnetization mapping method of the pre-
vious section, we avoid the statistical error coming from the
"projections" of the probabilities to the −1 and +1 magneti-
zation states. The only statistical uncertainty probability map-
ping method comes from the random pattern of the grains in
the different media.
VI. RESULTS AND DISCUSSION
We now compare the SNR calculation methods of Secs. IV
(magnetization mapping) and V (probability mapping) based
on a concrete example. Therefore we use the switching prob-
ability phase diagram in Fig. 1 and for demonstration purpose
we step-wise reduce the curvature of its shape (see Ref. 11).
For each curvature we calculate the SNR by writing on N = 50
different granular media and determine the read-back signal
V (x) via a Gaussian shaped reader sensitivity function with a
full width at half maximum of 13.26 nm in down-track and
30.13 nm in off-track direction. The SNR values are plot-
ted in Fig. 4. We clearly observe that for the magnetiza-
tion mapping method, the statistical variations on 50 differ-
ent granular media have large impact on the calculated SNR
values, so no clear trend of the SNR can be observed. When
5we use the probability mapping method, we can massively re-
duce those variations and receive a much smoother curve with
a clear trend, even tough the same number of granular me-
dia was used. The reason for the improvement is the avoided
reduction of the magnetization probability to one of the mag-
netic end states −1 and +1 for each grain, which leads to a
statistical error in the magnetization mapping method. Since
each bit pattern contains a large number of grains, many re-
peated writings are necessary to obtain a sufficiently accurate
mean read-back signal and its variance. The more sophisti-
cated probability mapping writing method prevents this sta-
tistical issue and leads to very accurate results with compar-
atively few repetitions. Furthermore it is important to note
that an implementation of both methods has asymptotically
the same computational effort. In the writing process, the allo-
cations of the magnetization or probabilities bases on similar
approaches and have to be done S times for G grains in both
methods. The additional calculation of G times Eqs. (10) and
(11) can be neglected. The read-back process requires sum-
mations over R data points for every down-track position x
in both cases. The only noteworthy difference is that for the
probability mapping method, it is unavoidable to calculate the
grain sensitivity H iG explicitly, since the square is used for the
variance formula. This can be achieved by clever rearrange-
ment of the sum and does not cause additional effort. In the
final step the statistical evaluation in both cases is done via
summation over N granular media.
0 20 40 60 80 100
curvature reduction [%]
16.2
16.4
16.6
16.8
17
17.2
SN
R
magnetization mapping
probability mapping
FIG. 4: Comparison of the SNR of a pseudo random bit se-
quence for varied bit curvature calculated by the methods of
Secs. IV and V.
VII. CONCLUSION AND OUTLOOK
In this work we presented a SNR calculation method based
on probability theory. We could show that for a given switch-
ing probability phase diagram and given granular media it is
statistically unfavorable to emulate the procedure of a real
write processes in which each grain obtains a certain mag-
netic state according to its switching probability. Although it
is the more obvious way to receive an estimate for the SNR,
it reduces the switching probability p ∈ [0,100]% to a binary
value m ∈ {−1,+1} representing the direction of the magne-
tization, which clearly means a loss of information. We were
able to show that a prevention of this loss leads to a more so-
phisticated evaluation, which significantly improves the statis-
tic and can furthermore be applied without additional compu-
tational effort. Although we demonstrated our approach as an
application for SNR calculation in HAMR, similar ideas could
also be used for conventional recording and other statistical
evaluations on granular media. Since we successfully elimi-
nated the statistical error of the reduction from p to m, the only
statistical error in our SNR value remains from the pattern of
different granular media. The question arises whether this er-
ror could also be corrected by a suitable grain size distribution
model instead of randomly sampling N different media.
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