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Abstract: Autonomous driving is delightedly an innovative and revolutionary paradigm for future intelligent transport systems
(ITS). To be fully-functional and efficient, vehicles will use hundreds of sensors and generate terabytes of data that will be used
and shared for safety, infotainment and allied services. Communication among vehicles or between vehicle and infrastructure thus
requires data rate, latency and reliability far beyond what the legacy dedicated short range communication (DSRC) and Long
Term Evolution- Advanced (LTE-A) systems can support. In this work, we motivate the use of millimetre-wave (mmWave) massive
multiple-input multiple-output (MIMO) technology to facilitate gigabits-per-second (Gbps) communication for cellular vehicle-to-
infrastructure (C-V2I) scenarios. As a fundamental component, we characterize the mmWave massive MIMO vehicular channel
using metrics such as path loss, root-mean-square delay spread, Rician K-factor, cluster and ray distribution, power delay profile,
channel rank and condition number as well as data rate. We compare the mmWave performance with the DSRC and LTE-A
capabilities, and offer useful insights on vehicular channels. Our results show that mmWave massive MIMO can deliver Gbps data
rates for next-generation vehicular networks.
1 Introduction
The recent partnership of the automotive and telecommunications
industries in the area of intelligent transport systems (ITS) aims to
evolve innovative technology solutions for next-generation vehicu-
lar networks (NGVNs). The 5G Automotive Association (5GAA) is
driving a unified framework for the realization and commercializa-
tion of the fifth-generation new radio cellular vehicle-to-everything
(5G NR C-V2X) paradigm, where X could be anything: another
vehicle (V2V), infrastructure (V2I), network (V2N), device (V2D),
grid (V2G) or even person/pedestrians (V2P). While the third gen-
eration partnership project (3GPP) has standardized C-V2X in its
Release 14, the extension to support 5G NR is anticipated to be
finalized in Release 16 for more advanced use cases [1].
Currently, the dedicated short range communication (DSRC)
(known as ITS-G5 in Europe) is the legacy system for vehicular
communication and safety. It operates on the 5.9 GHz band using
transceivers based on the IEEE 802.11p standard [2]. DSRC algo-
rithms and protocols have been tested in field trials around the world
by different industries and equipment vendors. Recently, a start-up
named Virtual Traffic Light (VTL) implemented and publicly trialled
an algorithm which enables vehicles to control and coordinate their
traffic using exchanged DSRC-based safety messages without the
need for traffic lights or human interventions. The algorithm operates
on the leader-follower concept in a round robin fashion. The partic-
ipating vehicles share both benefits and responsibilities in order to
ensure fairness. Today, vehicles with DSRC chipsets have started to
hit the market and are expected to be widely available soon [3].
Unfortunately, DSRC can only support data rates up to 27 Mbps,
with typical average of 2-6 Mbps. This is grossly inadequate for
NGVNs foreseen to require multi-gigabits-per-second (Gbps) rates.
To address this concern, many researchers have advocated the adop-
tion of the 3GPP’s Long Term Evolution-Advanced (LTE-A) for
vehicular communication. However, this fourth-generation (4G) sys-
tem can only support a maximum data rate of 100 Mbps in high
mobility (vehicular) scenarios. The same story goes for the band-
width, reliability and latency requirements [4]. Consequently, the
industrial and academic research communities have identified the
millimetre-wave (mmWave) bands to come to the rescue [2, 5, 6].
Fortunately, the mmWave bands are being extensively explored
for 5G services and applications due to their amazing spectral
prospects. The mmWave bands (24.25-300 GHz [7] or 30-300
GHz [8]) have very large bandwidths that can support high-rate,
low-latency and massive connectivity required for vehicular appli-
cations such as the connected autonomous vehicles (CAVs) [6].
These requirements correspond to the enhanced mobile broadband
(eMBB), ultra-reliable and low-latency communications (URLLC)
and massive machine type communications (mMTC) use cases to be
supported by 5G as well [9]. More so, the use of the mmWave bands
in standardized systems such as IEEE 802.11ad (60 GHz) and radar
systems (76 GHz) gives additional green light [5].
1.1 Potential Applications of C-V2X
Alongside the delight of self-driving vehicles, NGVNs will facilitate
newer use cases in infrastructure-assisted and autonomous driving
and enable high-rate infotainment and ultra-reliable safety services.
This is in addition to the anticipated benefits of enhanced vehicular
safety, better traffic management, more efficient toll collection and
commute time reduction, among others. Thus, ITS-supported vehi-
cles will be equipped with tens to hundreds of sensors (e.g., LIDAR,
ultrasonic, radar, camera, etc.) which together with the on-board
communication chipsets will enable diverse services, using any or
a combination of the V2X paradigms [2, 5, 6].
For V2I links (illustrated in Fig. 1 on the next page), the infras-
tructure can gather sensing data (about the vehicles or the surround-
ing traffic) from the vehicles. The sensed data can be processed in
the cloud and used to provide live images or real-time maps of the
environment. These maps can be used by the transportation control
system for congestion avoidance, general warnings (such as dan-
gerous situations) and overall traffic efficiency improvement. Also,
automakers can use the sensed data for fault or potential failure diag-
nosis of the vehicles. The infrastructure can also be used to provide
high rate internet access to the vehicles for automated driving and
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infotainment services such as media download and video streaming
[1, 5].
Similarly, the potential V2V applications include cooperative per-
ception where perceptual data from from neighbouring vehicles can
be used to create a satellite view of the surrounding traffic. The
view can be used to extend the perception range of the vehicles in
order to reveal hidden objects, cover blind spots and avoid collision.
Shared data among the vehicles can also be used for other appli-
cations such as path planning and trajectory sharing, among others
[2, 5]. For details on the potential applications of Gbps vehicular
communications (V2I and V2V), see chapter 3 of [5].
1.2 Related Works
While the prospect of 5G NR C-V2X is amazing, the mmWave
channel exhibits challenging propagation properties markedly dif-
ferent from the sub-6 GHz channels where both DSRC and LTE-A
operate [10–13]. The differences become even more pronounced
for mmWave vehicular channels due to the impact of high mobility
[2, 5, 14]. Many authors have attempted to address different aspects
of the challenges. Majority of the works centre on the V2V and V2I
scenarios in urban street [15–17], highway [2, 6] and high speed rail
(HSR) [18, 19] environments. The works on V2I consider the infras-
tructures as base stations (BSs) or small cells (SCs) with typical
range 200-500 m, which translate to sub-6 GHz and mmWave chan-
nels with many clustered blockers and scatterers and where models
such as [20, 21] can be readily adopted. However, [21] does not con-
sider mobility while [20] supports only pedestrian mobility and is
reported to have excessive number of clusters and sub-paths that is
unsupported by measurement [22].
In this work, however, we motivate the use of mmWave massive
MIMO for Gbps vehicular communication. Here, the mmWave mas-
sive MIMO access points (APs) are mounted on street lampposts
spaced at very short intervals, typically 20 m for dense road side unit
(RSU) deployment [5]. We then characterize the mmWave vehicu-
lar channel and compare its performance with the DSRC and LTE-A
(sub-6 GHz) vehicular channel. To the authors’ best knowledge, this
work is the first to characterize this future ITS scenario using 5G NR
C-V2I. We note in advance that we focus on the downlink (i.e., I2V)
set-up in this work. However, we use V2I throughout this article in
order to conform to the V2X convention for the sake of consistency.
The remainder of this paper is organized as follows. In Section
2, we present the system model and describe the network lay-
out, channel model, antenna configurations and precoding technique
employed. In Section 3, we provide the evaluation metrics and
parameters used for performance assessment. Results and discus-
sions follow in Section 4, while the conclusion and future research
direction are presented in Section 5.
2 System Model
In this section, we present the network layout, antenna and channel
models as well as the precoding technique employed.
2.1 Network Deployment
We show in Fig. 1 the system layout for a downlink C-V2I. We
consider a dr = 500 m-long section of the road in an urban micro-
cellular (UMi) environment. Stationary APs are mounted at height
hTX = 5 m on street lampposts with a density of ΩTX = 50
BS/km. This corresponds to 25 evenly-spaced APs for the consid-
ered distance. The vehicles traverse the route at a speed of vRX =
36 km/h = 10 m/s, and have roof-mount antennas with height
hRX = 1.5 m above the reference ground level.
Further to the described layout, we assume that the APs are con-
nected by high rate backhaul links. Downlink connectivity is by
LOS with the roof-top positioning of vehicle antennas. Therefore,
the relatively high position of the APs (compared to a V2V scenario)
ensures good link [23]. Also, the three-dimensional (3D) separation
distance d3D between the vehicle (RX) and its serving AP (TX) at
Fig. 1: Network deployment layout
each time instant of the considered scenario gives a line of sight
(LOS) probability PLOS ≈ 1, according to (1) [24].
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[
min
(
27
d
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)
+ e−
d
71
]2
(1)
As a result, V2I communication in this scenario is by LOS. It
should be noted that LOS here does not mean pure LOS as there
is still sparse blockage and scattering effects from pedestrians, trees
and road signs.
2.2 Channel Model
We consider a clustered 3D statistical spatial channel model (SSCM)
for the considered V2I channel. The effective (omnidirectional) path
loss PLeff , which combines the path loss (PL) and the shadow
fading (SF ), is given by (2) and (3).
PLeff = PL+ SF (2)
PLeff = 20 log10
(
4pifc
c
)
+ 10n¯ log10 (d3D) +X(0, σ) (3)
where n¯ is the path loss exponent (PLE) andX is the log-normal ran-
dom SF variable with zero mean and σ standard deviation [24, 25].
We note that blockage is modelled inherently in (3) as it matches the
blockage-dependent PL model (4) in [24] when there is randi(0,1)
number of blockers at each time instant. This appropriately models
the LOS and sparse blockage regime of the considered scenario.
PL = 10κ log10 (d3D) + Υ + 15
(
d3D
1000
)
(4)
where κ and Υ are parameters determined by the number of blockers
(see [5], Table 7.2).
The fast-fading double-directional channel impulse response
(CIR) hdir withNcl clusters andNsp subpaths/rays/multipath com-
ponent (MPC) per cluster for each transmission link is given by (5)
(at the top of next page). The PRX,c,s), ϕc,s and τc,s in (5) denote
the received power magnitude, phase and propagation time delay of
the cluster-subpath combinations, respectively. The parameter t is
time while φ and θ represent the angle offsets from the boresight
direction for the azimuth and elevation, respectively. For each ray,
φc,s and θc,s are the azimuth angle of departure (AAoD) and ele-
vation angle of departure (EAoD) at the AP, and azimuth angle of
arrival (AAoA) and elevation angle of arrival (EAoA) for the vehi-
cle, as the case may be. Also, GTX and GRX are the transmit and
receive antenna gains modelled as in (6) and (7) [24, 25].
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hdir(t, φ, θ) =
Ncl∑
c=1
Nsp,c∑
s=1
PRX,c,s · ejϕc,s · δ(t− τc,s) ·GTX(φ− φc,s, θ − θc,s) ·GRX(φ− φc,s, θ − θs,t) (5)
H =
NRXNTX∑Ncl
c=1Nsp,c
·
Ncl∑
c=1
Nsp,c∑
s=1
√
PLc,s(dc,s) · e
j2pi
(
fcτc,s+
vRX cos(φc,s)
λ 4t
)
· aRX
(
φRXc,s
)
aHTX
(
φTXc,s
)
(11)
aRX
(
φRXc,s
)
=
1√
NRX
ej 2piλ dRX(nr−1) sin(φRXc,s )
 , ∀nr = 1, 2, ..., NRX (12)
aTX
(
φTXc,s
)
=
1√
NTX
ej 2piλ dTX(nt−1) sin(φTXc,s )
 , ∀nt = 1, 2, ..., NTX (13)
τRMS =
√√√√∑Nclc=1∑Nsp,cs=1 τ2c,sPRX,c,s∑Ncl
c=1
∑Nsp,c
s=1 PRX,c,s
−
(∑Ncl
c=1
∑Nsp,c
s=1 τc,sPRX,c,s∑Ncl
c=1
∑Nsp,c
s=1 PRX,c,s
)2
(14)
G(φ, θ) = max
(
G0e
αφ2+βθ2 ,
G0
100
)
(6)
α =
4 ln(2)
φ23dB
, β =
4 ln(2)
θ23dB
, G0 =
41253ξ
φ23dBθ
2
3dB
(7)
where G0 is the maximum directive boresight gain, ξ is the average
antenna efficiency, φ3dB and θ3dB are the azimuth and elevation
half-power beamwidths (HPBW), respectively. The variables α and
β are evaluated using (7).
It should be noted that due to the high vehicular mobility (rela-
tive to static and pedestrian cases), the channel becomes time-variant
(i.e., the channel coherence time becomes smaller than the obser-
vation window). The resulting phase ϕc,s, given by (8)-(10), is
now composed of the distance-dependent phase change Θc,s and
the velocity-induced Doppler shift ϑD(c,s) (caused by the Doppler
frequency due to the relative motion between the TX and RX) .
ϕc,s = Θc,s + ϑD(c,s) (8)
ϕc,s = 2pi
(
fcτc,s + fD(c,s) 4 t
)
(9)
ϕc,s = 2pi
(
fcτc,s +
vRX cos (φc,s)
λ
4 t
)
(10)
where fD(c,s) is the Doppler frequency which is positive when the
vehicle is moving towards the AP and negative when moving away
from it [26, 27].
2.3 Antenna Model and Precoding
The APs and vehicles are equipped with massive MIMO arrays
with NTX and NRX antenna elements, respectively. We consider
uniform linear arrays (ULAs) with inter-element spacing dTX =
dRX = λ/2, where λ = c/fc is the wavelength (c = 3× 108 m/s
is the speed of light and fc is the carrier frequency). For massive
MIMO, the CIR hdir(t, φ, θ) in (5)-(10) is extended to the channel
matrix H(NRX ×NTX) in (11), where aRX and aTX are the RX
and TX array response (or steering) vectors for ULA given by (12)
and (13), respectively [8] (see top of page for (11)-(13)).
DSRC and LTE-A use limited numbers of antenna elements.
Typical MIMO configurations are 2× 2, 2× 4, 4× 4 and 2× 8
for NRX ×NTX . On the other hand, mmWave massive MIMO
arrays employ large number of antenna elements. At 70 GHz, for
example, the arrays can go up to 64× 1024 (with typical configu-
rations being 16× 64, 16× 128 and 32× 256 for NRX ×NTX )
according to the 3GPP. The maximum number of radio frequency
(RF) chains or number of streams at the RX and TX at such fre-
quency are 8 and 32, respectively [8, 9, 11, 28]. The large arrays
offer amazing opportunities to beamform highly-directive beams
(through analogue beamforming) or multiplex multiple streams (via
digital and hybrid precoding) for high data rates. Many studies
advocate for hybrid precoding for mmWave massive MIMO for its
balanced trade-off between spectral efficiency (SE) and energy effi-
ciency (SE), relative to the power-exhaustive digital precoding and
the low-rate analogue beamforming [8, 25, 29].
We note that the APs and vehicles in the considered vehicular
scenario are not power constrained (due to the seemingly unlimited
energy from the lamppost and vehicle battery, respectively. However,
we employ analogue beamforming for two reasons. First, the short
TX-RX separation distance, LOS propagation [25] and high level
of antenna correlation due to single-user (SU) MIMO and sparse
scattering [30] potentially guarantees near-optimal performance with
analogue beamforming. Second, single-stream beamforming ensures
a fair comparison of performance of the mmWave massive MIMO
with the DSRC and LTE-A that use modest number of antennas.
3 Performance Metrics
To compare the performance of DSRC and LTE-A with the mmWave
massive MIMO advocated in this work, we characterize the vehic-
ular channel using PL, root-mean-square delay spread (τRMS),
Rician K-factor (KF), number of clusters, number of resolvable
MPCs/rays/subpaths, power delay profile (PDP), channel rank, chan-
nel condition number and data rate (R). For the analysis, PL is
evaluated using (3) in subsection 2.2 while the RMS delay spread
τRMS is evaluated using (14) [31] (shown on top of page). The
Rician KF is evaluated using (15) [32].
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Table 1 Key Simulation Parameters
Parameter DSRC LTE-A mmWave
fc (GHz) 5.9 2.6 73
BW (MHz) 10 20 396
NTX 2 4 64
NRX 2 4 16
φTX3dB 65
◦ 65◦ 10◦
φRX3dB 65
◦ 65◦ 10◦
KF =
PRX,c=1,s=1(∑Ncl
c=1
∑Nsp,c
s=1 PRX,c,s
)
− PRX,c=1,s=1
(15)
where the numerator in (15) is the LOS component (PLOS) and the
denominator is the sum of all NLOS components (
∑
PNLOS).
The number of clusters (Ncl) and subpaths per cluster (Nsp,c)
are randomly generated as uniform discrete distributions. The clus-
ter (and subpaths) powers, delays and phases follow lognormal,
exponential and uniform (0, 2pi) distributions, respectively [24]. The
channel rank gives the measure of how many data streams can
be multiplexed while the channel condition number is an indica-
tor for the quality of the wireless channel [21]. The transceivers
use NRFTX = N
RF
RX = 1 RF chain for the analogue beamforming
processing considered. The precoding and combining matrices thus
reduce to vectors f ∈ CNTX×1 and w ∈ CNRX×1, respectively.
The channel matrix H(NRX ×NTX) used in this work as stated
in Table 1, is 2× 2, 4× 4 and 16× 64, for DSRC, LTE-A and
mmWave, respectively. The received signal, y, is then given by (16).
y =
√
ρw∗Hfs+w∗n (16)
where ρ is the average received power, n = No ·BW ·NF is the
noise (No is the noise power spectral density, BW is bandwidth and
NF is the noise figure). The achievable data rate/throughput is given
by (17).
R = BW · log2
(
1 + ρR−1n w∗Hf × f∗Hw
)
(17)
where Rn = σ2nw∗w is the noise covariance after combining and
(·)∗ denote the conjugate transpose operator.
4 Simulation Results
In this section, we present the simulation results for the three consid-
ered technologies using the metrics outlined in Section 3. We simu-
late for 50,000 transmission time intervals (TTIs) and average results
over 100 channel realizations. For fair comparison, we set NF = 6
dB, No = −174 dBm/Hz, transmit power (PTX = 30) dBm and
PLE n¯ = 2 for all three systems. The technology-dependent key
simulation parameters are given in Table 1.
4.1 Path Loss
The cumulative distribution functions (CDFs) of the omnidirectional
effective path loss PLeff (i.e., PL + SF) results for the three tech-
nologies are shown in Fig. 2. As can be deduced from (3), PLeff
expectedly increases with increasing fc. Hence, the mmWave sys-
tem at 73 GHz exhibits a penalty of up to 30 dB of omnidirectional
PL, compared to the sub-6 GHz DSRC and LTE-A at 5.9 GHz and
2.6 GHz, respectively. However, the mmWave system compensates
for its high PL with large beamforming gains from the highly-
directive antenna arrays in order to bring the received powers to
levels comparable to or even higher than those of sub-6 GHz systems
[5, 30].
In Fig. 3, we show the PL variations as a function of the distance
travelled for one AP-vehicle connection time for the three systems,
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Fig. 2: CDFs of path loss for the three technologies
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Fig. 3: Path loss variation for the coverage area of one AP
with and without spatial consistency. Similarly, the PL variations as
a function of the distance for the entire 500 m route is shown in Fig.
4. It should be noted that the results Fig. 4 are periodic in nature due
to inter-AP handovers as the vehicle moves towards and away from
the coverage area of each of the densely deployed APs.
As shown in the Figs. 3 and 4, PL variation is random without spa-
tial consistency, due to the impact of SF. With spatial consistency, the
variation is more uniform and systematic. We note that it is impor-
tant for channel models to incorporate spatial consistency where the
channel parameters vary in a realistic and continuous manner as a
function of position, and by which closely-placed users have sim-
ilar channel characteristics as against randomized values [33, 34].
We, however, note that large-scale parameters (LSPs) such as SF
(and as consequence PLeff ) vary more slowly than the fast-fading
small-scale parameters (SSPs).
The spatial consistency phenomenon leads to three time scales:
channel correlation time (Tc) for LSPs, channel update time (Tu)
for SSPs, and then the data transmission time (Tt) for scheduling.
The three time scales are related by (18).
Tc = χ · Tu = χ · ε · Tt (18)
where χ and ε are integer values. We note further that Tt is standard-
ized as 1 ms for 4G and 5G systems. However, it is more realistic for
channel-aware schedulers to employ Tu that is used for updating the
fast-fading channel parameters as the basis for scheduling. Inspired
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Fig. 4: Path loss variation for the entire route
by [2, 14, 20, 33], we adopt 0.1 m and 1 m as the update and cor-
relation distances, respectively. At vRX = 10 m/s (employed in this
work), this corresponds to χ = 10 and ε = 10. Therefore, Tu = 10
TTIs = 10 ms and Tc = 100 TTIs = 100 ms.
4.2 Number of Clusters and Sub-paths
The CDFs for the number of clusters and MPCs are shown in Figs. 5
and 6, respectively. Fig. 5 shows that for the considered scenario, the
mmWave system has two clusters on the average while the DSRC
and LTE-A systems have between 3 and 4 clusters on the average.
Similarly, as shown in Fig. 6, the mmWave system has 6 subpaths
while DSRC and LTE-A both have 24 subpaths, for the 50% CDF
points. On the maximum, the number of subpaths/rays are 9, 40 and
42 for mmWave, LTE-A and DSRC, respectively.
Fig. 6 shows that the mmWave system has limited number of
resolvable MPCs compared to the sub-6 GHz propagation. This out-
come buttresses the sparse nature of mmWave systems [25]. We note
that for longer link distances, the number of clusters and rays will
likely increase as more scatterers will likely be encountered.
4.3 Power Delay Profile
In Figs. 7 and 8, we show two snapshots of the PDPs for the three
systems considered. PDPs show the distribution of the received sig-
nal powers of the MPCs with their corresponding time delays. PDPs
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Fig. 5: CDFs for the number of clusters
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are also used to characterize the channel with respect to the delay
spread and coherence bandwidth [31]. From Figs. 7 and 8, it can
be observed that mmWave has lower number of clusters and overall
number of rays when compared to the sub-6 GHz DSRC and LTE-A
(as earlier shown in Figs.5 and 6).
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Fig. 9: CDF of K-Factor for the three systems
4.4 Rician K-Factor
The Rician K-Factor (KF) statistics is a measure of the ratio of LOS-
to-NLOS strength and its value affects the performance of MIMO
systems significantly [32]. The presence of LOS component trans-
lates to stronger propagation and larger signal to noise ratio (SNR)
[22]. Fig. 9 shows the K-Factor CDFs evaluated using (15). It can
be readily seen that mmWave has higher KF values than DSRC and
LTE-A. This indicates larger LOS strength and higher directivity.
Fig. 9 also shows that the powers of NLOS components domi-
nate only about 20% of time (at 0.2 CDF points) where the K-Factor
is less than 0 dB while for the remaining 80%, LOS component
dominates. It can also be observed that the curves do not reach the
100% CDF points. The gaps indicate the percentage of pure LOS
where only the LOS component is present (i.e., KF =∞ when∑
PNLOS = 0). Fig. 8 shows that mmWave has higher percent-
age of pure LOS than the DSRC and LTE-A as can be seen at the
saturation points of the CDF curves.
4.5 Root-Mean-Square Delay Spread
The root-mean-square delay spread τRMS is a measure of the delay
dispersion of the channel. It is evaluated using (14). It is also related
to the channel coherence bandwidth Bc which characterizes the fre-
quency selectivity of the channel. If Bc  BW (as is the case in
wideband systems like mmWave), the channel will be frequency-
selective thereby leading to inter-symbol interference (ISI). To com-
bat this, orthogonal frequency division multiplexing (OFDM) is
employed in 4G and 5G systems to convert the frequency-selective
wideband channels to flat-fading channels. The relationship between
τRMS and Bc is given by (19).
Bc ≈ 1
2piτRMS
(19)
The CDFs for the τRMS for the three systems are shown in
Fig. 10. The mmWave system has lower τRMS due to its narrower
beams. According to [5, 14], highly-directive narrow beams can
reduce both the delay and Doppler spreads and increase the coher-
ence time in mmWave channels. This resulting outcome lessens the
severity of the impact of Doppler spread. More so, the values from
the τRMS CDFs in Fig. 10 when plugged into (19) gives Bc within
the range [7, 160] MHz which are far higher than the 156.25 kHz
[35], 180 kHz [36, 37] and 1.44 MHz [38] for one OFDM resource
block (RB) for DSRC, LTE-A and mmWave (5G NR), respectively.
Similarly, the values of τRMS which fall within the range [1, 22] ns
in Fig. 10 are far lesser than the OFDM cyclic prefix (CP) duration
of 1.6 µs [35], 5.2 µs [36] and 4.4 µs / 0.57 µs [38] for the DSRC,
LTE-A and mmWave (5G NR) standards, respectively. Therefore,
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ISI is no problem with OFDM as the CP duration is larger than the
delay spread.
4.6 Channel Rank and Condition Number
The rank of a channel matrix determines how many data streams
can be sent across the channel. A full rank channel, for example,
has rank = min(NRX , NTX). While the channel rank is a pointer
to the quantitative multiplexing capacity of the channel, it does not
indicate the relative strength of the streams. On the other hand, the
condition number (CN ) is the qualitative measure of the MIMO
channel. Using the singular values of the channel matrix, CN indi-
cates the ratio of the maximum to minimum singular values resulting
from the singular value decomposition (SVD) of the channel matrix.
A channel with CN = 0 dB has full rank and thus has equal gains
across the channel eigenmodes. With 0 < CN ≤ 20 dB, the chan-
nel is rank-deficient with comparable gains across the eigenmodes
while CN > 20 dB shows that the minimum singular value is close
to zero [21].
In Figs. 11 and 12, we show the variations of channel rank and
condition number, respectively, with the indicated MIMO configu-
rations. Connecting Figs. 11 and 12, DSRC with rank 2 has 0 <
CN ≤ 40 dB. With the relative variation around 20 dB, the channel
strengths of the two eigenvalues are comparable. Thus, two streams
can be multiplexed over the channel. Optimal performance can be
achieved if water-filling algorithm is employed to allocate power to
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Fig. 12: Channel Condition Number
each of the two streams based on its relative strength. For LTE-A
with 4× 4 channel, the rank varies between 3 and 4 while the CN
is typically higher than 20 dB. This indicates that the number of
streams to transmit should not be more than the channel rank for
good performance.
Similarly, the mmWave massive MIMO system with 16× 64
antenna configuration has rapid fluctuations in rank between 3 and
7 as shown in Fig. 11. However, its extremely high condition num-
ber (i.e., CN > 160 dB) as shown in Fig. 12 suggests that there are
relatively few dominant eigenmodes, far less than 16 (according to
rank = min (NRX , NTX)). This results from the high correlation
of the tightly-spaced antennas at mmWave, as antenna spacing at 73
GHz mmWave is more than 12× and 24× smaller than at 5. 9 GHz
DSRC and 2.6 GHz LTE-A, respectively. This outcome reveals the
rank deficiency of mmWave SU-MIMO where single-stream beam-
forming or precoding with just a few streams per user (depending on
the channel rank) gives better performance than precoding with very
many streams per user.
4.7 Data Rate
The data rate CDFs of the three systems are shown in Fig. 13. The
performance is based on their respective baseline values according
to the operating standards. While a direct comparison is unrealis-
tic as we employed different configurations (i.e., with respect to
antenna, bandwidth, etc) for the three systems, the results in Fig.
13 motivates the use mmWave massive MIMO for Gbps vehicular
communication, particularly for 5G NR C-V2I investigated in this
work.
The data rates in Fig. 13 results from using BW of 10, 20 and
396 MHz for DSRC [35], LTE-A [36] and mmWave [38], respec-
tively (see Table 1 in Section 3). It is instructive to note that all
the three systems employed single-stream beamforming. The rate is
evaluated using (17) and consistently shows the mmWave massive
MIMO system achieving multi-Gbps rates, compared to the DSRC
and LTE-A (both with less than 500 Mbps). It is instructive to note
that the data rates for DSRC and LTE-A shown in Fig. 13 are higher
than the values reported in the literature where longer link distance
and multi-user MIMO scenarios are typically employed.
5 Conclusion
In this paper, we have characterized the vehicular channel for C-
V2I communication where the infrastructure are APs mount on
street lampposts in urban street environment. Using diverse chan-
nel metrics, we compared the channel statistics of C-V2I using
mmWave massive MIMO with that of legacy DSRC and LTE-A sys-
tems. With modest system configurations, we showed that mmWave
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MIMO system can enable Gbps data rates for infrastructure-to-
vehicle communication in order to support the anticipated explosive
rate demands of future ITS or NGVNs. Our direction for future work
is to extend this work to the C-V2V scenario (for dual mobility) and
the multi-user massive MIMO use case.
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