ABSTRACT To effectively represent facial features in complex environments, a face recognition method based on dense grid histograms of oriented gradients (HOG) is proposed. First, the face image is divided by numerous dense grids from which the HOG features are extracted. Then, all the grid HOG feature vectors are composed to realize the feature expression of the whole face, and the nearest neighbor classifier is used for recognition. In the FERET face database with complex changes in illumination, time, and environment, we test the gamma illumination correction, the spatial gradient direction, the size of the block, the standardization, and the face image resolution to find and analyze the optimal HOG parameters for face recognition. Finally, we compare our dense grid HOG with the two famous local facial feature extraction methods: the Gabor wavelet and the local binary pattern (LBP) on face recognition. The experimental results show that the dense grid HOG method is more suitable for the variations in time and environment. The feature extraction times of the dense grid HOG and LBP are similar. However, the dense grid HOG method uses fewer dimensions to obtain a better recognition rate than the LBP. Moreover, the dense grid HOG feature extraction time greatly outperforms the Gabor wavelet feature.
I. INTRODUCTION
Biometrics was introduced at the end of the nineteenth century, and its real development was in the twentieth century. After the 1990s, it entered a period of rapid development. There have been many classic algorithms, such as Eigenfaces [1] , [2] , Fisherfaces [3] , EBGM [4] and so on. Later, after the year 2000, due to the emergence of a large number of face databases (such as CAS-PEAL [5] and FERET [6] ), researchers were forced to detect whether their algorithms were effective or not so that the face recognition algorithm achieved a very high recognition effect in the ideal case. However, larger poses, light changes and other uncontrollable factors still need further study.
Existing methods include the principal component analysis (PCA [2] ) method based on the subspace, linear discriminant analysis (LDA [7] ) (later known as Fisher's linear discriminant analysis (FLD [3] )), independent component analysis (ICA [8] ), the Bayesian method [9] and their improved algorithms. These algorithms attempt to extract a linear subspace from the training set, while other images can be projected through the linear subspace. Among them, the PCA face recognition method is also called the Eigenfaces [10] method. To solve the small sample problem of the LDA algorithm in face recognition, a PCA+LDA algorithm is proposed. It first reduces the dimension of highdimensional facial data and then uses the standard LDA linear discriminant analysis. This method is called Fisherfaces [3] . Eigenface and Fisherfaces are used as the benchmark algorithms for face recognition. They are used as the evaluation criteria in the face recognition evaluation system [11] of Florida State University, which greatly promoted the development of face recognition.
The elastic bunch graph matching (EBGM) [4] algorithm first selects the key points on the face (landmarks). It then extracts the Gabor features of the key points, and the Gabor feature of each of the key points is called a jet. The jet information corresponding to the key points is used in the identification. This method compares the similarity of different local features. Similarly, the elastic bunch graph matching algorithm also takes advantage of the global geometric topology information to perform the recognition results, which makes the recognition performance better. The elastic bunch graph matching algorithm achieved very good recognition results in the FERET test in 1997. Gabor features are an outstanding recognized method to describe local characteristics, and other methods that use Gabor features for face recognition include the Gabor-Fisher classifier (GFC) [12] , Peng et al.'s [13] application of AdaBoost to select Gabor features for face recognition, Zhang et al. 's LGBPHS [14] , and Tan's and Triggs's fusion Gabor and LBP features [15] .
The local binary pattern (LBP) face recognition method is a texture descriptor that is robust to illumination and has rotation invariance for the texture problem proposed by Ojala and Harwood [16] and then by Ahonen et al. [17] , [18] for face recognition. First, the face is divided into different areas, and the LBP operator is used to describe the face of each subregion. A histogram with the same LBP value is calculated in the region, and then the histogram of sequences in all areas is taken together as the whole facial representation. Because of the region segmentation, the facial comparison is based on local comparisons between blocks, which belong to local face recognition. The experiments show that the LBP operator can effectively describe facial features and reduce the influence of illumination and local expressions.
Another face recognition method is based on the scale invariant feature transform (SIFT) operator. The SIFT algorithm is an image local feature descriptor based on scale space. It maintains invariance to image scale, rotation and even affine transformation. In 2004, Lowe summarized the existing methods based on invariant technology for feature detection and proposed the SIFT method. Because of its excellent performance, it is used in face recognition. Bicego et al. [19] analyzed the performance of the SIFT operator in face recognition. Geng and Jiang [20] proposed improvements to the KPSIFT and PDSIFT, and used them in face recognition.
Following the successful application of the SIFT operator, researchers that have studied the SIFT have done much work in the early stages, such as detected the features in scale spaces, identified key points, determined the main direction of key points, and finally used the statistical gradient direction histogram of the key points in adjacent areas to express the key point. To simplify the calculation, Dalal and Triggs [21] realized that the SIFT algorithm in the last step of the statistical gradient direction histogram descriptor is a good descriptor. Therefore, they applied this descriptor to pedestrian detection and called it the histograms of oriented gradients (HOG). They inversely extracted HOG features from the grid and used the SVM as a classifier to get good results in pedestrian detection. Later, there were many methods for pedestrian detection using HOG, such as Perdersoli et al. [22] . Wang and Lien [23] used the boosting algorithm for HOG feature pedestrian detection.
In view of the success of HOG feature descriptors, researchers have started applying it to other pattern recognition applications, such as face recognition. In 2008, Monzo et al. [24] drew on the success of the Gabor waveletbased EBGM (Gabor-EBGM) in face recognition. They use the HOG features in the EBGM algorithm instead of using the Gabor wavelet to extract local features, which is called the HOG-EBGM algorithm. Their experiments prove that the HOG-EBGM has better performance than the Gabor-EBGM. In 2011, Deniz et al. [25] adopted the idea that extracted HOG features on the grid. Then, they concurrently used the LDA algorithm to reduce the dimensions and used different sizes of patches to fuse the recognition results. The results for the recognition rate are better than those for the HOG-EBGM method. Moreover, they proved that the speed of extracting the HOG features based on a grid is not slower than that based on the critical point algorithm. Especially in the case of larger patches, the speed of HOG feature extraction based on the grid is faster than that of the HOG-EBGM algorithm.
The most common methods are the Gabor wavelet transform and the local two value model (LBP) that can be used for the image local feature extraction method for face recognition. Many experiments show that Gabor features show excellent performance in face recognition, especially the elastic template matching EBGM and GFC methods. Furthermore, the LBP also has provided many research results for face detection, facial expression recognition, and face recognition [17] , [18] . However, in recent years, SIFT has performed well in feature point matching and has been successfully applied to target recognition, image stitching, 3D modeling, and face recognition [19] , [20] . The reason for the good performance of SIFT is that it has a powerful feature descriptor HOG. HOG was named by Dalal and Triggs [21] in 2005 for pedestrian identification. Later, a large number of HOG descriptors were used for pedestrian identification. In view of the success of HOG in pedestrian recognition, HOG has also been successfully applied to face recognition. However, Deniz [25] does not make a detailed analysis of the influence of HOG parameters on the performance of face recognition but rather makes a comparison with other local feature extraction methods.
In view of the above discussion, so far, Deniz et al. [25] did not make a detailed analysis of the dense grid HOG descriptor parameters in face recognition. They used the PCA and LDA to further reduce the dimensional feature space. However, this may cause information loss. Thus, we designed a native dense grid-based HOG face recognition method that uses the original dense grid HOG feature for facial similarity measurements. According to the method of HOG descriptors in pedestrian detection [21] , we make a more comprehensive analysis of the face recognition method based on the HOG descriptor. Alternatively, the two most popular local feature extraction methods for face recognition are the Gabor wavelet and the LBP descriptor introduced in this paper. We compare VOLUME 6, 2018 them to our dense grid HOG face recognition. We found that our dense grid HOG yields better recognition results than the LBP feature when using similar dimensions of local features. Furthermore, it runs much faster than the Gabor waveletbased face recognition.
II. OVERVIEW OF TWO COMMON FEATURE-BASED FACE RECOGNITION METHODS

A. FACE RECOGNITION METHOD BASED ON THE GABOR WAVELET 1) GABOR FEATURE EXTRACTION
The Gabor wavelet [26] is one of the most popular feature description methods, and it is also one of the mainstream methods of facial descriptions. Gabor wavelets can well simulate mammalian visual neurons and capture salient visual features. The Gabor wavelet can extract spatial and frequency-domain information from multiple scales and multiple directions, which can enlarge the difference between classes.
The function of the two-dimensional Gabor wavelet filter can be expressed in the following form:
where z = (x, y). · represents vector norm operation.
where k max is the maximum sampling frequency and k max = π/2 is the sampling step in the frequency domain that usually has a value of √ 2. Parameter σ determines the size and the wavelength ratio of the Gauss filter window.
Let v and µ represent the scale and direction of the Gabor filter respectively. It usually has 5 scalesν ∈ {0, . . . , 4} and 8 directions µ ∈ {0, . . . , 7}, as shown in Figure 1 . Let I (x, y) represent the pixel distribution of face images. Then, the convolution between I (x, y) and Gabor filter ψ µ,ν (z) is the Gabor feature representation of the human face,
where * represents convolution operation, O µ,ν (z) is the convolution I (x, y) and the Gabor kernel function is ψ µ,ν (z). A multiresolution and multidirectional Gabor filter decomposition representation is obtained through the convolution of 40 Gabor kernels consisting of 5 scales and 8 directions.
The result of the convolution consists of two parts, the real part and the imaginary part. However, we usually use the corresponding amplitude of the convolution as the facial representation, which is shown in Figure 2 . 
2) GABOR WAVELET FACE RECOGNITION METHOD
There are many methods of face recognition based on the Gabor. The elastic graph matching (EBGM) and the GFC method are the famous. The EBGM algorithm has been briefly introduced, and the GFC method was proposed by Liu in 2002 [12] . They will extract the Gabor features of face images. Because the dimension of Gabor features is very high, the Gabor features will have 4 × 4 grid uniform sampling. Then, the enhanced discriminant analysis (EFM) method is used to extract discriminant features and dimensionality reduction is concurrently realized. Finally, the Euclidean distance or cosine distance is used to measure the similarity, and the k nearest neighbor classifier is used to recognize the human face.
In the following experiments, in order to compare the results with other local features such as the LBP and HOG, we simply refer to the GFC method used in paper [12] . That is, we first use the PCA for dimension reduction and then use the LDA for discriminant analysis.
B. FACE RECOGNITION METHOD BASED ON LBP 1) LBP OPERATOR
The LBP of the local texture feature extraction method based on the local binary model is an effective non-parametric method for local image texture descriptions. It uses the structure method to analyze the features of fixed windows and then uses the statistical method to extract the features. It is simple in calculation and can capture small detailed features in the image. It can also extract the local neighborhood relationship model that is more favorable for classification. The LBP has been successfully applied to many machine vision recognition tasks, including face recognition. In recent years, researchers have successfully applied it as a facial feature representation method for face recognition and achieved remarkable results. The LBP operator was originally designed for image texture feature extraction. Each pixel of the image is calculated by binary values according to the gray value of the central pixel of its 3 × 3 neighborhood pixel:
where f c is the gray value of the central pixel and f p is the sampling point of the neighborhood pixels of the center pixel. Then, each sampling point in the neighborhood is assigned 8 neighborhood sampling points according to different weight coefficients 2 p . Finally, the values are added together to obtain the LBP value of the center point f c . Figure 3 shows the feature extraction process of the LBP operator. A drawback is that the original LBP operator cannot capture larger scale texture structures. To solve this problem, the LBP operator is used to extract the features at different scales using (P, R) as the nearest neighbor region representing the central point. That is, there are P sampling points around the circle with a center of distance of R. By changing the number of P and the distance of R, we can change the scale of feature extraction.
In object recognition applications such as face recognition, LBP usually uses consistent patterns of texture descriptions. This pattern allows for only 0 or 1 jumps in binary encoding up to two times. For example, 00000000 (0 jumps), 01110000 (two jumps), and 11001111 (two jumps) are the uniform patterns, while 11001001 (4 jumps) and 01010011 (6 jumps) are not the uniform patterns. The experiments by Ojala and Harwood [16] showed that uniform patterns can represent most of the texture information and have strong classification performance. LBP u2 P,R is usually used to represent the LBP operators of uniform patterns, where u2 expresses the uniform patterns and (P, R) expresses the neighborhood structure.
2) APPLICATION OF LBP IN FACE RECOGNITION
In recent years, increasingly more face recognition methods have been proposed based on the LBP operator [14] , [17] , [18] . These methods have shown that it is more important to preserve the information in the local space of the human face. As shown in Figure 4 , first, the LBP-based face recognition usually divides the human face into several regions. Then, the LBP features are extracted from each region window, and the LBP histogram of each region is computed. Finally, the histogram of all regions is connected to the final human facial representation. For example, the faces in figure 5 are divided into m regions R 0 , . . . , R m−1 , the LBP features are extracted from each region, and different patterns are used to produce different histogram vector dimensions. The LBP operator produces a n = 2 8 = 256 dimension histogram vector when P = 8. To reduce the dimensionality and generate robustness, the consistent pattern LBP u2 P,R is used to represent the human face. The neighborhood structure of P = 8 and R = 1 is often used. According to the definition of the consistent pattern, the histogram length of each region is n = 59 dimensions. When all regions are connected, the entire human face is represented. The face size is a n × m matrix. Finally, we can use different distance measures to obtain different facial feature vectors.
(1) Histogram intersection operation:
(2) Log likelihood statistics:
(3) Chi square statistics:
Since the face image is divided into several regions, the research shows that the face has different discriminative abilities in different regions. For example, eyes are more important than other parts in face recognition. Therefore, giving different weights to different regions in the facial area will lead to better recognition results. The weighted chi square statistical distance is as follows:
where w j is the weight of the j region. Two faces are represented by the LBP histogram vectors S, M . In this paper, we will use the chi square statistic without weight from Eq. (6) to measure the similarities of human faces.
III. HOG FACE RECOGNITION METHOD BASED ON DENSE GRID A. FACE RECOGNITION METHOD BASED ON HOG
The HOG feature descriptor comes from the last step of Lowe's scale invariant feature transformation of the SIFT algorithm. However, because of its effective expressive power, it has received widespread attention and has become an important application is that it is used as a feature descriptor in pedestrian detection. HOG descriptors and LBP operators have some similarities. They both belong to the differential mode information extraction method, and both reduce the influence of the gray changes due to the linear illumination changes. The SIFT algorithm performs well in scene matching, objection detection, face recognition, and more. Because of its invariance to rotation and translation and scale scaling, it has a high tolerance to brightness changes, noise, view transformations and affine transformations.
The SIFT algorithm steps are mainly divided into three parts:
(1) Scale space key point detection.
(2) Assign orientation values to feature points (orientation assignment). (3) SIFT feature descriptor (key point descriptor). The first step is to find key points in different scale spaces. These key points are independent of scale. Through the Gaussian kernel function of different scale factors, the original image produces a series of smooth filtered images. Each of the two adjacent filtered images is subtracted to compute differential Gaussian images. In the multiscale Gaussian difference image, the key points are calculated according to the 26 neighborhoods of each pixel, and the points of low contrast and edges are filtered out. The second step is to compute the amplitude and direction of the gradient at the key point obtained in the first step in order to determine the main direction of the key point and obtain the rotation invariance property.
However, according to Albiol's research [27] , the first two steps of SIFT algorithms do not work very well in face recognition. This is especially true for the second step that seeks to realize rotation invariance through assigning main directions for key points. This is because most face recognition first detects the human face and accurately locates the face according to the positions of the eyes, and there is no large-scale change or rotation change. Therefore, in their HOG-EBGM algorithm, only using the key point feature descriptor (HOG) (which is the last step of SIFT algorithm) to replace the Gabor Jet in the original the EBGM will be called Gabor-EBGM for face recognition. Their experiments show that the HOG-EBGM has a better recognition rate than the Gabor-EBGM on the FERET face database.
Next, we analyze the third step of the SIFT algorithm, which is the feature description of the key points. Here, we use the HOG feature descriptor to describe a neighborhood centered on the key point. Take the 8 × 8 size window as an example. The computational steps are as follows:
(1) First, taking the key point as the center, the pixel neighborhood of 8×8 is taken as the sampling window, as shown in Figure 5 . (2) The sample window is then divided into 4 equal size blocks (called blocks or cell). Each block size is 4 × 4. The gradient direction and the gradient amplitude of each pixel on each small block are calculated by (8) and (9), as shown at the bottom of this page, where I (x, y) is the pixel value on the coordinate of the image by using animate (x, y), θ (x, y) is the gradient direction of the point, and m (x, y) is the amplitude value of the point. (3) Here, the gradient direction is assigned 8 bins according to the Gaussian weighted range of the blue circle in the left part of Figure 5 . An 8-dimensional gradient histogram representation of the small block is obtained by accumulating the magnitude of the gradient in the same gradient of all the points on the same block, and the other small blocks are analogous to each other. (4) After the 8-dimensional histograms of 4 blocks are found, they are linked to a 4 × 8 = 32 dimensional key point feature description. To obtain better matching performance, Lowe proposes to use a 16 × 16 sampling window at each key point to divide it into 16 small blocks of 4 × 4 pixels to describe and finally obtain the 128-dimensional SIFT feature description vector. To reduce the impact of illumination changes, they recommend the standardization of all features within the window.
At the same time, in order to further enhance robustness, Lowe also uses a threshold (Lowe recommended 0.2 [28] ) on the normalized feature vectors to suppress the influences of noise, nonlinear and illumination changes. That is, the greater than threshold values are truncated to the threshold value, and finally, a standardized operation is performed.
B. HOG FACE RECOGNITION METHOD BASED ON DENSE GRID
Since the SIFT feature descriptor has good expressive power, Albiol et al. used it for the HOG-EBGM algorithm. They also used the 4 × 4 = 16 cell pattern proposed by Lowe.
The difference is that each cell size of their HOG descriptor is 5 × 5 pixels and a sampling window has a total of 20 × 20 pixels, as shown in Figure 6 . Later, in the pedestrian recognition of Dalal and Triggs [21] , they differ from Lowe [28] and Albiol et al. [27] in the key points or HOG feature extraction in the neighborhood of landmarks. They use the original acquisition window block, and each block is also called a cell. In the whole image that has been divided into multiple grids, HOG features are intensively computed based on blocks and cells. The Dalal's and Triggs's [21] experiment showed that, for pedestrian recognition, when the cell size is 8 × 8, the block size is 16 × 16, and the block step is 8 pixels, the gradient direction that is divided into 9 bins in 0-180 degrees can obtain better recognition results.
Recently, Deniz et al. [25] used the HOG descriptor expressed in Dalal's and Triggs's papers [21] for face recognition. They propose to directly extract HOG features from the image grid and then use the PCA or LDA algorithm to reduce dimension on high-dimensional HOG feature vectors. Finally, they use the Euclidean distance or Mahalanobis distance to calculate similarity and realize face recognition.
They believe that the HOG-EBGM algorithm is very dependent on the location of landmarks. It has been proved by experiments that the method of extracting HOG features from the image mesh is more robust for face recognition.
Here, we introduce the HOG face recognition algorithm based on the dense grid. First, we explain some of the default parameter settings used by the algorithm.
(1) The face image size is 80 × 64, and all of them are grayscale images.
(2) There is no light preprocessing, such as gamma correction.
(3) The gradient calculation uses a simple centrosymmetric operator −1 0 1 without smoothing images; (4) The sample window block is 8 × 8 in size and divided into 4 cells of 4 × 4 pixels.
(5) The Gaussian weighted range is not calculated. (6) The initial directional angle is 0-180 degrees (unsigned) and is divided into 8 directional angles (bin).
(7) The block standardization method is L2-norm. (8) There is no overlap between blocks.
Here, we explain why we did not use the calculated Gaussian weighted range. The calculated Gaussian weighted range was proposed by Lowe and used in the study by Albiol et al. [27] . On the block, a Gaussian weighting range is added and weighted by different gradient values as the description of key points. The purpose of strengthening the amplitude weighting near the key point is to highlight the description of key points while reducing the impact caused by the positioning error of key points. Because our method extracts HOG features based on blocks, HOG extracts the entire face. There is no key point problem, even though some parts of the face are more important (such as the eyes, nose and so on). However, these areas are also regions, and the key points are evenly distributed. Therefore, it is better to use average weights to intensively extract HOG features intensively. Moreover, in the work of Dalal and Triggs [21] , the Gaussian weighted window has only approximately 1% performance improvements. Therefore, in our work, the average weight of each gradient in the block is taken as the average weight.
The specific steps of the algorithm are as follows:
(1) The face image is taken as the sampling window with 8×8 pixel neighborhood blocks. The blocks are spread all over the human face without overlap. In the experiment, we will test the effect of our proposed dense gridbased HOG feature face recognition. The 80 × 64 pixel face image is divided into 10 × 8 = 80 small block forms, as shown in Figure 7 . (2) In each block, the gradient direction and amplitude are calculated in the cell. Since HOG features are extracted from the whole face, in order to avoid the edge problem, the practical approach is to first obtain the gradient direction and amplitude of the whole face. Because our VOLUME 6, 2018 algorithm uses the central symmetric gradient operator −1 0 1 , the method of calculating the amplitude is the same as Eq. (9), and the calculation formula of the gradient direction is the same as Eq. (8) . (3) In each block, the histogram of the gradient direction is statistically graded according to the 4 × 4 pixel size, as shown in Figure 5 . Since the Gaussian weighted range is not computed, the magnitude of the same gradient in the cell is added to the sum of 1 weight. Then, the histogram of each cell in the block is connected to a vector. (4) Then, the histogram vectors in the block are normalized by the L2-norm. In the experiment, we use the following standardization methods to test the recognition performance: L2-norm:
L2-Hys: After the L2-norm, the maximum value is limited to the threshold (such as 0.2), and then the L2-norm is standardized again. L1-norm:
L1-sqrt:
where v represents a histogram vector within a block prior to normalization, v k represents the k − norm operation, and k = 1, 2.ε is a minimal constant to prevent the computation from getting infinity values. (5) Finally, all normalized histogram vectors form a n × m matrix for representing the facial HOG features, where n is the histogram vector dimension of the block and m is the number of blocks to be computed for the entire face. (6) For face recognition, we adopt the Euclidean distance measure similarity:
where u and v are HOG feature vectors of two faces. Then, the nearest neighbor classifier is used to recognize faces.
IV. EXPERIMENT AND ANALYSIS A. INTRODUCTION OF FACE DATABASE
The experimental content of this paper is mainly completed on the FERET face database [6] . The FERET project contains 14051 faces from 1993 to 1997. The data include different times, facial expressions, lighting, angles, and more. A total of 3365 frontal images that include more than 1000 people are widely used in face recognition research [29] . In the test standard mentioned in the paper by Phillips et al. [6] , these frontal images are classified into the gallery set and probe set. The gallery set is the known category of the face image set, while the probe set is used to recognize the unknown image set of the test. The gallery set includes fa, while the probe set includes fb, fc, dup1, and dup2. The fa and fb sets are images taken with the same camera in the same lighting environment. Fb has a slightly different facial expression and is taken a minute apart from fa. The fc set and the fa set are photographed within a similar time but use different cameras and were shot in different lighting environments. The dup1 set is a photograph taken at any point 1 minute to 1031 days after the shooting of the original set fa. The dup2 collection is a subset of the dup1 set, but the images in the dup2 collection are images taken at least 18 months after their original set. The sample images are shown in figure 8 . The FERET face database provides the training CD face set, which contains 3737 people's face images and there are 1002 frontal face images. In the FERET test standard, the images listed in the training CD can be used for training purposes.
B. GEOMETRIC NORMALIZATION AND PREPROCESSING METHODS
Because of some frontal face images in the FERET face database, the horizontal positions of both eyes are not necessarily horizontal. Therefore, before the normalization, the rotation transformation is performed so that the horizontal coordinates of the eyes have the same value, as shown in figure 9 . The left is the original image. The right is the rotated image. All of the images in this paper follow a uniform facial cut proportion method, as shown in figure 10 . The rotated face image has two eyes in the horizontal position. In Figure 10 , D is the horizontal distance of the binocular coordinates, and the proportional parameters are t = 0.8472, h = 0.3889, and b = 1.375. In most experiments of this paper, the face images are cut according to the exact eye position provided by the FERET face database and normalized to the size of 80 × 64. Therefore, the position coordinates of the eyes are (14, 31) and (50, 31).
C. HOG FACE RECOGNITION PARAMETER ANALYSIS EXPERIMENT
The HOG face recognition method proposed by Deniz et al. [25] did not discuss in detail the parameter selection problem of face recognition based on the block extraction of HOG features. In this paper, we discuss the problem of block and cell size, the selection of the gradient orientation angle and the overlap between blocks. The default parameter settings were almost the same, as shown in Section III-B. Experiments were performed using fa as a gallery set, including 1196 different faces. We use the dup2 face set as the probe set. The dup2 face set is difficult to recognize, including changes in expression, illumination, and time span. Nonetheless, it is a representative face set with a total of 234 images. They are normalized in accordance with the geometric normalization method mentioned in Section IV-B. The recognition rate of the following experiments is the Rank-0 recognition rate.
1) GAMMA ILLUMINATION CORRECTION
Since face recognition focuses on grayscale face recognition and grayscale face recognition has been able to obtain very satisfactory results [30] , it can continue to deepen the study. In this paper, grayscale face images are corrected by gamma, and then their recognition rate on the dup1 face set is calculated. The experiment uses the most commonly used gamma = 0.2. As shown in the Table 1 , experimental results show that the illumination correction using gamma alone does not greatly improve the recognition rate. This is similar to the results obtained by Dalal et al. [21] .
2) GRADIENT VALUE CALCULATION
Dalal and Triggs [21] proved that the central symmetry mask operator −1 0 1 has the best recognition effect. This paper only uses the operator to extract human face HOG features. 
3) STATISTICS OF SPATIAL GRADIENT DIRECTIONS
As with the SIFT descriptor, the histograms of gradient directions within each cell are calculated. Each cell is divided into a number of bins represented by the gradient direction. The magnitudes of the bins with the same gradient direction in each cell are accumulated according to a certain weight. Finally, a vector representation is expressed. The cumulative weight can be the amplitude itself, the amplitude squared, or the amplitude's square root. Nonetheless, the experimental results show that the recognition accuracy is the best by using the gradient amplitude. Dalal and Triggs [21] extended the gradient direction space to the two kinds of signed and unsigned. It is divided into 0-180 unsigned degrees or 0-360 signed degrees gradient direction space, and the SIFT descriptor is different. The SIFT descriptor uses the 0-360 degrees of gradient direction space. As shown in Figure 11 , on the left, the gradient direction is unsigned, and eight bins are divided according to 0-180 degrees. On the right side, the gradient direction space is signed, and sixteen bins are divided according to 0-360 degrees. We compare the effect of different gradient direction spaces and interval block bins on the recognition rate, as shown in figure 12 . When the interval bin number of the gradient direction space of 0-360 degrees is two times the interval bin number corresponding to 0-180 degrees, the angle interval size of the two spatial models is the same. That is, 0-180 degrees of 8 bins corresponds to 0-360 degrees of 16 bins, and the size of the bins is 22.5 degrees.
From Figure 12 , regardless of whether the gradient direction is signed or unsigned, 22.5 degree bins reach the best results. For example, for 0-180 degrees, bins = 8, reaches the highest recognition rate of 61%. For 0-360 degrees, bins = 16 reaches the highest recognition rate of 52%. The experiments show that increasing the number of bins can improve the recognition effect. However, when the value is greater than a certain value, it drops again. A number of 8-10 bins is the best for 0-180 degrees. These results show that face recognition is not sensitive to the signed or unsigned gradient direction. 22.5 degree bins have the best robustness. [21] employs the square R-HOG to extract the HOG features from square blocks and also proposes the annular C-HOG. In this paper, only the square block model is analyzed, and the similarities and differences between pedestrian segmentation and pedestrian detection are compared. Figure 13 shows the influence of different block patterns on face recognition. The face recognition rate is the highest when the cell size is 4 × 4. Figure 14 is the influence of different block patterns used in the HOG-based face recognition. Among them, the x-axis is the cell pixel size, the y-axis is the block divided into a number of cell combinations, and the z-axis is the face recognition rate. The experiments show that with the cell pixel size increases, the rate of face recognition is lower. When the block size is 1 × 1 and 2 × 2, it has better performance. With more segmentation, worse face recognition is reached. Among them, the face recognition rate is the highest when the block size is 2 × 2 and the cell size is 4 × 4, as shown in Figure 14 . This is different from pedestrian detection [29] , which is shown in figure 15 . When the block size is 2 × 2, the miss rate is lower, and the performance is better. Moreover, the best cell size is 8 × 8 pixels, which is somewhat different from our face recognition. However, the miss rate is very high in 1 × 1. The face recognition can get a better recognition effect when the block size is 1×1, in part because our initial setting parameters are different from pedestrian detection. The main reason is that the multiple-class face recognition problem is different from the binary classes of the pedestrian detection problem. The former images are basically matched, since the face detection and eye location are performed before the recognition. As a result, fewer statistical features is more appropriate.
4) BLOCK SIZE AND STANDARDIZATION
Dalal and Triggs
In the experiments of Dalal and Triggs [29] , although overlapped blocks can generate more interference, they can achieve a better detection rate under the SVM classifier. For face recognition, we also compare the effects of block overlap, which is shown in Figure 16 .
The initial block setting is 8 × 8 pixels. When the block step reaches 8, there is no overlap between blocks. When the step is greater than 8, some areas cannot extract features. Therefore, it is possible to lose some important information. Thus, we did not test more than 8 steps. It can be seen from Figure 16 , for face recognition, overlap does not improve recognition rates, and when there is no overlap, the recognition rate is the best. This is because the discriminant strategy for multi class problems (such as face recognition) is directly related to the HOG features in our experiments. Noise and other interference information are not eliminated by the next feature extraction strategy. Thus, it can affect the recognition results. At present, most of the problems (such as face recognition) are solved in the case of the basic matching of image geometry, and then better recognition results are obtained by comparing the features. The texture change of the detected window in pedestrian detection is quite large, which is different from the two kinds of pedestrian detection problems. Pedestrian poses and sizes significantly vary, as shown in the left part of Figure 17 . To find the similarities in changing images, more robust statistical features need to be extracted from a large number of data. Overlapping blocks can generate more features for statistical and robust information extraction in the posterior part. Since the face recognition has been geometric registration, background information is basically removed, and the location of each organ of the face fixed, as shown in the right part of Figure 17 . The discriminative information can be obtained by comparing the results on each corresponding coordinate. Overlapping windows increase the excessive interference and result in heavy computational burden. It also shows that in the face recognition application, the HOG feature descriptor can effectively express human faces by generating less feature dimensions in a nonoverlapping way.
Dalal and Triggs [21] also used Lowe's [28] standardized method within blocks, and compared the effects of different standardized methods on pedestrian detection. We also compare the different effects of different standardization methods in face recognition, as shown in Figure 18 . The cutoff threshold of L2-Hys is 0.2, which is recommended by [28] . The experimental results in Figure 18 show that the normalized recognition performance is substantially improved VOLUME 6, 2018 compared to that without standardization. The standardized methods of the L2-norm, L2-Hys and L1-sqrt are basically similar, and the recognition rate of the L1-norm is slightly lower. The L2-norm method is the best, which is inconsistent with Lowe's suggestion [28] Experimental results show that when the truncation value is greater than 0.8, the recognition rate is the same as that of the L2-norm, and it is no longer improved. This is because face recognition images do not appear to be as complex as pedestrian detection, such as nonlinear illumination. Therefore, the large amplitude gradient in face recognition also plays an important role in the recognition. The reduction of some large amplitudes from 0.9 to 0.2 may greatly weaken the recognition effect.
5) FACE IMAGE RESOLUTION RATIO
We also compared the effects of different facial image resolutions on face recognition, as shown in Figure 20 .
The experimental results show that the recognition rate is not higher with the increasing resolution of face images by using HOG features for face recognition. This is inconsistent with the general face recognition method where the greater the image resolution information, the higher the recognition rate that can be achieved. However, in our experiments, the middle of a resolution 80 × 64 reaches the highest value. The resolution rate of the large-scale resolution 160 × 128 is reduced by 25% compared with the 80 × 64 resolution. This shows that extracting HOG features at large scales may lead to more interference and degrade our dense grid-based HOG face recognition method. 
V. COMPARISON OF FACE RECOGNITION BASED ON HOG, GABOR AND LBP FEATURES
The Gabor wavelet and LBP features are two of the most widely used methods for local facial representation. However, the LBP descriptor and the HOG descriptor are very similar. We designed a face recognition experiment based on the LBP by focusing on comparing the differences between the LBP and the HOG descriptor. Moreover, the Gabor wavelet extraction of local features has achieved very good results in face recognition [29] , [31] , [32] . However, because its characteristic dimension is too large, we must reduce the dimensions to run it on the computer. Hence, this experiment follows the GFC method [12] , [33] for comparison.
Experimental setting:
(1) Gabor wavelet face recognition experiment: The original GFC algorithm was proposed by [12] . The GFC method extracts the Gabor features at 5 scales and 8 directions in normalized photographs of 64 × 64 size. It then uses 4 × 4 size filter. Finally, principal component analysis and linear discriminant analysis are used for dimensional reductions. We designed the Gabor feature extraction experiment, tested the speed of feature extraction, and the experimental results of face recognition are quoted from [33] . (2) LBP face recognition experiment: We compare the LBP face recognition results under three different resolutions. One result is quoted from paper [18] , and the other two are completed in our experimental environment. The normalized size of LBP images extracted by paper [18] is 128 × 128 pixels. A mask is used to cover some background. All images are processed by the histogram equalization. The area window (block) is 18 × 21 in size, and the uniform pattern LBP u2 8,2 is adopted. Our experimental algorithm uses the normalized preprocessing method mentioned in Section IV-B. One image size is 80 × 64 pixels, the size of the block is 8 × 8, and the encoding LBP u2 8,2 is also used. Table 2 , we compare the performance of the LBP algorithm, the GFC algorithm and the HOG algorithm on the FERET face database under different image resolutions. It can be seen from Table 2 that the recognition rate of our HOG algorithm is slightly inferior to the Gabor-based GFC method, but it has a significant advantage over the LBP algorithm. Compared with the GFC algorithm, our HOG algorithm exceeded 12% in the dup2 test set, which shows that the HOG algorithm is more suitable for the changes in time and environmental conditions. This is also reflected in the comparison with the LBP algorithm. Comparing to the best recognition obtained by the LBP at the 160 × 128 resolution rate, our HOG algorithm is only slightly inferior to the LBP algorithm in the fb test set. In the other test sets, its results were higher than those of the LBP algorithm, especially in the fc collection were the HOG algorithm is improved by 6.7%. We know that the fc test set is collected under different illuminations and camera equipment, and the dup1 and dup2 test sets were collected over time spans and changing environments. Therefore, this shows that the HOG algorithm can adapt to more complex variations.
For the data dimension analysis, the HOG uses fewer dimensions and achieves better recognition results than the LBP. At 80 × 64 resolution, the HOG algorithm is only 2560 dimensions, and the LBP algorithm in the paper [18] has 3304 dimensions. Since the block is small as 8 × 8, the dimensions will naturally be larger. However, even in such a large dimension, the overall recognition rate is not as good as our dense grid HOG. Furthermore, we also see that the GFC finally achieved good results when the dimension is reduced to 250 dimensions. This is because after linear discriminant analysis, by removing some redundant interference information, the GFC can obtain important discriminative information. Of course, there may be some discriminant information removed. However, the original dimension of the GFC was 163,840 dimensions, and after dimensional reduction there were 9,000 dimensions [33] . These feature extraction steps must be considered, since a huge feature dimension will utilize a great deal of feature extraction time. We compared the average computational times that are used to extract an image feature, as shown in Table 3 . To be fair, no more optimizations of the algorithms were made. The Gabor wavelet feature extraction time is the time of the original feature extraction. That is, the average time used to extract the 5 × 8 × 64 × 64 = 163840 dimensional features. The image resolution is the 64 × 64 pixels in paper [33] . The LBP in Table 3 refers to the area window (block) of 8 × 8 pixels size in the LBP extraction algorithm.
As seen from Table 3 , the LBP and HOG feature extraction times are basically at the same level of magnitude. The LBP extraction time at 80 × 64 resolution is 9.0 ms, and the HOG extraction time at 80×64 resolution is 14.9 ms. Nevertheless, the Gabor feature extraction reached 258.2 ms at 64 × 64 resolution, which is 17.3 times greater than HOG. The greater resolution of the Gabor feature extraction consumes more computational time.
To summarize, the face recognition method based on the dense grid HOG feature has better recognition performance than the LBP. Moreover, the computational complexity is simpler than the Gabor wavelet. Using the dense grid HOG feature extraction method in face recognition can enhance the recognition ability and achieve real-time performance. Therefore, it has considerable application prospects.
VI. CONCLUSION
This paper proposed a face recognition method based on the dense grid histograms of oriented gradients. In this method, the HOG features are extracted based on non-overlapped dense grid face images, and the performances of face recognition under different parameters are analyzed in detail. The performances are compared with the two popular local feature description methods of the Gabor and LBP. We deeply analyze the effects of different parameters on the performance for face recognition through a variety of parameters in the HOG descriptor's settings (such as sampling window size, cell size, overlap, and more), and obtain a set of effective parameters for face recognition. Furthermore, the face recognition method based on these parameters is compared with the two local feature face recognition methods based on the Gabor and LBP. Experimental results show that the dense grid HOG feature can get a better recognition rate in relatively small dimensions, while the LBP features often need more feature dimensions to obtain similar recognition rates. Moreover, the speed of the HOG feature extraction is basically the same as that of the LBP. In comparison with the Gabor features, the HOG and LBP features have not reached the high recognition rates of Gabor features since Gabor face recognition methods usually extract multiscale and multidirectional dimensions, which can obtain more discriminant features. However, it requires a large number of dimensional features, which will require significant time to extract features from the images. The experimental results show that the Gabor feature extraction time is ten times greater than that of the dense grid HOG feature extraction.
In this paper, we used the frontal face for testing and did not take into account the changes of large pose variations, large occlusion, and so forth. Further study of the complex problems of pose changes and more occlusion of faces is one of our future works. 
