Abstract. The unique solvability of parabolic equations in Sobolev spaces with mixed norms is presented. The second order coefficients (except a 11 ) are assumed to be only measurable in time and one spatial variable, and VMO in the other spatial variables. The coefficient a 11 is measurable in one spatial variable and VMO in the other variables.
Introduction
In this paper we study parabolic equations of non-divergence type in L p -spaces with mixed norms. Specifically, we consider equations of the form u t + a ij (t, x)u x i x j + b i (t, x)u We assume that the coefficients a ij , i = 1 or j = 1, are only measurable in (t, x 1 ) ∈ R 2 and VMO in x ′ ∈ R d−1 , and the coefficient a 11 is measurable in x 1 ∈ R and VMO in (t, x ′ ) ∈ R d . This means, for example, that no regularity assumptions on a ij are needed if a ij , i = 1 or j = 1, are functions of only (t, x 1 ) and a 11 is a function of only x 1 ∈ R. As usual, the coefficients b i (t, x) and c(t, x) are assumed to be only measurable and bounded.
Under these assumptions as well as the uniform ellipticity condition on a ij , we prove that, for q > p ≥ 2 and f ∈ L q,p ((0, T ) × R d ), there exists a unique function u ∈ W 1,2 q,p ((0, T ) × R d ) satisfying u(T, x) = 0 and the equation (1) , where, as in the usual Sobolev spaces, u ∈ W 1,2
As explained in [9] , one of advantages of having the L q,p -theory for parabolic equations is that one can improve the regularity of solutions, for example, in t using embedding theorems with a large q. Indeed, one result in this paper is used in [3] to estimate the Hölder continuity of a solution to a parabolic equation. The same type of argument is also used in Lemma 5.6 of this paper.
The same or similar parabolic equations (or systems) in L q,p -spaces (or Sobolev spaces with mixed norms) with not necessarily continuous coefficients have been dealt with, for example, in [2, 7, 9] . However, the coefficients a ij there are assumed to be VMO in the spatial variables. In fact, the coefficients in [2] are VMO in x ∈ R d , but independent of t ∈ R, whereas the coefficients a ij in [7] are measurable functions of only t, and the coefficients a ij in [9] are measurable in t and VMO in x. Since we assume in this paper that the coefficients a ij , except a 11 , are measurable in (t, x 1 ) ∈ R 2 and VMO in x ′ ∈ R d−1 , as far as coefficients a ij , i = 1 or j = 1, are concerned, the class of coefficients we consider is bigger than those previously considered, but since a 11 is measurable in x 1 ∈ R but VMO in (t, x ′ ) ∈ R × R d−1 , we have to say that the class of coefficients a ij in this paper is different from those, especially, in [9] . On the other hand, this paper is a continuation of the paper [9] because the results and methods in that paper enable us to deal with parabolic equations with the coefficients of this paper in the framework of Sobolev spaces with mixed norms.
Elliptic and parabolic equations in L p -spaces (not L q,p -spaces) with coefficients as in this paper are investigated in [4, 5, 3] , where one can find references about equations with discontinuous coefficients as well as the non-solvability of equations with general measurable coefficients. In addition to references stated in [4, 5, 3] , we refer the reader to papers [12, 10, 11, 1] for examples of differential equations which do not have unique solutions in Sobolev spaces. One can find in [13] quasilinear parabolic equations in mixed norms. For more references about parabolic (or elliptic) equations in L p or L q,p , see [2, 9] and references therein.
This paper consist of two parts. In the first part we solve the equation (1) in Sobolev spaces with mixed norms when the coefficients a ij are measurable in x 1 ∈ R and VMO in (t, x ′ ) ∈ R × R d−1 . This result serves as one of main steps in [3] . Then using the results in [3] as well as in the first part of this paper, we prove the main result of this paper. The first part consists of section 3 and 4; the second part consists of section 5 and 6. In section 2 we states the assumptions and the main result.
A few words about notation: We denote by (t, x) a point in R d+1 , i.e., (t, x) = (t,
By u x ′ we mean, depending on the context, one of u x j , i = 2, · · · , d, or the whole collection {u x 2 , · · · , u x d }. As usual, u x represents one of u x i , i = 1, · · · , d, or the whole collection of {u x 1 , · · · , u x d }. Thus u xx ′ is one of u x i x j , where i ∈ {1, · · · , d} and j ∈ {2, · · · , d}, or the collection of them. For a function u(t, x) defined on 
Main result
We consider the parabolic equation (1) with coefficients a ij , b i , and c satisfying the following assumption.
Assumption 2.1. The coefficients a ij , b i , and c are measurable functions defined on R d+1 , a ij = a ji . There exist positive constants δ ∈ (0, 1) and K such that
Another assumption on the coefficients a ij is that they are, in case p ∈ (2, ∞), measurable in (t,
. In case p = 2, the coefficients a ij are measurable functions of only (t, x 1 ) ∈ R 2 , but a 11 (t, x 1 ) is VMO in t ∈ R. To state this assumption precisely, we introduce the following notation. Let
where
Finally set a
There is a continuous function ω(t) defined on [0, ∞) such that ω(0) = 0 and a
As usual,
We denote the differential operator by L, that is,
The following is our main result.
Theorem 2.3. Let q > p ≥ 2, 0 < T < ∞, and the coefficients of L satisfy Assumption 2.1 and 2.2. In addition, we assume that, in case
Furthermore, there is a constant N, depending only on d, δ, K, p, q, T , and ω, such that, for any u ∈
3. Equations with a ij measurable in
In this section we suppose that the coefficients a ij are measurable in
The following is the main result of this section.
Theorem 3.2. Let q > p ≥ 2, 0 < T < ∞, and the coefficients of L satisfy Assumption 2.1 and 3.1. In addition, we assume that, in case
. This theorem is proved in the next section after presenting some preliminary results. Throughout this section, we set
where λ ≥ 0 and a ij are measurable functions of only x 1 ∈ R satisfying Assumption 2.1.
We start with a theorem which can be derived from results in [5] .
If T = −∞, this theorem is obtained from Theorem 3.2 in [5] for p = 2 and Lemma 5.3 * in [5] for p > 2. For the case T ∈ (−∞, ∞), we use the case T = −∞ and the argument following Corollary 5.14 in [9] .
The following three lemmas are L p -versions of Lemma 4.2, 4.3, and 4.4 in [5] . Since the estimate in Theorem 3.3 is available, their proofs can be done by repeating the proofs of Lemma 4.2, 4.3, and 4.4 in [5] with p in place of 2.
where 0 < r < R < ∞ and N = N(d, p, δ, r, R).
where m is a nonnegative integer and N = N(d, p, δ, γ, m, r, R).
The proofs of the lemmas and theorem below are almost identical to those in [9] , specifically, proofs of Lemma 5.9, Theorem 5.10, and Theorem 5.1 in [9] . Basically, one can follow the steps in the proofs there using the above lemmas. However, rather than referring to [9] , we give here complete proofs to provide the details of our case. * In fact, Lemma 5.3 in [5] says that the estimate in Theorem 3.3 holds for all λ ≥ λ 0 , where λ 0 ≥ 0, that is, λ 0 may not be 0. However, since the coefficients a ij of L λ are measurable functions of only x 1 ∈ R and b i = c = 0, it can be proved, using a dilation argument, that λ 0 = 0 in our case.
Proof. We first note that, in case λ = 0, by Lemma 3.6
I := sup
This and Lemma 5.4 in [9] prove the inequality in the lemma for λ = 0.
, where m is a non-negative integer and γ is a multi-index with respect to x ∈ R d . Thus
In addition,
Hence by the above reasoning for the case λ = 0 we have
We see that v xx is
Therefore, the right-hand side of the inequality (2) is not greater than a constant times
This is bounded by the right-hand side of the inequality in the lemma (note that λv = L 0 v in Q 4 ). The lemma is proved.
Then there is a constant N, depending only on d, p, and δ, such that
Proof. We first show that that the inequality (3) follows from the case with r = 1. To see this, for a given
Note that the coefficients a ij (rx 1 ) satisfy Assumption 2.1 with the same δ. Thus, if the inequality (3) holds true for r = 1, we have
This proves the inequality (3) for r > 0 since
Now we prove the inequality (3) for r = 1.
Thus by Lemma 3.7, it follows thať
Note that
Using this, the inequality (4), and κ ≥ 4, we have
.
This finishes the proof.
Theorem 3.9. Let p ≥ 2. Then there is a constant N, depending only on d, p, and δ, such that, for any u ∈ W 1,2
. In addition, we can assume that a ij (x 1 ) are infinitely differentiable. Take a λ > 0 and,
Then by Theorem 3.3 there exists a unique solution v ∈ W 1,2
From the classical theory we see that the function v is infinitely differentiable. Moreover, since L λ v = h = 0 in Q κr/2 and κ/2 ≥ 4, by Lemma 3.8, we have
. Then from the above inequality it follows that
Similar inequalities are possible with u t in place of u xx ′ . Thus we have
Now we observe that
and, by Theorem 3.3,
From this we see that
Now we use the these inequalities as well as the inequality (5). We also use the fact u = w + v and κ ≥ 8. Then we obtain
To complete the proof, we use the fact that u t = f + λu − a ij u x i x j , and then let λ ց 0.
Proof of
Lemma 4.1. Let p > q ≥ 2, and r ∈ (0, 1].
where N depends only on d, p, δ, and the function ω.
Proof. This lemma is almost the same as Corollary 6.4 in [9] if L 0 is replaced by the operator used there. In our case, we can repeat the argument in Corollary 6.4 of [9] if we have the estimate
for p ∈ (2, ∞) and u ∈ W 1,2 p,loc (R d+1 ), where r ∈ (0, 1], κ ∈ (1, ∞), and N depends only on d, p, δ, κ, and the function ω. This is obtained using Theorem 2.5 in [5] and the argument in the proof of Lemma 6.3 of [9] .
The following theorem is proved in the same way as Lemma 3.1 in [9] . Because of the difference between our operator L (or L 0 ) and the operator defined in [9] , we give a complete proof here. Theorem 4.2. Let p ≥ 2. In case p = 2, the coefficients a ij of L 0 are assumed to be independent of x ′ ∈ R d−1 . Then there exists a constant N, depending on d, p, δ, and the function ω, such that, for any u ∈ C ∞ 0 (R d+1 ), κ ≥ 16, and r ∈ (0, 1/κ], we have
where f := L 0 u. This is possible by Theorem 2.2 and 2.5 in [5] . In fact,
where η(t) is an infinitely differentiable function defined on R such that
We see that w ∈ W 1,2
. From the estimates from Theorem 2.2 and 2.5 in [5] we have
where N depends only on d, δ, p, and ω (it also depends on the time interval, but the time interval here is fixed as (−3, 4)). Thus
where N = N(d, δ, p, ω). Now we set v = u − w.
, and
We may not be able to have q = 2 if p = 2 and the coefficients a ij are not independent of
p (R d+1 ) and κ/2 ≥ 8, by Theorem 3.9 applied to the operatorL 0 , we have
Using the fact that L 0 v = 0 in Q κr , we have
where we see
κr/2 . From Lemma 4.1 we also see
where the second inequality is due to (6) . Also note that, using the inequality (7),
Therefore,
Similarly, we have
The theorem is proved.
If g is a function defined on R, by (g) (a,b) we mean
The maximal and sharp function of g are defined by
where the supremums are taken over all intervals (a, b) containing t.
The following corollary follows from Theorem 4.2 above and the argument in the proof of Corollary 3.2 in [9] . Corollary 4.3. Let p ≥ 2. In case p = 2, we assume that the coefficients a ij (t, x) of L 0 are independent of x ′ ∈ R d−1 . Then there exists a constant N, depending on d, p, δ, and the function ω, such that, for any u ∈ C ∞ 0 (R d+1 ), κ ≥ 16, and r ∈ (0, 1/κ], we have
The following two assertions are similar to Lemma 3.3 and 3.4 in [9] . However, since our statements are a little bit different from those in [9] , we present here proofs. Lemma 4.4. Let p ≥ 2. In case p = 2, we assume that the coefficients
for all κ ≥ 16 and t 0 ∈ R, where N = N(d, p, δ, ω) and the functions φ, ϕ, ζ, ψ are defined as in Corollary 4.3.
Proof. Take a κ such that κ ≥ 16. If r ≤ R/κ, then κr ≤ R ≤ 1 and a
Thus by Corollary 4.3,
An appropriate translation of this inequality gives us
Thus by using the Hölder's inequality it follows that
By a similar calculation, we obtain
Taking the supremum of the left-hand side of the above inequality over all intervals (a, b) ∋ t 0 , we obtain the inequality in the lemma. The lemma is proved.
where N = N(d, p, q, δ, ω).
, where R will be specified below. Using the inequality in Lemma 4.4 as well as the Hardy-Littlewood theorem and FeffermanStein theorem (note that q/p > 1), we arrive at
for all κ ≥ 16. The left-hand side of the above inequality can be replaced by u t Lq,p + u xx Lq,p since
Now we choose a large κ and then a small R such that
It then follows that
Now that we have an L q,p -estimate for functions with compact support with respect to t ∈ R, by repeating word for word the proofs in section 3 in [9] , more precisely, proofs of Lemma 3.4 and Theorem 3.5 in [9] , we complete the proof of Theorem 3.2.
Equations with
Throughout this section, we set
where λ ≥ 0 and a ij are functions of only (t,
is a function of x 1 ∈ R, satisfying Assumption 2.1. In this section we call q r the 1-spatial dimensional version of Q r , that is,
Especially, q r = q r (0, 0). As is seen in [3] , one of key steps there is based on Theorem 3.2 in this paper. Now that we have proved Theorem 3.2, using the results in [3] as well as in [5] , we are able to state the following theorem.
More precisely, this theorem follows, in case p = 2, from Theorem 3.2 in [5] and, in case p > 2, from Corollary 4.2 in [3] as well as the argument in the proof of Theorem 4.1 in [8] (see also the discussion following Theorem 3.3).
Based on the estimate in the above theorem, we have the following lemmas which are similar to those in section 3. However, we do not have D m t v, m ≥ 2, in Lemma 5.3 because a ij are not independent of t ∈ R except a 11 .
where N = N(d, p, δ, γ, r, R).
Let us recall some function spaces which we need in the following. We denote by H
as is well-known, the space of all generalized functions u such that (
is the usual Sobolev space and C k+ν (Ω), 0 < ν < 1, is the Hölder space. By C k (Ω) we mean the space of all functions u whose derivatives D α u, |α| ≤ k, are continuous and bounded in Ω. As usual, we set
The following three lemmas generalize Lemma 3.4, 3.5, and 3.7 in [3] to the case p ≥ 2.
Proof. Note that
Similarly,
where the last equality is due to integration by parts (also note that
for all s ∈ [0, ∞). The lemma is proved.
where 3 < R ≤ 4, N = N(d, δ, p, R), and, as we recall, for example,
Proof. We prove that, for each
where 3 < τ < R and N = N(d, δ, p, τ ). If this turns out to be true, then using this and the fact that Lv x ′ = 0 in Q 4 we obtain the inequality (9) with v x ′ in place of v. Furthermore, using Lv x ′ x ′ = 0 in Q 4 , we also obtain the inequality (9) with v x ′ x ′ in place of v. Hence the left side of the inequality in the lemma is not greater than a constant times
This and Lemma 5.3 finish the proof. To prove (9), we introduce an infinitely differentiable function η defined on R 2 such that
for all x ′ ∈ B ′ 1 . Note that the left-hand side of the inequality (9) is less than or equal to a constant times the left-hand side of the inequality (10) . Moreover, the right-hand side of the inequality (10) is no greater than a constant times
for all x ′ ∈ B ′ 1 . Now notice that there exists a constant N and an integer k such that, for each (t,
This inequality remains true if we replace v with v t , v x 1 , or v x 1 x 1 . Hence, for all x ′ ∈ B ′ 1 , the term (11) is not greater than a constant times
We see that the above term is, by Lemma 5.3, less than or equal to a constant times the lefthand side of the inequality (9) (note that {(t,
The lemma is proved.
Below we use the following notation.
[f ] µ,ν;Qr := sup
), and
Proof. First we note that 0 < µ < 1 and 0 < ν < 1. We prove
where 3 < τ < 4. If this is done, we can finish the proof using the argument in the proof of Lemma 5.5 (i.e., use Lv x ′ = 0, Lv x ′ x ′ = 0, and Lemma 5.3).
To prove the inequality (12) it suffices to prove the following: for all s, t ∈ (0, 1) and
where v(t, x 1 , x ′ ) is considered as a function of only x 1 ∈ (−1, 1) . Indeed, observe that, for (t, x), (s, y) ∈ Q 1 ,
where the last inequality is due to (13) and (14). This proves
Similarly, from (13) and (14) we obtain
Now we prove the inequalities (13) and (14). Let η be an infinitely differentiable function defined on R 2 such that
For each x ′ ∈ B ′ 1 , consider ηv as a function of (t, x 1 ) ∈ (0, ∞) × R. Then by Theorem 3.2 (note that ηv = 0 for t ≥ 4), we have
where N = N(δ, p, q). We see that, for each x ′ ∈ B ′ 1 , the right hand side of the above inequality is not greater than a constant times
which is, by Lemma 5.5, less than or equal to a constant times
where 3 < r < τ . Hence
for all x ′ ∈ B ′ 1 . Again we view ηv as a function of (t, x 1 ) ∈ (0, ∞) × R. Then by Theorem 7.3 in [6] (ηv)(t, ·,
where N is independent of s, t, and ηv. Using an embedding theorem, we have
, where, as noted earlier, ν = 1 − β − 1/p. From this, (15), and (16), we finally have
for all x ′ ∈ B ′ 1 . This proves (13) . Now by setting s = 4 in the above inequality, we obtain
Then using the above inequality and the fact that Lv
This and (17) along with Lemma 5.3 prove (14) (recall that 3 < r < τ ). The lemma is proved.
Lemma 3.7 and 3.8 in section 3 are repeated below, but since the operator L λ is being dealt with, the lemmas have to be modified as follows.
, and N = N(d, p, q, δ, β).
Proof. We follow the steps in the proof of Lemma 3.7, but the supnorms of the derivatives of v on Q 1 have to be replaced by [v xx ′ ] µ,ν,Q 1 .
Proof. We use Lemma 5.7 with q = 4p and β = 1/2 − 1/(4p). Thus 2µ = ν = 1/2 − 3/(4p). Note that
Using these as well as the argument in the proof of Lemma 3.8, one can complete the proof.
Now we arrive at the following theorem, the proof of which is almost identical to that of Theorem 3.9.
Theorem 5.9. Let p ≥ 2. Then there is a constant N, depending only on d, p, and δ, such that, for any u ∈ W 1,2 p (R d+1 ), r ∈ (0, ∞), and κ ≥ 8,
where ν = 1/2 − 3/(4p).
Proof of Theorem 2.3
In this section, as in Theorem 2.3, the coefficients of
satisfy Assumption 2.1 and 2.2. Especially, the coefficients a
As noted earlier, due to Theorem 3.2 in this paper, the results in [3] are now available. This implies that, by the same reasoning as in the proof of Lemma 4.1, the inequalities in Lemma 4.1 are possible with L 0 defined above. Then using the results in section 5 and repeating the proof of Theorem 4.2 (with necessary changes), we obtain Theorem 6.1. Let p ≥ 2. In case p = 2, we assume that the coefficients a ij (t, x) of L 0 are independent of x ′ ∈ R d−1 . Then there exists a constant N, depending on d, p, δ, and the function ω, such that, for any u ∈ C ∞ 0 (R d+1 ), κ ≥ 16, and r ∈ (0, 1 where ν = 1/2 − 3/(4p),
Lemma 6.3. Let p ≥ 2. In case p = 2, we assume that the coefficients a ij (t, x) of L 0 are independent of x ′ ∈ R d−1 . Let R ∈ (0, 1] and u be a function in C ∞ 0 (R d+1 ) such that u(t, x) = 0 for t / ∈ (0, R 4 ). Then
for all κ ≥ 16 and t 0 ∈ R, where ν = 1/2 − 3/(4p), N = N(d, p, δ, ω), and the functions ϕ, ζ, ψ are defined as in Corollary 6.2.
The proof of the next corollary clearly shows the necessity of the result for the case with a ij (t, x) measurable in x 1 ∈ R and VMO in (t, x ′ ) ∈ R d (Theorem 3.2, specifically, Corollary 4.5). The corollary is now proved.
