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In the natural sciences, differential equations are widely used to describe dynam-
ical systems. The discovery and verification of such models from data has become
a fundamental challenge of science today. From a statistical point of view, we dis-
tinguish two problems: parameter estimation and structure search. In parameter
estimation, we start from a given differential equation and estimate the parameters
from noisy data that are observed at discrete time points. The estimate depends non-
linearly on the parameters. This poses both statistical and computational challenges
and makes the task of structure search even more ambitious. Existing methods use
either standard model selection techniques or various types of sparsity enforcing
regularization, hence focusing on predictive performance. In this work, we develop
novel methodology for structure search in ordinary differential equation models. Ex-
ploiting ideas from causal inference, we propose to rank models not only by their
predictive performance, but also by taking into account stability, i.e., their ability to
predict well in different experimental settings. Based on this model ranking we also
construct a ranking of individual variables reflecting causal importance. It provides
researchers with a list of promising candidate variables that may be investigated
further in interventional experiments. Our ranking methodology (both for models
and variables) comes with theoretical asymptotic guarantees and is shown to outper-
form current state-of-the art methods based on extensive experimental evaluation
on simulated data. Practical applicability of the procedure is illustrated on a not
yet published biological data set. Our methodology is fully implemented. Code will
be provided online and will also be made available as an R package.
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1. Introduction
Quantitative models of dynamical systems have become a cornerstone of the modern natural
sciences. Their development began with the formalization of mathematical analysis by Leibniz
[1684] and Newton [1736] introducing differential equations as a tool to model the behavior of
complicated dynamical systems over time, e.g., in Netwon’s famous laws of motion. Nowadays,
differential equations are universally used in scientific fields as diverse as physics, neuroscience
[e.g. Friston et al., 2003], genetics [e.g. Chen et al., 1999], bioprocessing [e.g. Ogunnaike and
Ray, 1994], robotics [e.g. Murray, 2017], or economics [e.g. Zhang, 2005]. The popularity across
science together with new data acquisition technologies [Ren et al., 2003, Regev et al., 2017,
Rozman et al., 2018] has shifted the focus in many disciplines to data-driven inference of these
models. Assume that a set X1, . . . , Xd of variables (in biological applications this might be a
set of protein concentrations) is governed by the differential equation
X˙t = fθ(Xt), X0 = x0. (1)
In practice, this set of equations is often unknown, but one is able to constrain the function
class to contain only mass-action kinetics or Michaelis-Menten dynamics, for example. If we
have access to noisy observations X˜t of Xt that are measured at a finite set of time points we
may then try to estimate the differential equation from the observed data. From a statistical
point of view, the challenge of learning underlying equations from time series data can be split
into two sub-problems: parameter estimation and structure search.
The first problem of estimating parameters in known dynamical models is of interest in
many applications, for example, if the parameters correspond to rate constants in biological or
chemical reactions. There is a rich literature on statistical methods that solve this problem for
various settings. We discuss some of the most prominent approaches in Section 1.1. Since the
estimate depends nonlinearly on the parameters, the problem becomes both statistically and
computationally hard. This is the reason why the second problem, the estimation of the model
structure itself, also known as model learning, network inference or system identification, is
even more challenging. It corresponds to inferring the underlying natural laws that govern a
system, and becomes important when it is possible to constrain the type of relationships between
variables but it is unclear which variables enter (1) on the right hand side. Existing approaches,
some of which we revise in Section 1.1, are mostly procedures based on predictability and have
difficulties in capturing the underlying causal mechanism. As a result, they may not predict
well the outcome of experiments that are different from the ones used for fitting the model.
This paper introduces a novel methodological framework, called Causal KinetiX, for structure
search on dynamical models described by ordinary differential equations (ODEs). By drawing
on tools from causality we aim to infer models that represent the underlying causal mechanisms
better and therefore show improved ability to generalize to unseen experiments. More specifi-
cally, we exploit the idea of invariance whose relation to causality is well studied and has been
of interest to researchers across various disciplines for many decades, see Section 2.4. Assume
that, as it is usually the case in regression and classification settings, we are mainly interested in
a target variable Y and that we measure several predictor variables Xj . A causal model for Y is
invariant in the sense that it is capable of describing a system well across different experimental
settings, where some of the predictor variables Xj have been intervened on. Motivated by this
well-known observation, we construct a procedure that scores ODE-based models for the dy-
namics of the target variable according to their invariance under different observed experimental
settings. This, in particular, yields a stability ranking of models. By analyzing the appearance
of single variables in the top invariant models, we are then able to draw conclusions about the
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causal nature of such variables, too. (This, again, can be expressed as a ranking.) In practice,
the stability ranking of models and variables can be used to generate novel causal hypotheses
that can then be verified in targeted follow-up experiments. Figure 1 shows an overview of the
proposed method, the details can be found in Section 3.
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Figure 1. The framework of Causal KinetiX: the data for a target variables Y and predictors X
come from different experiments; we rank models according to their ability to fit the
target well in all experiments; the top ranked model is then fit to the data; it allows
to predict the target in an unseen experiment.
To illustrate the applicability of our procedure, we focus on examples from the field of systems
biology, where the need for automated modeling has steadily grown in the last decade [Bongard
and Lipson, 2007, Natale et al., 2017]. Due to the modularity of our procedure, it adapts
particularly well to problems in systems biology, since researchers there are frequently confronted
with the paradoxical situation that the system to be modeled is only partially observed and at
the same time models are needed to better understand the system in order to formulate testable
hypotheses [Engelhardt et al., 2016].
1.1. Related work
Modeling dynamical systems has a wide variety of applications and there is extensive literature
on the topic. We summarize some existing work in terms of three categories: parameter esti-
mation (Section 1.1.1), structure search (Section 1.1.2), and finally a more recent development,
causal models for dynamical systems (Section 1.1.3). Our main contribution falls into the latter
two topics.
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1.1.1. Parameter estimation
In this paper, we are mainly interested in structure search, but the methods used for parameter
estimation are often important ingredients for structure search. Assume it is known that the
dynamics of a system is described by X˙t = fθ(Xt), see (1). In this paper, we will be focusing on
a target variable Yt = X
1
t , say, but we will describe the method in its full generality here. Here,
the function fθ is known up to a parameter vector θ and X˙t refers to the time derivative of Xt.
The goal in parameter estimation is to use noisy observations X˜t of Xt, observed at the time
instances t1, . . . , tL to infer the parameters θ. This problem is often formulated as a nonlinear
least squares problem
argmin
θ
L∑
`=1
(
X˜t` −Xt`
)2
, (2)
whose exact solution is often considered as a “gold standard” [e.g., Chen et al., 2017]. Here, the
solution trajectories Xt depends on the parameter θ. In practice, solving this optimization is
computationally very difficult. For a given candidate value θ, one has to solve the initial value
problem (1). The theorem by Picard-Lindelo¨f guarantees the existence of a unique solution if fθ
is uniformly Lipschitz [e.g., Sideris, 2014, Theorem 3.9]. But except for some special problems,
this solution cannot be found by symbolic computation, and numerical integration methods have
to be used instead. Many of the instances we consider in this paper are so-called stiff problems
whose solutions are particularly difficult to obtain. Standard explicit methods such as RK4 may
fail and one must use implicit methods instead, with the consequence of additional computing
time. Therefore, even single evaluations of the objective function are computationally expensive
and require carefully chosen numerical integration methods. Optimizing over θ comes with the
additional challenge that in practice, the number of time points L is very small (we consider an
example with L = 11), and the objective function is non-convex. Nevertheless, implementations
of this procedure exist. There are various versions, and here we concentrate on the highly
optimized Matlab implementation data2dynamics by Raue et al. [2015]. It is often used in
systems biology and can be considered as a state-of-the-art implementation for solving (2).
Their numerical integration is based on CVODES of the SUNDIALS suite [Hindmarsh et al.,
2005]. It is a variable order, variable step size method, combining Adams-Moulton and the
backward differentiation method. To solve nonlinear least squares, they implemented different
algorithms, and suggest to use a deterministic trust region approach, a Newton type algorithm
implemented in Matlab as LSQNONLIN [Coleman and Li, 1993, 1994]. Finally, they combine
their algorithm with a multi-start strategy to avoid local minima. For more details, see Raue
et al. [2015, supplementary information].
Due to the computational cost of (2), several alternative approaches have been proposed. In
gradient matching, one avoids solving the ODE explicitly by first smoothing the trajectories and
then fitting the gradients to the data, e.g., by ordinary least squares. Naturally, the solution
depends strongly on the quality of the initial smoother. Varah [1982] suggest to use splines,
Ramsay et al. [2007] suggest to regularize the smoother using the ODE itself, and Calderhead
et al. [2009], Dondelinger et al. [2013], Wenk et al. [2018] use Gaussian Processes. Macdonald
and Husmeier [2015] provide an overview of the different approaches based on gradient matching
with a focus on parameter estimation in biological systems. Instead of matching gradients, it
has been suggested to perform integral matching [e.g., Dattner and Klaassen, 2015], see also
Sections 3.4.4 and 5.1.
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1.1.2. Structure search
The task of model selection is arguably even more difficult than parameter estimation and
less work has been dedicated to this problem, Existing methods are most often constrained to
low-dimensional examples.
The most prominent area of current research views structure search as a model selection
problem and considers sparsity enforcing regularization procedures to simultaneously infer pa-
rameters and the structure of the model. Brunton et al. [2016], Wu et al. [2014], for example,
propose to apply `1-penalization, see the baseline implemented in the Section 5.1. Mikkelsen
and Hansen [2017] introduce an extension called AIM, which combines the `1-penalization with
direct minimization of the nonlinear optimization problem that emerges from (2). A similar idea
for polynomials is proposed by Tran and Ward [2017] and for stochastic differential equations
by Boninsegna et al. [2018]. These approaches can also be extended and applied to finding
PDEs [Rudy et al., 2017, Schaeffer, 2017]. On a critical note, it has been suggested that ap-
proaches relying on sparsity regularization to identify a model structure should be combined
with additional prior information, at least in systems biology [Szederke´nyi et al., 2011].
Employing other types of regularization or classical model selection techniques is possible, too.
Mangan et al. [2017], for example, combine sparsity regularization with a model selection step
based on the information criteria AIC and BIC. Common alternatives are based on approximate
Bayesian computation or likelihood ratio [Toni et al., 2009, Vyshemirsky and Girolami, 2007].
Procedures using a Gaussian process prior on the solution of the differential equation include
Raissi et al. [2017], Dony et al. [2018], for example, and, in a Bayesian setting, by Calderhead
et al. [2009], Gorbach et al. [2017], Wenk et al. [2018]. Other procedures consider additional
regularization to the inference problem by restricting the functional family to additive models
[e.g. Henderson and Michailidis, 2014, Chen et al., 2017].
Some attempts to describe time series by parametric equations rely on symbolic learning
as proposed in Crutchfield and McNamara [1987], Schmidt and Lipson [2009] who use evolu-
tionary algorithms over restricted functional forms. Bongard and Lipson [2007] consider an
active learning setting, where one can decide on performing new experiments (by changing ini-
tial conditions), whose data are then included in the inference procedure, too. Methods based
on inductive logic programming are proposed in Todorovski and Dzeroski [1997], Zembowicz
and Zytkow [1992], Washio et al. [1999], while modern approaches even try end-to-end learn-
ing [Raissi, 2018, Martius and Lampert, 2016] and combine the identification of underlying
differential equations from data with prediction.
Some approaches tackle the problem by using model-free network reconstructions as in A¨ijo¨ and
La¨hdesma¨ki [2009], Guo et al. [2014], Casadiego et al. [2017] and also methods based on general
time-series models, which focus on non-parametric kernel methods [Grosse et al., 2012, Duve-
naud et al., 2013]. For a review of network inference methods with a focus on systems biology,
we refer to Oates and Mukherjee [2012] and Siegenthaler and Gunawan [2014] and for general
systems to the classic textbook of Ljung [1998].
All of the above approaches focus on predictive performance in the model selection step. We
will argue that incorporating invariance yields more robust models and brings us closer to a
causal model. The method that comes closest to a causality idea is arguably the one proposed
by Oates et al. [2014]. The authors consider a dynamical system as a chemical reaction graph
with associated kinetic parameters, where both the graph and kinetic parameters have to be
inferred from data. It employs a full Bayesian approach which comes with a computational
cost, especially for a large number of variables. The links can be argued to be robust through
model averaging.
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In this paper, we restrict ourselves to the task of inferring the model for a single target variable
Yt := X
1
t , for example. Almost all of the above methods that consider the same model class
aim at the more challenging task of modeling the full system of variables. Exceptions include
the approaches with an `1 type penalty and the AIM method by [Mikkelsen and Hansen, 2017].
These can be straightforwardly adapted to our setting and are included as baselines in our
numerical simulations. Modeling the dynamics of a single target variable rather than the full
system is more robust against model misspecification and the existence of hidden variables, see
Section 3.1. Moreover, the resulting methods become scalable to large numbers of variables as
exhaustive model searches continue to remain feasible.
1.1.3. Causal models for ODE based systems
In Section 2.2, we introduce the formal framework of causal kinetic models that do not only
allow us to model dynamical systems with a set of differential equations but also to specify
what we mean by intervening in the system. There have been several other proposals to connect
differential equations with causal models. We review some of them and argue why they were
not sufficiently general for our purpose.
Mooij et al. [2013], Blom and Mooij [2018] and Rubenstein et al. [2018] consider (determin-
istic) ordinary differential equations. Their goal is to describe the asymptotic solution of such
a system as a causal model. They consider interventions that fix the full time trajectory of a
variable to a pre-defined solution, e.g., to a constant. Mooij et al. [2013] consider interventions
on the ODE system itself. They are, however, interested in the equilibrium of the ODE sys-
tems (assuming that they exist) and its relation to standard structural causal models (SCMs).
Therefore, they explicitly do not distinguish between interventions that yield the same equilib-
rium. Another class of causal models was introduced by Hansen and Sokol [2014], who consider
stochastic differential equations, which contain ODEs as a special case. They introduce inter-
ventions, for which at any time point the intervened variable can be written as a deterministic
function of other variables.
As opposed to the above approaches, causal kinetic models, remain on the level of ODEs. We
believe that this comes with the following benefits. (1) We aim to model the full time evolution
of the system and aim at modeling data measured at different time points. The focus in our
work may therefore be slightly different from the one in the approaches mentioned above. (2)
Modeling the full time evolution, it is natural to also consider interventions in the differential
equations themselves. Our framework allows us to work with a general class of interventions that
we believe to be natural in several applications, see Section 2.2.1. Formally, we show at the end
of Section 2.2.1 that our proposed causal kinetic models indeed also include the interventions
considered in the causal models mentioned above. For example, setting the initial condition of
one of the variables to a constant and the corresponding differential equation to zero yields an
intervention that effectively puts the trajectory of a variable to a constant. Finally, (3), we will
later exploit an invariance in the dynamics of the variables, which is easiest phrased in terms
of the original ODE, see Assumption 1.
1.2. Contributions
We propose a general and rigorous modeling framework (Causal KinetiX) for performing causal
inference in dynamical systems. It contains the concept of causal kinetic models, offering a
language for intervening in dynamical systems. It also comes with two novel methodologies for
structure identification from heterogeneous data: (a) model ranking and (b) variable ranking.
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While we provide full details and analysis for the case of mass-action kinetics, the concepts and
principles are readily applicable to other types of models. In contrast to established approaches,
our framework inherently benefits from heterogeneity in the experiments and attempts to learn
causal structure from time series data. Experimental evaluation on both simulated and real
data examples shows that our framework is robust to (ubiquitous) model misspecification. The
methods are flexible in that they can be equipped with any parameter estimation method. Here,
we consider a gradient matching type approach, which allows for fast parameter estimation
and polynomial runtime in the number of variables, repetitions, environments and number
of time points. Opposed to any method that searches over an exponentially growing space
of model structures, and performs parameter estimation combined with model selection, our
inference framework is scalable to very large systems. It is applicable in cases where only
few observations for each state are available. For both proposed ranking procedures we prove
theoretical guarantees including an asymptotic consistency result. Finally, we will provide easy
to use code, which will be published as an open source R-package. It includes our simulation
models (most notably the Maillard reaction) which can be used for testing and benchmarking
network inference algorithms.
1.3. Outline
The remainder of this paper is organized as follows. In Section 2, we introduce the framework
of causal kinetic models that allows us to define interventions in kinetic systems. We describe
the well-studied relation between invariance and causality. In Section 3, we propose the main
methodological components. They allow us to score models by stability, i.e., the ability to
generalize across experiments. Additionally, we can rank variables according to their importance
for stability. Section 4 contains theoretical guarantees. We apply our method to various artificial
data sets and a real world biological example in Section 5.
2. Causal models for ordinary differential equations
We begin with a well-known example from biology that mainly serves the purpose of introducing
notation. We show how mass-action kinetics connects reactions (as they are common in chem-
istry, for example) to ODE based models. One may start directly with the ODEs, but often,
the underlying reactions give rise to a natural class of interventions (see Definition 2 below).
2.1. An example: the Lotka-Volterra model
A general reaction [e.g. Wilkinson, 2006] takes the form
m1R1 +m2R2 + . . .+mrRr → n1P1 + n2P2 + . . .+ npPp
with r being the number of reactants and p the number of products. Both Ri and Pj can
be thought of as molecules and are often called species. The coefficients mi and nj are called
stochiometries. A famous example is the Lotka-Volterra model [Lotka, 1909].
A
k1−→ 2A (3)
A+B
k2−→ 2B (4)
B
k3−→ ∅, (5)
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where A is the pray and B the predator. The coefficients k1, k2, and k3 indicate the rates, with
which the reactions happen.
In mass-action kinetics [Waage and Guldberg, 1864], one usually considers the concentration
[X] of a species X, the square parentheses indicate that one refers to the concentration rather
than to the integer number of abundant species or molecules itself. The law of mass-action
states that the instantaneous rate of each reaction is proportional to the product of each of its
reactants raised to the power of its stochiometry. For the Lotka-Volterra model, for example,
this yields
d
dt
[A] = k1[A]− k2[A][B] (6)
d
dt
[B] = k2[A][B]− k3[B]. (7)
This is the type of model that we consider throughout the paper.
2.2. Causal kinetic models
We now define an ODE based model class that includes the set of reactions in (6) and (7),
for example. Statistical models are expected to model the observational distribution of a data
generating process. In this paper we will introduce a causal model class [see Pearl, 2009, Imbens
and Rubin, 2015, for i.i.d. data] that additionally models intervention distributions. This allows
us to model the system’s behaviour after having perturbed some parts of the system.1 In this
work, we extend the ideas of SCMs (see Section 1.1) to the setting of ordinary differential
equations (ODEs). To the best of our knowledge, the following formulation has not been used
before.
Definition 1 A causal kinetic model over processes X := (Xt)t := (X
1
t , . . . , X
d
t )t is a collection
of d ODEs
X˙1t := f
1(X
PA1
t , X
1
t ), X
1
0 := x
1
0
X˙2t := f
2(X
PA2
t , X
2
t ), X
2
0 := x
2
0
...
X˙dt := f
d(X
PAd
t , X
d
t ), X
d
0 := x
d
0.
Here, for any k ∈ {1, . . . , d}, X˙kt denotes the time derivative of the component Xk at time t
and PAk ⊆ {1, . . . , d} \ {k} is called the set of direct parents of Xk. We require that the system
of ODEs is solvable. For each causal kinetic model we can obtain a corresponding graph over
the vertices2 (1, . . . , d) by drawing edges from PAk to k, k ∈ {1, . . . , d}, see Figure 2 for an
example. If we consider the initial values as random variables, this induces a distribution over
X = (Xt)t.
In many practical applications, we might have access to noisy observations only, i.e., we observe
X˜t = Xt + εt, (8)
1A subclass of causal models is furthermore able to model counterfactual distributions, that are not considered
in this work. The model formulation we present in Definition 1 can be used for counterfactual statements,
too.
2By slight abuse of notation, we identify (X1, . . . , Xd) with its indices (1, . . . , d).
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for example, where we assume for simplicity that each noise component of εt is i.i.d. and the
components themselves are jointly independent of Xt. Again, the model induces a distribution
over X˜ = (X˜t)t.
ODE representations
A
k1−→ 2A
B
k2−→ 2B
A+ C
k3−→ 2C
B + C
k4−→ 2C
C
k5−→ ∅
d
dt
[A] = k1[A]− k3[A][C]
d
dt
[B] = k2[B]− k4[B][C]
d
dt
[C] = k3[A][C] + k4[B][C]− k5[C] A B
C
Figure 2. Illustration of different ODE representations: mass-action (chemical) reactions (left),
standard ODE system (middle) and corresponding graph (right).
For now, we assume that all variables in the system are observed, an assumption that almost
never holds in practice. Our method, however, requires that only one of such assignments holds,
see Assumption 1. The modular structure of this model is the key to formalize the concept of
interventions.
2.2.1. Interventions
An intervention on the system replaces some of the structural assignments. Interventions can
change the dynamics of the process Xk, the initial values or both at the same time. This in-
cludes several types of interventions, which may prove useful when modeling complex dynamical
systems. We discuss some examples below.
Definition 2 Consider a deterministic causal kinetic model, i.e., a causal kinetic model without
noise. An intervention on the process Xk, 1 ≤ k ≤ d corresponds to replacing the k-th initial
condition or the k-th ODE with
Xk0 := ξ or X˙
k
t := g(X
PA
t , X
k
t ),
respectively, where PA ⊆ {1, . . . , d} is the set of new parent components. In both cases, we still
require that the system of ODEs is solvable. The interventions are deonoted by
do
(
Xk0 := ξ
)
and do
(
X˙kt := g(X
PA
t , X
k
t )
)
,
respectively. The same definitions apply in the presence of observational noise εt, as in (8).
If the ODE system stems from a set of reactions replacing one of them constitutes a natural
intervention; it corresponds to a change of the assignments for all involved variables. In the
example from Section 2.1, changing the rate of the first reaction (3), i.e., changing k1 to k˜1, say,
yields a change of assignment (6). Changing the rate of the second reaction (4), however, yields
a change of both assignments (6) and (7).
The framework further allows us to set a variable Xk to a constant value c by performing
the interventions do(Xk0 := c) and do(X˙
k
t := 0). To obtain a similar effect, we may introduce
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a forcing term that “pulls” the variable Xk to a certain value c. Alternatively, one can keep
the dependence of X˙k on X`, say, but change how strongly X˙k depends on the value of X`. In
mass-action kinetics, for example, this can be realized by changing the coresponding rates kj ,
see Figure 2. It is furthermore possible to change the parent set of Xk.
We believe that in a system that is described well by a system of differential equations,
it is most natural to formulate the interventions as differential equations, too. Nevertheless,
interventions of the form Xkt := ζ(X
A
t ) with A ⊆ {1, . . . , d} \ {k} [e.g. Hansen and Sokol,
2014], and Xkt := ζ(t) [e.g. Rubenstein et al., 2018] are included in our formalism as well.
In our notation, the intervention do(Xkt := ζ(X
A
t )) can be written as do(X˙
k
t :=
d
dtζ(X
A
t )) and
do(Xk0 := ζ(X
A
0 )). Similarly, do(X
k
t := ζ(t)) is realized by do(X˙
k
t := ζ˙(t)) and do(X
k
0 := ζ(0)).
The application at hand determines which of these interventions provides the description that
is closest to reality.3
2.3. Structure learning for ODE based systems
Given that the parents PAj are unknown, estimation of a causal kinetic model involves both
structure learning, i.e., model selection, as well as a parameter inference step. As previously
mentioned in Section 1.1, the case where the parents of each variable (and thus the structure
of the whole system) is known has received a lot of attention. Our work, however, focuses on
settings, in which the system’s underlying structure is unknown and needs to be inferred from
data. This setting is often referred to as structure learning, structure identification or causal
discovery in the causal community [Spirtes et al., 2000, Pearl, 2009, Peters et al., 2017].
Instead of considering the problem of learning the entire structure, we, here, assume that
there is a target process Y := X1 ∈ X, for which the parents are unknown and of particular
interest. To make this precise, we denote the parents of Y by PAY and assume that each of
the n repetitions has been generated by a model of the form
Y˙t = fY (X
PAY
t ), (9)
for a fixed function fY . Our goal is to infer both the function fY as well as the parents PAY .
The observed data consists of n repetitions of discrete time observations of each of the d
variables X (in general the noise version X˜) on the time grid t = (t1, . . . , tL). Each of the
repetitions is assumed to be part of an environment or experimental condition {e1, . . . , em}.
These experimental conditions should be thought of as different states of the system that can
stem from, for example, one of the interventions described in Section 2.2.1. By concatenating
the time series for the d variables, we thus represent the data by the following n× (d ·L) matrix.
e = e1
{ 
X˜
1,(1)
t1
· · · X˜1,(1)tL · · · X˜
d,(1)
t1
· · · X˜d,(1)tL

...
...
...
...
...
...
...
...
...
e = em
{
X˜
1,(n)
t1
· · · X˜1,(n)tL · · · X˜
d,(n)
t1
· · · X˜d,(n)tL
(10)
One of the variables, X1, say, is considered as the target, i.e., Y˜
1,(i)
t = X˜
1,i
t . In Section 3, we
propose a two-step method that specifically exploits the difference between experimental setups
to tackle the problem of structure identification. The first step is to rank different models by
3One may further be interested in modeling delays in the system, i.e., derivatives depending on the earlier state
of a variable. This is possible by adapting Definition 1.
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how well they are able to explain the different experimental settings. This leads to a list of
candidate models (or functions) fY which are then used in the second step to rank variables
according to their importance in leading to invariant models and hence whether they belong to
PAY . The relation between causality and invariance will be one of the key components.
2.4. Invariance and causality
The notions of invariance and causality are tightly linked to each other. As illustrated in
Section 2.2 causal models do not only describe a data generating process in its observational state
but they also describe how the system can be intervened on. For many practical applications this
is essential as it allows to make statements about the behavior of a system under certain changes.
All causal models (for i.i.d. data or dynamical systems) build upon a common assumption:
intervening on one part of the system, leaves another part intact. This is commonly referred to
as autonomy or modularity [Haavelmo, 1944, Aldrich, 1989, Pearl, 2009, Scho¨lkopf et al., 2012].
This principle can be turned around. Let us therefore assume that the system is observed
under a discrete set of experimental (or interventional) settings, none of which affect the target
variable Y directly, see (9). In many applications, such an assumption is quite natural, e.g., if the
target is a phenotype while the predictors are protein concentrations or gene expressions. This
means that the data from all environments can be described by a single model. We therefore
propose to evaluate different models by their ability to describe the data from all environments
equally well. Only such invariant models have the potential for being causal and restricting
inference to the class of invariant models will bring us closer to the underlying causal ground
truth. In the i.i.d. settings, such methods have been proposed by Eaton and Murphy [2007],
Peters et al. [2016a], Pfister et al. [2018], for example. Note, however, that an extension of
the above approaches to dynamical systems is not straightforward due to different scales across
experiments, errors in the observation model and the validity of the testing procedure.
In the following section, we propose a method that ranks models by their stability and then
uses these scores to find certain variables which appear to be important for the most stable
models. By the above reasoning these variables are therefore likely (depending on the number
of observed interventional settings) to be part of the true causal model. Moreover, even if they
are not part of the true causal model they are good predictors for explaining changes across
different interventional settings.
3. Causal KinetiX: Identifying causal predictors
In this section, we introduce a procedure that infers a part of the causal kinetic models described
in Section 2. It is based on the assumption that the dynamics of the target variable Y := X1
are described by an invariant (or stable) model, depending only on an unknown subset of the
predictors PAY .
Given an assignment Y˙t = g(Xt) it will be convenient to speak about the components of Xt
that have an influence on the outcome of g. For any set S ⊆ {1, . . . , d}, we therefore define
F(S) :=
{
g : Rd → R ∣∣ ∃f : R|S| → R : ∀x ∈ Rd g(x) = f(xS)} .
A set of functions G ⊆ F(S) then contains only functions that do not depend on variables
outside S. In the class of mass-action kinetics, for example, we could have
G1 = {g | g(x) = θ1x1 + θ7x7, where θ1, θ7 ∈ R},
G2 = {g | g(x) = θ2x2 + θ3x3, where θ2, θ3 ∈ R},
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which implies G1 ⊆ F({1, 7}) and G2 ⊆ F({2, 3}), see Section 3.1 for more details. In practice,
the underlying structure is unknown and many methods therefore include a model selection
step. For the remainder of this paper, we assume that we are given a family of target models
M = {G1, . . . ,Gm}, where individual models can depend on various different subsets of variables
S ⊆ {1, . . . , d}. We refer to G as a target model and M as a collection of target models. Based
on these definitions, we can make precise what it means for the target trajectories Y to be
described by invariant dynamics.
Assumption 1 (invariance) There exists a set S∗ and a function f∗ : R|S∗| → R satisfying
for all i ∈ {1, . . . , n} and all t ∈ t that
Y˙
(i)
t = f
∗(XS∗,(i)t ). (11)
Further, S∗ is minimal for f∗ in the following sense: there is no S ( S∗ such that f∗ ∈ F(S).
For causal kinetic models, the pair (fY ,PAY ) satisfies Assumption 1 whenever the environments
consist of interventional data, which do not contain interventions on the target Y itself. Even
if Assumption 1 is satisfied the pair (f∗, S∗) is not necessarily unique, i.e., there may be one or
several pairs satisfying (11). In general, both the set S∗ as well as the invariant function f∗ are
of interest in practice as both are strongly related to the causal mechanisms of the underlying
system. In this paper, we propose a method that can rank the target models in M or the
individual predictors in X according to their importance in achieving the invariance in (11). As
discussed in Section 2.4 this means that highly ranked models and variables will be important
for understanding the causal mechanisms in the system. Our proposed method consists of two
major components: (i) a procedure which assess the stability of each fitted model in M, which
we describe in Section 3.2, and (ii) a principled way of ranking individual variables based on the
stability scores of the fitted models depending on them, see Section 3.3. Although the method’s
underlying principles are more general, our paper focuses on mass-action kinetics, which we
introduce formally in the following Section 3.1.
3.1. Parametric models for mass-action kinetics
Many ODE based systems in biology are described by the law of mass-action kinetics, see, e.g.,
Section 2.1. The resulting ODE models are linear combinations of various orders of interactions
between the predictor variables X. Assuming that the underlying ODE model of our target Y
is described by a version of the mass-action kinetic law, the derivative Y˙t equals
Y˙t = fθ(Xt) =
d∑
k=1
θ0,kX
k
t +
d∑
j=1
d∑
k=j
θj,kX
j
tX
k
t , (12)
where θ = (θ0,1, . . . , θ0,d, θ1,1, θ1,2, . . . , θd,d) ∈ Rd(d+1)/2+d is a parameter vector. Correspond-
ingly, the function on the right-hand side of (11) in Assumption 1 has such a parametric form,
too. The assumption that the model only depends on the variables in S∗ can be expressed by a
sparsity on the parameter θ, i.e., θj,k = 0 for all j, k with j /∈ S∗ or k /∈ S∗. Also a target model
G can be constructed by a certain sparsity pattern. Formally, a sparsity pattern is described by
a vector v ∈ {0, 1}d(d+1)/2+d which specifies the zero entries in θ. For every such v, we define
Gv :=
{
fθ : Rd → R
∣∣∣ ∀x ∈ Rd : fθ(x) = ∑
k,j
θk,jx
kxj and v ∗ θ = θ
}
,
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where ∗ denotes the element-wise product. In principle, one could now search over all sparsity
patterns of θ, i.e., define M = {Gv, v ∈ {0, 1}d(d+1)/2+d}, but this becomes computationally
infeasible already for small values of d. In this work, we suggest two different collections of
target models. Other choices, in particular those motivated by prior knowledge, are possible,
too, and can easily be included in our code package.
Exhaustive models. Using only the constraint on the number of terms p leads to the following
collection of models
MExhaustivep =
{Gv ∣∣ v has at most p non-zeros} .
Every model in MExhaustivep consists of a linear combination of a fixed number of at most p
terms of the form X1, . . . , Xd, X1X1, X1X2, . . . , Xd−1Xd or XdXd.
Main effect models. Alternatively, one can also add the restriction that the models including
interaction terms for variables, include the corresponding main effects, too.
MMainEffectp =
{Gv ∣∣ v has at most p non-zeros and
v0,j 6= 0 implies vk,j 6= 0∀k < j and vj,k 6= 0∀k ≥ j
}
.
While the number of main effect models is much smaller it generally requires to fit larger mod-
els, which can lead to overfitting. For example, if the true invariant model only depends on the
two terms X1 and X4X5 there exists a exhaustive model with two parameters that is invariant,
while the smallest main effect model has nine parameters.
Our method is based on Assumption 1, in combination with a more concrete modeling step,
as described in this section, for example. Importantly, we only model the dependence of the
target on its causal predictors. We do not put any constraints on the distribution of the
predictor variables themselves. Apart from computational advantages that we briefly discuss in
Section 5.2.4, this comes with the following two modeling benefits: (1) The predictor variables
do not have to follow a specific model, such as mass-action kinetics. They can either come from
a more complex models or can even be influenced or set by experiments. (2) Additionally, it
allows the existence of an arbitrary number of hidden variables: as long as the hidden variables
do not influence the target variable directly, they do not affect the validity of Assumption 1.
The case, where also the target variable itself is affected by hidden variables is discussed in
Section 5.2.6.
3.2. Ranking models by stability
In this section, we introduce a fast, integration-free procedure to compute a stability score for
each model inM. The resulting score can be used to rank each model by how good it preserves
the invariance assumption (11). Our proposed stability score is based on a comparison between
the fits of an unconstrained smoother of the target trajectories and a constrained smoother in
which the constraint enforces a structure based on the considered model. It can be summarized
by the following steps. More details are provided in Section 3.4.
(M1) Input
Data as described in Equation (10) and a collectionM = {G1,G2, . . . ,Gm} of models over
d variables that is assumed to be rich enough to describe the desired dynamics. In the
case of mass-action kinetics, examples include M =MMainEffectp or M =MExhaustivep .
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(M2) Screening of predictor terms (optional)
For large scale systems, one can reduce the method’s search space to include only a smaller
number of predictor terms.
(M3) Smooth target trajectories
For each repetition i ∈ {1, . . . , n}, smooth the (noisy) data Y˜ (i)t1 , . . . , Y˜
(i)
tL
using a smoothing
spline
yˆ(i)a := argmin
y∈HC
L∑
`=1
(
Y˜
(i)
t`
− y(t`)
)2
+ λ
∫
y¨(s)2 ds, (13)
where λ is a regularization parameter, which in practice is chosen using cross-validation
and HC = {y : [0, T ] → R smooth | supt∈[0,T ] max(|y(t)|, |y˙(t)|, |y¨(t)|) ≤ C}. We denote
the resulting functions by yˆ
(i)
a : [0, T ] → R, i ∈ {1, . . . , n}. For each of the m candidate
target models G ∈ M perform the steps (M4)–(M6).
(M4) Fit candidate target model
Fit the target model G, i.e., find the best fitting function g ∈ G such that
Y˙
(i)
t = g
(
X
(i)
t
)
, (14)
holds for all i ∈ {1, . . . , n} and t ∈ t. In Section 3.4.1, we describe two procedures for this
estimation step resulting in an estimate gˆ. For each repetition i ∈ {1, . . . , n}, this yields
L fitted values gˆ(X˜
(i)
t1
), . . . , gˆ(X˜
(i)
tL
). A slight modification is discussed in Section 3.4.2.
(M5) Smooth target trajectories with derivative constraint
Refit the target trajectories for each repetition i ∈ {1, . . . , n} by constraining the smoother
to these derivatives, i.e., find the functions yˆ
(i)
b : [0, T ]→ R which minimize
yˆ
(i)
b := argmin
y∈HC
L∑
`=1
(
Y˜
(i)
t`
− y(t`)
)2
+ λ
∫
y¨(s)2 ds,
such that y˙(t`) = gˆ(X˜
(i)
t`
) for all ` = 1, . . . , L.
(15)
(M6) Compute score
If the candidate model G allows for an invariant fit, the fitted values gˆ(X˜(i)1 ), . . . , gˆ(X˜(i)L )
computed in (M4) will be reasonable estimates of the derivatives Y˙
(i)
t1
, . . . , Y˙
(i)
tL
. This, in
particular, means that the constrained fit in (M5) will be good, too. If, conversely, the
candidate model G does not allow for an invariant fit, the estimates produced in (M4)
will be poor. We thus score the models by comparing the fitted trajectories yˆ
(i)
a and yˆ
(i)
b
across repetitions as follows
T G :=
1
n
n∑
i=1
[
|RSS(i)b −RSS(i)a |
]
/
[
RSS(i)a
]
, (16)
where RSS
(i)
∗ := 1L
∑L
`=1
(
yˆ
(i)
∗ (t`)− Y˜ (i)t`
)2
.
The scores T G induce a ranking on the models in M, where models with a smaller score have
more stable fits than models with larger scores. It is further possible to use these scores to rank
not only models, but also individual variables. By the relation between stability and causality,
this yields variables that are causally related to the target variable.
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3.3. Ranking variables by stability
The following idea allows us to rank individual variables according to their importance in
stabilizing models. We score all models in the collectionM based on their stability as described
in Section 3.2 and then rank the variables according to how many of the top ranked models
depend on them. This can be summarized in the following steps.
(V1) Input (same as above)
Data as described in Equation (10) and a collectionM = {G1,G2, . . . ,Gm} of models over
d variables that is assumed to be rich enough to describe the desired dynamics. In the
case of mass-action kinetics, examples include M =MMainEffectp or M =MExhaustivep .
(V2) Compute stabilities
For each model G ∈ M compute the stability score T G as described in (16). Denote by
S(1), . . . , S(K) the K top ranked models, where K ∈ N is chosen to be the number of
expected invariant models in M. See Section 3.4 for how to choose K in practice.
(V3) Score variables
For each variable j ∈ {1, . . . , d} compute the following score
sj :=
|{k ∈ {1, . . . ,K} | G(k) depends on j}|
K
. (17)
Here, “G(k) depends on j” means that there is no S ⊆ {1, . . . , d} with j /∈ S and G(k) ⊆
F(S). If there are exactly K invariant models, the above score then represents the fraction
of invariant models that depend on variable j. In particular, it equals 1 for a variable j if
and only if every invariant model depends on that variable.
Due to the combinatorial nature of these scores, we can construct hypothesis tests of whether
a particular score is higher than one would expect given that the models are randomly ranked.
The details are given in Section 4.1. Moreover, in Section 4.2, we show that under appropriate
assumptions this scoring is consistent in the sense that it is approximately 1 for all variables
contained in the true causal model.
3.4. Implementation details
We now provide more details on how to implement the steps described Sections 3.2 and 3.3.
Furthermore, we propose to use pre-screening step, when the method is applied to data sets
with a large number of predictors, i.e., d > 30 or d > 50, depending on the considered model
classes, see Section 3.4.4.
3.4.1. Fitting target models (M4)
We now propose a method that fits a given target model G, see (M4) in Section 3.2; that is, we
want to find a function g ∈ G such that the equation
Y˙
(i)
t = g
(
X
(i)
t
)
(18)
is satisfied as well as possible for the observed data (X˜
(i)
t`
)i∈{1,...,n},`∈{1,...,L}. This problem is
difficult for two reasons. First, the derivative values Y˙
(i)
t are not directly observed in the data
and, second, even if we had access to noisy unbiased versions of Y˙
(i)
t , we are dealing with an
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error-in-variables problem. Nevertheless, for certain model classes G it is possible to perform
this estimation consistently and since the predictions are only used as constraints, one expects
even rough estimates to work as long as they preserve the general dynamics. Here, we first
propose a general method which can be adapted to many model classes and then discuss a
second method that often performs slightly better but requires the target models to be linear
in their parameters.
The first procedure tackles the problem directly by first estimating the derivatives and then
performing a regression based on the model class under consideration. More precisely, we first fit
the smoother y
(i)
a from (M3) and then compute its derivatives. When using the first derivative
of a smoothing spline it has been argued that the penalty term in (13) contains the third
derivative rather than the second derivative of y [see Ramsay and Silverman, 2005, Section
5.2.8], however, this can lead to numerical instabilities and only works when the problem is
sufficiently smooth. Assuming that this results in reasonably unbiased noisy versions of Y˙
(i)
t ,
we then perform a regression of the estimated derivatives on the data. The regression procedure
depends on the model class G and can be anything from linear ordinary least squares in the case
of a linear model class to random forests if the functions are very nonlinear. As mentioned above
most regression procedures have difficulties with errors-in-variables and therefore return biased
results. Sometimes it can therefore be helpful to use smoothing or averaging of the predictors
to reduce the impact of this problem.
The second method we suggest only works for models which are linear in the parameters, i.e.,
models that consists of function of the form
g(x) =
p∑
k=1
θkgk(x),
where the functions g1, . . . , gp are known transformations. In this case we can transform (18)
by integration to
Y
(i)
t`
− Y (i)t`−1 =
p∑
k=1
θk
∫ t`
t`−1
gk(X˜
(i)
s )ds.
Using this equation in the fit no longer requires estimation of the derivatives of Y but instead
the integral of the predictors. It is well-known [e.g., Chen et al., 2017] that integration is
numerically more stable than differentiation, which makes the estimation easier. In particular,
it is often sufficient to approximate the integrals using the trapezoidal rule, i.e.∫ t`
t`−1
gk(X˜
(i)
s )ds ≈
gk(X˜
(i)
t`
) + gk(X˜
(i)
t`−1)
2
(t` − t`−1).
In many applications, it may happen that that the noise in the predictors is in fact greater than
the error in this approximation. The resulting bias is then negligible.
3.4.2. Leave-one-environment-out (M4)
In Section 3.2, we proposed to fit the model on all n repetitions and then use the predictions of
that model to compute the score in (M6). However, since the repetitions are grouped in terms
of environments e1, . . . , em (if this is not the case one can also assume each repetition belongs
to a different environment) one can incorporate this additional information. Instead of simply
fitting the model on all n repetitions, it is often beneficial for every i ∈ {1, . . . , n} to fit the
model on all repetitions belonging to all environments other than the one to which i belongs.
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Then, using this fitted model, predict the derivatives for the repetition i. Doing this puts more
weight on how well a certain model is able to generalize to a different environmental condition,
which is exactly what we are trying to measure. It is, therefore, generally preferable to use this
leave-one-out procedure whenever sample size and computational time allows it.
3.4.3. Choosing parameter K in variable ranking (V2)
In this section, we discuss the choice of the constant K used in the scores sj in Section 3.3.
As mentioned in (V2), K should ideally be equal to the number of invariant models, as this
will be the choice for which we show theoretical consistency guarantees in Section 4.2. We
found that the method’s results are robust to the choice of K. In doubt, we propose to choose
K to be small, to ensure that it is smaller than the number of invariant models. Depending
on the collection M of target models it is sometimes possible to give a heuristic number of
invariant models simply based on the structure. For the examples given in Section 3.1 we have
the following reasoning. Let us first consider exhaustive models MExhaustivep+1 . If the smallest
invariant model only has p terms (i.e., it corresponds to a v∗ ∈ Vp+1 with
∑
j v
∗
j = p) it is clear
that any super-model (i.e., any v ∈ Vp+1 with
∑
j |vj − v∗j | = 1) is also an invariant model. The
number of super-models, however, is simply given by 2d+
(
d
2
)− p. Hence, if we use the model
collectionMExhaustivep+1 , where p is assumed to be the expected number of terms contained in the
smallest invariant model, a reasonable choice is to set K = 2d +
(
d
2
) − p. A similar reasoning
for models in MMainEffectp+1 leads to the choice K = d− p.
3.4.4. Screening of terms (M2)
For large scale, i.e., large d, and even high-dimensional systems, the computational complexity
of the method can be significantly reduced by including a prior screening step. The collections
of models we propose in Section 3.1 scale as
|MExhaustivep | =
p∑
k=1
((d
2
)
k
)
= O(d2p) and |MMainEffectp | =
p∑
k=1
(
d
k
)
= O(dp).
Even though computation of the stability score for a single model is fast, this makes clear that
an exhaustive search is infeasible for settings with large d. We therefore propose to reduce
the model sizes by first performing a screening step based on how useful certain terms are for
prediction in the model estimation in (M4) of Section 3.2 and then continue our procedure with
the reduced model class.
Apart from the computational gains such a screening step has the additional advantage of
making sure that the terms required for heterogeneity across experimental conditions have pre-
dictive power, too. The intuition being that one first reduces to a set of reasonably good
predictors by screening and then makes use of the heterogeneity to further assess models ac-
cording to their importance in creating invariant models. Therefore, even in a low-dimensional,
setting combining our method with screening makes sense.
Essentially, any screening or variable selection method based on the model fit in (14) can
be used. Here, we give two explicit options based on `1-penalized least squares, also known as
Lasso [Tibshirani, 1994], for the linear models described Section 3.1. Although we are not aware
of a method with this exact formulation, these methods are in spirit very similar to existing
methods, see, e.g., [Wu et al., 2014, Brunton et al., 2016, Mikkelsen and Hansen, 2017] and
references therein.
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DerivLasso This method fits a smoother to each trajectory of the target variable Y and com-
putes the corresponding derivatives. Then, one fits an `1-penalized sparse linear model on these
estimated derivatives ̂˙Y (i)t` = d∑
j=1
d∑
k=j
θk,lX
k,(i)
t`
X
j,(i)
t`
+ ε
(i)
t`
,
where again ε
(i)
t`
are assumed independent and identically distributed Gaussian noise variables
and the regression coefficient θ is assumed to be sparse. This results in a ranking of terms
Xk,(i)Xj,(i) by when they enter the model for the first time.
IntegratedLasso Similarly, we can proceed as in Section 3.4.1 and integrate the linear model to
avoid estimating the often numerically unstable derivatives. In this case, one fits a `1-penalized
sparse linear model on the difference of the form
Ŷ
(i)
t`
− Ŷ (i)t`−1 =
d∑
j=1
d∑
k=j
θk,l
∫ t`
t`−1
Xk,(i)s X
j,(i)
s ds+ ε
(i)
t`
≈
d∑
j=1
d∑
k=j
θk,l
X
k,(i)
t`
X
j,(i)
t`
+X
k,(i)
t`−1X
j,(i)
t`−1
2
(t` − t`−1) + ε(i)t`
where again ε
(i)
t`
are assumed independent and identically distributed Gaussian noise and the
regression coefficient θ is assumed to be sparse. Again one gets a ranking of the term Xk,(i)Xj,(i)
depending on when they first enter the model. In the numerical simulation section (Section 5.2.1)
we show that numerically it appears that IntegratedLasso performs better than DerivLasso (see
Figure 5). Intuitively, this is the case whenever the dynamics are hard to detect due to noise as
the estimated derivatives will then have strongly time-dependent biases. Similar observations
have been made by for example Chen et al. [2017].
The idea of using `1-penalized procedures for model inference is not new and has been applied
extensively, as also mentioned in Section 1.1. In our numerical experiments in Section 5 we use
the above mentioned DerivLasso and IntegratedLasso as two competing methods to assess the
performance of our proposed procedure and illustrate that one can indeed profit from enforcing
invariance across experiments.
4. Theoretical guarantees
4.1. Significance of the variable ranking
Due to the combinatorial nature of the variable scores introduced in Section 3.3 we can test
whether a given score sj , defined in (17), is significant in the sense that the number of top
ranked models depending on variable j is higher than one would expect if the ranking of all
models in M was random. More precisely, consider the null hypothesis
H0 : the top ranked models G(1), . . . ,G(K) are drawn uniformly from all models in M.
It is straightforward to show that under H0 it holds that K · sj follows a hypergeometric dis-
tribution with parameters |M| (population size), |{G ∈ M|G depends on j}| (number success
in population) and K (number of draws). For each variable we can hence compute a p-value to
assess whether it is significantly important for stability. A small p-value, however, only implies
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that a variable is potentially causal but does not directly guarantee causality. It can thus be
used to determine how many of the top ranked variables show interesting behavior. In the
numerical simulations (see Section 5.2.6) we show that this can often be helpful in applications.
4.2. Consistency of ranking procedure
We now provide some conditions under which the proposed procedure is consistent. To this
end, we fix the number of environments (or experiments) to m and assume that there exist
R repetitions for each experiment observed on L time points. In total this means we observe
n = m · R trajectories, each on a grid of L time points. As asymptotics, consider a growing
number of repetitions Rn and simultaneously a growing number of time points Ln. Here,
increasing repetitions R and time points L corresponds to collecting more data and obtaining
a finer time resolution, respectively. Both of these effects are achieved by novel data collection
procedures. To make this more precise, assume that for each n ∈ N we are given a time grid
tn = (tn,1, . . . , tn,Ln)
on which the data are observed and such that Ln → ∞ for n → ∞. For simplicity we will
only analyze the case of a uniform grid, i.e., we assume that ∆t := tn,k+1 − tn,k = 1Ln for all
k ∈ {1, . . . , Ln}. As in Section 2.3 we denote the m environments by e1, . . . , em ⊆ {1, . . . , n}
and assume that for all k ∈ {1, . . . ,m} that |ek| = Rn which grows as n increases.
To achieve consistency of our ranking procedures (both for models and variables) we require
the following three conditions (C1)–(C3) below. These three conditions should be understood
as high-level conditions or guidelines. There may be, of course, other sufficient assumptions
that yield the desired result and that might cover other settings and models.
(C1) Consistency of target smoothing: The smoothing procedure in (M3), see Section 3.2,
satisfies the following consistency. For all k ∈ {1, . . . ,m} it holds that
lim
n→∞E
(
sup
t∈[0,T ]
(
yˆ(ek)a (t)− Y (ek)t
)2)
= 0,
where, by slight abuse of notation, the superscript (ek) denotes a fixed repetition from
the environment ek.
(C2) Consistency of model estimation: For every invariant model G ∈ M and for all
k ∈ {1, . . . ,m} it holds that
Ln max
`∈{1,...,Ln}
|gˆn(X˜(ek)tn,` )− Y˙
(ek)
tn,`
| P−→ 0
as n → ∞, i.e., the estimation procedure gˆn in (M4) is consistent. Furthermore, for all
non-invariant models G ∈ M there exists a smooth function g ∈ G such that g and its
first derivative are bounded and it holds for all t ∈ [0, T ] and for all k ∈ {1, . . . ,m} that
Ln max
`∈{1,...,Ln}
|gˆn(X˜(ek)t` )− g(X
(ek)
t`
)| P−→ 0
as n→∞, i.e., the estimation convergences to a fixed function.
(C3) Uniqueness of invariant model: There exists a unique function g∗ ∈ ∪G∈MG and a
unique set S∗ ⊆ {1, . . . , d} such that for all n ∈ {m,m+ 1, . . . } the pair f∗(x) := g∗(xS∗)
and S∗ satisfy Assumption 1. This condition is fulfilled if the experiments are sufficiently
heterogeneous, e.g., because there are sufficiently many and strong interventions.
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Note that (C2) relates to the problem of error-in-variables, see the discussion in Section 3.4.1.
Relying on the conditions (C1)–(C3), we are now able to prove consistency results for both
the model ranking from Section 3.2 and the variable ranking from Section 3.3. Recalling the
definition of T Gn given in (16) (small values of T Gn indicate invariance), we define
RankAccuracyn := 1−
∣∣{G ∈ M|T Gn < max{G˜∈M|G˜ invariant} T G˜n and G not invariant}∣∣∣∣{G ∈ M|G not invariant}∣∣ (19)
as performance measure of our model ranking. RankAccuracy is thus equal to 1 minus “pro-
portion of non-invariant models that are ranked better than the worst invariant model”. In
particular, it equals 1 if and only if all invariant models are ranked better than all other models.
Given the above conditions the following consistency holds.
Theorem 3 (rank consistency) Let Assumption 1 and conditions (C1) and (C2) be satisfied.
Additionally, assume that for all k ∈ {1, . . . ,m} it holds for all i ∈ ek and ` ∈ {1, . . . , Ln}
that the noise variables ε
(i)
t`
are i.i.d., symmetric, sub-Gaussian and satisfy E(ε(i)t` ) = 0 and
var(ε
(i)
t`
) = σ2k. Let Yt and its first and second derivative be bounded and assume that for all
non-invariant sets G ∈ M the sets {t 7→ g(Xt) | g ∈ G} are closed with respect to the sup norm.
Then, it holds that
lim
n→∞E (RankAccuracyn) = 1.
If, in addition, condition (C3) holds, we have the following guarantee for the variable scores
snj = sj, defined in (17):
• for all j ∈ S∗ it holds that limn→∞ E(snj ) = 1 and
• for all j 6∈ S∗ it holds that limn→∞ E(snj ) ≤ K−1K ,
where K := |{G ∈ M|G is invariant}|.
The result is proved in Appendix B (which also contains the choice of C for (M3)) and it is
verified empirically in Section 5.2.3.
5. Numerical experiments
We believe that the main features of our method are as follows: (a) We model only a part of
the system, namely the dependence from the target derivative on its causal predictors, see (11)
and (12). The predictors themselves do not need to be modeled. This is an advantage not
only because of speed but also because the predictors’ dynamics may follow a complex set of
differential equations or may depend on variables that are unobserved, see Section 5.2.6, for
example. (b) Our method does not solve any numerically expensive steps, e.g., there is no
integration step. Together with the first point, this makes our method fast and scalable to large
systems, see Section 3.4.4. The experiment on real data includes d = 411 predictor variables,
see Section 5.3. (c) We take the heterogeneity of the data into account. The method therefore
outputs not only predictive variables but also those that yield a prediction that is particularly
invariant across different settings. This is a distinctive feature of causal predictors (Section 2),
and such a model may still perform well in a new, unseen experiment, see Section 5.3. (d) The
output is presented as a ranking that can be seen as a generation of causal hypotheses.
We introduce some competing methods in Section 5.1. Various experiments on synthetic data
(partly simulated from real systems) shown in Section 5.2 indicate superior performance of our
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proposed method. Finally, Section 5.3 shows an application to a real data set illustrating our
method’s potential to practically relevant problems. In the numerical experiments, we consider
ODE systems derived from the law of mass-action kinetics, see Section 3.1.
5.1. Competing methods
There exist a large number of methods that aim to perform model selection for ODEs, see
also Section 1.1. In essence, these methods combine parameter inference with classical model
selection techniques such as information criteria, e.g., AIC or BIC, or `1-penalized approaches.
All of them have in common that they solely optimize predictive performance of the resulting
model and do not make use of any heterogeneity in the data. Here, we compare with two basic
`1-penalized approaches that we believe are representative for this group of methods. The first
method performs the regularization on the level of the derivatives (DerivLasso) and the second
on the integrated problem (IntegratedLasso). Both are common in literature and can also be
used as screening procedures in our method, see Section 3.4.4. Finally, we also compare with
a more involved method called adaptive integral matching (AIM) introduced by Mikkelsen and
Hansen [2017]. Rather than only fitting the target equation it fits an entire system of ODEs on
all variables, hence utilizing information shared across different variables.
5.2. Simulation experiments
We perform experiments on three ODE models. The first is a biological model of the Maillard
reaction [Maillard, 1912], whereas the second and third are artificially constructed ODE models.
The relatively small sizes of these systems (d < 13) allow for fast data simulation which enables
us to compare the performance under various settings and conditions. It further makes the
presentation easier to understand. Section 5.3 contains a larger example.
5.2.1. Finding causal predictors in the Maillard reaction
The first simulation study is based on a biological ODE system from BioModels Database due
to Li et al. [2010]. More specifically, we use the model BIOMD0000000052 due to Brands and
van Boekel [2002] which describes reactions in heated monosaccharide-casein systems. This
system has the advantages to be relatively small (11 variables), it consists entirely of mass-
action type equations, and it remains stable under various random interventions (that we can
use to simulate different experimental conditions). The simulation setup is described in Data
Set 1.
Data Set 1: Maillard reaction
The ODE structure is given in Appendix C. For the simulations, we randomly select one of
the d = 11 variables to be the target and generate data from 5 experimental settings and
sample 3 repetitions for each experiment. The experimental conditions are as follows.
• experimental condition 1 (observational data):
Trajectories are simulated using the parameters given in BIOMD0000000052, see
Appendix C.
• experimental conditions 2 to 5 (interventional data):
Trajectories are simulated based on the following two types of interventions
– initial value intervention: Initial values are sampled for [Glu] and [Fru] uni-
form between 0 and 5 · 160 and for [lys R] uniform between 0 and 5 · 15, the
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remainder of the quantities are kept at zero initially as they are all products of
the reactions.
– blocking reactions: Random reactions that do not belong to the target equa-
tions are set to zero by fixing the corresponding reaction constant ki ≡ 0. The
expected number of reactions set to zero is 3.
Based on these experimental conditions each of the true model trajectories are computed
using numerical integration. Finally, the observations are given as noisy versions of the
values of these trajectories on a quadratic time grid with L = 11 time points between 0
and 100. The noise at each observation is independently normal distributed with mean 0
and variance proportional to the total variation norm of the trajectory plus a small positive
constant (in case the trajectory is constant). Sample trajectories are given in Figure 3.
As a first assessment of our method, we sample B = 500 realizations of the system described
in Data Set 1 and apply our method as well as the competing methods to rank the variables
according to which variable is most likely to be a parent variable of the target. To remove any
effect resulting from ordering of the variables we relabel them in each repetition by randomly
permuting the labels. Each ranking is then assessed by computing the area under the operator
receiver curve (AUROC) based on the known ground truth (i.e., parents PAY ). The results
are given in Figure 4. Here, we applied Causal KinetiX using both the exhaustive and the
main effect model classes discussed in Section 3.1. For the exhaustive models we considered
all possible models consisting of individual variables and interactions (66 potential predictor
terms) and restricted the search to models with at most 4 such terms after reducing the number
of terms by a prior screening step to 33. For the main effect models we performed no prior
screening and considered all models with at most 4 variables. The results show that our method
can improve on all competing methods. In particular, we are able to get a median AUROC of
1 implying that in more than half of all repetitions our method ranks the correct models first.
Moreover, by comparing with IntegratedLasso one can see that utilizing the heterogeneity (via
the stability score) does indeed improve on plain prediction based methods.
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Figure 3. Sample observations (the method’s input) for the variables Glu, lys R and Melanoidin
from Data Set 1. Points represent noisy observations with different colors for the 5
different experimental conditions, e.g., red corresponds to experimental condition 1.
5.2.2. Comparison of screening procedures
Using data generated as in Data Set 1, we compare the two screening methods DerivLasso and
IntegratedLasso introduced in Section 3.4.4. To this end, we sample B = 1000 data sets and
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Figure 4. Results for simulation in Section 5.2.1. In each of the 500 simulations, the methods
rank predictors for a randomly chosen target. If the AUROC equals one, the correct
variables are ranked highest. Red points correspond to mean AUROC, black points
to median AUROC.
apply both IntegratedLasso and DerivLasso to rank all 11 · 10 · 0.5 + 22 = 77 individual terms
of the form XkXj and Xj (d = 11) based on their first entrance into the model. For each
data set, we then compute the worst rank of any true term and plot them in Figure 5. For
comparison, we also include the results from a random ranking, i.e., a random permutation of
the terms. Both methods perform better than the random baseline, and the IntegratedLasso
outperforms DerivLasso in this setting. This might be because the integral approximation used
in IntegratedLasso is more robust than the estimation of the derivatives required for DerivLasso.
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Figure 5. Comparison between different screening methods based on B = 1000 simulations
from Data Set 1 in Section 5.2.1. All 77 terms of the form XkXj and Xj are ranked
according to the screening procedure. The x-axis shows the rank of the worst ranked
term from the true model. High concentration on the left implies good screening
performance. Here, IntegratedLasso outperforms DerivLasso.
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5.2.3. Consistency analysis
We now illustrate our theoretical consistency result from Section 4.2. Again, we simulate from
Data Set 1, where we consider different values of L and n to analyze the asymptotic behavior.
Here, instead of increasing the value of n we decrease the noise variance as this has a similar
effect but is computationally faster. Moreover, in light of condition (C3), we now use 10
experimental conditions. The results shown in Figure 6 demonstrate the convergence of the
RankAccuracy (19) towards one as the number of time steps L goes to infinity and the noise
variance goes to zero.
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Figure 6. Results for simulation in Section 5.2.3. For different numbers of time points L and
noise variance proportional 10
L2
we sampled 500 simulations from Data Set 1. For
each simulation we compute the RankAccuracy. Red points correspond to mean
RankAccuracy, black points to median RankAccuracy.
5.2.4. Scalability
We now analyze how our method scales with the number of variables d, the number of environ-
ments m, the number of repetitions in each environment R, and the number of observed time
points for each trajectory L. Figure 7 illustrates the run-time of our method when one of these
parameters is varied while the others are kept fixed. The data are generated according to Data
Set 2. The key steps driving the computational cost of our procedure are the smoothing in steps
(M3) and (M5), as well as the estimation step (M4). In our case, the cost of the estimation
procedure, fitting a linear model with ordinary least squares, is negligible. Since the number of
smoothing operations, we have to perform grows linearly with respect to m and R, we expect a
linear increase in run-time. Accordingly, the slopes in Figure 7 (bottom left and top right) are
close to one.
We compute the smoothing spline in (M3) using a convex quadratic program, which can be
solved in polynomial time – even if the number of constraints is growing linearly, see (M5). The
data points in Figure 7 (bottom right) do not lie on a straight line, which may be due to some
computational overhead for small values of L or due to the quadratic program itself. The worst
case complexity of convex quadratic programming is cubic in sample size, but many instances
can be solved more efficiently. Correspondingly, the slope in Figure 7 is not larger than three.
When only values L ≥ 64 are taken into account, the slope is estimated as 2.9, which is close
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Figure 7. Run-time analysis for the parameters number of variables d, number of repetitions R,
number of environments m and number of time points L. In each plot one parameter
is varied while the remaining are kept constant and the run-time is computed 100
times for a full application of our method. The dotted red line is a linear fit to the
log-log-transformed plots where the slope estimates the polynomial runtime order.
to the worst case guarantee of 3. Finally, varying the number of variables impacts the size of
M, that is, the number of models. In Figure 7, we consider the case of main-effects models of
up to three variables (see Section 3.1), which results in O(d3) models. If we again assume that
run-time of the estimation step can be neglected, we expect a slope of 3 in the log-log plot. In
our empirical experiments the slope is estimated as 2.6 (Figure 7 top left).
5.2.5. Allowing for complex predictor models
Our procedure requires that only the dynamics of the target variable are given by an ODE
model. We do not model the dynamics of the predictors, which as a consequence may follow
any arbitrarily complex model. As an illustration we sample trajectories such that the predictors
are completely random and only the target variable satisfies an invariant model, according to
Assumption 1. The details of the data generation are shown in Data Set 2.
Data Set 2: Target model based on predictor trajectories
Consider functions of the form
fc1,c2,c3,c4(t) =
c1
1 + ec2(t−3)
+
c3
1 + ec4(t−3)
,
i.e., these functions are linear combinations of sigmoids which have smooth trajectories that
imitate dynamics observed in some real data experiment. For each of the 5 experimental
conditions we sample d = 12 trajectories Xjt = fc1,c2,c3,c4(t) for t ∈ [0, 6], where c1, c2, c3, c4
are i.i.d. standard normal. Based on these trajectories and the ODE given by
Y˙t = θ1X
1 + θ2X
2, Y0 = 0,
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where θ1 = 0.0001 and θ2 = 0.0002, we compute the trajectories of the target variable Y
by numerical integration. Finally, the observations are given as noisy versions of the values
of these trajectories on an equally spaced time grid with L = 15 time points between 0 and
10. The noise at each observation is independently normal distributed with mean 0 and
variance proportional to the total variation norm of the trajectory plus a small positive
constant (in case the trajectory is constant). Sample trajectories are given in Figure 8.
The results are shown in Figure 9. Here, again we applied Causal KinetiX for both the
exhaustive and main effects model class. For the exhaustive model class we again consider
individual variables and interactions as possible terms (78 terms) and reduce to half these (39
terms) using screening and then apply our method for all models with at most 3 terms. For the
main effect models we again perform no screening and consider all models consisting of at most
3 variables. Even though none of the predictors follows an ODE model our procedure is capable
of recovering the true causal parents and again improves on plain prediction (IntegratedLasso
and DerivLasso).
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Figure 8. Sample observations for the target variable Y and its two parents X1 and X2 Data
Set 2. Points represent noisy observations with different colors used for the 5 different
experiments, e.g., red corresponds to experimental condition 1.
ll l
l
ll ll ll lllll
l l l ll l ll ll ll l
Random ranking
DerivLasso
IntegratedLasso
AIM
Causal KinetiX (Exhaustive)
Causal KinetiX (MainEffect)
0.00 0.25 0.50 0.75 1.00
AUROC
Figure 9. Results for simulation in Section 5.2.5. Red points correspond to mean AUROC,
black points to median AUROC.
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5.2.6. Robustness in the presence of hidden variables
In many practical applications hidden (unobserved) variables are omnipresent. Since we only
model the target equation, see Section 3.1, hidden variables do not affect our methodology if
they appear anywhere outside the target variable Y . In this section, we show that even if they
enter the target equation our procedure is generally expected to behave well. The data in this
section are generated according to Data Set 3, which is based on an artificially constructed
ODE system, for which some of the variables are assumed to be hidden. Example trajectories
are shown in Figure 10.
Data Set 3: Hidden variable model
The exact ODE structure is given in Appendix D. We generate data from 16 experimental
conditions and sample 3 repetitions for each experiment. The experimental conditions are
the following.
• experimental condition 1 (observational data):
Trajectories are simulated using the parameters given in Appendix D.
• experimental conditions 2 to 16 (interventional data):
Trajectories are simulated based on the following two types of interventions
– initial value intervention: Initial values are sampled for X1, X2 and X5
uniform between 0 and 10, the remainder of the quantities are kept at zero
initially as they are all products of the reactions.
– blocking reactions: Random reactions other than k4, k5 and k7 are set to zero
by fixing the corresponding reaction constant ki ≡ 0. The expected number of
reactions set to zero is 2. Additionally, the rate k7 is randomly perturbed either
by sampling it uniform on [0, 0.2] or uniform on [−0.1, 0.3].
Based on these experimental conditions each true trajectory is computed using numerical
integration. Finally, the observations are noisy versions of the values of these trajectories
on an exponential time grid with L = 20 time points between 0 and 100. The noise at each
observation is independently normal distributed with mean 0 and variance proportional
to the total variation norm of the trajectory plus a small positive constant (in case the
trajectory is constant). Example trajectories for the variables X2 and H2 depending on
the values of k7 are illustrated in Figure 10.
We conduct three experiments, whose results are shown in Figures 11 and Figure 12. In the
first setting (left plots), all variables are observed. The system of equations is built such that
X2 and H2 obey very similar but not identical trajectories (here k7 is perturbed less). Most
methods are able to correctly identify X3 and H2 as the direct causes of Y – those variables
are usually ranked highest, see Figures 11 and 12 (left). In the second setting (middle plots),
H2 is unobserved. Because of the similarity between H2 and X2, the methods now infer X2 as
a direct cause. Finally, the third setting (right plots) differ from the second setting in the sense
that H2 and X2 are significantly different (here k7 is perturbed more). The latter variable still
helps for prediction but does not yield an invariant model. Our method still reliably infers X3
as a direct cause, which is usually ranked higher than any of the other variables, see Figures 11
and 12 (right).
The results show that our method is relatively robust against the existence of unobserved
variables.
27
0.0
0.5
1.0
1.5
0 25 50 75 100
time
H
2
X2 & H2 similar
0.0
0.5
1.0
1.5
2.0
0 25 50 75 100
time
H
2
X2 & H2 less similar
0.0
0.5
1.0
0 25 50 75 100
time
X
2
0
1
2
3
0 25 50 75 100
time
X
2
Figure 10. Sample observations of the two predictors X2 and H2 from Data Set 3 (only first 8
experiments) for two different choices of perturbations of k7. From left to right: For
k7 uniform on [0, 0.2] the dynamics are similar but not identical, for k7 uniform on
[−0.1, 0.3] the dynamics become very different. Points represent noisy observations
of the underlying ODE trajectories.
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Figure 11. Results for the experiment described in Section 5.2.6 (hidden variables). Plot shows
how often each variable gets a p-value smaller than 0.01, see Section 4.1. The number
on each histogram is the average number of significant variables at a 1% level.
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Figure 12. Results for the experiment described in Section 5.2.6 (hidden variables). Left: all
variables are observed. From top to bottom: Random, DerivLasso, IntegratedLasso,
AIM, Causal KinetiX (Exhaustive), Causal KinetiX (Main Effect)
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5.3. Real data example
We apply the proposed ranking method to a real biological data set. At eleven time points, we
observe cell concentration or ion count measurements of a target variable and 411 metabolites.
In this application one is particularly interested in distinguishing between up- and downshifts,
i.e., whether the target trajectory increases or decreases, respectively, compared to its starting
value. The system is measured under five different conditions (experiments), each of which
contains three biological replicates. Defining the auxiliary variable Zt := 2−Yt, we expect that
the target species Yt and Zt are tightly related: Yt 
 Zt, i.e., Yt is formed into Zt and vice
versa. We therefore expect models of the type
Y˙t = θ1ZtX
j
tX
k
t + θ2ZtX
p
tX
q
t − θ3YtXrtXst
Z˙t = −θ1ZtXjtXkt − θ2ZtXptXqt + θ3YtXrtXst ,
where j, k, p, q, r, s ∈ {1, . . . , 411} and θ1, θ2, θ3 ≥ 0. By the conservation of mass both target
equations mirror themselves, which makes it sufficient to only learn the model for Yt. More
precisely, we use the model class consisting of three term models of the form ZtX
j
tX
k
t , YtX
j
tX
k
t ,
ZtX
j
t , YtX
j
t , Zt, or Yt, where the sign of the parameter is constrained to being positive or
negative depending on whether the term contains Zt or Yt, respectively. We constrain ourselves
to three terms, as we found this to be the smallest number of terms that results in sufficiently
good in-sample fits. Given sufficient computational resources, one may include more terms, too,
of course. The sign constraint can be incorporated into our method by performing a constrained
least squares fit instead of OLS in step (M4). This constrained regression can then be solved
efficiently by a quadratic program with linear constraints.
As the biological data is high-dimensional, our method first screens down to 60 terms and
then searches over all models consisting of 3 terms. To get more accurate fits of the dynamics,
we pool and smooth over the three biological replicates and only work with the smoothed data.
As a baseline, we compare with the results for IntegratedLasso (screened down to 3 terms).
DerivLasso performs worse than IntegratedLasso (results not shown).
We now evaluate the applied models according to two criteria: their ability to describe the
dynamics in the observed experiments (in-sample performance) and their ability to generalize to
similar but unseen experiments (out-of-sample performance). To verify the in-sample accuracy,
we consider how well, based on all five experiments, the top ranked model is able to fit the data.
The result is illustrated in Figure 13, which shows the target variable and its fit in each of the
five experiments. Overall, our method outperforms IntegratedLasso. This is also depicted in the
numbers: the averaged RSS between the integrated solution (green) and the smoother (blue)
equals 0.013, 0.219 and 0.043 for Causal KinetiX and the two versions of IntegreatedLasso,
respectively.
We furthermore plot the predicted derivatives (red lines) on the smoother fit. This draws a
picture different from the integrated solution: if the latter is only slightly off from the data, it
becomes hard to assess the discrepancy between the measured data and the modeled dynamics,
see, e.g., Figure 13 (second row, third column). We have not seen such a plot before but
regard it as an indispensable tool when analyzing the fit of dynamical models. Note that for
both methods, we use the parameters output by the estimation step (see (M4)), in this case
an estimator based on ordinary least squares. Additionally, we also fit the parameters for the
IntegratedLasso model using the software package Data2Dynamics (d2d) [Raue et al., 2015],
which is often used in practice. The large difference between the two estimates is due to the
different optimization targets (see Section 1.1.1) and much smaller for better fitting models.
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Figure 13. In-sample fit for real world data containing several up- and downshifts. The left
model is selected by Causal KinetiX, the center and right model by IntegratedLasso
(where the parameters are either estimated with OLS or d2d). The green line shows
the integrated solution. Additionally, we fit a smoother to the raw data (blue) and
plot at each observed time point the gradient predicted by the model (red). Even
though the integrated solution (green) may look reasonable, the dynamics can still
be a bad fit, see, e.g., second row, third column. Overall, Causal KinetiX fits the
dynamics better than IntegratedLasso.
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To assess the ability to generalize, we consider the best ranked model, hold out one experi-
ment, fit the parameters on the remaining four experiments and finally predict the dynamics on
the held out experiment. The results (see Figure 14) show that our method is indeed able find
models that perform well on experiments that have not been used for parameter estimation.
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Figure 14. Out-of-sample parameter estimation for the best ranked model from the in-sample
experiment. The top ranked model selected by Causal KinetiX is able to generalize
well to the previously unseen experiments.
Lastly, we perform an out-of-sample experiment, where during training, the data of one
environment is held out. The inferred model is then used to predict the trajectory of the
target variable on that held out experiment. This task is particularly difficult since the goal
is to predict the outcome of an unseen intervention setting that can deviate arbitrarily from
the observed experiments. The results are presented in Figure 15. Our method is capable of
predicting two experiments very well (experiment 1 and experiment 5) and one experiment fairly
well (experiment 3). For the remaining two experiments the prediction is less accurate, but the
predicted direction (up- or downshift) is correct. When holding out experiment 2, the high
ranked out-of-sample models performed well on the remaining four in-sample experiments (not
shown), but were mostly incapable of accurately generalizing to experiment 2. This indicates
that the heterogeneity in the four other experiments was not sufficiently strong to learn a model
that generalizes to experiment 2. Model selection by IntegratedLasso performs poorly on all
held-out experiments.
Despite the lack of heterogeneity in two of these held-out experiments, the Causal KinetiX
variable ranking is very robust. As three model terms were sufficient to find stable models, we
applied Causal KinetiX with four terms to compute the variable ranking (see Section 3.4.3).
The results are presented in Figure 16. The true causal variables, as well as the true causal
model, are unknown. For illustration purposes, we indicate which of the highly ranked variables
appear in the model from above which has obtained the best score when based on all five
experiments. (This model was able to explain all the variation in the different experiments, see,
e.g., Figure 14.)
It can be seen that many of the top ten variables from the fully out-of-sample experiments
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Figure 15. The plots show the ability to generalize to unseen experiments. Here, one of the
experiments was entirely held out during training. In many cases, the top ranked
model selected by Causal KinetiX is nevertheless able to predict the dynamics in the
unseen experiments. For experiments 2 and 4 only the predicted direction (up- or
downshift) is correct. See text for details.
held-out-experiment
rank 1 2 3 4 5
1 X33 X168 X33 X33 X33
2 X56 X231 X56 X168 X56
3 X122 X59 X122 X138 X122
4 X128 X246 X138 X60 X138
5 X168 X33 X168 X61 X168
6 X138 X373 X61 X128 X377
7 X245 X56 X68 X347 X266
8 X355 X122 X132 X73 X60
9 X14 X190 X215 X122 X128
10 X61 X206 X259 X190 X132
Y˙t = θ1ZtX
56
t X
122
t
+ θ2ZtX
128
t X
168
t
− θ3YtX33t X138t
Figure 16. Causal KinetiX variable rankings for each held out experiment (left) and best ranked
model based on all five experiments (right). As the best ranked in-sample model
performs well those variables can be seen as important for modeling the heterogeneity
across experiments. To ease visualization, these variables have been colored green.
are variables from the top ranked model. This is a promising result, since these variables seem
to play an important role in describing the dynamics of the target under all five experiments.
In summary, we consider our findings on this real data set encouraging. Our method infers a
model that provides good fits when trained on the full data and when one environment is held
out for parameter estimation. Compared to state-of-the art model selection techniques, our
method also generalizes better to experiments that contain unseen and unknown interventions.
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Even though the data may not be sufficiently heterogeneous to identify a single invariant model,
we found that the variable ranking gave more robust solutions than the model ranking.
Further details including the setup of the biological experiments and a detailed analysis of
the biological findings will be published in a biological, non-methodological paper.
6. Summary and conclusion
Learning dynamical systems from data is one of the core challenges in many fields. Existing
approaches infer the structure of ordinary differential equations from one experiment, possibly
containing data pooled from several experiments, and focus on predictive performance. Causal
KinetiX proposes a new framework of causal kinetic models for identifying structure in het-
erogeneous experiments. The results on both simulated and real-world examples suggests that
learning the structure of dynamical systems indeed benefits from taking into account invariance,
rather than focusing solely on predictive performance. In situations, where there is not suffi-
cient heterogeneity to guarantee identification of a single invariant model, the proposed variable
ranking may still be used to generate causal hypotheses and interesting candidates for further
investigation. Code for the proposed implementation will be made available as an open source
R-package. For future benchmarking on simulated data, it will include our simulation models
(most notably the Maillard reaction).
In this paper, we focus on applications in systems biology. The principle of searching for
invariant models, however, may transfer to other areas of applications, too. In robotics, for
example, the concept of model learning and structure search is becoming increasingly more
prominent [e.g., Nguyen-Tuong and Peters, 2011, Peters et al., 2016b]. Future extensions may
also include the application to stochastic, partial and delay differential equations.
Causal KinetiX is a rather general framework that can be combined with a wide range of
dynamical models and any parameter inference method. It opens up a promising direction of
learning causal time series models from realistic, heterogeneous datasets.
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A. Smoothing splines with derivative constraints
In this section, we show how to transform the constrained spline optimization in (15) into a
quadratic program with linear constraints. For the classical spline fit in (13) just removes the
linear constraint and only considers the quadratic program. Assume the function y : [0, T ]→ R
has the following form
y(t) =
K∑
k=1
ckϕk(t),
where (ϕk)k∈N is a fixed spline basis. Moreover, define the following three matrices
A =
 ϕ1(t1) · · · ϕK(t1)... ...
ϕ1(tL) · · · ϕK(tL)
 , B =
 ϕ˙1(t1) · · · ˙ϕK(t1)... ...
ϕ˙1(tL) · · · ϕ˙K(tL)

and
C =

∫
ϕ¨1(t)ϕ¨1(t) dt · · ·
∫
ϕ¨1(t)ϕ¨K(t) dt
...
...∫
ϕ¨K(t)ϕ¨1(t) dt · · ·
∫
ϕ¨K(t)ϕ¨K(t) dt
 ,
where the second-derivatives in the matrix C can be replaced by the desired order of derivatives
used for the smoothness penalty. Then, the solution of the constrained minimization in (15)
can be expressed as
yˆ =
K∑
k=1
cˆkϕk,
where
cˆ := argmin
c∈RK×1:Bc=ξ
(
−2Y˜Ac + c>(A>A+ λC)c
)
. (20)
The minimization in (20) can be solved using any standard quadratic program solver which
allows for linear constraints.
B. Proof of Theorem 3
To simplify notation, we will whenever it is clear from the context drop the n in the grid time
points tn,` and simply write t`.
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B.1. Intermediate results
In order to prove Theorem 3 we require the following two auxiliary results.
Lemma 4 Let y1, y2 : [0, T ] → R be two smooth functions satisfying that there exists c1 > 0
such that
∃t∗ ∈ [0, T ] with |y˙1(t∗)− y˙2(t∗)| ≥ c1. (21)
Moreover, assume c2 := supt∈[0,T ](|y¨1(t)|+ |y¨2(t)|) <∞. Then, there exists an interval [l1, l2] ⊆
[t∗ − c14c2 , t∗ + c14c2 ] satisfying that l2 − l1 = c18c2 and
inf
t∈[l1,l2]
|y1(t)− y2(t)| ≥ c
2
1
16c2
.
Proof To simplify presentation, we will assume that t∗ from (21) is not on the boundary of
the interval [0, T ] and that all the intervals considered in this proof are contained in (0, T ). We
first show that the bound on the second derivative of the functions implies that the difference
in first derivatives is lower bounded on a closed interval. Using a basic derivative inequality it
holds for i ∈ {1, 2} and t ∈ [t∗, t∗ + c14c2 ] that
y˙i(t) ≤ y˙i(t∗) + c1
4c2
· sup
s∈[0,T ]
|y¨i(s)| ≤ y˙i(t∗) + c1
4
.
Similarly, for i ∈ {1, 2} and t ∈ [t∗ − c14c2 , t∗] it holds that
y˙i(t) ≥ y˙i(t∗)− c1
4c2
· sup
s∈[0,T ]
|y¨i(s)| ≥ y˙i(t∗)− c1
4
.
Combining these inequalities with (21) yields
inf
t∈[t∗− c1
4c2
,t∗+ c1
4c2
]
(y˙1(t)− y˙2(t)) · sign(y˙1(t∗)− y˙2(t∗)) ≥ c1
2
. (22)
Next, we show that this lower bound on the difference of the first derivatives implies the
statement of the lemma. To this end, consider the two intervals I1 = [t
∗ − c14c2 , t∗ − c18c2 ] and
I2 = [t
∗ + c18c2 , t
∗ + c14c2 ]. We show that at least one of the following two inequalities holds
(a) inft∈I1 |y1(t)− y2(t)| ≥ c
2
1
16c2
,
(b) inft∈I2 |y1(t)− y2(t)| ≥ c
2
1
16c2
.
Assume that (a) does not hold. Then, there exists t ∈ I1 such that
|y1(t)− y2(t)| < c
2
1
16c2
. (23)
Let s ∈ I2, then since the sign of the difference in first derivatives remains constant on the
interval [t∗ − c14c2 , t∗ + c14c2 ] (see (22)) it holds by integration that∫ s
t
|y˙1(r)− y˙2(r)|dr = [(y1(s)− y2(s))− (y1(t)− y2(t))] · sign(y˙1(t∗)− y˙2(t∗))
= |y1(s)− y2(s)| − |y1(t)− y2(t)|. (24)
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By (22), it additionally holds that∫ s
t
|y˙1(r)− y˙2(r)|dr ≥ (s− t)c1
2
≥ c1
4c2
c1
2
=
c21
8c2
. (25)
Finally, combining (23), (24) and (25) we get that
|y1(s)− y2(s)| ≥ c
2
1
16c2
,
which implies that (b) holds since s ∈ I2 was arbitrary. An analogous argument can be used
if we assume that (b) does not hold. Hence, since at least one of (a) and (b) holds, we have
proved Lemma 4. 
Lemma 5 For any a smooth function f : R→ R, with max(supt |f(t)|, supt |f˙(t)|, supt |f¨(t)|) ≤
C, any a > 1, and any r ∈ R, there exists a smooth function g satisfying g˙(0) = r, g(t) = f(t)
for all |t| ≥ 1/a, and
max
(
sup
t
|g(t)|, sup
t
|g˙(t)|, sup
t
|g¨(t)|
)
≤ C + 16a|r − f˙(0)|.
Proof Assume that we are given a smooth function ba that is supported on [−1/a, 1/a], and
that has derivative b˙a(0) = 1. We can then define
g(t) := f(t) +
(
r − f˙(0)
)
· ba(t),
which is equal to f outside the interval [−1/a, 1/a] and which satisfies g˙(0) = r.
Let us first create such a function ba. To do so, define
b(t) :=
{
sin(t) exp
(
1− 1
1−t2
)
if |t| < 1
0 otherwise.
This function is smooth and satisfies supt|b(t)| ≤ 1, supt|b˙(t)| ≤ 1, supt|b¨(t)| ≤ 16, and b˙(0) = 1.
We now define the function
ba(t) :=
1
a
b(at),
whose support contained in [−1/a, 1/a]. Because of b˙a(t) = b˙(at), we have b˙a(0) = 1. Finally,
we find
sup
t
|g˙(t)| ≤ C + |c− f˙(0)| sup
t
|b˙a(t)| ≤ C + |c− f˙(0)|
sup
t
|g¨(t)| ≤ C + |c− f˙(0)|16a,
where the last line follows from b¨a(t) = ab¨(at). This completes the proof of Lemma 5. 
Lemma 6 Let ((εn,k)k∈{1,...,n})n∈N be a triangular array of i.i.d. sub-Gaussian (with parameter
ν) random variables. Moreover, assume ((Xn,k)k∈{1,...,n})n∈N is a triangular array of random
variables which satisfies that
max
k∈{1,...,n}
Xn,k
P−→ 0 as n→∞ and ∃K > 0 : sup
n∈N
max
k∈{1,...,n}
|Xn,k| ≤ K.
Then, it holds that
lim
n→∞
1
n
n∑
k=1
E (|Xn,kεn,k|) = 0.
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Proof Fix δ, θ > 0, then by the convergence in probability it holds that there exists N ∈ N
such that for all n ∈ {N,N + 1, . . . } it holds that
P
(
max
k∈{1,...,n}
|Xn,k| > n
)
≤ P
(
max
k∈{1,...,n}
|Xn,k| > 1
)
≤ δ
2
. (26)
Furthermore, using independence, sub-Gaussianity and Bernoulli’s inequality we get for all c > 0
and n ∈ N that
P
(
max
k∈{1,...,n}
|εn,k| > c
)
= 1− P
(
max
k∈{1,...,n}
|εn,k| ≤ c
)
= 1− P (|εn,1| ≤ c)n
= 1− (1− P (|εn,1| > c))n
≤ 1−
(
1− Ce−νc2
)n
≤ nCe−νc2 . (27)
Combining (26) and (27) this proves that for all n ∈ {N,N + 1, . . . } it holds that
P
(
max
k∈{1,...,n}
|Xn,kεn,k| > θ
)
= P
(
max
k∈{1,...,n}
|Xn,kεn,k| > θ, max
k∈{1,...,n}
|Xn,k| ≤ n
)
+ P
(
max
k∈{1,...,n}
|Xn,kεn,k| > θ, max
k∈{1,...,n}
|Xn,k| > n
)
≤ P
(
max
k∈{1,...,n}
|εn,k| > θ
n
)
+ P
(
max
k∈{1,...,n}
|Xn,k| > n
)
≤ nCe−ν( θn )2 + δ
2
.
Since the term nCe−ν(
θ
n
)2 converges to zeros as n goes to infinity, there exists N∗ ∈ {N,N +
1, . . . } such that for all n ∈ {N∗, N∗ + 1, . . . } it holds that
nCe−ν(
θ
n
)2 ≤ δ
2
.
Finally, we combine these results to show that for all n ∈ {N∗, N∗ + 1, . . . } it holds that
P
(
max
k∈{1,...,n}
|Xn,kεn,k| > θ
)
≤ δ,
which implies that maxk∈{1,...,n}|Xn,kεn,k| converges to zero in probability as n → ∞. In par-
ticular, 1n
∑n
k=1|Xk,nεk,n| also converges to zero in probability as it is P-a.s. dominated by
maxk∈{1,...,n}|Xn,kεn,k|. Furthermore, due to boundedness assumption on Xn,k it also holds
that
sup
n∈N
E
(∣∣∣ 1
n
n∑
k=1
Xk,nεk,n
∣∣∣2) <∞,
which by de la Valle´e-Poussin’s theorem [Meyer, 1966, p.19 Theorem T22] implies uniform inte-
grability. Since uniform integrability and convergence in probability is equivalent to convergence
in L1, this completes the proof of Lemma 6. 
The following two lemmas are the key steps used in the proof of the Theorem 3. They prove
some essential properties related to the constraint optimization, i.e., the estimation of yˆb.
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Lemma 7 Consider the setting of Theorem 3, that is, let Assumption 1 and conditions (C1)
and (C2) be satisfied. Additionally, assume that for all k ∈ {1, . . . ,m} it holds for all i ∈ ek
and ` ∈ {1, . . . , Ln} that the noise variables ε(i)t` are i.i.d., symmetric, sub-Gaussian and satisfy
E(ε(i)t` ) = 0 and var(ε
(i)
t`
) = σ2k. Let Yt and its first and second derivative be bounded by c <∞
and define C := c+ 16 for the set HC , see (M3). Then, for an invariant model G ∈ M and for
all k ∈ {1, . . . ,m} it holds that
lim
n→∞E
(
sup
t∈[0,T ]
(
yˆ
(ek)
b (t)− Y (ek)t
)2)
= 0,
i.e., the outcome of step (M5) converges towards the true target trajectory. Furthermore, for
G ∈ M non-invariant there exists k∗ ∈ {1, . . . ,m} and cmin > 0 such that
lim inf
n→∞ P
(
1
Ln
Ln∑
`=1
(
yˆ
(ek∗ )
b (t`)− Y (ek∗ )t`
)2 ≥ cmin) = 1. (28)
Proof First, recall the definition of HC (see (M3)) and define the smoother function yˆ(i)c ∈ HC
corresponding to the constrained optimization based on the true derivatives, i.e.,
yˆ(i)c := argmin
y∈HC
L∑
`=1
(
Y˜
(i)
t`
− y(t`)
)2
+ λ
∫
y¨(s)2 ds,
such that y˙(t`) = Y˙
(i)
t`
for all ` = 1, . . . , Ln.
Fix k ∈ {1, . . . ,m}. To simplify notation we will drop the superscript (ek) in the following. Fix
δ ∈ (0, 1) and define the sets
Aδ :=
{
Ln max
`∈{1,...,Ln}
|gˆn(X˜t`)− Y˙t` | ≤ δ
}
and Bδ :=
{∣∣∣ 1
Ln
Ln∑
`=1
εt`
∣∣∣ ≤ δ} .
Then, by condition (C2) it holds that
lim
n→∞P (Aδ) = 1, (29)
and, by the law of large numbers,
lim
n→∞P (Bδ) = 1. (30)
Note that on the set Aδ, our method is well-defined: for a = Ln, Lemma 5 shows us that the
function yˆb exists since the corresponding optimization problem has at least one solution. Then,
on the event Aδ ∩Bδ it holds that
max
`∈{1,...,Ln}
|yˆb(t`)− yˆc(t`)| ≤
Ln∑
k=1
∫ tk
tk−1
| ˙ˆyb(s)− ˙ˆyc(s)|ds+ |yˆb(t1)− yˆc(t1)|
≤ Ln max
`∈{2,...,Ln}
(∫ t`
t`−1
2C
Ln
+ | ˙ˆyb(t`−1)− ˙ˆyc(t`−1)|ds
)
+ |yˆb(t1)− yˆc(t1)|
≤ 2CLn + δ + |yˆb(t1)− yˆc(t1)|, (31)
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where the second last inequality follows from the bound on the second derivative. Moreover,
define the function yb∗ := yˆb − yˆb(t1) + Yt1 then similar arguments show that
max
`∈{1,...,Ln}
|yb∗(t`)− Yt` | = max
`∈{1,...,Ln}
|(yˆb(t`)− yˆb(t1))− (Yt` − Yt1)| ≤ 2CLn + δ. (32)
Using that yˆc has the true derivatives as constraint the same argument implies for yc∗ :=
yˆc − yˆc(t1) + Yt1 that
max
`∈{1,...,Ln}
|yc∗(t`)− Yt` | ≤ 2CLn . (33)
Next, define the loss function
lossn(y) :=
Ln∑
`=1
(
Y˜t` − y(t`)
)2
+ λn
∫ T
0
y¨(s)2ds.
Then using (32) and (33) it holds that
lossn(yˆb) =
Ln∑
`=1
(
Y˜t` − yˆb(t`)
)2
+ λn
∫ T
0
¨ˆyb(s)
2ds
= lossn(yb∗) +
Ln∑
`=1
(Yt1 − yˆb(t1))2 + 2 (Yt1 − yˆb(t1))
Ln∑
`=1
(
Y˜t` − yb∗(t`)
)
≥ lossn(yb∗) + Ln (Yt1 − yˆb(t1))2 + 2|Yt1 − yˆb(t1)|Ln
(
2C
L2n
+ δLn
)
+ 2 (Yt1 − yˆb(t1))
Ln∑
`=1
εt`
Now, yb∗ has the same derivatives as yˆb and since yˆb minimizes lossn under fixed derivative
constraints it holds that lossn(yˆb) ≤ lossn(yb∗). This implies
Ln (Yt1 − yˆb(t1))2 ≤ 2|Yt1 − yˆb(t1)|Ln
(
2C
Ln
+ δ
)
+ 2 (Yt1 − yˆb(t1))
Ln∑
`=1
εt` , (34)
which is equivalent to
|Yt1 − yˆb(t1)| ≤ 2 ·
(
2C
Ln
+ δ
)
+ 2
∣∣∣∣ 1Ln
Ln∑
`=1
εt`
∣∣∣∣. (35)
Since, we are on the set Bδ this in particular as n→∞ implies that
lim sup
n→∞
|Yt1 − yˆb(t1)| ≤ 4δ. (36)
With the same arguments as in (34) and (35) for the function yˆc we get that
lim sup
n→∞
|Yt1 − yˆc(t1)| ≤ 2δ. (37)
Combining (36) and (37) with the triangle inequality it holds that
lim sup
n→∞
|yˆb(t1)− yˆc(t1)| ≤ 6δ. (38)
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Hence, we can combine this with (31) to get that
lim sup
n→∞
max
`∈{1,...,Ln}
|yˆb(t`)− yˆc(t`)| ≤ 7δ,
which together with the global bound on the first derivative also implies that
lim sup
n→∞
sup
t∈[0,T ]
|yˆb(t)− yˆc(t)| ≤ lim sup
n→∞
(
max
`∈{1,...,Ln}
|yˆb(t`)− yˆc(t`)|+ CLn
)
≤ 7δ.
Finally, we use this, the global bound and the dominated convergence theorem to show that
lim
n→∞E
(
sup
t∈[0,T ]
(
yˆ
(ek)
b (t)− Y (ek)t
)2)
= lim
n→∞
(
E
(
sup
t∈[0,T ]
(
yˆ
(ek)
b (t)− Y (ek)t
)2
1Aδ∩Bδ
)
+ E
(
sup
t∈[0,T ]
(
yˆ
(ek)
b (t)− Y (ek)t
)2
1Acδ∪Bcδ
))
≤ 7δ + lim
n→∞P (A
c
δ ∪Bcδ) = 7δ.
Since δ > 0 was arbitrary this proves the first part of the lemma.
Next, we show the second part. To that end, let G ∈ M be non-invariant. Since we assumed
that the set {t 7→ g(Xt) | g ∈ G} is closed with respect to the sup norm there exist c > 0,
k∗ ∈ {1, . . . ,m} and (t∗n)n∈N ⊆ [0, T ] such that for all n ∈ N it holds that
|Y˙ (ek∗ )t∗n − gˆn(X
(ek∗ )
t∗n )| ≥ c. (39)
Next, define `∗n := argmin`∈{1,...,Ln}|t∗n − t`| then by the derivative constraint it in particular
holds that ˙ˆy
(ek∗ )
b (t`∗n) = gˆn(X˜
(ek∗ )
t`∗n
). Moreover, using the global bound from the function class
HC it holds that
|gˆn(X(ek∗ )t∗n )− ˙ˆy
(ek∗ )
b (t
∗
n)|
≤ |gˆn(X(ek∗ )t∗n )− gˆn(X˜
(ek∗ )
t`∗n
)|+ | ˙ˆy(ek∗ )b (t∗n)− ˙ˆy(ek∗ )b (t`∗n)|
≤ |gˆn(X(ek∗ )t∗n )− g(X
(ek∗ )
t∗n )|+ |gˆn(X˜
(ek∗ )
t`∗n
)− g(X(ek∗ )t`∗n )|+ |g(X
(ek∗ )
t∗n )− g(X
(ek∗ )
t`∗n
)|+ C
Ln
≤ |gˆn(X(ek∗ )t∗n )− g(X
(ek∗ )
t∗n )|+ |gˆn(X˜
(ek∗ )
t`∗n
)− g(X(ek∗ )t`∗n )|+
2C
Ln
. (40)
Combining the bounds in (39) and (40) implies that
|Y˙ (ek∗ )t∗n − ˙ˆy
(ek∗ )
b (t
∗
n)| ≥ |Y˙ (ek∗ )t∗n − gˆn(X
(ek∗ )
t∗n )| − |gˆn(X
(ek∗ )
t∗n )− ˙ˆy
(ek∗ )
b (t
∗
n)|
≥ c− |gˆn(X(ek∗ )t∗n )− g(X
(ek∗ )
t∗n )| − |gˆn(X˜
(ek∗ )
t`∗n
)− g(X(ek∗ )t`∗n )| −
2C
Ln
.
Next, assume n ∈ N is large enough such that c − 2CLn > 0 and define for δ ∈ (0, c − 2CLn ) the
event Cδ := {|gˆn(X(ek∗ )t∗n ) − g(X
(ek∗ )
t∗n )| + |gˆn(X˜
(ek∗ )
t`∗n
) − g(X(ek∗ )t`∗n )| ≤ δ} (which depends on n).
Then on Cδ it holds by Lemma 4 that there exist intervals [l1,n, l2,n] ⊆ [0, T ] with length strictly
greater than a fixed constant (independent of n) and a constant µ > 0 (also independent of n)
satisfying that
inf
t∈[l1,n,l2,n]
|Y (ek∗ )t − yˆ(ek∗ )b (t)| ≥ µ.
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Since we assumed an equally spaced grid it is clear that at least b ln,2−l1,nT nc grid points are
contained in the interval [l1,n, l2,n]. Hence, defining cmin := µ
2 we get
lim inf
n→∞ P
(
1
Ln
Ln∑
`=1
(
Y
(ek∗ )
t`
− yˆ(ek∗ )b (t`)
)2 ≥ cmin)
≥ lim inf
n→∞ P
(⌊
l2,n−l1,n
T n
⌋
inf
t∈[l1,n,l2,n]
|Y (ek∗ )t − yˆ(ek∗ )b (t)|2 ≥ cmin
)
≥ lim inf
n→∞ P
({⌊
l2,n−l1,n
T n
⌋
inf
t∈[l1,n,l2,n]
|Y (ek∗ )t − yˆ(ek∗ )b (t)|2 ≥ cmin
}
∩ Cδ
)
≥ lim inf
n→∞ P
({⌊
l2,n−l1,n
T n
⌋
µ2 ≥ cmin
}
∩ Cδ
)
= lim inf
n→∞ P (Cδ) = 1,
where in the last step we used the second part of condition (C2). This completes the proof of
Lemma 7. 
Simply stated the following lemma proves that under condition (C2) it holds that for non-
invariant G ∈ M the estimates yˆb corresponding to the constraint optimization converge to
a fixed function ylim. The function ylim(·) can be explicitly constructed as the integral of the
derivative function g(X·) shifted by a fixed constant that is chosen to minimize the area between
ylim(·) and the true function Y·.
Lemma 8 Let condition (C2) be satisfied. Additionally, assume that for all k ∈ {1, . . . ,m} it
holds for all i ∈ ek and ` ∈ {1, . . . , Ln} that the noise variables ε(i)t` are i.i.d., symmetric, sub-
Gaussian and satisfy E(ε(i)t` ) = 0 and var(ε
(i)
t`
) = σ2k. Let Yt and its first and second derivative be
bounded by c <∞ and define C := c+16 for the set HC , see (M3). Then, for any non-invariant
G ∈ M with g ∈ G the limit function from condition (C2) it holds that for all k ∈ {1, . . . ,m}
the functions y
(ek)
lim : [0, T ]→ R defined for all t ∈ [0, T ] by
y
(ek)
lim (t) :=
∫ t
0
g(X(ek)s )ds+
1
T
∫ T
0
(
Y (ek)s −
∫ s
0
g(X(ek)r )dr
)
ds,
satisfy that
sup
t∈[0,T ]
|yˆ(ek)b (t)− y(ek)lim (t)|
P−→ 0,
as n→∞.
Proof The proof is very similar in spirit to the proof of the second part of Lemma 7. Let
G ∈ M be non-invariant, fix k ∈ {1, . . . ,m} and let g ∈ G be the function from the second part
of condition (C2). To simplify notation we will drop the superscript (ek) in the remainder of
this proof. Next, let δ ∈ (0, 1) and define the sets
Aδ :=
{
Ln max
`∈{1,...,Ln}
|gˆn(X˜t`)− g(Xt`)| ≤ δ
}
and Bδ :=
{∣∣∣ 1
Ln
Ln∑
`=1
εt`
∣∣∣ ≤ δ} .
Then, by condition (C2) it holds that
lim
n→∞P (Aδ) = 1, (41)
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and, by the law of large numbers,
lim
n→∞P (Bδ) = 1. (42)
Note that on the set Aδ, our method is well-defined: for a = Ln, Lemma 5 shows us that the
function yˆb exists since the corresponding optimization problem has at least one solution. Then,
on the event Aδ ∩Bδ it holds that
max
`∈{1,...,Ln}
|yˆb(t`)− ylim(t`)| ≤
Ln∑
k=1
∫ tk
tk−1
| ˙ˆyb(s)− y˙lim(s)|ds+ |yˆb(t1)− ylim(t1)|
≤ Ln max
`∈{2,...,Ln}
(∫ t`
t`−1
2C
Ln
+ | ˙ˆyb(t`−1)− y˙lim(t`−1)|ds
)
+ |yˆb(t1)− ylim(t1)|
≤ 2CLn + δ + |yˆb(t1)− ylim(t1)|, (43)
where we used that y˙lim(t) = g(Xt). Moreover, define the function yb∗ := yˆb − yˆb(t1) + ylim(t1)
then similar arguments show that
max
`∈{1,...,Ln}
|yb∗(t`)− ylim(t`)| = max
`∈{1,...,Ln}
|(yˆb(t`)− yˆb(t1))− (ylim(t`)− ylim(t1))| ≤ 2CLn + δ. (44)
Next, define the loss function
lossn(y) :=
Ln∑
`=1
(
Y˜t` − y(t`)
)2
+ λn
∫ T
0
y¨(s)2ds.
Moreover, it holds that
lossn(yˆb) =
Ln∑
`=1
(
Y˜t` − yˆb(t`)
)2
+ λn
∫ T
0
¨ˆyb(s)
2ds
= lossn(yb∗) +
Ln∑
`=1
(ylim(t1)− yˆb(t1))2 + 2 (ylim(t1)− yˆb(t1))
Ln∑
`=1
(
Y˜t` − yb∗(t`)
)
= lossn(yb∗) + Ln (ylim(t1)− yˆb(t1))2 + 2 (ylim(t1)− yˆb(t1))
[
Ln∑
`=1
εt` +
Ln∑
`=1
(Yt` − yb∗(t`))
]
Now, yb∗ has the same derivatives as yˆb and since yˆb minimizes lossn under fixed derivative
constraints it holds that lossn(yˆb) ≤ lossn(yb∗). This implies
Ln (ylim(t1)− yˆb(t1))2 ≤ 2 (ylim(t1)− yˆb(t1))
[
Ln∑
`=1
εt` +
Ln∑
`=1
(Yt` − yb∗(t`))
]
, (45)
which further implies
|ylim(t1)− yˆb(t1)| ≤ 2 ·
∣∣∣∣ 1Ln
Ln∑
`=1
εt` +
1
Ln
Ln∑
`=1
(Yt` − yb∗(t`))
∣∣∣∣. (46)
Firstly, since we are on the set Bδ we get that∣∣∣∣ 1Ln
Ln∑
`=1
εt`
∣∣∣∣ ≤ δ. (47)
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Secondly, using (44) and the definition of the Riemann integral we get that
lim sup
n→∞
∣∣∣∣ 1Ln
Ln∑
`=1
(Yt` − yb∗(t`))
∣∣∣∣
≤ lim sup
n→∞
∣∣∣∣ 1Ln
Ln∑
`=1
(Yt` − ylim(t`))
∣∣∣∣+ lim sup
n→∞
∣∣∣∣ 1Ln
Ln∑
`=1
(yb∗(t`)− ylim(t`))
∣∣∣∣
≤
∣∣∣∣∫ T
0
(Ys − ylim(s)) ds
∣∣∣∣+ δ
= δ, (48)
where in the last step we used the definition of the function ylim. Hence, combining (46) with
(47) and (48) we get that
lim sup
n→∞
|ylim(t1)− yˆb(t1)| ≤ 4δ. (49)
Furthermore, we can combine this with (43) to get that
lim sup
n→∞
max
`∈{1,...,Ln}
|yˆb(t`)− ylim(t`)| ≤ 5δ,
which together with the global bound on the first derivative also implies that
lim sup
n→∞
sup
t∈[0,T ]
|yˆb(t)− ylim(t)| ≤ lim sup
n→∞
(
max
`∈{1,...,Ln}
|yˆb(t`)− ylim(t`)|+ CLn
)
≤ 5δ.
Since δ ∈ (0, 1) was arbitrary this proves that supt∈[0,T ]|yˆb(t)− ylim(t)| converges in probability
to zero, which completes the proof of Lemma 8. 
B.2. Proof of theorem
Proof Assume that Yt and its first and second derivative be bounded by c < ∞ and define
C := c + 16 for the set HC , see (M3). The proof of Theorem 3 consists of two parts. First we
assume that the following two claims are true and show that they suffice in proving the result.
Afterwards, we prove both claims.
Claim 1: For all invariant G ∈ M it holds that
lim
n→∞E
(
T Gn
)
= 0
Claim 2: There exists a c > 0 such that for all non-invariant G ∈ M it holds that
lim inf
n→∞ E
(
T Gn
) ≥ c.
49
Combining both claims and using Markov’s inequality we get that
lim
n→∞E
(∣∣{G ∈ M|T Gn < max{G˜∈M|G˜ invariant}T G˜n and G not invariant}∣∣
)
= lim
n→∞
∑
G∈M:
G not invariant
E
(
1{TGn<max{G˜∈M|G˜ invariant} T G˜n }
)
=
∑
G∈M:
G not invariant
lim
n→∞P
(
T Gn < max{G˜∈M|G˜ invariant}
T G˜n
)
=
∑
G∈M:
G not invariant
lim
n→∞P
(
E
(
T Gn
)
< max
{G˜∈M|G˜ invariant}
T G˜n − T Gn + E
(
T Gn
))
≤
∑
G∈M:
G not invariant
lim
n→∞P
(
E
(
T Gn
)
<
∣∣∣ max
{G˜∈M|G˜ invariant}
T G˜n − T Gn + E
(
T Gn
)∣∣∣)
Markov≤
∑
G∈M:
G not invariant
lim
n→∞
E
(∣∣max{G˜∈M|G˜ invariant} T G˜n − T Gn + E (T Gn )∣∣)
E
(
T Gn
)
≤
∑
G∈M:
G not invariant
lim
n→∞
E
(∣∣max{G˜∈M|G˜ invariant} T G˜n ∣∣)+ E (|T Gn − E (T Gn )|)
E
(
T Gn
)
claim 2≤
∑
G∈M:
G not invariant
lim
n→∞
E
(∣∣max{G˜∈M|G˜ invariant} T G˜n ∣∣)+ E (|T Gn − E (T Gn )|)
c
claim 1
= 0,
which proves that limn→∞ E (RankAccuracyn) = 1. This result also proves the second part of
Theorem 3. In the limit of infinitely many data points, any invariant model depends on all
variables in S∗ (otherwise the set S∗ would not be unique, see (C3)). Each variable j ∈ S∗
therefore receives a score of one. On the other hand, any variable j /∈ S∗ receives a score less or
equal to (K − 1)/K since there exists at least one invariant model, namely the pair S∗, g∗(xS∗)
that does not depend on variable j.
It therefore remains to prove claim 1 and claim 2.
Proof of claim 1: Let G ∈ M be invariant and fix k ∈ {1, . . . ,m}. In the remainder of this
proof, the residual sum of square terms RSS
(ek)
a and RSS
(ek)
b depend on n, which will not be
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reflected in our notation. First, observe that the triangle inequality implies that
E
(
|RSS(ek)b −RSS(ek)a |
)
≤ 1
Ln
Ln∑
`=1
E
(
|(yˆ(ek)b (t`)− Y˜ (ek)t` )2 − (yˆ(ek)a (t`)− Y˜
(ek)
t`
)2|
)
=
1
Ln
Ln∑
`=1
E
(
|(yˆ(ek)b (t`)− yˆ(ek)a (t`))(yˆ(ek)b (t`) + yˆ(ek)a (t`)− 2Y˜ (ek)t` )|
)
=
1
Ln
Ln∑
`=1
E
(
|[(yˆ(ek)b (t`)− Y (ek)t` )− (yˆ(ek)a (t`)− Y
(ek)
t`
)][(yˆ
(ek)
b (t`)− Y (ek)t` ) + (yˆ(ek)a (t`)− Y
(ek)
t`
)− 2ε(ek)t` )]|
)
≤ 1
Ln
Ln∑
`=1
[A(t`, k) +B(t`, k) + C(t`, k) +D(t`, k) + E(t`, k)] , (50)
where we used the following definitions
A(t`, k) := E
(
(yˆ
(ek)
b (t`)− Y (ek)t` )2
)
B(t`, k) := E
(
(yˆ(ek)a (t`)− Y (ek)t` )2
)
C(t`, k) := 2E
(
|(yˆ(ek)b (t`)− Y (ek)t` )(yˆ(ek)a (t`)− Y
(ek)
t`
)|
)
D(t`, k) := 2E
(
|(yˆ(ek)b (t`)− Y (ek)t` )ε
(ek)
t`
|
)
E(t`, k) := 2E
(
|(yˆ(ek)a (t`)− Y (ek)t` )ε
(ek)
t`
|
)
.
First, it holds that
lim
n→∞
1
Ln
Ln∑
`=1
A(t`, k) = 0 and lim
n→∞
1
Ln
Ln∑
`=1
B(t`, k) = 0, (51)
where the first statement holds by the first part of Lemma 7 and the second by condition (C1).
Together with the fact that the functions yˆ
(ek)
a ∈ HC , yˆ(ek)b ∈ HC and Y (ek)· ∈ HC it holds P-a.s.
that
sup
n∈N
sup
t∈[0,T ]
|yˆ(ek)a (t)− Y (ek)t | ≤ 2C and sup
n∈N
sup
t∈[0,T ]
|yˆ(ek)b (t)− Y (ek)t | ≤ 2C. (52)
Using the second statement together with condition (C1) we get that
lim
n→∞
1
Ln
Ln∑
`=1
C(t`, k) = lim
n→∞
1
Ln
Ln∑
`=1
2E
(
|(yˆ(ek)b (t`)− Y (ek)t` )(yˆ(ek)a (t`)− Y
(ek)
t`
)|
)
≤ 4C · lim
n→∞
1
Ln
Ln∑
`=1
E
(
|yˆ(ek)a (t`)− Y (ek)t` |
)
= 0.
Using both bounds in (52), condition (C1) and Lemma 7 we can apply Lemma 6 to get that
lim
n→∞
1
Ln
Ln∑
`=1
D(t`, k) = 0 and lim
n→∞
1
Ln
Ln∑
`=1
E(t`, k) = 0. (53)
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Hence, by taking the limit of (50), we have shown that
lim
n→∞E
(
|RSS(ek)b −RSS(ek)a |
)
= 0. (54)
Moreover, we can make the following decomposition.
E
(
RSS(ek)a
)
=
1
Ln
Ln∑
`=1
E
((
yˆ(ek)a (t`)− Y˜ (ek)t`
)2)
=
1
Ln
Ln∑
`=1
E
((
yˆ(ek)a (t`)− Y (ek)t` + Y
(ek)
t`
− Y˜ (ek)t`
)2)
=
1
Ln
Ln∑
`=1
B(t`, k) +
1
Ln
Ln∑
`=1
E
(
(ε
(ek)
t`
)2
)
+
2
Ln
Ln∑
`=1
E
(
(yˆ(ek)a (t`)− Y (ek)t` )ε
(ek)
t`
)
.
(55)
Using (51) and (53) and taking the limit of (55) it holds that
lim
n→∞E
(
RSS(ek)a
)
= σ2k. (56)
Combining (54) and (56) with Slutsky’s theorem this shows that
|RSS(ek)b −RSS
(ek)
a |
RSS
(ek)
a
P−→ 0 as
n→∞. By (52) and (56) it also holds that
sup
n∈N
E
( |RSS(ek)b −RSS(ek)a |
RSS
(ek)
a
)2 <∞,
which together with de la Valle´e-Poussin’s theorem [Meyer, 1966, p.19 Theorem T22] implies
uniform integrability and thus L1 convergence, i.e.,
lim
n→∞E
(
|RSS(ek)b −RSS(ek)a |
RSS
(ek)
a
)
= 0.
Finally, since the number of environments m is fixed and it holds for all i ∈ ek that
|RSS(i)b −RSS(i)a |
RSS
(i)
a
d
=
|RSS(ek)b −RSS(ek)a |
RSS
(ek)
a
, (57)
it holds that
lim
n→∞E
(
T Gn
)
= lim
n→∞
1
n
n∑
i=1
E
(
|RSS(i)b −RSS(i)a |
RSS
(i)
a
)
= lim
n→∞
1
m
m∑
k=1
E
(
|RSS(ek)b −RSS(ek)a |
RSS
(ek)
a
)
= 0.
This completes the proof of claim 1.
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Proof of claim 2: Let G ∈ M be non-invariant. Let k∗ ∈ {1, . . . ,m} be the index and cmin
the constant for which (28) in Lemma 7 is satisfied. For every δ > 0 define the following sets
Aδ :=
{∣∣∣ 1
Ln
Ln∑
`=1
(yˆ(ek∗ )a (t`)− Y (ek∗ )t` )2
∣∣∣+ ∣∣∣ 2
Ln
Ln∑
`=1
(yˆ(ek∗ )a (t`)− Y (ek∗ )t` )ε
(ek∗ )
t`
∣∣∣ ≤ δ}
Bδ :=
{∣∣∣ 1
Ln
Ln∑
`=1
(
ε
(ek∗ )
t`
)2 − σk∗∣∣∣ ≤ δ
}
Cδ :=
{∣∣∣ 1
Ln
Ln∑
`=1
(yˆ
(ek∗ )
b (t`)− Y (ek∗ )t` )ε
(ek∗ )
t`
∣∣∣ ≤ δ}
Dδ :=
{
1
Ln
Ln∑
`=1
(yˆ
(ek∗ )
b (t`)− Y (ek∗ )t` )2 ≥ cmin − δ
}
.
Using that both summands in the definition of Aδ converge in L
1 (this follows in exactly the
same way, we obtained (51) and (53)) it holds that the sum convergences in probability. This
in particular implies that there exists NA ∈ N such that for all n ∈ {NA, NA + 1, . . . } it holds
that
P (Aδ) ≥ 1− δ. (58)
Next, by the law of large numbers it holds that 1Ln
∑Ln
`=1
(
ε
(ek∗ )
t`
)2
converges to σ2k∗ in probability.
This implies that there exists NB ∈ N such that for all n ∈ {NB, NB + 1, . . . } it holds that
P (Bδ) ≥ 1− δ. (59)
Finally, observe that since ε
(ek∗ )
t`
has mean zero it holds that
E
(
(yˆ
(ek∗ )
b (t`)− Y (ek∗ )t` )ε
(ek∗ )
t`
)
= E
(
(yˆ
(ek∗ )
b (t`)− y(ek∗ )lim (t`))ε(ek∗ )t`
)
,
where y
(ek∗ )
lim is the limit function given in Lemma 8. The statement of Lemma 8 together with
the boundedness of the functions allows us to apply Lemma 6 to get that
lim
n→∞
2
Ln
Ln∑
`=1
E
∣∣∣(yˆ(ek∗ )b (t`)− Y (ek∗ )t` ) ε(ek∗ )t` ∣∣∣ = 0.
Hence, this term also converges in probability and thus there exists NC ∈ N such that for all
n ∈ {NC , NC + 1, . . . } it holds that
P (Cδ) ≥ 1− δ. (60)
Finally, applying Lemma 7 there exists ND ∈ N such that for all n ∈ {ND, ND + 1, . . . } it holds
that
P (Dδ) ≥ 1− δ. (61)
Combining (58), (59), (60) and (61) we get for all n ∈ {Nmax, Nmax + 1, . . . } with Nmax :=
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max{NA, NB, NC , ND} that
E
(
|RSS(ek∗ )b −RSS(ek∗ )a |
RSS
(ek∗ )
a
)
≥ E
(
RSS
(ek∗ )
b
RSS
(ek∗ )
a
)
− 1
≥ E
(
RSS
(ek∗ )
b
RSS
(ek∗ )
a
1Aδ1Bδ1Cδ1Dδ
)
− 1
≥ E
(
cmin − δ − δ + σ2k∗ − δ
2δ + σ2k∗ + δ
1Aδ1Bδ1Cδ1Dδ
)
− 1
=
cmin − 3δ + σ2k∗
3δ + σ2k∗
P (Aδ ∩Bδ ∩ Cδ ∩Dδ)− 1
≥ cmin − 3δ + σ
2
k∗
3δ + σ2k∗
(1− 4δ)− 1,
where for the third inequality we used the expansion
RSS
(ek∗ )∗ =
1
Ln
Ln∑
`=1
(yˆ
(ek∗ )∗ − Y (ek∗ )t` )2 −
2
Ln
Ln∑
`=1
(yˆ
(ek∗ )∗ − Y (ek∗ )t` )ε
(ek∗ )
t`
+
1
Ln
Ln∑
`=1
(ε
(ek∗ )
t`
)2
together with the normal and reverse triangle inequality and the definitions of the sets Aδ, Bδ,
Cδ and Dδ. Since δ was arbitrary we can let δ tend to zero which implies that
lim inf
n→∞ E
(
|RSS(ek∗ )b −RSS(ek∗ )a |
RSS
(ek∗ )
a
)
≥ cmin
σ2k∗
.
Finally, using this together with (57) we get that
lim inf
n→∞ E
(
T Gn
)
= lim inf
n→∞
1
n
n∑
i=1
E
(
|RSS(i)b −RSS(i)a |
RSS
(i)
a
)
≥ lim inf
n→∞
1
m
m∑
k=1
E
(
|RSS(ek∗ )b −RSS(ek∗ )a |
RSS
(ek∗ )
a
)
≥ cmin
σ2k∗
> 0,
which completes the proof of claim 2 and also completes the proof of Theorem 3. 
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C. Biomodel 52
Reactions equations
Glu
k1−→ Fru
Fru
k2−→ Glu
Glu
k3−→ Formic acid + C5
Fru
k4−→ Formic acid + C5
Fru
k5−→ 2 · Triose
Triose
k6−→ Cn + Acetic acid
lys R + Glu
k7−→ Amadori
Amadori
k8−→ Acetic acid + lys R
Amadori
k9−→ AMP
lys R + Fru
k10−→ AMP
AMP
k11−→ Melanoidin
ODE equations
d
dt
[Glu] = −(k1 + k3)[Glu] + k2[Fru] + k7[Glu][lys R]
d
dt
[Fru] = k1[Glu]− (k2 + k4 + k5)[Fru]− k10[Fru][lys R]
d
dt
[Formic acid] = k3[Glu] + k4[Fru]
d
dt
[Triose] = 2k5[Fru]− k6[Triose]
d
dt
[Acetic acid] = k6[Triose] + k8[Amadori]
d
dt
[Cn] = k6[Triose]
d
dt
[Amadori] = −(k8 + k9)[Amadori] + k7[Glu][lys R]
d
dt
[AMP] = k9[Amadori]− k11[AMP] + k10[Fru][lys R]
d
dt
[C5] = k3[Glu] + k4[Fru]
d
dt
[lys R] = k8[Amadori]− k7[Glu][lys R]− k10[Fru][lys R]
d
dt
[Melanoidin] = k11[AMP]
Parameters and initial conditions
k1 = 0.01
k2 = 0.00509
k3 = 0.00047
k4 = 0.0011
k5 = 0.00712
k6 = 0.00439
k7 = 0.00018
k8 = 0.11134
k9 = 0.14359
k10 = 0.00015
k11 = 0.12514
[Glu] |t=0 = 160
[Fru] |t=0 = 0
[Formic acid] |t=0 = 0
[Triose] |t=0 = 0
[Acetic acid] |t=0 = 0
[Cn] |t=0 = 0
[Amadori] |t=0 = 0
[AMP] |t=0 = 0
[C5] |t=0 = 0
[lys R] |t=0 = 15
[Melanoidin] |t=0 = 0
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D. Artificial hidden variable model
Reactions equations
X1
k1−→ H1
H1
k2−→ X2 +H2
H1
k3−→ X1
H2
k4−→ Y
X3
k5−→ Y +X4
X1 +X4
k6−→ X3
X2
k7−→ X6
X5
k8−→ X3
X4
k9−→ X5
ODE equations
d
dt
[X1] = −k1[X1] + k3[H1]− k6[X1][X4]
d
dt
[X2] = k2[H
1]− k7[X2]
d
dt
[X3] = −k5[X3] + k6[X1][X4] + k8[X5]
d
dt
[X4] = k5[X
3]− k6[X1][X4]− k9[X4]
d
dt
[X5] = k9[X
4]− k8[X5]
d
dt
[X6] = k7[X
2]
d
dt
[H1] = k1[X
1]− (k2 + k3)[H1]
d
dt
[H2] = k2[H
1]− k4[H2]
d
dt
[Y ] = k4[H
2] + k5[X
3]
Parameters and initial conditions
k1 = 0.08
k2 = 0.08
k3 = 0.01
k4 = 0.1
k5 = 0.003
k6 = 0.06
k7 = 0.1
k8 = 0.02
k9 = 0.05
[X1] |t=0 = 5
[X2] |t=0 = 0
[X3] |t=0 = 0
[X4] |t=0 = 5
[X5] |t=0 = 0
[H1] |t=0 = 0
[H2] |t=0 = 0
[Y ] |t=0 = 0
X1
X2 X3
X4
X5
X6 Y
H1
H2
Figure 17. Graph representation of hidden variable ODE model. If the rate k4 is equal to the
rate k7 the variables X
2 and H2 will have identical dynamics.
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