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TRANSFORMATION MODELS IN HIGH-DIMENSIONS∗
By Sven Klaassen and Jannis Ku¨ck and Martin Spindler
University of Hamburg
Transformation models are a very important tool for applied
statisticians and econometricians. In many applications, the depen-
dent variable is transformed so that homogeneity or normal distribu-
tion of the error holds. In this paper, we analyze transformation mod-
els in a high-dimensional setting, where the set of potential covariates
is large. We propose an estimator for the transformation parameter
and we show that it is asymptotically normally distributed using an
orthogonalized moment condition where the nuisance functions de-
pend on the target parameter. In a simulation study, we show that
the proposed estimator works well in small samples. A common prac-
tice in labor economics is to transform wage with the log-function.
In this study, we test if this transformation holds in CPS data from
the United States.
1. Introduction. Over the last few years, substantial progress has been
made in the problem of fitting high-dimensional linear models of the form
Y = Xβ + ε,(1.1)
where the number of regressors p is much larger than the sample size n. The
theoretical properties of penalization approaches, such as lasso, are now well
understood under the assumption that the coefficient vector β is sparse. A
detailed summary of the recent results is given in textbook length in [7].
In this paper, we take up the idea of the high dimensional linear model
in 1.1 and combine it with a parametric transformation of the response
variable Λθ(·) ∈ FΛ, where FΛ = {Λθ(·) : θ ∈ Θ} is a given family of strictly
monotone increasing functions. For every θ ∈ Θ, we assume a linear model
Λθ(Y ) = Xβθ + εθ(1.2)
with E[εθ] = 0. Our analysis allows the number of regressors to be much
larger than the number of observations, although we require sparsity for
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2every βθ in 1.2. The goal of data transformation is to change the scale
preventing wrong model assumptions, such as by establishing normal dis-
tributed errors.
Transformation models are widely used in biostatistics, medicine, economics
and many other fields, where skewed data is often first log-transformed and
then analyzed. For example, in labor economics it is common practice to
transform the wage by the logarithm. Feng et al. [10] list some common
scenarios of the misuse and misinterpretation of log transformation. This
underlines the importance of the right transformation to handle the prob-
lem of skewed data and non-negative outcomes.
In this study, we will present an estimate for the unknown transformation
parameter θ0 ∈ Θ in a high-dimensional transformation model, which satis-
fies
Λθ0(Y ) = Xβθ0 + εθ0(1.3)
with εθ0 ∼ N (0, σ2). This means that under the true parameter θ0, the
errors are normally distributed with unknown variance. We establish that
our estimator is root-n consistent, asymptotically unbiased, and normal.
The transformation enables us to establish normality of the error terms
and subsequent application of procedures based on normality. Our setting
fits into a general Z-estimation problem with a high-dimensional nuisance
function, which depends on the target parameter θ. Inference on a target
parameter in general Z-estimation problems in high dimensions is covered
in Belloni et al. (2014) [3] and Chernozhukov et al. (2017) [8]. In high-
dimensional transformation models, the nuisance function depends on the
target parameter θ; therefore, in the supplementary material we establish
a theorem regarding inference in a general Z-estimation setting under a
different set of entropy conditions where such a dependence is explicitly
allowed. This result might be of interest for Z-estimation problems with the
same structure. Appendices B and C might be of independent interest for
related problems of the same underlying structure.
Transformation of the dependent variable is very common in statistics and
econometrics. The Box-Cox power transformations ([6]) or the modification
proposed by Yeo and Johnson ([18]) are very popular transformations. The
aim of transformations is typically to achieve symmetry, normality, or inde-
pendence of the error terms. In labor economics the analysis of wage data is
key, and wage data is non-negative and often highly skewed. By default, wage
data are transformed by the logarithm and then further processed; for ex-
ample, as a dependent variable in a Mincer equation. A crucial point for the
subsequent analysis is that the applied transformation is correctly specified.
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In this paper, we analyse the estimation and inference of the transformation
parameter in a high-dimensional setting; that is, where the set of potential
dependent variables is large, even larger than the number of observations.
Here we focus on estimation and inference of the transformation parameter
because this is the first crucial step and it is important for the interpreta-
tion of the model and application of subsequent statistical procedures. A
related line of research has focused on inference on the covariates in the
model. Given that inference in this case relies on the estimated transforma-
tion model, valid post-selection/estimation inference is crucial, as pointed
out by [5], which has led to a vivid discussion on this topic. [5] cover the
parametric case, the semiparametric case is covered by [12], and has more re-
cently been examined by [11], amongst others. Inference on the covariates in
high-dimensional settings is an interesting problem that we plan to address
in future research. The underlying theory is built on Neyman orthogonal
moment conditions, as summarized in [8].
Plan of this Paper. The rest of this paper is organized as follows. In
Section 2, we formally define the setting and propose an estimator for the
transformation parameter. In section 3, we prove that a Neyman orthogonal-
ity condition holds and we provide theoretical results for the estimation rates
of the nuisance functions. We also present the main result for the asymp-
totic distribution of the estimated transformation parameter. Section 4 pro-
vides a simulation study and section 5 gives an empirical application. The
proofs are provided in Appendix A. The supplementary material includes
additional technical material. In Appendix B, conditions for the uniform
convergence rates of the lasso estimator are presented. Finally, Appendix C
provides a theoretical result about inference on a target parameter in general
Z-problems with dependent and high-dimensional nuisance functions.
Notation. In what follows, we work with triangular array data {(zi,n, i =
1, ..., n), n = 1, 2, 3, ...} with zi,n = (yi,n, xi,n) defined on some common prob-
ability space (Ω,A, P ). The law Pn ∈ Pn of {zi, i = 1, ..., n} changes with n.
Thus, all parameters that characterize the distribution of {zi, i = 1, ..., n}
are implicitly indexed by the sample size n, but we omit the index n to
simplify notation.
The l2 and l1 norms are denoted by || · ||2 and || · ||1. The l0-norm, || · ||0,
denotes the number of non-zero components of a vector. We use the notation
a ∨ b := max(a, b) and a ∧ b := min(a, b).
The symbol E denotes the expectation operator with respect to a generic
probability measure. If we need to signify the dependence on a probabil-
ity measure P , then we use P as a subscript in EP . For random variables
4Z1, . . . , Zn and a function g : Z → R, we define the empirical expectation
En[g(Z)] ≡ EPn [g(Z)] :=
1
n
n∑
i=1
g(Zi)
and
Gn(g) :=
1√
n
n∑
i=1
(
g(Zi)− E
[
g(Zi)
])
.
For a class of measurable functions F on a measurable space, let N(ε,F , ‖·‖)
be the minimal number of balls Bε(g) := {f : ‖g − f‖ < ε} of radius ε to
cover the set F . Let F be an envelope function of F with F (x) ≥ |f(x)| for
all f ∈ F . The uniform entropy number with respect to the Lr(Q) seminorm
|| · ||Q,r is defined as
ent(F , ε) := sup
Q
logN(ε‖F‖Q,r,F , Lr(Q)),
where the supremum is taken over all probability measures Q with 0 <
EQ[F r]1/r <∞.
For any function ν(θ, u) we use the notation ν˙θ∗(u) := ∂ν(θ, u)/∂θ|θ=θ∗ ,
respectively ν ′θ(u
∗) := ∂ν(θ, u)/∂u|u=u∗ .
2. Transformation model. We consider a high-dimensional transfor-
mation model, where the unknown transformation parameter θ0 is identified
as being the only parameter for which the errors are normally distributed.
This assumption is typical for transformation models. Let {Λθ(·) : θ ∈ Θ}
be a given parametric family of strict monotone increasing and two times
differentiable functions and Θ ⊂ R be compact. For every θ ∈ Θ, we assume
a linear model
Λθ(Y ) = Xβθ + εθ(2.1)
with E[εθ] = 0. We write
εθ := Λθ(Y )−mθ(x)︸ ︷︷ ︸
=Xβθ
with
mθ(x) ≡ m(θ, x) := E[Λθ(Y )|X = x].
By assumption,
σ2θ ≡ σ2(θ) := V ar(εθ|X)
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is independent from X. We allow the number of covariates p = pn to increase
with the sample size n but we require that the index set
Sθ := {j : βθ,j 6= 0}
is sparse for every θ ∈ Θ with s := supθ∈Θ ||βθ||0. The number of relevant
variables s = sn may also increase with the sample size n but it does so at
a moderate rate. We assume that βθ is differentiable in θ. Therefore, we can
write
Λ˙θ(Y ) = Xβ˙θ + ε˙θ(2.2)
with E[ε˙θ] = 0 under regularity conditions (as mentioned later on). The
model 2.2 is sparse with s˙ := supθ∈Θ ||β˙θ||0 ≤ 2s.
The assumption that βθ is sparse and differentiable is common in other
applications. For example, in high-dimensional quantile regression, Belloni
and Chernozhukov (2011) [4] assume that for every quantile u ∈ (0, 1) the
coefficient β(u) is sparse and smooth with respect to u.
We estimate θ0 by a method similar to the a ”profile likelihood procedure”
proposed in Linton et al. (2008) [12]. The main idea is to formulate our
estimation problem into a Z-estimation problem and then plug-in estimates
for all unknown terms.
2.1. Transformation parameter. For the estimation of the transforma-
tion parameter, we first determine the likelihood. Because Λθ(·) is strictly
increasing, we have
P (Y ≤ y|X) = P (Λθ(Y ) ≤ Λθ(y)|X)
= P (εθ ≤ Λθ(y)−mθ(X)|X).
For θ = θ0 we obtain
P (Y ≤ y|X) = P (εθ0 ≤ Λθ0(y)−mθ0(X)|X)
= P (εθ0 ≤ Λθ0(y)−mθ0(X))
= Φ
(
Λθ0(y)−mθ0(X)
σ
)
,
with Φ being the cdf of a standard normal distribution and σ ≡ σθ0 .
By transforming the densities, we obtain
fY |X(y|x) = fεθ0 (Λθ0(y)−mθ0(x))Λ′θ0(y)
=
1√
2piσ2
exp
(
−(Λθ0(y)−mθ0(x))
2
2σ2
)
Λ′θ0(y)
6and, therefore, the following log-likelihood function
lY |X(θ) = −
n
2
log(2piσ2θ)−
1
2σ2θ
n∑
i=1
(Λθ(Yi)−mθ(Xi))2 +
n∑
i=1
log(Λ′θ(Yi)).
The maximum likelihood estimator
θ∗ = arg max
θ∈Θ
[
− 1
2
log(2piσ2θ)−
1
2σ2θn
n∑
i=1
(Λθ(Yi)−mθ(Xi))2
+
1
n
n∑
i=1
log(Λ′θ(Yi))
](2.3)
fulfills
0 = ∂
(
− 1
2
log(2piσ2θ)−
1
2σ2θn
n∑
i=1
(Λθ(Yi)−mθ(Xi))2
+
1
n
n∑
i=1
log(Λ′θ(Yi))
)
/∂θ
∣∣∣∣
θ=θ∗
=
1
n
n∑
i=1
[
− σ˙
2
θ∗
2σ2θ∗
− 1
σ2θ∗
(Λθ∗(Yi)−mθ∗(Xi))(Λ˙θ∗(Yi)− m˙θ∗(Xi))
+
σ˙2θ∗
2σ4θ∗
(Λθ∗(Yi)−mθ∗(Xi))2 + Λ˙
′
θ∗(Yi)
Λ′θ∗(Yi)
]
=: En
[
ψ
(
(Y,X), θ∗, h0(θ∗, X)
)]
,
where h0 : Θ×X → R× R+ × R× R with
h0 ≡ (h0,1, h0,2, h0,3, h0,4) := (mθ, σ2θ , m˙θ, σ˙2θ)
is a nuisance function. We substitute the function h0 by a Lasso estimator
hˆ0, which is defined in subsection 2.2 and analyzed in subsection 3.2.
Finally, we estimate the transformation parameter θ0 by an estimator θˆ,
which solves∣∣∣En[ψ((Y,X), θˆ, hˆ0(θˆ, X))]∣∣∣ = inf
θ∈Θ
∣∣∣En[ψ((Y,X), θ, hˆ0(θ,X))]∣∣∣+ n,(2.4)
where n = o
(
n−1/2
)
is the numerical tolerance.
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2.2. Nuisance function. The unknown nuisance function
h0 = (mθ, σ
2
θ , m˙θ, σ˙
2
θ)
can be estimated by
hˆ0 = (mˆθ, σˆ
2
θ , ˆ˙mθ, ˆ˙σ
2
θ),
where mˆθ(x) = xβˆθ with βˆθ being the lasso estimate
arg max
β
En[(Λθ(Y )− xβ)2] + λ
n
||Ψθβ||1
with penalty term λ and penalty loadings Ψθ as in [2] (p. 260). Analogously,
we estimate m˙θ by ˆ˙mθ(x) = x
ˆ˙
βθ with
ˆ˙
βθ being the lasso estimate
arg max
β
En[(Λ˙θ(Y )− xβ)2] + λ˜
n
||Ψ˜θβ||1.
The unknown variance σ2θ can be estimated by
σˆ2θ :=
1
n
n∑
i=1
εˆ2i,θ
and σ˙2θ by
ˆ˙σ2θ :=
2
n
n∑
i=1
εˆi,θ ˆ˙εi,θ
with εˆi,θ := Λθ(Yi)− mˆθ(Xi) and ˆ˙εi,θ := Λ˙θ(Yi)− ˆ˙mθ(Xi). Under regularity
conditions
σ˙2θ = ∂E[ε2θ]/∂θ = E[∂(ε2θ)/∂θ] = 2E[εθε˙θ]
holds.
2.3. Identification of the true transformation. First, we formulate our
estimation problem as a Z-estimation problem (cf 2.1). Let
H = H1 ×H2 ×H3 ×H4
be a suitable convex space of measurable functions with H1 = {h1 : (θ, x) 7→
R}, H2 = {h2 : θ 7→ R+}, H3 = {h3 : (θ, x) 7→ R} and H4 = {h4 : θ 7→ R}.
We obtain the moment function
ψ
(
(Y,X), θ, h
)
: (Y × X )×Θ×H → R
8with(
(Y,X), θ, h
) 7→ − h4(θ)
2h2(θ)︸ ︷︷ ︸
=:I(θ,h2,h4)
− 1
h2(θ)
(Λθ(Y )− h1(θ,X))(Λ˙θ(Y )− h3(θ,X))︸ ︷︷ ︸
=:II(θ,h1,h2,h3)
+
h4(θ)
2
(
h2(θ)
)2 (Λθ(Y )− h1(θ,X))2︸ ︷︷ ︸
=:III(θ,h1,h2,h4)
+cθ,
where cθ :=
Λ˙′θ(Y )
Λ′θ(Y )
and Y is the support of Y , respectively, X is the support
of X.
Under regularity conditions, the next lemma ensures the identification of
the transformation parameter. The condition A1, A4, and A5, as stated on
page 11, are only sufficient conditions and they will be required for the main
theorem in 3.4.
Lemma 1. Under the conditions A1, A4, and A5 the true parameter θ0
is identified as a unique solution of the moment condition
E
[
ψ
(
(Y,X), θ0, h0
)]
= 0.
Proof. We use the same argument as Neumeyer, Noh, Van Keilegom
(2016) [13]. Define
f (θ)(y|x) := 1√
2piσ2θ
exp
(
−(Λθ(y)− xβθ)
2
2σ2θ
)
Λ′θ(y).
The expected Kullback-Leibler-Distance between fY |X and f (θ) is greater or
equal to zero and equality only holds for the true parameter θ0. Therefore,
the following expression is minimized in θ0∫ ∫
log
(
fY |X(y|x)
f (θ)(y|x))
)
fY |X(y|x)dydFX(x)
=
∫ ∫
log(fY |X(y|x)fY |X(y|x)dydFX(x)︸ ︷︷ ︸
constant
−
∫ ∫
log(f (θ)(y|x))fY |X(y|x)dydFX(x)︸ ︷︷ ︸
=E[log(f (θ)(Y |X))]
.
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It follows that E[log(f (θ)(Y |X))] is maximized for the true parameter θ = θ0.
Under regularity conditions A1, A4 and A5
E
[
ψ
(
(Y,X), θ0, h0
)]
= E
[
∂
∂θ
log(f (θ)(Y |X))∣∣
θ=θ0
]
=
∂
∂θ
E[log(f (θ)(Y |X))]∣∣
θ=θ0
= 0.
Here we used that for all θ
0 < c ≤ σ2θ and σ2θ ≤ E
[
sup
θ∈Θ
ε2θ
]
≤ C <∞,
which is shown in the proof of theorem 5. 
10
3. Main Results. This section focuses on the central elements of our
Z-estimation problem, which are Neyman orthogonality, uniform estimation
of the nuisance function, and a theorem about the asymptotic distribution
of the estimated transformation parameter based on an entropy condition.
In the following, we consider the model described in section 2.
3.1. Neyman orthogonality condition. To be able to use plug-in estima-
tors for the nuisance function, the moment condition to identify θ0 needs
to be insensitive towards small changes in the estimated nuisance function.
This property is granted by the Neyman orthogonality condition that is de-
fined in Chernozhukov et al. (2017) [8]. In this work, the authors describe
the condition in great detail and they provide an extensive overview of the
settings, where the condition holds.
To prove the Neyman orthogonality condition, we define the Gateaux deriva-
tive with respect to some h ∈ H in h0
Dr[h− h0] := ∂r
{
E
[
ψ
(
(Y,X), θ0, h0 + r(h− h0)
)]}
,
where
h0 + r(h− h0)
:=
(
mθ + r(h1 −mθ), σ2θ + r(h2 − σ2θ), m˙θ + r(h1 − m˙θ), σ˙2θ + r(h2 − σ2θ)
)
.
It is important to mention that H1 to H4 are assumed to be convex, which
is why the term ψ
(
(Y,X), θ0, h0 + r(h− h0)
)
is well defined and exists for
all r ∈ [0, 1).
Lemma 2. Let H′ ⊆ H. Under the conditions
E
[
sup
θ∈Θ
ε2θ
]
<∞ and E
[
sup
h∈H′
∣∣∣ψ((Y,X), θ0, h)∣∣∣] <∞
the Neyman orthogonality condition
D0[h− h0] = 0
is satisfied for all h ∈ H′.
It is sufficient to restrict the condition onto the nuisance realization set,
as defined in Section 3.3, which contains the estimated nuisance function
with probability 1− o(1).
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Our estimation procedure is closely related to the ’concentrated out’ ap-
proach in general Likelihood and other M-estimation problems as described
in Chernozhukov et al. (2017) [8] and Newey (1994) [14]. In Lemma 2.5,
Chernozhukov et al. (2017) [8] give conditions when the score ψ is Neyman
orthogonal at (θ0, h0). They suppose that the target parameter θ and the
nuisance parameter h0(θ) solve optimization problem
max
θ∈Θ,h∈H
E[l((Y,X), θ, h(θ))](3.1)
and
h0(θ) = arg max
h∈H
E[l((Y,X), θ, h(θ))](3.2)
for all θ ∈ Θ, where l is a known criterion function. However, our model
does not fit in this setting because we set
lY |X(θ) = −
n
2
log(2piσ2θ)−
1
2σ2θ
n∑
i=1
(Λθ(Yi)−mθ(Xi))2 +
n∑
i=1
log(Λ′θ(Yi)),
which is the log-likelihood of our model 2.1 only if θ = θ0. Therefore, in gen-
eral, h0(θ) does not satisfy 3.2 and our problem is not covered by this setting.
Next, we give a set of assumptions that are needed for the following theo-
rems and have already been used for lemma 1 (A1, A4, and A5).
Assumptions A1-A11.
The following assumptions hold uniformly in n ≥ n0, P ∈ Pn:
A1
E
[
sup
θ∈Θ
| log(Λ′θ(Y ))|
]
<∞
A2 The parameters obey the growth condition
s log(p ∨ n) = o
(
n1/4
)
.
A3 For all n ∈ N the regressor X = (X1, . . . , Xp) has a bounded support
X .
A4 Uniformly, in θ the variance of the error term and its derivation with
respect to the transformation parameter is bounded away from zero,
namely
0 < c ≤ inf
θ∈Θ
E
[
ε2θ
]
0 < c ≤ inf
θ∈Θ
E
[
ε˙2θ
]
.
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A5 The transformations and its derivations are measurable and the classes
of functions
FΛ :=
{
Λθ(·)|θ ∈ Θ
} F˙Λ := {Λ˙θ(·)|θ ∈ Θ}
have VC index CΛ, respectively, C˙Λ.
The classes FΛ and F˙Λ have envelopes FΛ, respectively, F˙Λ with
E[FΛ(Y )14] <∞ and E[F˙Λ(Y )8] <∞.
A6 The following condition for the second derivation of the transformation
with respect to θ holds:
sup
θ∈Θ
E
[(
Λ¨θ(Y )
)2] ≤ C.
A7 With probability 1−o(1), the empirical minimum and maximum sparse
eigenvalues are bounded from zero and above, namely
0 < κ′ ≤ inf
||δ||0≤s log(n),||δ||=1
||XT δ||Pn,2
≤ sup
||δ||0≤s log(n),||δ||=1
||XT δ||Pn,2 ≤ κ′′ <∞.
A8 The class of functions
JΛ :=
{
cθ(·) = Λ˙
′
θ(·)
Λ′θ(·)
∣∣∣∣θ ∈ Θ
}
has an envelope JΛ with
E[JΛ(Y )6] <∞.
A9 For all θ ∈ Θ, h˜ ∈ H˜ it holds that
(i)
E
[(
ψ
(
(Y,X), θ, h0(θ,X)
)− ψ((Y,X), θ0, h0(θ0, X)))2] ≤ C|θ − θ0|2
(ii)
E
[(
ψ
(
(Y,X), θ, h˜(θ,X)
)− ψ((Y,X), θ, h0(θ,X)))2]
≤ CE
[
‖h˜(θ,X)− h0(θ,X)‖22
]
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(iii)
sup
r∈(0,1)
∣∣∣∣∂2r{E[ψ((Y,X), θ0 + r(θ − θ0), h0 + r(h˜− h0))]}∣∣∣∣
≤ C
(
|θ − θ0|2 + sup
θ∗∈Θ
E
[
‖h˜(θ∗, X)− h0(θ∗, X)‖22
])
for a constant C independent from θ and H˜ defined in 3.3.
A10 For h ∈ H˜ the function
θ 7→ E
[
ψ
(
(Y,X), θ, h(θ,X)
)]
is differentiable in a neighborhood of θ0 and for all θ ∈ Θ, the identi-
fication relation
2|E[ψ((Y,X)), θ, h0(θ,X)]| ≥ |Γ(θ − θ0)| ∧ c0
is satisfied with
Γ := ∂θE
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]
> c1.
A11 The map (θ, h) 7→ E[ψ((X,Y ), θ, h)] is twice continuously Gateaux-
differentiable on Θ×H.
Assumptions A1-A11 are a set of sufficient conditions for the main result
stated in theorem 4. Assumption A1 allows us to interchange derivation and
integration, which is necessary for the verification of the moment condition.
The growth condition A2 restricts the sparsity index. Assumptions A2, A6,
and A7 are needed for the uniform estimation of the nuisance function. Con-
dition A2 can be relaxed, cf assumption 6.1 from Belloni et al. (2017) [2].
Assumption A7 is a standard eigenvalue condition for the lasso estimation.
Condition A4 prevents degenerate distributions in the models 2.1 and 2.2.
Assumptions A5 and A8 control the complexity of the class of transforma-
tions and bound the moments uniformly over θ. Assumption A9 is a set of
mild smoothness conditions. Assumption A10 implies sufficient identifiabil-
ity of the true transformation parameter θ0. Assumption A11 only requires
differentiability of the function (θ, h) 7→ E[ψ((X,Y ), θ, h)], which is a weaker
condition than the differentiability of the function (θ, h) 7→ ψ((X,Y ), θ, h).
The following lemma shows that the first part of condition A5 is satisfied for
the popular Box-Cox power transformations and the modification proposed
by Yeo and Johnson.
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Lemma 3. The class of Box-Cox-Transformations F1 = {Λθ(·)|θ ∈ R}
and the class of derivatives F2 = {Λ˙θ(·)|θ ∈ R} with respect to the transfor-
mation parameter θ are VC classes. The same holds for Yeo-Johnson power
transformations.
The proof of the lemma is given in the appendix.
3.2. Uniform estimation of the nuisance functions. The rates for the
estimation of the regression functions mθ and m˙θ can be directly obtained
by the uniform prediction rates of the lasso estimator.
Theorem 1.
Under assumptions A1-A7, uniformly for all P ∈ Pn with probability 1−o(1),
it holds that:
sup
θ∈Θ
||βˆθ||0 = O(s)(3.3)
sup
θ∈Θ
||XT (βˆθ − βθ)||Pn,2 = o
(
n−
1
4
)
(3.4)
sup
θ∈Θ
||βˆθ − βθ||1 = o
(
n−
1
4
)
.(3.5)
Respectively
sup
θ∈Θ
|| ˆ˙βθ||0 = O(s)(3.6)
sup
θ∈Θ
||XT ( ˆ˙βθ − β˙θ)||Pn,2 = o
(
n−
1
4
)
(3.7)
sup
θ∈Θ
|| ˆ˙βθ − β˙θ||1 = o
(
n−
1
4
)
.(3.8)
As a consequence of the uniform rates of the Lasso estimator, we are able to
achieve uniform rates for the estimation of the variance σ2θ and its derivation
σ˙2θ .
Theorem 2.
Under assumptions of Theorem 1, uniformly for all P ∈ Pn with probability
1− o(1), it holds that:
sup
θ∈Θ
|σˆ2θ − σ2θ | = o
(
n−
1
4
)
(3.9)
sup
θ∈Θ
|ˆ˙σ2θ − σ˙2θ | = o
(
n−
1
4
)
.(3.10)
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3.3. Entropy condition. At first we define the following classes of func-
tions
H˜1 :=
{
h˜1 : Θ×X → R| h˜1(θ, x) = xβ˜θ, ‖β˜θ‖0 ≤ Cs, ‖β˜θ − βθ‖1 ≤ Cn−
1
4
}
H˜2 :=
{
h˜2 : Θ→ R+| |h˜2(θ)− σ2θ | ≤ Cn−
1
4
}
H˜3 :=
{
h˜3 : Θ×X → R| h˜3(θ, x) = xβ˜θ, ‖β˜θ‖0 ≤ Cs, ‖β˜θ − β˙θ‖1 ≤ Cn−
1
4
}
H˜4 :=
{
h˜4 : Θ→ R| |h˜4(θ)− σ˙2θ | ≤ Cn−
1
4
}
and
H˜ := H˜1 × H˜2 × H˜3 × H˜4.
The set H˜ is called the nuisance realization set. Theorems 1 and 2 enable us
to choose constants C independent from θ and still contain the estimated
functions in H˜ with probability 1− o(1).
Furthermore, for an arbitrary but fixed θ ∈ Θ we define the following pro-
jections
H˜1(θ) :=
{
h˜1 : X → R| h˜1(x) = h˜1(θ, x) ∈ H˜1
}
H˜2(θ) :=
{
c ∈ R+∣∣ |c− σ2θ | ≤ Cn−1/4}
and H˜3(θ), H˜4(θ), respectively, H˜(θ), analogously.
We restrict the entropy of H˜(θ) uniformly over θ to use the maximal in-
equality stated in Theorem 5.1 from Chernozhukov et al. (2014) [9]. This
enables us to bound the empirical process in the proof of theorem 6 Step 1.
Theorem 3. Under the assumptions A4, A5, and A8 the class of func-
tions
Ψ(θ) =
{
(y, x) 7→ ψ((y, x), θ, h˜(θ, x)), h˜ ∈ H˜(θ)}
has a measurable envelope ψ¯ ≥ supψ∈Ψ(θ) |ψ| independent from θ, such that
for some q ≥ 4
E
[
(ψ¯(Y,X))q
]
≤ C1.
The class Ψ(θ) is pointwise measurable and uniformly for all θ ∈ Θ
sup
Q
logN(ε||ψ¯||Q,2,Ψ(θ), L2(Q)) ≤ C1s log
(
C2(p ∨ n)
ε
)
with C1 and C2 being independent from θ.
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The motivation of the entropy condition stated in theorem 3 is described
in C.1. The entropy condition and the results in subsection 3.1 and subsec-
tion 3.2 enable us to establish the asymptotic distribution of our estimated
transformation parameter.
3.4. Main Theorem. The main theorem provides that our estimator θˆ
converge with rate 1/
√
n and is asymptotic unbiased and normal.
Theorem 4. Under the assumptions A1-A11 the estimator θˆ in (2.4)
obeys
n
1
2 (θˆ − θ0) D−→ N (0,Σ),
where
Σ := E
[
Γ−2ψ2
(
(Y,X), θ0, h0(θ0, X)
)]
with Γ = ∂θE
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]
.
A standard bootstrap can be applied to estimate the unknown variance
Σ. Therefore, asymptotic level-α tests for null hypothesis can be constructed
from theorem 4.
4. Simulation. This section provides a simulation study of the pro-
posed estimator. The data generating process is given by
Λθ0(Y ) = Xβθ0 + ε.
The coefficients are set to
βθ0,j =
{
1 for j ≤ s
0 for j > s.
Therefore, βθ0 is a sparse vector with ‖βθ0‖0 = s and {Λθ : θ ∈ Θ} is a given
class of transformations. The design matrix is simulated as
X ∼ N
(
0,Σ(X)
)
for the three different correlation structures
Σ
(X)
0 = Ip,
Σ
(X)
1 = (c
|i−j|)i,j∈{1,...,p}
and
Σ
(X)
2 = (1− cp)Ip + (cp−|i−j|)i,j∈{1,...,p}
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with c = 0.35. The error terms ε ∼ N (0, σ2) iid, where σ2 is chosen according
to the correlation matrix Σ(X) to keep the signal-to-noise ratio (SNR) at
a fixed level. To obtain the simulated values for Yi, which are used for the
estimation of θ0, we apply the inverse transformation Λ
−1
θ0
onto the simulated
values of Λθ0(Yi).
We consider different classes of transformations, correlation structures, and
we vary the number of the regressors p as well as the SNR. The SNR is
defined as
SNR =
V ar(Xβ0)
V ar(ε)
.
The sample size is n = 200 and the sparsity index is s = 5. The number of
repetitions is set to R = 500. The accuracy of the estimate θˆ is measured by
the mean-absolute-error (MAE)
MAE =
1
R
R∑
h=1
|θˆh − θ0|.
The accuracy of the predictive performance is measured out-of-sample on
an independent sample (testing sample) by the mean-squared-error
MSE =
1
R
R∑
h=1
Ent
[(
Λθ0(Y )−Xβˆθˆh
)2]
.
The empirical expectation Ent [·] is taken over by a new and independent
sample of size nt = 200. Both measures MAE and MSE are based on the
unknown transformation parameter θ0.
Additionally, for a fixed level α = 0.05, we validate the significance level
(acceptance rate) of a test of the form
H0 : θ0 = θ.
We test if a given θ ∈ Θ is the right transformation parameter to guarantee
normal distributed errors. Therefore, we estimate the unknown variance Σ
via bootstrap by drawing k = 100 bootstrap samples and construct a (1−α)-
confidence interval of the form[
θ −
√
Σˆz(1−α/2), θ +
√
Σˆz(1−α/2)
]
,
where zγ is the γ-quantile of the standard normal distribution. The empiri-
cal rejection rate is reported.
18
4.1. Box-Cox-Transformations. In the first setting, we analyze the class
of Box-Cox-Transformations. The Box-Cox-Transformations are defined as
Λθ(y) =
{
yθ−1
θ for θ 6= 0
log(y) for θ = 0.
This class and the class of its derivatives with respect to the transforma-
tion parameter θ are VC classes by lemma 3. To ensure that we simulate
non-negative observations, we restrict our simulation to the true transfor-
mation parameter θ0 = 0 and vary the number of regressors from 20 to 100.
The results for the various settings are summarized in Tables 1–3. In all
three settings, the average of the estimator is close to the true value of 0.
The acceptance rate and relative MSE seem to be comparable for all three
settings, while the second setting has the smallest MAE. In summary, the
results reveal that the estimated parameter value is, on average, close to the
true one and that the the acceptance rate is close to the nominal level of
95%.
p n θ0 SNR Estimator Acceptance rate MAE rel. MSE
20 200 0.0 1.0 -0.00116535 0.946 0.0134 0.9801
20 200 0.0 3.0 -0.00069033 0.954 0.0135 0.9805
50 200 0.0 1.0 0.00043417 0.946 0.0138 1.0529
50 200 0.0 3.0 0.00049114 0.938 0.0139 1.0535
Table 1
Simulation for Σ(X) = Ip
p n θ0 SNR Estimator Acceptance rate MAE rel. MSE
20 200 0.0 1.0 -0.00087619 0.944 0.0102 0.9789
20 200 0.0 3.0 -0.00049946 0.952 0.0103 0.9796
50 200 0.0 1.0 0.00026786 0.956 0.0104 1.0438
50 200 0.0 3.0 0.00033492 0.934 0.0105 1.0439
Table 2
Simulation for Σ(X) = Σ
(X)
1
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p n θ0 SNR Estimator Acceptance rate MAE rel. MSE
20 200 0.0 1.0 -0.00118608 0.952 0.0135 0.9836
20 200 0.0 3.0 -0.00070107 0.954 0.0136 0.9842
50 200 0.0 1.0 0.00065337 0.950 0.0139 1.0532
50 200 0.0 3.0 0.00069861 0.956 0.0139 1.0543
Table 3
Simulation for Σ(X) = Σ
(X)
2
Fig 1. Empirical distribution of the estimator
Figure 1 shows the empirical distribution of θˆ generated by 10000 in-
dependent simulations from the last setting in Table 2 with SNR=1. This
confirms that our estimator is normally distributed.
4.2. Yeo-Johnson Power Transformations. Next, we consider the class
of Yeo-Johnson Power Transformations. The Yeo-Johnson Power Transfor-
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mations are defined as
Λθ(y) =

(y+1)θ−1
θ , for y ≥ 0, θ 6= 0
log(y + 1), for y ≥ 0, θ = 0
− (−y+1)2−θ−12−θ , for y < 0, θ 6= 2
− log(−y + 1), for y < 0, θ = 2.
We set the true transformation parameter θ0 = 1 and vary the number of
regressors from 20 to 100, again. The results are summarized in Tables 4–
6. We get similar patterns as under the Box-Cox transformation. We get
similar results for acceptance rate, average estimator, and relative MSE for
all three settings. The MAE of the second setting is smallest.
We can summarize that the test is close to the nominal level of 95% and
the transformation parameter is estimated accurately.
p n θ0 SNR Estimator Acceptance rate MAE rel. MSE
20 200 1.0 1.0 0.99797054 0.952 0.0339 0.9811
20 200 1.0 3.0 0.99905333 0.960 0.0310 0.9812
50 200 1.0 1.0 1.00162067 0.954 0.0350 1.0536
50 200 1.0 3.0 1.00134004 0.936 0.0325 1.0543
Table 4
Simulation for Σ(X) = Ip
p n θ0 SNR Estimator Acceptance rate MAE rel. MSE
20 200 1.0 1.0 0.99833234 0.954 0.0296 0.9795
20 200 1.0 3.0 0.99916908 0.960 0.0270 0.9802
50 200 1.0 1.0 1.00108300 0.944 0.0304 1.0438
50 200 1.0 3.0 1.00121914 0.934 0.0281 1.0450
Table 5
Simulation for Σ(X) = Σ
(X)
1
p n θ0 SNR Estimator Acceptance rate MAE rel. MSE
20 200 1.0 1.0 0.99783058 0.952 0.0341 0.9842
20 200 1.0 3.0 0.99895182 0.950 0.0313 0.9850
50 200 1.0 1.0 1.00180567 0.948 0.0351 1.0539
50 200 1.0 3.0 1.00181213 0.942 0.0327 1.0552
Table 6
Simulation for Σ(X) = Σ
(X)
2
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5. Application.
5.1. Econometric Specification of the Wage Equation. In labor economics,
the analysis of wage data is key. In addition, labor economics aims to iden-
tify the determinants of wages, to estimate a so-called Mincer equation, and
evaluate the impact of labor market programs on wages. Wages are non-
negative and show a high-degree of skewness, which is not compatible with
a normal distribution. Hence, wages are transformed in almost all studies
by the logarithm. Figure 2 shows the weekly wage distribution from the US
survey data, which are described in the next section. Here, we focus on the
estimation of a Mincer type equation. The Mincer equation formulates a re-
lationship between log wages (W) and schooling (S), experience (Exp), and
other control variables (X, p-dimensional):
logW = α+ βS + γExp+ δExp2 + µ′X + ε(5.1)
with ε ∼ N (0, σ2). α, β, γ, δ are coefficients and µ is a p-dimensional vector
of the coefficients of the control variables. We consider a high-dimensional
setting where the set of potential control variables is high and we do not
take it for granted that the log-transformation is appropriate but instead
estimate a transformation model and test for the transformation parameter.
The model is given by
Λθ0(W ) = αθ0 + βSθ0 + γExpθ0 + δExp
2
θ0 + µ
′
θ0X + εθ0(5.2)
with εθ0 ∼ N (0, σ2).
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Fig 2. Empirical wage distribution from the US survey data
5.2. Dataset.
5.2.1. Overview. In our empirical study, we use data from the 2015
American Community Survey (ACS), as provided by [16] and extracted from
the IPUMS-USA website1. The ACS provides a 1%-sample of the US pop-
ulation with mandatory participation. The data offers a large number of
socio-economic characteristics at the individual and household level, such as
education, industry, occupation, and earnings.
1https://usa.ipums.org/usa/
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We restrict our attention to individuals who graduated from university and
are working full time (30+ hours), at least 50 weeks a year. Weekly earnings
are computed as annual earnings divided by 52 (weeks). We exclude individ-
uals with experience > 60 and age > 65. Moreover, we discard individuals
with a weekly wage of less than $10 (which is likely to be unreasonable given
that we only consider full-time employees). Then, we drop all observations
with a weekly wage under the 2.5%-quantile and over the 97.5%-quantile.
Our final sample comprises 315, 291 individual observations.
In our analysis, we use 14 initial regressors, which are either directly avail-
able from the ACS data or have been constructed. We list the variables in
Table 7. Mostly, we use the categories as provided in the ACS data. This
might be particularly informative for the region, occupation, and industry
variables for which different definitions exist. Moreover, we construct the
variables ’years of education’ and ’labor market experience’ from the infor-
mation available. We construct all of the two-way interactions of the initial
regressors, where the categorical variables are transformed to level-wise dum-
mies. Additionally, we include the variable ’field of degree’ to account for the
individual’s educational background. Finally, we drop all of the constructed
variables that are nearly constant over all observations and we end with a
high-dimensional setting with a total of 1, 743 regressors.
Variable Type Baseline Category
Female binary
Marital status six categories never married, single
Race four categories White
English language skills five categories speaks only English
Hispanic binary
Veteran Status binary
Industry 14 categories wholesale trade
Occupation 26 categories management, science, arts
Region (US census) nine categories New England division
Experience (years) continuous
Experience squared continuous
Years of Education continuous
Family Size continuous
Number of own young children continuous
Field of degree 37 categories administration, teaching
Table 7
List of Regressors
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5.2.2. Descriptive Statistics. Table 8 provides the summary statistics for
a selection of the variables that are available in our final sample from the
ACS data. Figure 2 and the following descriptive statistics illustrate that
the mean of weekly wage for university graduates is higher than the median;
hence, we have skewed data. Weekly wage is characterized by non-negativity
and a high variability.
Variable Mean SD Median
Weekly wage 1591.22 1100.20 1307.69
Experience (years) 20.75 11.36 21
Years of Education 16.91 1.24 17
Female 0.48 0.50 -
White 0.84 0.37 -
Black/Negro 0.07 0.25 -
Chinese 0.02 0.15 -
Hispanic 0.05 0.23 -
Veteran Status 0.05 0.21 -
Sample Size 315291
Table 8
Summary Statistics, ACS Data
5.3. Results. The estimated transformation parameter is θˆ = −0.1260646.
Because the confidence interval [−0.1307524,−0.1213768] is based on the
asymptotic normality of the estimate θˆ and variance estimation via 300
Bootstrap samples, we can reject the null hypothesis θ = 0 on a 5% sig-
nificance level, which is equivalent to a log transformation. In Figure 3, we
compare the Q-Q plot of the untransformed wages with the Q-Q plot of
the transformed wages with our estimated parameter (with a normal distri-
bution determined by the sample mean and sample variance) and with the
Q-Q plot under log-transformation (θ = 0). The estimated errors without
transformation are not normally distributed, whereas after the transforma-
tion of the response variable with θˆ the estimated error term seem to fit a
normal distribution quite well. Considering the transformation function, one
can recognize that for a transformation parameter below zero the transfor-
mation has a stronger curvature (see figure 4). This implies that the wages
are more positively skewed towards normal distribution after a log transfor-
mation. Although we reject the log-transformation, Figure 3 reveals that the
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log-transformation might give a reasonable approximation for applications
in labor economics.
Fig 3. Comparison of the Q-Q plots
Fig 4. Transformation function for θ = 0 (black) and θ = θˆ (red)
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6. Conclusion. In this paper, we propose an estimator for the trans-
formation parameter in a high-dimensional setting. Transformation models,
in particular the Box-Cox and Yeo-Johnson transformation, are very pop-
ular in applied statistics and econometrics. The rise of digitization has led
to an increased availability of high-dimensional datasets and, hence, make
it necessary to extend models for this setting when the number of variables
p is large (or even larger) compared to the sample size n. We build on the
recent results on the Neyman orthogonality condition to prove the asymp-
totic normality of our estimator. The nuisance functions are estimated with
lasso.
Our setting fits into a general Z-estimation problem with a high-dimensional
nuisance function, which depends on the target parameter θ. We extend the
results in Belloni et al. (2014) [3] and Chernozhukov et al. (2017) [8] to allow
for an explicit dependence of the nuisance function on the target parameter
θ. This result might be of interest for Z-estimation problems with the same
structure.
In labor economics, wage is by default transformed with the logarithm.
In our application, by analyzing US survey data we are able to show that
the log-transformation is rejected on 5% significance level but the log trans-
formation might give an appropriate approximation.
In future research, we would like to address the problem of estimation
and inference on elements of the coefficient vector of the regressors.
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APPENDIX A: PROOFS
Proof of Lemma 2.
For the notation we refer to section 2.3. Let h = (h1, h2, h3, h4) ∈ H′ arbi-
trary. First, we consider
∂r
(
Λθ0(Y )−
(
mθ0(X) + r
(
h1(θ0, X)−mθ0(X)
)))∣∣∣
r=0
= mθ0(X)− h1(θ0, X)
and analogous
∂r
(
Λ˙θ0(Y )−
(
m˙θ0(X) + r
(
h3(θ0, X)− m˙θ0(X)
)))∣∣∣
r=0
= m˙θ0(X)− h3(θ0, X).
Additionally we have
∂r
((
σ2θ0 + r(h2(θ0)− σ2θ0)
)−1) ∣∣∣
r=0
= −h2(θ0)− σ
2
θ0(
σ2θ0
)2
and
∂r
(
σ˙2θ0 + r(h4(θ0)− σ˙2θ0)
) ∣∣∣
r=0
= h4(θ0)− σ˙2θ0 .
By the product rule we obtain
E
[
∂rI(θ0, σ
2
θ + r(h2 − σ2θ), σ˙2θ + r(h4 − σ˙2θ))|r=0|X
]
= E
h4(θ0)− σ˙2θ0
2σ2θ
− σ˙2θ
h2(θ0)− σ2θ0
2
(
σ2θ0
)2 ∣∣∣∣X

=
h4(θ0)− σ˙2θ0
2σ2θ
− σ˙2θ
h2(θ0)− σ2θ0
2
(
σ2θ0
)2 ,
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E
[
∂rII(θ0,mθ + r(h1 −mθ), σ2θ + r(h2 − σ2θ), m˙θ + r(h1 − m˙θ))|r=0|X
]
=E
−h2(θ0)− σ2θ0(
σ2θ0
)2 (Λθ0(Y )−mθ0(X))(Λ˙θ0(Y )− m˙θ0(X))∣∣∣∣X

+ E
[
1
σ2θ0
(
mθ0(X)− h1(θ0, X)
)(
Λ˙θ0(Y )− m˙θ0(X)
)∣∣∣∣X
]
+ E
[
1
σ2θ0
(
Λθ0(Y )−mθ0(X)
)(
m˙θ0(X)− h3(θ0, X)
)∣∣∣∣X
]
=− h2(θ0)− σ
2
θ0(
σ2θ0
)2 E [εθ0 ε˙θ0∣∣X]+ mθ0(X)− h1(θ0, X)σ2θ0 E
[
ε˙θ0
∣∣X]︸ ︷︷ ︸
=0
+
m˙θ0(X)− h3(θ0, X)
σ2θ0
E
[
εθ0
∣∣X]︸ ︷︷ ︸
=0
=− h2(θ0)− σ
2
θ0(
σ2θ0
)2 E [εθ0 ε˙θ0∣∣X] ,
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and
E
[
∂rIII(θ0,mθ + r(h1 −mθ), σ2θ + r(h2 − σ2θ), σ˙2θ + r(h4 − σ˙2θ))|r=0|X
]
=E
h4(θ0)− σ˙2θ0
2
(
σ2θ0
)2 (Λθ0(Y )−mθ0(X))2∣∣∣∣X

− E
σ˙2θ0 h2(θ0)− σ2θ0(
σ2θ0
)3 (Λθ0(Y )−mθ0(X))2∣∣∣∣X

+ E
 σ˙2θ0(
σ2θ0
)2 (Λθ0(Y )−mθ0(X))(mθ0(X)− h1(θ0, X))∣∣∣∣X

=
h4(θ0)− σ˙2θ0
2
(
σ2θ0
)2 E [(Λθ0(Y )−mθ0(X))2∣∣X]︸ ︷︷ ︸
=σ2θ0
− σ˙2θ0
h2(θ0)− σ2θ0(
σ2θ0
)3 E [(Λθ0(Y )−mθ0(X))2∣∣X]︸ ︷︷ ︸
=σ2θ0
+
σ˙2θ0(
σ2θ0
)2 (mθ0(X)− h1(θ0, X))E [εθ0∣∣X]︸ ︷︷ ︸
=0
=
h4(θ0)− σ˙2θ0
2σ2θ0
− σ˙2θ0
h2(θ0)− σ2θ0(
σ2θ0
)2 .
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The conditions enable us to change derivation and integration, hence we
obtain
D0[h− h0]
= ∂r
{
E
[
ψ
(
(Y,X), θ0, h0 + r(h− h0)
)]}∣∣∣
r=0
= E
[
∂rψ
(
(Y,X), θ0, h0 + r(h− h0)
)∣∣∣
r=0
]
= E
[
E
[
∂rψ
(
(Y,X), θ0, h0 + r(h− h0)
)∣∣∣
r=0
∣∣∣X]]
= E
[
− E
[
∂rI(θ0, σ
2
θ + r(h2 − σ2θ), σ˙2θ + r(h4 − σ˙2θ))|r=0|X
]
− E
[
∂rII(θ0,mθ + r(h1 −mθ), σ2θ + r(h2 − σ2θ), m˙θ
+ r(h1 − m˙θ))|r=0|X
]
+ E
[
∂rIII(θ0,mθ + r(h1 −mθ), σ2θ+
r(h2 − σ2θ), σ˙2θ + r(h4 − σ˙2θ))|r=0|X
]
+ ∂rcθ0 |r=0︸ ︷︷ ︸
=0
]
= E
[
− h4(θ0)− σ˙
2
θ0
2σ2θ
+ σ˙2θ
h2(θ0)− σ2θ0
2
(
σ2θ0
)2 + h2(θ0)− σ2θ0(
σ2θ0
)2 E [εθ0 ε˙θ0∣∣X]
+
h4(θ0)− σ˙2θ0
2σ2θ0
− σ˙2θ0
h2(θ0)− σ2θ0(
σ2θ0
)2 ]
= 0,
where we used σ˙2θ0 = 2E[εθ0 ε˙θ0 |X] in the last step. 
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Proof of Theorem 1.
The assumptions A1-A7 imply the conditions in theorem 5 for the model
2.1 and 2.2 choosing δn = O
(
n−1/4 log(p ∨ n)). 
Proof of Theorem 2.
As shown in the proof to Theorem 5 the class of functions
EΛ =
{
εθ = (Λθ(·)− E [Λθ(·)|X]) |θ ∈ Θ
}
obeys
logN(ε‖(FΛ + F ′Λ)‖Q˜,2, EΛ, L2(Q˜))
≤ logN
(ε
2
‖FΛ‖Q˜,2,FΛ, L2(Q˜)
)
+ logN
(ε
2
‖F ′Λ‖Q˜,2,F ′Λ, L2(Q˜)
)
≤ sup
Q
logN
(ε
2
‖FΛ‖Q,2,FΛ, L2(Q)
)
+ sup
Q′
logN
(ε
2
‖F ′Λ‖Q′,2,F ′Λ, L2(Q′)
)
≤ 2 sup
Q
logN
(
ε2
16
‖FΛ‖Q,2,FΛ, L2(Q)
)
≤ 4C ′Λ log
(
4
√
C ′′Λ/ε
)
.
Using Lemma 1 in the supplement to [2] we obtain with probabiliy 1− o(1)
sup
θ∈Θ
1
n
n∑
i=1
|εθ,i| ≤ 1√
n
sup
g∈EΛ
Gn(g)︸ ︷︷ ︸
=O(log(n)n−1/2)
+ sup
θ∈Θ
E[|εθ|]︸ ︷︷ ︸
<C (B5)
= O(1).
and
sup
θ∈Θ
1
n
n∑
i=1
(
ε2θ,i − E[ε2θ]
)
=
1√
n
sup
g∈E2Λ
Gn(g) = O(log(n)n
−1/2)
as shown in the proof to Theorem 5 with
E2Λ =
{
ε2θ = (Λθ(·)− E [Λθ(·)|X])2 |θ ∈ Θ
}
.
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We obtain with probabiliy 1− o(1)
sup
θ∈Θ
|σˆ2θ − σ2θ |
= sup
θ∈Θ
∣∣∣∣ 1n
n∑
i=1
(
Λθ(Yi)−XTi βˆθ︸ ︷︷ ︸
=εθ,i−XTi
(
βˆθ−βθ
)
)2 − E[ε2θ]∣∣∣∣
= sup
θ∈Θ
∣∣∣∣ 1n
n∑
i=1
(
ε2θ,i − E[ε2θ]
)− 2
n
n∑
i=1
εθ,iX
T
i
(
βˆθ − βθ
)
+
1
n
n∑
i=1
(
XTi
(
βˆθ − βθ
))2
︸ ︷︷ ︸
=||XT (βˆθ−βθ)||2Pn,2
∣∣∣∣
≤ sup
θ∈Θ
∣∣∣ 1
n
n∑
i=1
(
ε2θ,i − E[ε2θ]
)∣∣∣︸ ︷︷ ︸
=O(log(n)n−1/2)
+ sup
θ∈Θ
∣∣∣ 2
n
n∑
i=1
εθ,iX
T
i
(
βˆθ − βθ
)∣∣∣︸ ︷︷ ︸
≤2K sup
θ∈Θ
||βˆθ−βθ||1 1n
n∑
i=1
|εθ,i|
+ sup
θ∈Θ
∣∣∣||XT (βˆθ − βθ)||2Pn,2∣∣∣︸ ︷︷ ︸
=O
(
s log(p∨n)
n
)
≤ 2K sup
θ∈Θ
||βˆθ − βθ||1︸ ︷︷ ︸
=O
(√
s2 log(p∨n)
n
)
sup
θ∈Θ
1
n
n∑
i=1
|εθ,i|︸ ︷︷ ︸
=O(1)
+O
(s log(p ∨ n)
n
)
+O(log(n)n−1/2)
= O
(
max
(√
s2 log(p ∨ n)
n
,
log(n)
n1/2
))
= o
(
n−
1
4
)
with K beeing a constant to bound the support of the regressors X. As
shown above and in the proof to Theorem 5 the class of functions
E˙Λ =
{
ε˙θ =
(
Λ˙θ(·)− E
[
Λ˙θ(·)|X
])
|θ ∈ Θ}
obeys
logN(ε‖(F˙Λ + F˙ ′Λ)‖Q˜,2, E˙Λ, L2(Q˜)) ≤ 4C ′Λ log(4
√
C ′′Λ/ε).
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As above using Lemma 1 in the supplement to [2] we obtain with probabiliy
1− o(1)
sup
θ∈Θ
n∑
i=1
|ε˙θ,i| ≤ sup
g∈E˙Λ
Gn(g)︸ ︷︷ ︸
=O(log(n)n−1/2)
+ sup
θ∈Θ
E[|ε˙θ|]︸ ︷︷ ︸
<C
= O(1).
Since
E
[(
FΛ + F
′
Λ
)2 (
F˙Λ + F˙
′
Λ
)2] ≤ (E [(FΛ + F ′Λ)4]E [(F˙Λ + F˙ ′Λ)4]) 12 <∞
an analogous argument to the one in the proof of 5 applies and yields
sup
θ∈Θ
∣∣∣ 1
n
n∑
i=1
(
εθ,iε˙θ,i − E[εθε˙θ]
)∣∣∣ = 1√
n
sup
g∈EΛE˙Λ
∣∣Gn(g)∣∣ = O(log(n)n−1/2).
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We obtain with probabiliy 1− o(1)
sup
θ∈Θ
|ˆ˙σ2θ − σ˙2θ |
= sup
θ∈Θ
∣∣∣∣ 2n
n∑
i=1
(
Λθ(Yi)− mˆθ(Xi)︸ ︷︷ ︸
=εθ,i−
(
mˆθ(Xi)−mθ(Xi)
)
)(
Λθ(Yi)− ˆ˙mθ(Xi)︸ ︷︷ ︸
=ε˙θ,i−
(
ˆ˙mθ(Xi)−m˙θ(Xi)
)
)
− 2E[εθε˙θ]
∣∣∣∣
= 2 sup
θ∈Θ
∣∣∣∣ 1n
n∑
i=1
(
εθ,iε˙θ,i − E[εθε˙θ]
)− 1
n
n∑
i=1
εθ,i
(
ˆ˙mθ(Xi)− m˙θ(Xi)
)
− 1
n
n∑
i=1
ε˙θ,i
(
mˆθ(Xi)−mθ(Xi)
)
+
1
n
n∑
i=1
(
mˆθ(Xi)−mθ(Xi)
)(
ˆ˙mθ(Xi)− m˙θ(Xi)
)
︸ ︷︷ ︸
≤
(
1
n
n∑
i=1
(
mˆθ(Xi)−mθ(Xi)
)2) 12(
1
n
n∑
i=1
(
ˆ˙mθ(Xi)−m˙θ(Xi)
)2) 12
∣∣∣∣
≤ 2 sup
θ∈Θ
∣∣∣ 1
n
n∑
i=1
(
εθ,iε˙θ,i − E[εθε˙θ]
)∣∣∣︸ ︷︷ ︸
=O(log(n)n−1/2)
+2 sup
θ∈Θ
∣∣∣ 1
n
n∑
i=1
εθ,i
(
ˆ˙mθ(Xi)− m˙θ(Xi)
)∣∣∣︸ ︷︷ ︸
≤2K sup
θ∈Θ
|| ˆ˙βθ−β˙θ||1 1n
n∑
i=1
|εθ,i|
+ 2 sup
θ∈Θ
∣∣∣ 1
n
n∑
i=1
ε˙θ,i
(
mˆθ(Xi)−mθ(Xi)
)∣∣∣︸ ︷︷ ︸
≤2K sup
θ∈Θ
||βˆθ−βθ||1 1n
n∑
i=1
|ε˙θ,i|
+
(
sup
θ∈Θ
∣∣∣||(mˆθ(Xi)−mθ(Xi))||2Pn,2∣∣∣︸ ︷︷ ︸
=O
(
s log(p∨n)
n
)
sup
θ∈Θ
∣∣∣||( ˆ˙mθ(Xi)− m˙θ(Xi))||2Pn,2∣∣∣︸ ︷︷ ︸
=O
(
s log(p∨n)
n
)
) 1
2
≤ 2K sup
θ∈Θ
|| ˆ˙βθ − β˙θ||1︸ ︷︷ ︸
=O
(√
s2 log(p∨n)
n
)
sup
θ∈Θ
1
n
n∑
i=1
|εθ,i|︸ ︷︷ ︸
=O(1)
+2K sup
θ∈Θ
||βˆθ − βθ||1︸ ︷︷ ︸
=O
(√
s2 log(p∨n)
n
)
sup
θ∈Θ
1
n
n∑
i=1
|ε˙θ,i|︸ ︷︷ ︸
=O(1)
+O
(s log(p ∨ n)
n
)
+O(log(n)n−1/2)
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and therefore
sup
θ∈Θ
|ˆ˙σ2θ − σ˙2θ | = O
(
max
(√
s2 log(p ∨ n)
n
,
log(n)
n1/2
))
= o
(
n−
1
4
)
.

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Proof of Theorem 3.
The strategy of the proof is similar to the proof of theorem 1 from Belloni et
al. (2014) [3]. Let C,C1 and C2 denote generic positive constants that may
differ in each appearance, but do not depend on the sequence P ∈ Pn.
For every θ ∈ Θ the set H˜1(θ) consists of unions of p choose Cs sets, where
the set of indices {i ∈ {1, . . . , p} : βi 6= 0} has cardinality not more than
Cs and therefore is a subset of a vector space with dimension Cs. It follows
that H˜1(θ) consists of unions of p choose Cs VC-subgraph classes H˜1,k(θ)
with VC indices less or equal to Cs+ 2 (Lemma 2.6.15, Van der Vaart and
Wellner (1996))[17].
Using Theorem 2.6.7 in Van der Vaart and Wellner (1996) we obtain
sup
Q
logN(ε‖H˜1‖Q,2, H˜1(θ), L2(Q))
≤ sup
Q
log
( ( pCs)∑
k=1
N(ε‖H˜1‖Q,2, H˜1,k(θ), L2(Q))
)
≤ sup
Q
log
( (
p
Cs
)
︸ ︷︷ ︸
≤
(
e·p
Cs
)Cs
K(Cs+ 2)(16e)Cs+2
(
1
ε
)2Cs+2)
≤ log
((e · p
Cs
)Cs
K(Cs+ 2)(16e)Cs+2
(
1
ε
)2Cs+2)
≤ Cs log
(p
ε
)
with C beeing independent from θ. Because
sup
h1(θ)∈H˜1(θ)
|h1(θ, x)| ≤ sup
β˜:‖β˜θ−βθ‖1≤Cn−
1
4
|xβ˜|
≤ sup
β˜:‖β˜θ−βθ‖1≤Cn−
1
4
|xβ˜ − xβθ|+ |xβθ|
≤ KC + E [FΛ|X = x] =: H˜1(x)
the envelope H˜1 can be choosen independent from θ. Here and in the follow-
ing we omit the dependence from Y in FΛ ≡ FΛ(Y ) to simplify notation.
With the same argument we obtain
sup
Q
logN(ε‖H˜3‖Q,2, H˜3(θ), L2(Q)) ≤ Cs log
(p
ε
)
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with envelope H˜3(x) := KC + E
[
F˙Λ|X = x
]
.
Next we consider
H˜4(θ) : =
{
c ∈ R∣∣ |c− σ˙2θ | ≤ Cn−1/4} = [σ˙2θ − Cn−1/4, σ˙2θ + Cn−1/4]
⊆
[
−(c+ Cn−1/4), (c+ Cn−1/4)
]
,
where c = supθ∈Θ |σ˙2θ | <∞. This implies for all θ ∈ Θ
sup
Q
logN(ε‖H˜4‖Q,2, H˜4(θ), L2(Q))
≤ sup
Q
logN
(
ε(c+ C),
[
−(c+ Cn−1/4), c+ Cn−1/4
]
, | · |
)
≤ log
(
C
ε
)
with envelope H˜4 = c+ C and C independet from θ.
Remark that 0 < c1 = infθ∈Θ σ2θ and c2 = supθ∈Θ σ
2
θ < ∞ due to assump-
tions A4-A5. For n sufficient large we find a c3 with 0 < c3 ≤ c1 − Cn−1/4.
Therefore we can define
H¯2(θ) : =
{
1
h˜2(θ)
∣∣ h˜2(θ) ∈ H˜2(θ)}
=
{
1/c
∣∣ |c− σ2θ | ≤ Cn−1/4}
=
{
1/c
∣∣ |c− σ2θ |
|cσ2θ |
≤ 1|cσ2θ |
Cn−1/4
}
⊆
{
1/c
∣∣ |c− σ2θ |
|cσ2θ |
≤ C∗n−1/4
}
=
{
c¯
∣∣ |c¯− 1/σ2θ | ≤ C∗n−1/4}
=
[
1/σ2θ − C∗n−1/4, 1/σ2θ + C∗n−1/4
]
⊆
[
1/c2 − C∗n−1/4, 1/c1 + C∗n−1/4
]
with C∗ = Cc3c1 . Analogous as above we obtain for all θ ∈ Θ
sup
Q
logN(ε‖H¯2‖Q,2, H¯2(θ), L2(Q)) ≤ log
(
C
ε
)
with envelope H¯2 = 1/c2 + C
∗ and C independet from θ. Define
I(θ, H¯2, H˜4) :=
{
−1
2
h4(θ)h2(θ)| h4(θ) ∈ H˜4(θ), h2(θ) ∈ H¯2(θ)
}
,
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II(θ, H˜1, H¯2, H˜3)
:=
{
(y, x) 7→ −h2(θ) (Λθ(y)− h1(θ, x))
(
Λ˙θ(y)− h3(θ, x)
)
| h1(θ) ∈ H˜1(θ), h2(θ) ∈ H¯2(θ), h3(θ) ∈ H˜3(θ)
}
and
III(θ, H˜1, H¯2, H˜4) :=
{
(y, x) 7→ 1
2
h22(θ)h4(θ) (Λθ(y)− h1(θ, x))2
| h1(θ) ∈ H˜1(θ), h2(θ) ∈ H¯2(θ), h4(θ) ∈ H˜4(θ)
}
.
By Lemma L.1 in the supplement to [2] we have
logN
(
ε‖1/2H¯2H˜4‖Q,2, I(θ, H¯2, H˜4), L2(Q)
)
≤ logN
(ε
4
‖H¯2‖Q,2, H¯2(θ), L2(Q)
)
+ logN
(ε
4
‖H˜4‖Q,2, H˜4(θ), L2(Q)
)
≤ 2 log
(
C
ε
)
.
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With A5 we obtain
logN
(
ε‖H¯2(FΛ + H˜1)(F˙Λ + H˜3)‖Q,2, II(θ, H˜1, H¯2, H˜3), L2(Q)
)
≤ logN
(ε
2
‖H¯2(θ)‖Q,2, H¯2(θ), L2(Q)
)
+ logN
(ε
4
‖(FΛ + H˜1)‖Q,2,FΛ − H˜1(θ), L2(Q)
)
+ logN
(ε
4
‖(F˙Λ + H˜3)‖Q,2, F˙Λ − H˜3(θ), L2(Q)
)
≤ log
(
2C
ε
)
+ logN
(ε
8
‖FΛ‖Q,2,FΛ, L2(Q)
)
+ logN
(ε
8
‖F˙Λ‖Q,2, F˙Λ, L2(Q)
)
+ logN
(ε
8
‖H˜1‖Q,2, H˜1(θ), L2(Q)
)
+ logN
(ε
8
‖H˜3‖Q,2, H˜3(θ), L2(Q)
)
≤ log
(
2C
ε
)
+ C ′Λ log(8C
′′
Λ/ε) + C˙
′
Λ log(8C˙
′′
Λ/ε) + Cs log
(8p
ε
)
+ Cs log
(8p
ε
)
≤ C1s log
(C2p
ε
)
and with an analogous argument
logN
(
ε‖1
2
H¯22 H˜4(FΛ + H˜1)
2‖Q,2, III(θ, H˜1, H¯2, H˜4), L2(Q)
)
≤ C1s log
(C2p
ε
)
.
Because
Ψ(θ) = I(θ, H¯2, H˜4) + II(θ, H˜1, H¯2, H˜3) + III(θ, H˜1, H¯2, H˜4) + cθ
we can define the envelope
ψ¯(Y,X) :=
1
2
H¯2H˜4 + H¯2(FΛ + H˜1)(F˙Λ + H˜3)
+
1
2
H¯22 H˜4(FΛ + H˜1)
2 + JΛ,
40
which is independent from θ with
E
[(
ψ¯(Y,X)
)4]
= E
[(
1
2
H¯2H˜4 + H¯2(FΛ + H˜1)(F˙Λ + H˜3) +
1
2
H¯22 H˜4(FΛ + H˜1)
2 + JΛ
)4]
<∞
where we used A5 and A8. Additionally by using N(ε||JΛ||Q,2, cθ, L2(Q)) = 1
for all θ ∈ Θ and Lemma L.1 in the supplement to [2] we obtain
sup
Q
logN(ε||ψ¯||Q,2,Ψ(θ), L2(Q)) ≤ C1s log
(
C2(p ∨ n)
ε
)
,
where the supremum is taken over all probability measures Q with
EQ
[(
ψ¯(Y,X)
)2]
<∞. 
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Proof of Theorem 4.
We demonstrate that conditions C1-C7 from theorem 6 are satisfied. Most
conditions are already proven in the preceding theorems. The condition C1
is shown in lemma 1. Due to theorem 1 and 2 condition C3 is satisfied with
H˜ and H˜(θ) as defined in 3.3. Condition C5 is proved in theorem 3. Again,
choosing H′ = H˜ as defined in 3.3 the conditions in lemma 2 hold where we
used B.3 and the envelope in C5 which implies C4. Since conditions C2 and
C7 are the same as A11 and A10, we need to verify C6. Due to condition
A2, choosing ρn = o(n
−1/4), we have
sup
θ∈Θ,h˜∈H˜(θ)
|E[ψ((Y,X)), θ, h0(θ)]− E[ψ((Y,X)), θ, h˜(θ)]|
≤ sup
θ∈Θ,h˜∈H˜(θ)
E
[(
ψ
(
(Y,X), θ, h˜(θ,X)
)− ψ((Y,X), θ, h0(θ,X)))2] 12
≤ sup
θ∈Θ,h˜∈H˜(θ)
CE
[
‖h˜(θ,X)− h0(θ,X)‖22
] 1
2
≤ Cρn,
where we used A9 (ii) and
E
[
‖h˜(θ,X)− h0(θ,X)‖22
]
= E
[
(h˜1(θ,X)−mθ(X))2
]
+ E
[
(h˜2(θ)− σ2θ)2
]
+ E
[
(h˜3(θ,X)− m˙θ(X))2
]
+ E
[
(h˜4(θ)− σ˙2θ)2
]
≤ ρ2n.
The last inequality follows from the properties of H˜. We have
E
[
(h˜1(θ,X)−mθ(X))2
]
= E
[(
X(β˜θ − βθ)
)2]
≤ K2 sup
θ∈Θ
||β˜θ − βθ||21
≤ ρ2n,
E
[
(h˜2(θ)− σ2θ)2
] ≤ ρ2n
and the same holds for the two remaining terms with an analogous argu-
ment. Therefore C6 (i) holds.
In the following, we take the supremum over all θ with |θ − θ0| ≤ Cρn
and h˜ ∈ H˜(θ), meaning
sup ≡ sup
θ:|θ−θ0|≤Cρn,h˜∈H˜(θ)
.
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By A9 (i) and (ii), we have
supE
[(
ψ
(
(Y,X), θ, h˜(θ,X)
)− ψ((Y,X), θ0, h0(θ0, X)))2]1/2
= supE
[(
ψ
(
(Y,X), θ, h˜(θ,X)
)− ψ((Y,X), θ, h0(θ,X))
+ ψ
(
(Y,X), θ, h0(θ,X)
)− ψ((Y,X), θ0, h0(θ0, X)))2]1/2
≤ supE
[(
ψ
(
(Y,X), θ, h˜(θ,X)
)− ψ((Y,X), θ, h0(θ,X)))2
+
(
ψ
(
(Y,X), θ, h0(θ,X)
)− ψ((Y,X), θ0, h0(θ0, X)))2
+ 2
(
ψ
(
(Y,X), θ, h˜(θ,X)
)− ψ((Y,X), θ, h0(θ, x)))(
ψ
(
(Y,X), θ, h0(θ,X)
)− ψ((Y,X), θ0, h0(θ0, X)))]1/2
≤ supC
(
E
[
‖h˜(θ,X)− h0(θ,X)‖22
]
+ |θ − θ0|2
+ |θ − θ0|
√
E
[
‖h˜(θ,X)− h0(θ,X)‖22
])1/2
≤ Cρn
≤ Cn−1/4.
Because of the growth condition A2 we have
n−1/4s
1
2 log
((p ∨ n)
n−1/4
) 1
2
+ n
− 1
2
+ 1
q s log
((p ∨ n)
n−1/4
)
= o(1)
and C6 (ii) follows.
Condition C6 (iii) follows directly from A9 (iii):
sup
r∈(0,1)
sup
∣∣∣∣∂2r{E[ψ((Y,X), θ0 + r(θ − θ0), h0 + r(h˜− h0))]}∣∣∣∣
≤ sup
θ:|θ−θ0|≤Cρn,h˜∈H˜(θ)
C
(
|θ − θ0|2 + sup
θ∗∈Θ
E
[
‖h˜(θ∗, X)− h0(θ∗, X)‖22
])
≤ Cρ2n
= o(n−1/2).

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Proof of lemma 3.
Comment A.1. The proof for Box-Cox-Transformations is from [17],
who refer to [15]. It heavily relies on the properties of the dual density from
[1]. We give a detailed version of the proof of [15] and extend the idea to the
class of derivatives and Yeo-Johnson Power Transformations.
Since adding a single function to a class of functions can increase the VC
index at most by one, we exclude the parameter θ = 0 from the proof and
restrict the class to
F ′1 =
{
Λθ(·)|θ ∈ R \ {0}
}
.
At first recall that F ′1 is a VC class if and only if the between graph set
C := {Cθ|θ ∈ R \ {0}}
with
Cθ :=
{
(x, t) ∈ R+ × R|0 ≤ t ≤ Λθ(x) or Λθ(x) ≤ t ≤ 0
}
is a VC class (cf. [17], page 152). We now consider the dual class (cf. [1]) of
C given by
D := {D(x,t)|(x, t) ∈ R+ × R}
with
D(x,t) : =
{
θ ∈ R \ {0}|(x, t) ∈ Cθ
}
=
{
θ ∈ R \ {0}|0 ≤ t ≤ Λθ(x) or Λθ(x) ≤ t ≤ 0
}
.
For the derivative of Λθ(x) we have
Λ˙θ(x) =
1
θ2
(
(θ log(x)− 1)xθ + 1
)
≥ 0
⇔ (θ log(x)− 1)xθ ≥ −1
⇔ log(xθ) ≥ x
θ − 1
xθ
,
which is true for all x and θ. Since Λθ(x) is continuous and monotone in-
creasing in θ the set D(x,t) is the union of at most two intervals in R \ {0}
and therefore D is a VC class, which by proposition 2.12 in [1] implies that
C is a VC class.
With the same argument as above we have to prove that
D′ = {D′(x,t)|(x, t) ∈ R+ × R}
44
is a VC class with
D′(x,t) :=
{
θ ∈ R \ {0}|0 ≤ t ≤ Λ˙θ(x)
}
since Λ˙θ(x) ≥ 0. The second derivative with respect to θ is given by
Λ¨θ(x) =
1
θ3
((
log(xθ)− 1
)2
xθ + xθ − 2︸ ︷︷ ︸
=:f(xθ)
)
.
The case x = 1 directly implies Λ¨θ(x) = 0. Substitue z = x
θ in f(xθ) and
see that
f ′(z) = (log(z)− 1)2 + 2 (log(z)− 1) + 1 = (log(z))2 ≥ 0.
This together with f(1) = 0 implies f(z) ≥ 0 for z ≥ 1 and f(z) < 0 for
z < 1. The four cases
x > 1, θ > 0
0 <x < 1, θ < 0
}
⇒ xθ > 1
x > 1, θ < 0
0 <x < 1, θ > 0
}
⇒ 0 < xθ < 1
and the coefficient 1/θ3 imply
Λ¨θ(x) =
{
≥ 0 for x ≥ 1
< 0 for x ≤ 1.
We have that Λ˙θ(x) is continuous in θ, monotone increasing for x ≥ 1 and
monotone decreasing for x < 1. This again implies that the set D(x,t) is
the union of at most two intervals in R \ {0}. We now consider the class of
Yeo-Johnson Power Transformations
F2 =
{
Ψθ(·)|θ ∈ R \ {0, 2}
}
,
where we exclude the parameters θ = 0 and θ = 2. The between graph set
is given by
C˜ := {C˜θ|θ ∈ R \ {0, 2}}
with
C˜θ :=
{
(x, t) ∈ R× R|0 ≤ t ≤ Ψθ(x) or Ψθ(x) ≤ t ≤ 0
}
.
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Since Ψθ(x) ≥ 0 for x ≥ 0 and Ψθ(x) < 0 for x < 0 we have
C˜θ : =
{
(x, t) ∈ R× R|0 ≤ t ≤ Ψθ(x) or Ψθ(x) ≤ t ≤ 0
}
=
{
(x, t) ∈ R+0 × R|0 ≤ t ≤ Ψθ(x)
} ∪ {(x, t) ∈ R− × R|Ψθ(x) ≤ t ≤ 0}
=
{
(x, t) ∈ R+0 × R|0 ≤ t ≤ Λθ(x+ 1)
}︸ ︷︷ ︸
=:C˜θ,1
∪ {(x, t) ∈ R− × R| − Λ2−θ(−x+ 1) ≤ t ≤ 0}︸ ︷︷ ︸
=:C˜θ,2
.
The sets
C˜1 :=
{
C˜θ,1|θ ∈ R \ {0, 2}
}
and C˜2 :=
{
C˜θ,2|θ ∈ R \ {0, 2}
}
are VC-classes as shown above. Using Lemma 2.6.17 (iii) from [17] we obtain
that
C˜1 unionsq C˜2 =
{
C˜θ,1 ∪ C˜θ,2|C˜θ,1 ∈ C˜1, C˜θ,2 ∈ C˜2
}
is a VC-class which contains C˜. The proof for the class of derivatives can be
shown analogously. 
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SUPPLEMENTARY MATERIAL
APPENDIX B: UNIFORM CONVERGENCE RATES FOR THE LASSO
Assumptions B1-B7.
The following assumptions hold uniformly in n ≥ n0, P ∈ Pn:
B1 Uniformly in θ the model is sparse, namely sup
θ∈Θ
‖βθ‖0 ≤ s
B2 The parameters obey the growth conditions n−1/4 log(p∨ n) ≤ δn and
s log(p ∨ n) ≤ δnn for δn ↘ 0 approaching zero from above at a speed
at most polynomial in n.
B3 For all n ∈ N the regressor X = (X1, . . . , Xp) has a bounded support
X .
B4 Uniformly in θ the variance of the error term is bounded from zero
0 < c ≤ inf
θ∈Θ
E
[
ε2θ
]
.
B5 The transformations are measurable and the class of transformations
FΛ :=
{
Λθ(·)|θ ∈ Θ
}
has VC index CΛ and an envelope FΛ with
E[FΛ(Y )6] <∞.
B6 The transformations are differentiable with respect to θ and the fol-
lowing condition holds:
sup
θ∈Θ
E
[(
Λ˙θ(Y )
)2] ≤ C.
B7 With probability 1−o(1) the empirical minimum and maximum sparse
eigenvalues are bounded from zero and above, namely
0 < κ′ ≤ inf
||δ||0≤s log(n),||δ||=1
||XT δ||Pn,2
≤ sup
||δ||0≤s log(n),||δ||=1
||XT δ||Pn,2 ≤ κ′′ <∞.
Theorem 5.
Under assumptions B1-B7 above, uniformly for all P ∈ Pn with prohability
1− o(1), it holds:
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1. sup
θ∈Θ
||βˆθ||0 = O(s).
2. sup
θ∈Θ
||XT (βˆθ − βθ)||Pn,2 = O
(√
s log(p∨n)
n
)
.
3. sup
θ∈Θ
||βˆθ − βθ||1 = O
(√
s2 log(p∨n)
n
)
.
Proof. We verify the Assumption 6.1 from Belloni et al. (2017) [2]. Due
to assumptions B1 and B2 the condition 6.1(i) is satisfied. Needless to say,
the assumption 6.1(ii) holds for a compact Θ ⊂ R. Remark that assumption
B5 implies the conditions 6.1 (iii) which follows from B.3. Due to assumption
B3 the conditions in 6.1(iv)(a) are satisfied and we can omit the X in the
technical conditions in 6.1(iv)(b). The eigenvalue condition 6.1(iv)(c) is the
same as in B7. Therefore we have to show with probability 1− o(1):
(1) sup
θ∈Θ
|(En − E)ε2θ ∨ (En − E)Λθ(Y )2| = O (δn)
(2) n1/2 sup
|θ−θ′|≤1/n
|En [εθ − εθ′ ] | = O (δn) and
(3) log(p ∨ n)1/2 sup
|θ−θ′|≤1/n
En
[
(εθ − εθ′)2
]1/2
= O (δn) .
Because FΛ is a VC-class of functions with VC index CΛ, we have by The-
orem 2.6.7 in [17]
logN(ε‖FΛ‖Q,2,FΛ, L2(Q)) ≤ C ′Λ log(C ′′Λ/ε),(B.1)
for any Q with ‖FΛ‖2Q,2 = EQ[F 2Λ] < ∞, where the constants C ′Λ and C ′′Λ
only depend on the VC index. Define
F ′Λ :=
{
E [Λθ(·)|X] |θ ∈ Θ
}
with envelope F ′Λ := E[FΛ|X] and
E2Λ :=
{
(Λθ(·)− E [Λθ(·)|X])2 |θ ∈ Θ
}
.
with envelope (FΛ + F
′
Λ)
2. By Lemma L.2 in the supplement to [2] we have
sup
Q′
logN(ε‖F ′Λ‖Q′,2,F ′Λ, L2(Q′)) ≤ sup
Q
logN((ε/4)2‖FΛ‖Q,2,FΛ, L2(Q)),
(B.2)
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where the supremum on the left-hand side is taken over all probability mea-
sures Q′ with
‖F ′Λ‖2Q′,2 := EQ′
[(
E[FΛ(Y )|X]
)2] ≡ EQ′[(E[FΛ|X])2] <∞.
Since E2Λ ⊂ (FΛ−F ′Λ)2 it follows by Lemma L.1 in the supplement to [2] for
any Q˜ with EQ˜[(FΛ + F
′
Λ)
4] <∞ and 0 < ε ≤ 1
logN(ε‖(FΛ + F ′Λ)2‖Q˜,2, E2Λ, L2(Q˜))
≤ 2 logN
(ε
2
‖FΛ + F ′Λ‖Q˜,2,FΛ −F ′Λ, L2(Q˜)
)
≤ 2 logN
(ε
4
‖FΛ‖Q˜,2,FΛ, L2(Q˜)
)
+ 2 logN
(ε
4
‖F ′Λ‖Q˜,2,F ′Λ, L2(Q˜)
)
≤ 2 sup
Q
logN
(ε
4
‖FΛ‖Q,2,FΛ, L2(Q)
)
+ 2 sup
Q′
logN
(ε
4
‖F ′Λ‖Q′,2,F ′Λ, L2(Q′)
)
≤ 4 sup
Q
logN
(
ε2
256
‖FΛ‖Q,2,FΛ, L2(Q)
)
,
where we used B.2 in the last step. We conclude
logN(ε‖(FΛ + F ′Λ)2‖Q˜,2, E2Λ, L2(Q˜)) ≤ 4C ′Λ log(256C ′′Λ/ε2)
= 16C ′Λ log(16
√
C ′′Λ/ε)
by B.1. Under B5 for all r ∈ {1, 2, 3} it holds
E
[
F ′2rΛ
]
= E
[
(E [FΛ|X])2r
]
≤ E
[
E
[
(FΛ)
2r |X
]]
= E
[
F 2rΛ
]
<∞,
which implies
E
[
(FΛ + F
′
Λ)
4
]
= E
[
F 4Λ
]
+ E
[
F ′4Λ
]︸ ︷︷ ︸
≤E[F 4Λ]
+6 E
[
F 2ΛF
′2
Λ
]︸ ︷︷ ︸
≤
√
E[F 4Λ]E[F
′4
Λ ]
+ 4 E
[
F 3ΛF
′
Λ
]︸ ︷︷ ︸
≤
√
E[F 6Λ]E[F
′2
Λ ]
+4 E
[
FΛF
′3
Λ
]︸ ︷︷ ︸
≤
√
E[F 2Λ]E[F
′6
Λ ]
≤ C <∞.
Remark that
E
[
sup
θ∈Θ
ε2θ
]
≤ E [(FΛ + F ′Λ)2] ≤ C <∞.(B.3)
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We have
√
n sup
θ∈Θ
|(En − E)ε2θ| = sup
g∈E2Λ
|Gn(g)|.
For every σ2C with supg∈E2Λ E[g
2] ≤ σ2C ≤ E
[
(FΛ + F
′
Λ)
4
]
:= G1 < ∞ and
universal constants K and K2 with probability not less than 1− (1/ log(n))
sup
g∈E2Λ
|Gn(g)|
≤ 2K
[(
Sσ2C log(AG
1/2
1 /σC)
)1/2
+ SG
1/2
1 log(AG
1/2
1 /σC)
]
+K2(σC log(n)
1/2 +G
1/2
1 log(n))
= O(log(n))
by Lemma 1 in [3] with q = 2, t = log(n), A = 16
√
C ′′Λ and S = 16C
′
Λ.
Therefore it follows with probability 1− o(1)
sup
θ∈Θ
|(En − E)ε2θ| = O
(
log(n)√
n
)
.
Analogous it can be shown with probability 1− o(1)
sup
θ∈Θ
|(En − E)Λθ(Y )2| = O
(
log(n)√
n
)
.
(1) follows with assumption B2.
Further we have
sup
|θ−θ′|≤1/n
|En [εθ − εθ′ ] | = sup
|θ−θ′|≤1/n
1√
n
|Gn(εθ − ε′θ)|
Define E ′Λ :=
{
εθ − εθ′ |θ, θ′ ∈ Θ
}
and EΛ :=
{
εθ = (Λθ(·)− E [Λθ(·)|X]) |θ ∈
Θ
}
. Using the same argument as above we obtain
logN(ε‖2(FΛ + F ′Λ)‖Q˜,2, E ′Λ, L2(Q˜))
≤ logN
(ε
2
‖2FΛ‖Q˜,2,FΛ, L2(Q˜)
)
+ logN
(ε
2
‖2F ′Λ‖Q˜,2,F ′Λ, L2(Q˜)
)
≤ sup
Q
logN (ε‖FΛ‖Q,2,FΛ, L2(Q)) + sup
Q′
logN
(
ε‖F ′Λ‖Q′,2,F ′Λ, L2(Q′)
)
≤ 2 sup
Q
logN
((ε
4
)2 ‖FΛ‖Q,2,FΛ, L2(Q))
≤ 4C ′Λ log(4
√
C ′′Λ/ε).
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Because
E ′′Λ :=
{
εθ − εθ′ |θ, θ′ ∈ Θ, |θ − θ′| ≤ 1/n
} ⊂ E ′Λ
we can use Lemma 1 again, since we obtain the same envelope and bound
for the entropy as for E ′Λ.
We achieve for every σ2n with supg∈E ′′Λ E[g
2] ≤ σ2n ≤ E[4(FΛ + F ′Λ)2] := G2
and universal constants K and K2 with probability at least 1− (1/ log(n))
sup
g∈E ′′Λ
|Gn(g)|
≤ 2K
[(
Sσ2n log(AG
1/2
2 /σn)
)1/2
+ n−
1
4S2E[(FΛ + F ′Λ)4]1/4 log(AG
1/2
2 /σn)
]
+K2(σn log(n)
1/2 + n−
1
4 2E[(FΛ + F ′Λ)4]1/4 log(n)).
by Lemma 1 with q = 4, t = log(n), A = 4
√
C ′′Λ, S = 4C
′
Λ.
We have
sup
|θ−θ′|≤ 1
n
E[(εθ − εθ′)2]
= sup
|θ−θ′|≤ 1
n
E
[(
Λθ(Y )− E[Λθ(Y )|X]− Λθ′(Y ) + E[Λθ′(Y )|X]
)2]
= sup
|θ−θ′|≤ 1
n
E
[((
Λθ(Y )− Λθ′(Y )
)− (E[Λθ(Y )|X]− E[Λθ′(Y )|X]))2]
= sup
|θ−θ′|≤ 1
n
(
E
[(
Λθ(Y )− Λθ′(Y )
)2]
+ E
[
E
[(
Λθ(Y )− Λθ′(Y )
)|X]2︸ ︷︷ ︸
≤E
[(
Λθ(Y )−Λθ′ (Y )
)2|X]
]
− 2E
[(
Λθ(Y )− Λθ′(Y )
)
E
[(
Λθ(Y )− Λθ′(Y )
)|X]]︸ ︷︷ ︸
≥0
)
≤ sup
|θ−θ′|≤ 1
n
2E
[(
Λθ(Y )− Λθ′(Y )
)2]
= sup
|θ−θ′|≤ 1
n
2E
[
(θ − θ′)2(Λ˙θ¯(Y ))2]
≤ 2
n2
sup
θ∈Θ
E
[(
Λ˙θ(Y )
)2]
︸ ︷︷ ︸
≤C
= O(n−2).
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Therefore we can choose σ2n = O(n
−2) and obtain obtain with probability
1− o(1)
n1/2 sup
|θ−θ′|≤1/n
|En [εθ − εθ′ ] | = sup
|θ−θ′|≤1/n
|Gn(εθ − ε′θ)|
= sup
g∈E ′′Λ
|Gn(g)|
= O
(
log(n)
n1/4
)
= O (δn) .
For (3) we can use the same arguments as above and we remark
sup
|θ−θ′|≤1/n
En
[
(εθ − εθ′)2
] ≤ sup
|θ−θ′|≤1/n
E
[
(εθ − εθ′)2
]
+
∣∣∣∣∣ sup|θ−θ′|≤1/n (En [(εθ − εθ′)2]− E [(εθ − εθ′)2])
∣∣∣∣∣
≤ sup
g∈E2Λ′
1√
n
Gn(g) +O(n
−2)
with E2Λ′ :=
{
(εθ − εθ′)2|θ, θ′ ∈ Θ
}
. The entropy of this class is bounded by
logN(ε‖4(FΛ + F ′Λ)2‖Q˜,2, E2Λ
′
, L2(Q˜))
≤ 2 logN
(ε
2
‖4(FΛ + F ′Λ)‖Q˜,2, E ′Λ, L2(Q˜)
)
≤ 2 logN
(ε
4
‖4FΛ‖Q˜,2,FΛ, L2(Q˜)
)
+ 2 logN
(ε
4
‖4F ′Λ‖Q˜,2,F ′Λ, L2(Q˜)
)
≤ 2 sup
Q
logN (ε‖FΛ‖Q,2,FΛ, L2(Q)) + 2 sup
Q′
logN
(
ε‖F ′Λ‖Q′,2,F ′Λ, L2(Q′)
)
≤ 4 sup
Q
logN
((ε
4
)2 ‖FΛ‖Q,2,FΛ, L2(Q))
≤ 8C ′Λ log
(
4
√
C ′′Λ/ε
)
.
For every σ2C with supg∈E2Λ′ E[g
2] ≤ σ2C ≤ E
[
16(FΛ + F
′
Λ)
4
]
:= G3 < ∞ and
universal constants K and K2 with probability not less than 1− (1/ log(n)),
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it holds
sup
g∈E2Λ′
|Gn(g)|
≤ 2K
[(
Sσ2C log(AG
1/2
3 /σC)
)1/2
+ SG
1/2
3 log(AG
1/2
3 /σC)
]
+K2(σC log(n)
1/2 +G
1/2
3 log(n))
= O(log(n))
by Lemma 1 in [3] with q = 2, t = log(n), A = 4
√
C ′′Λ and S = 8C
′
Λ.
We conclude
sup
|θ−θ′|≤1/n
En
[
(εθ − εθ′)2
]
= O
(
log n√
n
)
and therefore
log(p ∨ n)1/2 sup
|θ−θ′|≤1/n
En
[
(εθ − εθ′)2
]1/2
= O(δn)
since n−1/4 log(p ∨ n) ≤ δn. 
APPENDIX C: INFERENCE ON A TARGET PARAMETER IN
Z-PROBLEMS WHEN THE HIGH-DIMENSIONAL
NUISANCE FUNCTIONS DEPENDS ON THE
TARGET PARAMETER
In this section we consider a general Z-problem, where target parameter
θ0 obeys the moment condition
E
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]
= 0.
In this setting the unkown nuisance function h0(θ,X) = (h0,1(θ,X), . . . , h0,m(θ,X)) ∈
H may depend on θ. The central theorem is a statement about the asymp-
totic distribution of an estimate which solves
∣∣∣En[ψ((Y,X), θˆ, hˆ0(θˆ, X))]∣∣∣ = inf
θ∈Θ
∣∣∣En[ψ((Y,X), θ, hˆ0(θ,X))]∣∣∣+ n.(C.1)
We need a more general form of the conditions in section 3.
Assumptions C1-C7.
The following assumptions hold uniformly in n ≥ n0, P ∈ Pn:
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C1 The true parameter θ0 obeys the moment condition
E
[
ψ
(
(Y,X), θ0, h0
)]
= 0.
C2 The map (θ, h) 7→ E[ψ((X,Y ), θ, h)] is twice continuously Gateaux-
differentiable on Θ×H.
C3 Let H˜ = {h˜ : Θ × X 7→ Rm} ⊆ H be a suitable set of functions.
For every θ ∈ Θ we have a nuissance function estimator hˆ(θ) and
a set of functions H˜(θ) = {h˜ : X 7→ Rm : h˜(x) = h˜(θ, x) ∈ H˜}
with P (hˆ(θ) ∈ H˜(θ)) = 1 − o(1), where H˜(θ) contains h0(θ, ·) and is
constrained by conditions given below.
C4 For all h˜ ∈ H˜ the score ψ obeys the Neyman orthogonality property
D0[h˜− h0] = 0.
C5 For all θ ∈ Θ the class of functions
Ψ(θ) =
{
(y, x) 7→ ψ((y, x), θ, h˜(θ, x)), h˜ ∈ H˜(θ)}
has a measurable envelope ψ¯ ≥ supψ∈Ψ(θ) |ψ| independent from θ, such
that for some q ≥ 4
E
[
(ψ¯(Y,X))q
]
≤ C.
The class Ψ(θ) is pointwise measurable and uniformly for all θ ∈ Θ
sup
Q
logN(ε||ψ¯||Q,2,Ψ(θ), L2(Q)) ≤ C1s log
(
C2(p ∨ n)
ε
)
with C1 and C2 beeing independent from θ.
C6 (i) For a sequence ρn with
n−1/2
(
s
1
2 log(p ∨ n) 12 + n− 12 + 1q s log(p ∨ n)
)
= O(ρn)
we have
sup
θ∈Θ,h˜∈H˜(θ)
|E[ψ((Y,X)), θ, h0(θ,X)]−E[ψ((Y,X)), θ, h˜(θ,X)]| ≤ Cρn.
(ii) We define
supE
[(
ψ
(
(Y,X), θ, h˜(θ,X)
)− ψ((Y,X), θ0, h0(θ0, X)))2]1/2 =: rn,
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where the supremum is taken over all θ with |θ − θ0| ≤ Cρn and
h˜ ∈ H˜, meaning
sup ≡ sup
θ:|θ−θ0|≤Cρn,h˜∈H˜(θ)
,
and it holds rns
1
2 log
(
(p∨n)
rn
) 1
2
+ n
− 1
2
+ 1
q s log
(
(p∨n)
rn
)
= o(1) with
q from assumption C5.
(iii) It holds
sup
∣∣∣∣∂2r{E[ψ((Y,X), θ0 + r(θ − θ0), h0 + r(h˜− h0))]}∣∣∣∣ = o(n−1/2),
where
sup ≡ sup
r∈(0,1),θ:|θ−θ0|≤Cρn,h˜∈H˜(θ)
.
C7 For h ∈ H˜ the function
θ 7→ E
[
ψ
(
(Y,X), θ, h(θ,X)
)]
is differentiable in a neighborhood of θ0 and for all θ ∈ Θ, the identi-
fication relation
2|E[ψ((Y,X)), θ, h0(θ,X)]| ≥ |Γ(θ − θ0)| ∧ c0
is satisfied with
Γ := ∂θE
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]
> c1.
Since the nuisance functions depend on the target parameter the conditions
ensure that they can be estimated uniformly over all θ with a sufficiently
fast rate.
Theorem 6. Under the assumptions C1-C7 an estimator θˆ of the form
in C.1 obeys
n
1
2 (θˆ − θ0) D−→ N (0,Σ),
where
Σ := E
[
Γ−2ψ2
(
(Y,X), θ0, h0(θ0, X)
)]
with Γ = ∂θE
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]
.
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Comment C.1.
This setting and the theorem is almost identical to the assumption 3.4 and
theorem 3.3 in Chernozhukov et al. (2017) [8]. Their theorem holds for de-
pendent nuisance functions, but the entropy condition may be hard to verify
in some settings:
Suppose the unknown nuisance function h0 is a linear function of X, where
the coefficients β0(θ) (‖β0(θ)‖0 ≤ s for all θ) are dependent on the target
parameter. If h0(θ,X) = Xβ0(θ) is estimated with the lasso estimator the
uniform covering entropy of
Fh :=
{
ψ
(·, θ, h(θ, ·)), θ ∈ Θ}
may not fulfill the desired condition. This is because the uniform covering
entropy of the class
H :=
{
h(θ, ·) : X → R|h(θ,X) = β(θ)X, ‖β(θ)‖0 ≤ s, θ ∈ Θ
}
can not be bounded by standard arguments as the union over sets with a
bounded VC-index (see for example Belloni et al. (2014) [3]), since the in-
dices which are not zero may vary for each θ.
In their example, the estimation of the average treatment effect, this prob-
lem does not occur, because the estimated nuisance functions do not depend
on the target parameter.
To bypass this we rely on a slightly different set of entropy conditions, which
enables us to restrict the entropy of the classes for an arbitrary θ, but uni-
formly over all θ ∈ Θ.
Proof. We mimic the proof of Theorem 2 from Belloni, Chernozhukov
and Kato (2014) [3].
We prove the theorem under an abitraty sequence P = Pn ∈ Pn. Therefore
the dependence of P on n can be suppressed.
Step 1.
Let θ˜ be an abitrary estimator fullfilling |θ˜ − θ0| ≤ Cρn with probability
1− o(1). We aim to prove that with probability 1− o(1)
En
[
ψ
(
(Y,X), θ˜, hˆ(θ˜, X)
)]
= En
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]
+ ∂θE
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]︸ ︷︷ ︸
:=Γ
(θ˜ − θ0) + o(n− 12 ).
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By assumption C1 we can expand the term
En
[
ψ
(
(Y,X), θ˜, hˆ(θ˜, X)
)]
= En
[
ψ
(
(Y,X), θ˜, hˆ(θ˜, X)
)]
+ E
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]︸ ︷︷ ︸
=0
+ En
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]− En[ψ((Y,X), θ0, h0(θ0, X))]
+ E
[
ψ
(
(Y,X), θ˜, hˆ(θ˜, X)
)]− E[ψ((Y,X), θ˜, hˆ(θ˜, X))]
= En
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]︸ ︷︷ ︸
:=I
+E
[
ψ
(
(Y,X), θ˜, hˆ(θ˜, X)
)]︸ ︷︷ ︸
:=II
+ En
[
ψ
(
(Y,X), θ˜, hˆ(θ˜, X)
)]− E[ψ((Y,X), θ˜, hˆ(θ˜, X))]︸ ︷︷ ︸
:=III
−
(
En
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]− E[ψ((Y,X), θ0, h0(θ0, X))]︸ ︷︷ ︸
:=IV
)
= I + II + III − IV
Considering the last two terms we have with probability 1− o(1)
n
1
2
(
III − IV
)
=
1√
n
n∑
i=1
(
ψ
(
(Y,X), θ˜, hˆ(θ˜, X)
)− ψ((Y,X), θ0, h0(θ0, X))
−
(
E
[
ψ
(
(Y,X), θ˜, hˆ(θ˜, X)
)]− E[ψ((Y,X), θ0, h0(θ0, X))]))
≤ sup
θ:|θ−θ0|≤Cρn
∣∣∣∣[ 1√n
n∑
i=1
(
ψ
(
(Y,X), θ, hˆ(θ,X)
)− ψ((Y,X), θ0, h0(θ0, X))
−
(
E
[
ψ
(
(Y,X), θ, hˆ(θ,X)
)]− E[ψ((Y,X), θ0, h0(θ0, X))]))]∣∣∣∣
≤ sup
θ:|θ−θ0|≤Cρn
(
sup
f∈Ψ′(θ)
|Gn(f)|
)
with
Ψ′(θ) =
{
(y, x) 7→ ψ((y, x), θ, h˜(θ, x))− ψ((y, x), θ0, h0(θ0, x)), h˜ ∈ H˜(θ)}
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and envelope 2ψ¯. Here we used assumption C5 and that with probability
1 − o(1) we have hˆ(θ,X), h0(θ,X) ∈ H˜(θ) for all θ ∈ Θ by assumption C3.
Recall that
sup
Q
logN(ε||2ψ¯||Q,2,Ψ′(θ), L2(Q)) ≤ C1s log
(
C2(p ∨ n)
ε
)
for constants C1 and C2 beeing independent from θ. We want to apply
Lemma 1 from Belloni, Chernozhukov and Kato (2014) [3]. By assumption
C6 we have
sup
θ:|θ−θ0|≤Cρn,f∈Ψ′(θ)
E
[
f2
(
(Y,X)
)]
= sup
θ:|θ−θ0|≤Cρn,h˜∈H˜(θ)
E
[(
ψ
(
(Y,X), θ, h˜(θ,X)
)− ψ((Y,X), θ0, h0(θ0, X)))2]
=: r2n
with rns
1
2 log
(
(p∨n)
rn
) 1
2
+ n
− 1
2
+ 1
q s log
(
(p∨n)
rn
)
= o(1). Choosing σ2n = r
2
n and
maxq∈{2,4} E[(ψ¯(Y,X))q] ≤ C the first inequality of Lemma 1 in [3] implies
E
[
sup
f∈Ψ′(θ)
|Gn(f)|
]
≤ K
[(
C1sσ
2
n log
(C2(p ∨ n)C 12
σn
)) 12
+ n
− 1
2
+ 1
qC1sC
1
q log
(C2(p ∨ n)C 12
σn
)]
≤ K ′
(
σn
(
s log
((p ∨ n)
σn
)) 12
+ n
− 1
2
+ 1
q s log
((p ∨ n)
σn
))
.
Applying the second part of Lemma 1 with t = log(n) we obtain
n
1
2 |III − IV | ≤ sup
θ:|θ−θ0|≤Cρn
(
sup
f∈Ψ′(θ)
|Gn(f)|
)
≤ sup
θ:|θ−θ0|≤Cρn
(
2E
[
sup
f∈Ψ′(θ)
|Gn(f)|
]
+Kq
(
σn log(n)
1
2 + n
− 1
2
+ 1
qC
1
q log(n)
))
≤ K ′q
(
σn
(
s log
((p ∨ n)
σn
)) 12
+ n
− 1
2
+ 1
q s log
((p ∨ n)
σn
))
= o(1).
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Now we expand the term II. Let h˜ ∈ H˜ and θ˜ ∈ Θ.
By Taylor expansion of the function r 7→ E
[
ψ
(
(Y,X), θ0 + r(θ˜ − θ0), h0 +
r(h˜− h0)
)]
we have by assumption C2
E
[
ψ
(
(Y,X), θ˜, h˜
)]
= E
[
ψ
(
(Y,X), θ0, h0
)]
+ ∂r
{
E
[
ψ
(
(Y,X), θ0 + r(θ˜ − θ0), h0 + r(h˜− h0)
)]}∣∣∣∣
r=0
+
1
2
∂2r
{
E
[
ψ
(
(Y,X), θ0 + r(θ˜ − θ0), h0 + r(h˜− h0)
)]}∣∣∣∣
r=r¯
,
for some r¯ ∈ (0, 1). Due to the orthogonality condition in C4 we have
∂r
{
E
[
ψ
(
(Y,X), θ0 + r(θ˜ − θ0), h0 + r(h˜− h0)
)]}∣∣∣∣
r=0
=∂r
{
E
[
ψ
(
(Y,X), θ0 + r(θ˜ − θ0), h0 + r(h˜− h0)
)]}∣∣∣∣
r=0
−D0[h˜− h0]
=∂r
{
E
[
ψ
(
(Y,X), θ0 + r(θ˜ − θ0), h0 + r(h˜− h0)
)]
− E
[
ψ
(
(Y,X), θ0, h0 + r(h˜− h0)
)]}∣∣∣∣
r=0
=∂r
{
r(θ˜ − θ0)∂θE
[
ψ
(
(Y,X), θ, h0 + r(h˜− h0)
)]∣∣∣
θ∈[θ0,θ0+r(θ˜−θ0)]
}∣∣∣∣
r=0
=(θ˜ − θ0)∂θE
[
ψ
(
(Y,X), θ0, h0
)]
.
By assumption C6 we have∣∣∣∣∂2r{E[ψ((Y,X), θ0 + r(θ˜ − θ0), h0 + r(h˜− h0))]}∣∣∣∣
r=r¯
∣∣∣∣ = o(n−1/2)
and therefore
E
[
ψ
(
(Y,X), θ˜, h˜
)]
= Γ(θ˜ − θ0) + o(n−1/2).
In total, we obtain with probability 1− o(1)
En
[
ψ
(
(Y,X), θ˜, hˆ(θ˜, X)
)]
= En
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]
+ Γ(θ˜ − θ0) + o(n− 12 ).
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Step 2.
We want to prove that with probability 1− o(1)
inf
θ∈Θ
∣∣∣En[ψ((Y,X), θ, hˆ(θ,X))]∣∣∣ = o(n− 12 ).
Define
θ∗ := θ0 − Γ−1En
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]
.
Directly follows with central limit theorem
|θ∗ − θ0| = |Γ−1|
∣∣∣En[ψ((Y,X), θ0, h0(θ0, X))]︸ ︷︷ ︸
=O
(
n−
1
2
)
∣∣∣ ≤ Cρn.
Using Step 1 we obtain with probability 1− o(1)
inf
θ∈Θ
∣∣∣En[ψ((Y,X), θ, hˆ(θ,X))]∣∣∣ ≤ ∣∣∣En[ψ((Y,X), θ∗, hˆ(θ∗, X))]∣∣∣ = o(n− 12 )
by inserting the definition of θ∗.
Step 3.
We aim to show that the estimated θˆ converges towards θ0, meaning with
probability 1− o(1)
|θˆ − θ0| ≤ Cρn.
By definition of θˆ and Step 2 we have∣∣∣En[ψ((Y,X), θˆ, hˆ(θˆ, X))]∣∣∣ = o(n− 12 ).
Since hˆ(θ) ∈ H˜(θ) with probability 1− o(1) for all θ ∈ Θ we have
sup
θ∈Θ
∣∣∣En[ψ((Y,X), θ, hˆ(θ,X))]− E[ψ((Y,X), θ, hˆ(θ,X))]∣∣∣
≤ sup
θ∈Θ
(
n−
1
2 sup
g∈Ψ(θ)
|Gn(g)|
)
= O
(
n−1/2
(
s
1
2 log(p ∨ n) 12 + n− 12 + 1q s log(p ∨ n)
))
,
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where we used Lemma 1 in [3] and E
[
(ψ¯(Y,X))2
]
≤ C as in Step 1. Com-
bining this with the triangle inequality we obtain∣∣E[ψ((Y,X), θˆ, h0(θˆ, X))]∣∣
≤ sup
θ∈Θ,h˜∈H˜(θ)
|E[ψ((Y,X)), θ, h0(θ,X)]− E[ψ((Y,X)), θ, h˜(θ,X)]|
+ sup
θ∈Θ,h˜(θ)∈H˜(θ)
∣∣∣En[ψ((Y,X), θ, h˜(θ,X))]− E[ψ((Y,X), θ, h˜(θ,X))]∣∣∣
+
∣∣∣En[ψ((Y,X), θˆ, hˆ(θˆ, X))]∣∣∣ ≤ Cρn
by C6. Hence, it follows by assumption C7 with probability 1− o(1),
|Γ(θˆ − θ0)| ∧ c0 ≤ 2
∣∣E[ψ((Y,X)), θˆ, h0(θˆ, X)]∣∣ ≤ Cρn
and dividing by Γ > c1 gives the claim of this step.
Step 4.
Because of Step 3 we are able to use Step 1 for the estimated parameter and
obtain with probability 1− o(1)
En
[
ψ
(
(Y,X), θˆ, hˆ(θˆ, X)
)]
= En
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]
+ Γ(θˆ − θ) + o
(
n−
1
2
)
.
By Step 2 we have
Γ(θˆ − θ)
= En
[
ψ
(
(Y,X), θˆ, hˆ(θˆ, X)
)]︸ ︷︷ ︸
=o
(
n−
1
2
)
−En
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]
+ o
(
n−
1
2
)
= −
(
En
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]− E[ψ((Y,X), θ0, h0(θ0, X))]︸ ︷︷ ︸
=0
)
+ o
(
n−
1
2
)
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Using the central limit theorem we get with probability 1− o(1)
n
1
2 (θˆ − θ)
= −Γ−1n 12
(
En
[
ψ
(
(Y,X), θ0, h0(θ0, X)
)]− E[ψ((Y,X), θ0, h0(θ0, X))])︸ ︷︷ ︸
D−→N (0,Σ)
+ o(1)
with
Σ := Var
(
Γ−1ψ
(
(Y,X), θ0, h0(θ0, X)
))
= E
[
Γ−2ψ2
(
(Y,X), θ0, h0(θ0, X)
)]
.

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