ABSTRACT Hadoop is the most popular implementation framework of the MapReduce programming model, and it has a number of performance-critical configuration parameters. However, manually setting these parameters to their optimal values not only needs in-depth knowledge on Hadoop as well as the job itself, but also requires a large amount of time and efforts. Automatic approaches have therefore been proposed. Their usage, however, is still quite limited due to the intolerably long searching time. In this paper, we introduce MapreducE Self-Tuning (MEST), a framework that accelerates the searching process for the optimal configuration of a given Hadoop application. We have devised a novel mechanism by integrating the model trees algorithm with the genetic algorithm. As such, MEST significantly reduces the searching time by removing unnecessary profiling, modeling, and searching steps, which are mandatory for existing approaches. Our experiments using five benchmarks, each with two input data sets ( DS1 and 2×DS1) show that MEST improves the searching efficiency (SE) by factors of 1.37× and 2.18× on average respectively over the state-of-the-art approach.
I. INTRODUCTION
As the data size scales up at an alarming pace in big data era, even large-scale clusters take days to process a single data set. In this scenario, efficiently managing the massive computing nodes and processing data from applications are both essential. Hadoop, the open-source implementation framework of MapReduce, has already become the most pervasively used data analytic system. However, the broad applications of Hadoop, such as the healthcare [1] , [2] , transportation [3] , [4] and etc., present many challenges and difficulties for users to deploy Hadoop with high performance.
Appropriately configuring the Hadoop framework not only holds the key to achieve high performance, but also avoids system failures [5] . However, an optimal configuration comes at the cost of long searching time. Since the effectiveness of parameter set depends on the characteristics of an application, such as the input data size, the selection of the parameter set has to be performed each time before the application runs. However, due to the huge search space which comprised of more than 70 performance critical multi-valued parameters and their complex relationships [6] , to iteratively evaluate the parameter sets concretely is expensive and time-consuming, if at all feasible. To this end, a number of off-line automatic configuring approaches have been proposed. Self-tuning methods, which are based on off-line trained models, have been proposed to search through the complex parameter space [6] - [10] . It has been shown that the accuracy of a model determines the correctness and efficiency of the searching process. Proposals based on analytical models [6] - [8] have relatively low accuracy because of their oversimplified assumptions in the face of complicated large scale computing nodes and tasks. In this scenario, machine learning model based approaches fit this problem better since they can capture the characteristics of the application and the complex relationship among parameters from enormous data source [9] , [10] . One example, RFHOC (Random-Forest approach to auto-tuning HadOop Configuration) [10] , shows the accuracy of such models depends on the sufficiency of collected training data, which may obstruct its use in real world applications. In contrary, other approaches, such as Smart Hill-Climbing algorithm(SHC) [11] , search the parameter space directly. The SHC repeatedly executes a global search process in which local search process follows Hill-Climbing algorithm [12] , [13] . Analogously, Generic Algorithm (GA) based approach which can be used to iteratively explore the parameter space [14] . Such mechanism produces a Parameter Configuration Settings (PCS) at the beginning, then evaluates and evolves the parameters in it by testing the application in actual cluster. As a consequence, several parameters in the PCS take many iterations to evolve to their optimal values, e.g. 24 iterations to optimize 6 parameters. Figure 1 illustrates the searching cost of SHC, GA and RFHOC when benchmark Sort and WordCount run with 20 GB and 40 GB input data respectively. The detailed experimental setup is described in Section IV. Note that, machine learning model based approaches like RFHOC are the most promising techniques to be used in practice and they explore the parameter space through three serial stages including profiling, modeling, and searching. For convenience, we consider the sum of the time of the three stages as the searching time. We observe that, the searching time is long and varies significantly for different benchmarks and input data sets. For instance, these approaches spend at least 25 hours to search the corresponding optimal configuration for both Sort and WordCount. When the input data set of Sort increases to 40 GB, all these approaches take more than 70 hours, which severely limits the practical usage of them.
In this paper, we dig into the reason why the machine learning based approaches take so long time to optimize the configuration for a Hadoop application. As illustrated in Figure 2 (a), the profiling process usually collects an overlarge number of training examples at once to guarantee an accurate model. This is because the number of training examples for an accurate model can not be determined upfront and the only way to guarantee high accuracy is to collect excessive training examples, which may waste a large amount of time. To address this problem, we introduce MapreducE SelfTuning (MEST), a framework that efficiently generates an optimal parameter set to configure a Hadoop application. Our target is not only to find the optimal parameter set, but also to find it fast. Moreover, we also aim to improve the scalability of MEST when the input data size increases. In this framework, we have devised a new mechanism based on GA which iteratively searches the parameter space to find the optimal set by enhancing its convergence. Since in each iteration, the searching is recalibrated and accelerated by a model trees (MT) based performance model. As shown in Figure 2 (b), MEST performs profiling according to the actual needs of the searching, thereby removing the unnecessary time used for profiling, modeling, and searching steps.
We evaluate MEST using five typical Hadoop applications, each with two input data sets. The results show that while MEST has halved the searching time, it still manages to derive the best optimal parameter set. Moreover, MEST exhibits the best scalability with respect to the input data size among the experimented approaches. Overall, MEST offers a reliable, accurate and fast solution to find the optimal parameter set for Hadoop applications.
In particular, we make the following contributions:
• We introduce MEST, a framework that aims to accelerate the searching process for the optimal configuration of a given Hadoop application. The key of MEST is that it performs the profiling, modeling, and searching operations on demand, which removes the unnecessary time used for excessive operations compared to existing machine learning based approaches.
• By constructing performance models with MT, we can quickly predict the execution times of Hadoop applications with different configurations, avoiding wasting time to run applications in actual clusters, which usually takes a long time.
• We have enhanced GA to automatically search the parameter space with faster convergence speed, by leveraging the MT based performance model to accelerate the testing runs. The rest of this paper is organized as follows: Section II depicts background and related work. Section III presents the architecture design of MEST. Section IV depicts our experimental methodology. Section V provides results and analysis, and finally, Section VI concludes the paper.
II. BACKGROUND AND RELATED WORK
In this section, we present the background and related work of this paper.
A. Hadoop OPTIMIZATION APPROACHES
Hadoop is a well-known and pervasively used framework for the MapReduce programming model which divides an application into Map and Reduce tasks. To alleviate programming complexity, Hadoop takes over the administration of job tasks including task scheduling, resource allocating, and parameter configuring. In Figure 3 , we illustrate a typical execution process of a Hadoop/MapReduce job and its interactions with the framework.
In this case, the performance of the MapReduce job depends on task scheduling and resource allocating approach at runtime. For example, a scheduler can queue tasks with specific requirements to satisfy a Service Level Objective (SLO) [15] . Researchers have also shown that, by carefully optimizing the task scheduling policy, the performance of Hadoop/MapReduce jobs can be guaranteed on complex heterogeneous systems [16] with severe interferences and different data locality [17] . Analogously, due to the large amount of resource demand, optimizing resource allocation techniques such as Support Vector Machine (SVM) [9] based approaches can guarantee the performance for a task. Moreover, task provisioning strategies can also benefit the performance of Hadoop/MapReduce jobs [5] .
In addition, Hadoop provides a set of performance-critical configuration parameters for flexibility. However, how to optimize the configuration parameter values for a given application is extremely difficult. Currently, off-line configuration optimizing techniques have been commonly used, which is complementary to those run-time approaches. All these approaches however suffer from long optimal configuration searching time. We hereby focus on how to reduce the searching time in this paper.
B. CONFIGURATION OPTIMIZATION IN Hadoop
Some configuration parameters significantly impact the overall performance of a Hadoop application. For example, the parameter MR.task.io.sort.mb controls the memory buffer size for disk I/O operations when sorting files. On the one hand, using an over-small value of this parameter to configure a task would incur more disk I/O operations, and in turn degrade the overall performance. On the other hand, if we use an over-large value, it would reserve more unnecessary memory for a single task and hereby cause memory shortage for other tasks, still leading to overall performance degradation.
Moreover, the optimal values for these configuration parameters are usually application-specific. For example, WordCount requires smaller memory buffer than TeraSort, as WordCount usually produces much fewer data than TeraSort during the spill phase of its map stage. In addition, the optimal configuration might also affected by the input data size of a given application. For example, the larger input data size processed by a task of TeraSort would produced more intermediate data, which thus needs to improve the value of MR.task.io.sort.mb accordingly for better performance, and vice versa.
In summary, the optimal configuration parameter values of Hadoop applications are affected by a number of factors such as application characteristics and input data size. This makes manually tune them extremely difficult, if at all feasible. A number of automatic approaches have therefore been proposed.
These approaches can be generally classified into three categories: analytical, statistic reasoning, and machine learning based approaches. Herodotou et al. [6] - [8] firstly develop analytical models to predict the performance of the various phases of Hadoop/MapReduce jobs. They then recursively search for the optimal configuration randomly based on those models. However, the derived configuration is usually suboptimal because the models suffer from oversimplified assumptions and are therefore not accurate enough. Gencer et al. [18] employ a statistic reasoning technique, Response Surface (RS), to build performance models for Hadoop systems and then interactively tune their configurations to achieve optimal performance. More over, machine learning based approaches such as RFHOC [10] have also been used to build accurate performance models. However, statistic reasoning as well as machine learning based approaches usually need an over-large number of real execution experiments to construct a training set at the beginning at once, which is time-consuming. MEST tries to remove the time used for collecting the excessive training examples.
To identify optimal configuration parameter values, a number of approaches such as recursive random search (RRS) [19] , smart hill climbing (SHC) [11] , and genetic algorithm (GA) [14] , [20] have been proposed. RRS consists of global search and local search, which operate in an iterative way. During the global search, RRS uses random sampling to identify promising areas and then invokes local search by starting recursive random sampling processes in these areas which shrink to local optima gradually. SHC improves RRS, by using weighted Latin Hypercube Sampling(wLHS) to replace the inefficient random sampling [11] . However, SHC needs many time-consuming iterations to converge and gets stuck into local optimum easily when searching a high dimension parameter space. GA is a global optimization approach which mainly consists of selection, crossover and mutation operations. Gunther [14] , a GA based method, is capable to search the best Hadoop configuration for a given application. However, GA accounts on actual experiments, which is time-consuming and impractical. Note that all the recent proposed approaches as well as our MEST are heuristic best-effort optimization techniques because the Hadoop configuration parameter space is too huge to perform exhaustive parameter search to identify optimal configurations. However, existing approaches do not consider how to achieve the heuristic best-effort optimization efficiently. In contrast, MEST is an efficient heuristic besteffort optimization. It employs the model trees algorithm to filter out the non-optimal parameter set in each iteration of the genetic algorithm, leading to accelerated optimal configuration searching process.
C. CONFIGURATION OPTIMIZATION IN OTHER SYSTEMS
Another kind of related work is about using auto-tuning techniques to optimize compilers and Java virtual machines. Dubach et al. [21] employ machine learning to automatically learn the best optimisations to apply for any new program on a new microarchitectural configuration. This work builds a model off-line which maps a microarchitecture description plus the hardware counters to the best compiler optimisation passes. Lengauer et al. [22] first propose a work on automatically tuning Java garbage collectors in a black box manner considering all available parameters. Compared to these works, our work mainly focus on tuning parameters provided by Hadoop Framework. Our target is not only to search the best configuration, but also to optimize it fast. Moreover, we also aim to improve the scalability of MEST with the input data size increases.
III. MaprEduce SELF-TUNING APPROACH
In this section, we first introduce the architecture of MEST. Subsequently, we describe the performance modelling approach. Next, we depict the optimal configuration identification technique. Finally, we described how to put them together.
A. MEST ARCHITECTURE
MEST aims to efficiently identify the optimal configuration for a given Hadoop application. It consists of three components: data collecting, performance modeling, and optimal configuration searching. MEST is launched when a job is invoked in Hadoop. When MEST completes execution, it outputs the optimal parameter set which is used to configure that job. Figure 4 shows the block diagram of our MEST framework. We now elaborate each component in detail:
1) Data Collecting (DC). DC is used to run a MapReduce
job, and profile the dynamic execution states including the execution time of that job. During which, a number of randomly generated configuration parameter values must be set in the first iteration whereas in the following ones, the values of them are updated towards the optimal configuration. 2) Performance Modeling (PM) . PM employs the model trees (MT) algorithm to build a performance model as a function of configuration parameters for an application based on the profiling information obtained from the DC component. In MEST, the accuracy of the model is gradually improved by using accumulated profiling data in iterations.
3) Optimal Configuration Searching (OCS). OCS lever-
ages a GA-based approach to search for the optimal configuration from a huge configuration space. Note that the performance model built by PM is used to predict the performance of a set of configuration parameter values, and in turn filter out those non-optimal ones.
B. PERFORMANCE MODELING
The performance model stands as the core component of MEST, since its prediction determines the value of the parameters sets. However, establishing the performance model for large-scale clusters is non-trivial. Therefore, machinelearning based models are preferred to analyze these data sets.
In this work, we have leveraged MT algorithm to build our performance model. The training data of the model is derived from DC, presented in the form of a matrix M , where each row contains a vector of information at each run:
in which, T k represents the information vector corresponds to the k th parameter set of a job, with ET k stands for the execution time results from this configuration. P i k represents the value of the i th parameter in the set (these parameters are shown in the first column in Table 2 ); and q stands for the total number of configuration parameters, e.g. 38 in this study which we selected based on their significance on the performance; n stands for the number of vectors in matrix M which refers to the number of parameter set that are accumulated.
Next, we describe how the performance model is established from the matrix M using the MT algorithm and how the prediction of the model is improved, as shown in Figure 5 . At first, we calculate the STD which stands for the standard deviation of data set T. And then we build a tree VOLUME 5, 2017 from M using a top-down splitting procedure. This procedure is similar to the formation of a binary tree, that we split the data into two subsets recursively. Subsequently, using the performance in each vector as the indicator, we need to ensure the homogeneity in both subsets. As in [23] , in which authors propose to choose the splitting factor that gives the greatest expected reduction in either variance or absolute deviation. Thus, we choose from a Parameter set Ps : {P 1 , P 2 , . . . , P q } to maximize the standard deviation reduction(STDR), which we calculate using the following formula:
where T is the set of profiling vectors that reach the splitting tree nodes, T sub i is the result set from the splitting process based on selected parameters, and sd(T ) is the standard deviation of T . So that STDR is used to guarantee the homogeneity of subsets. The splitting recursively processes until the number of profiling vectors reach to a node is smaller than 4 or the standard deviation of these vectors is smaller than 0.05 × STD.
Secondly, we invoke the pruning tree procedure after the tree has been built. The main purpose of pruning is to avoid over-fitting, by using standard linear regression which considers only the parameters that are incorporated in the subset to remove the redundancy. To be specific, at first we build a standard regression model for each interior node which only uses the parameters reach to the node and exclude the irrelevant parameters for each linear model one by one to ensure the minimal prediction error. Then, in each node we compute the absolute deviation dev between the actual value and the predicted one which is calculated through the linear model at the node. To make the training data for minimum error, the mean value of the dev is multiplied by the factor (l +u)/(l −u) which takes into account the number (l) of profiling vectors that reach the node and the number (u) of parameters used in the model at that node. Thus, the error of the node nodeErr can be calculated using the equation below:
Next, the task is to minimize the nodeErr by pruning the leaves that cause mis-predictions. To this end, we compare nodeErr with subErr which is the error from the subtree below that node. The subErr can be calculated as follows:
with subErr left and subErr right the subErr of the left and right child of that node, respectively, n left and n right the numbers of profiling vectors reach to the left child and right child of that node, respectively. Note that, such algorithm is recursively performed from bottom to top as long as the nodeErr decreases. At the end of this pruning process, we can get a robust MT based model. The detailed model building steps are summarized in Algorithm 1.
At last, when we used the MT based model for prediction, we invoke the smoothing prediction procedure to improve the accuracy of prediction. Partly due to the fact that vectors in M are accumulated, that inadequate data sets are used to construct the model in the first a few of iterations. Besides, the pruning tree procedure can lead to sharp discontinuities between the adjacent leaves of the pruned tree in their linear models. The smoothing procedure computes a value using a linear model on each leaf, and then passes it along the path to the root of the tree. Along the path, this value is combined with the value predicted by the linear model in that node. In this way, the discontinuities between nodes can be reduced. The combination of the predicted values can be calculated node.type = leaf 7: else 8: node.type = Interior 9: for (each P i in Ps) do 10: for (all possible split positions of the P i ) do 11: calculate the STDR of P i . 12: end for 13: end for 14: node.parameter = P i with maximum STDR 15: SplitProcedure(node.leftchild) 16: SplitProcedure(node.rightchild) 17 PruneProcedure(node.leftchild) 22: PruneProcedure(node.rightchild) 23: node.model = LinearRegressionModel(node) 24: if (the subErr is more than the nodeErr) then 25: node.type = leaf 26: end if 27 : end if 28: end PruneProcedure using the equation below:
where Pre(T ) stands for the result on the node from smoothing which refers to one vector T . Pre(T sub i ) is passed from the subset T sub i which is the subset of T , MT (T ) is the value predicted by the regression model at T . And, n i represents the number of training sets that reach the branch node of T , cst is a smoothing factor (we set the default value as 15).
In our work, we leverage the MT algorithm to accelerate the search process since MEST operates in an iterative manner. In the sense that, unlike other machine learning techniques that need to collect a full set of training data at once, MT algorithm can be trained with accumulative data sets on demand. In the first a few of iterations, although MT builds a tree with limited data, it can point out the directions towards the optimal values. MEST therefore makes use of these hints to carefully select the parameter sets to run in subsequent iterations. The benefit is two-fold. On the one hand, MEST can reduce the time for running the MapReduce job with all parameter sets; on the other hand, MEST only runs with the potentially optimal configurations because MT has filtered out potentially non-optimal ones which would eventually take much more time. In particular, as the data sets are accumulated, the accuracy of the model improves with the increasing number of iterations. Although the complexity of the MT algorithm is also linearly increased, the cost is still negligible comparing with running the MapReduce job. As long as the prediction accuracy is saturated, MEST can use the tree produced by MT to directly predict the performance of leftover configurations.
C. OPTIMAL CONFIGURATION SEARCHING
With the MT based performance model, we need to automatically search the huge non-linear space to find the optimal configuration for a Hadoop application. Several approaches, such as random recursive search [19] , pattern search [24] , and genetic algorithms (GA) [20] , [25] have been used to solve this issue. However, the random recursive search is sensitive in getting stuck in local optima and pattern search typically suffers from slow local (asymptotic) convergence rates. In contrast, GA is a particular class of evolutionary algorithms, that well-known for being robust against local optima [20] . It uses techniques inspired by evolutionary biology, such as inheritance, mutation, selection, and crossover [25] . GA matches our goal to search the complicated global space of configurations comprises of the vectors accumulated through many iterations with potentially many local optima. Therefore, we have adopted GA in MEST to search the optimal configuration automatically. To accelerate the searching process, we incorporate the MT algorithm between iterations of GA. We thus name our novel approach MT-driven Genetic Algorithm (MTGA).
In general, MTGA has presented an iterative processing method based on GA. At each iteration, MTGA takes the newly generated m rows as its population matrix (PM ) from the matrix M . Note that, for the first iteration, we initializes the matrix M by collecting the data from m testing runs with randomly generated configuration parameter sets in real cluster. The new values of each parameter are randomly generated within its value range according to its parameter type, as shown in the last column of Table2. For a numeric parameter, a random value is generated directly. For a categorical parameter, we randomly selected one category from its listed types in an indirect way. For example, we randomly generate an integer between 1 to 4 for the parameter MR.map.output.compress.codec which has four compress codec types. If the integer is equal to two, we select C2. In the following iterations, the matrix M accumulates m rows each time which is produced through the MTGA procedure, as shown in Figure 6 . Then, MTGA calculates the value of a threshold as follows: ET k ) the mean and minimum execution time of the matrix PM , respectively. The Threshold is used as the criterion by MT model to select a new qualified offspring whose predicted execution time is required to be lower than this threshold.
In Figure 6 , we have shown the diagram of MTGA procedure for one iteration. At first, MTGA invokes GA to perform the selection, crossover, and mutation operations in step 1 . The selection operation chooses two rows from PM as the parents for the crossover operation. In which, as shown in Figure 7 , the paired parameters in the parents are crossed over at a random point. Subsequently, we use a Monte Carlo method to generate a mutation probability for each parameter to decide whether the mutation is needed by comparing with a threshold(0.01). We then randomly generate a new value for the parameter within its range which probability is more than the threshold and the type of each changed parameter is also considered as before. Consequently, a candidate offspring vector with only parameter value is produced as shown in step 2 . Next, this parameter vector is input to the MT-based performance model to predict its performance in step 3 . The offspring can succeed if it is qualified through Equation (6) . Otherwise, this procedure will be repeated to generate a new offspring. Thus, during this procedure, the new values of each parameter in an offspring are produced through selection, crossover and mutations operations of the genetic algorithm. The value of each parameter is finally selected only if the predicted execution time of the offspring is smaller than the Threshold. After m succeeded offsprings are obtained, a new matrix CM is formed and used as the input configurations for next iteration in MEST.
Algorithm 2 MTGA Algorithm
Input: population matrix (PM ) Output: configuration matrix (CM ) 1: Take m new newly generated rows in M as PM 2: while (CM does not reach to m rows and CM do not evolve to optimal.) do 3: Select two parent configuration sets from PM randomly based on their ET (the better ET, the higher probability to be selected) 4: Crossover with a random crossover point cross over the parents to produce a candidate offspring.
5:
Mutation with a mutation probability(0.01) mutate candidate offspring at each parameter.
6:
Input the candidate offspring to the MT model.
7:
MT model predicts the ET of the candidate offspring.
8:
if (the predicted ET is smaller than threshold) then 9: Put the candidate offspring into CM . Continue the while loop.
12:
end if 13: end while
Note that the m offsprings in CM represent explorations in different directions of the parameter space. Since the GA method ensures the hyperplane partitions of the parameter space, we can adjust these parameter sets simultaneously and evolve them to global optimum with high probability, using heuristics that similar to approaches in [26] - [28] . With regards to the slow converge speed of GA, we have leveraged the use of MT-based performance model to accelerate the convergence and filter out those time-consuming configurations. Especially, the performance model is enhanced with the newly profiled data in every iteration of MEST. As a result, it can deliver more accurate estimates to ensure the correctness of the exploration directions. The MTGA is summarized in algorithm 2.
D. PUTTING IT ALL TOGETHER
At last, we introduce the overall procedure of MEST, as shown in Figure 6 . At the beginning, given the MapReduce job and its input data set, we initialize MEST by randomly generating m configurations. These parameter sets are used by MEST to process through configuration procedure in the outer loop in the figure. With each set, MEST runs the MapReduce job and record its performance. After the execution finishes, the performance is combined with the parameter set to form the vector T using Equation (1) . Next, these vectors are used to form the matrix M , which is in turn input to MT algorithm to establish the performance model. Next, the parameter space is searched by our MTGA, which will generate other m configurations. However, unlike the traditional GA method, the generated configurations need to be evaluated by the MT tree to ensure their optimality. The parameter set will be input to the MT-based performance model, to predict their performance. Then, the predicted values are compared with the Threshold in the current tree. If the parameter set has been validated to be more superior, it will be chosen to configure an application running on the real cluster to obtain its actual performance in the next iteration. Otherwise, the parameter set will be abandoned to avoid wasting time.
Note that, in each iteration, the matrix M contains the parameter sets that have been selected to run with their actual performance. And, the combination of the MT tree and GA algorithm will result in m configurations at the end of each iteration, which are in turn used to run the MapReduce job in next iteration. This procedure will be repeated until the obtained performance with the new configuration does not beat the existed best performance in the tree for a rule of thumb number of iterations (3 times in our experiment). In the end, the configuration that exhibits the best performance through MEST is output as the optimal parameter set.
IV. EXPERIMENTAL METHODOLOGY A. EXPERIMENTAL SETUP
We have deployed ten Sugon servers as our experimental platform. Each node uses SUSE Linux Enterprise Server 11 and Hadoop 2.6.0. These servers are connected through Gigabit Ethernet. We designate one server to host the master node and use the other servers to host the nine slave nodes. The data block size is set to 128 MB. The other components of MEST can run on a separate node or a standalone machine as it processes the gathered information on-line. Each server is equipped with an Intel Xeon CPU E5-2407 2.20 GHz quad-core processor and 32 GB PC3 memory. Although this platform is homogeneous, MEST does not mandatorily require the cluster is homogenous. Instead, it can be directly applied on heterogeneous clusters because MEST profiles the real runtime information of a cluster and builds performance models based on the profiling. To fairly compare against Gunther, SHC, GA, and RFHOC, we re-implement them in our experimental environment.
We run the five Hadoop applications listed in Table 1 , each with two corresponding data sets to evaluate MEST.
These applications are taken from the HiBench [29] which represent a set of typical Hadoop workload behaviors. To be specific: WordCount is CPU-intensive in the map stage; TeraSort is CPU-and memory-intensive in the map stage and disk-intensive in the reduce stage; Sort is memory-and disk-intensive; Both KMeans and PageRank are iterative machine learning programs. In each iteration, KMeans is a CPU-intensive and PageRank is CPU-and disk-intensive. We have chosen 38 parameters that we have evaluated to have a significant impact on Hadoop performance, list in Table 2 . These parameters specify many aspects such as data compression, shuffle behavior, CPU and memory allocation, execution behavior, and JVM. For example, we select the two important parameters including MR.map.java.opts and MR.reduce.java.opts for JVM heap size optimization of map and reduce task, respectively. We will consider other JVM parameters in our future work.
B. METRICS
To evaluate the accuracy of our performance models, we first define the prediction error of our models as follows:
with pre i stands for the execution time predicted by our model for a given phase, mea i represents the measured execution time of that phase, and t represents the total number of experiments.
In order to quantitatively compare how MEST performs better than Gunther, SHC, GA, and RFHOC, we consider the searching time and the performance of the optimized configuration are equally important. We therefore define a new metric, search efficiency (SE), as follows:
where OCT nor is calculated as follows:
OCT nor = ET oth ET MEST (9) with ET MEST the execution time of an application optimized by MEST, and ET oth the execution time of the application optimized by a certain other approach such as Gunther, SHC, GA, and RFHOC; SRT nor is computed by:
SRT nor = SRT oth SRT MEST (10) with SRT MEST the searching time used by MEST for an application, and SRT oth the searching time used by a certain other approach such as Gunther, SHC, GA, and RFHOC. If OCT nor > 1, it indicates the application optimized by other approaches runs more slowly than it optimized by MEST, and vice versa. Similarly, If SRT nor > 1, it implies that the searching time used by other approaches is longer than that used by MEST, and vice versa. If OCT nor < 1 and SRT nor > 1 at the same time, it indicates the application optimized by a certain other approach runs faster than it optimized by MEST VOLUME 5, 2017 whereas the searching time used by the other approach is longer than that used by MEST. In such a case, it is difficult to know which approach performs better overall. We therefore define searching efficiency SE as Equation (8) shows and lower is better for MEST. When the SE of an approach is less than 1, it indicates that MEST performs better than that approach overall, which is our goal in this study. On the contrary, if the SE of an approach is larger than 1, it implies that MEST performs worse than this approach and we hereby need to further improve MEST to make SE less than 1.
V. EVALUATION AND ANALYSIS
In this section, we evaluate the MEST framework. We start with the prediction accuracy evaluation of the MT-based performance model. Subsequently, we evaluate the SE of MEST and compare it with those of other approaches. Next, we report the speedup achieved by MEST. At last, we use sort as a use case study to show and analyze the derived optimal parameter set by MEST.
A. MODEL ACCURACY
For the evaluation purpose, we split the collected profiling information into training data set and testing data set. To be specific, in the matrix M which contains the vectors of profiling information defined in Equation 1, we take the first 80% vectors as the training data set T, and the rest 20% as the testing data set E. Therefore, t in Equation (7) refers to the number of vectors in E. The state-of-the-art machine-learning based performance modeling approaches includes Support Vector Machine (SVM ), Response Surface (RS), Regression Tree (RT ) and Artificial Neural Network (ANN ). We have re-implemented those models in our experimental platform, and compare the prediction accuracy of our MT based model against them. To ensure the fairness, we have used the same M, T, and E to train and test all the models.
We have shown the evaluation of models in Figure 8 and their prediction accuracy is computed by Equation (7) . Note that we label the X-axis using (T +N ) pattern, where N stands for the number of vectors in T . For example, T 40 refers to 40 vectors, and we can infer that the number of the total data set is 50, where the number of vectors in E (testing set) is 10.
As can be seen, our MT model outperforms all other models in all cases. Secondly, we observe that all models become more accurate as they are trained by more data. Nevertheless, MT model needs only 120 data sets to train the model with prediction error below 5%. In contrast, SVM, RS and RT models need 560, 440, and 200 training examples (vectors) respectively, and ANN model has never reached below 5% of prediction error. Thirdly, with the least number of training examples, MT exhibits significantly superior prediction accuracy than others. More concretely, the error of the models built by MT is only 6.5% even when the number of training examples is only 40 while those of other models are all over 10%. We therefore choose 40 training examples to build the MT model in the first iteration with the minimal training cost. And, we increase the number of training examples by 40 in each iteration to improve model accuracy.
B. SEARCHING EFFICIENCY
Next, we evaluate how the searching efficiency (SE) of MEST advances over other state-of-the-art approaches, including Gunther [14] , Smart Hill Climbing(SHC) [11] , the original GA method [20] and RFHOC [10] . Figure 9 input data set (Data − 1), the same applies to (c) and (d) but with another the same input data set (Data − 2).
From Figure 9 (b) and (d), we observe that the five approaches are all capable of finding optimal configurations for the experimented applications and in turn obtaining the best performance. This indicates all these approaches are good enough for find the optimal configurations. However, it does not tell which one finds the optimal configuration most efficiently. We therefore need to observe other metrics including SRT nor and SE. As shown in Figure 9 (a) and (c), MEST has the much lower value of SRT nor than other approaches, indicating the searching time of MEST is much shorter than those of other approaches for the five applications, each with two corresponding input data sets. For example, the searching time of SHC is 2.4× longer than that of MEST.
We now turn to evaluate the searching efficiency (SE) defined by Equation (8) , as shown in Figure 10 . The SEs of other approaches are much lower than 1 except the Gunther for KMeans. This indicates the overall performance of the applications optimized by MEST is much higher than they optimized by other approaches. The average SEs for Gunther, SHC, GA, and RFHOC are 0.73, 0.37, 0.45, and 0.45 respectively for the five benchmarks with input data set Data − 1. This implies that SHC performs the worst, then RFHOC and GA, and Gunther performs the most closely to MEST. When Data − 2 is used, the average SEs change to 0.45, 0.27, 0.26, and 0.26 respectively, indicating MEST obtains more overall performance benefits as input data size increases. In other words, MEST reveals better scalability in terms of input data size, which is a nice property for big data analytics.
We now evaluate the SE improvement over Gunther made by MEST. We define the improvement as follows:
with SE MEST and SE Gunther the SEs of MEST and Gunther, respectively. As shown in Figure 10 , 
C. CONVERGENCY SPEED ANALYSIS
As introduced in Section III-C, we use MTGA to search the huge and non-linear configuration space to find the optimal configuration for a Hadoop application. During which, we stop the searching iterations when the performance of the application does not improve anymore as we try different configurations. Subsequently, we count the number of training examples been used, which indicates the length of the time used for searching the optimal configuration for that application.
Since we have recognized Gunther as the second efficient algorithm, we compare the convergence speed of MTGA and Gunther in Figure 11 . Using benchmarks listed in Table 1 with 20 GB input data, we observe that the search process of MTGA converges faster than Gunther for all benchmarks. And MTGA ensures the convergence within 320 training examples for each workload while Gunther needs up to 520 training examples to converge. Moreover, Gunther even converges prematurely to a suboptimal configuration for benchmark KMeans. In addition, we have observed similar results when the input data size increases to 40 GB, that no more than 320 training examples are needed by MTGA to find the optimal configuration.
D. CASE STUDY: SORT
Next, we exhibit one case study of MEST, on one particular benchmark Sort. Since MEST achieves the highest speedup for it, we intend to analyze the advantage of MEST based on this example. Figure 12 shows some essential parameter value variation in the optimal configurations when 40, 120, 200, 280 training examples are used to train MEST, during the search process for the benchmark Sort. The significantly different parameter values draw our attention. To be specific, the value of parameter MR.map.java.opts is 330 MB in the first iteration of MEST search process. However, the values 
FIGURE 12.
The variation of four configurations found in four search iterations respectively of MEST for Sort ; here only show five parameters(horizontal axis) from the 38 parameters as illustrated in Table 2 . of this parameter in the following three iterations are adjusted to 650 MB, 480 MB, and 590 MB respectively. We notice that the value 330 MB in the first iteration is the lowest value, while the value 650 MB in the second round is the highest. And in the iterations thereafter, the value of this parameter exhibits the behavior similar to the method of bisection, which is non-linear. Furthermore, based on domain knowledge, we know that the value of this parameter is also correlated with MR.task.io.sort.mb and MR.map.memory.mb. Nevertheless, with such complicated parameter space, MEST manages to find the best parameter set in only 280 training examples.
To investigate these parameters in detail, we have deployed the dstat tool [30] at each slave node to measure disk usage(amount of data in and out) every second. This tracing process runs along with the execution process of Sort. We first select three best configurations found among 40, 200, 280 training examples respectively during MEST searching process. We then run and trace Sort three times and each time with one of the three configurations. As can be seen in Figure 13 , the cumulative amount of disk IO operations generated during the execution process of Sort for the DiskIO-280 is significantly smaller than DiskIO-40 and DiskIO-200. As we know, Sort is a typical data-intensive program and the case of DiskIO-280 reduces a large amount of disk IO operations. Therefore, this result further demonstrates that MEST is able to automatically to optimize memory-related configuration parameter values, and in turn to significantly alleviate the bottlenecks of data-intensive applications.
VI. CONCLUSION
In this paper, we propose MEST, an MT-driven GA approach to automatically search the optimal configuration for Hadoop applications. The integration of MT and GA can significantly reduce the searching time. Since, compared to other machine learning and statistic reasoning techniques, building performance models by MT is more flexible for data collection and model training. And MT can help GA to avoid running a program in an actual cluster with those time-consuming configurations. In particular, this approach also has good scalability in terms of input data size.
We run several typical Hadoop benchmarks with two input data sets in an actual cluster to evaluate MEST. The results show that MEST is indeed more efficient than current best approaches that have been recognized, which they have obtained immediate optimal configuration. Moreover, MEST shows a searching efficiency improvement over the recent most efficient method by 1.37× and 2.18× on average for the two experimented input data sets, respectively. Experiment results further demonstrate that MEST is more scalable to the incremental input data size than other approaches. His main research interests include big data, cloud computing, and networked computing systems with an emphasis on system architecture design and resource management for system's performance, reliability, availability, power efficiency, and security.
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