ABSTRACT This paper develops a distributed self-organizing strategy for an Internet-of-Things (IoT)-based public safety network (IPSN). Recent advances in wireless broadband and multimedia services have evolved PSNs extensively. Third generation partnership project long term evolution (3GPP-LTE) becomes a basic platform for deploying public safety networks around the world. There have been extensive studies on LTE-based PSNs satisfying mission-critical requirements. However, most studies focus on investigating PSNs with network infrastructure, and there is little progress on infrastructure-less PSNs, where base stations and network coordinators become destroyed or impaired. This paper focuses on infrastructure-less PSNs, where battery-powered individual IoT devices cooperate to construct the network without any central coordination. It is aimed at maximizing the network survival time of the IPSN while satisfying mission-critical requirements. A highly nonlinear nature of the network construction problem with several constraints renders the optimization task very challenging. In addition, no coordinator exists in IPSNs and all nodes are subject to the identification of distributed strategy to achieve the goal. To this end, a stateof-the-art message-passing framework is introduced to develop a novel distributed algorithm. The major benefit originates from the controllability of the limit on wireless link hops to meet the data reliability and transmission latency required for mission-critical IPSNs. We also establish the proof on the optimality. The proposed technique converges rapidly and keeps the computation load per IoT device low, which makes it attractive for practical implementation. Simulation results verify that the proposed approach outperforms various existing approaches considerably and consistently.
I. INTRODUCTION
A public safety network (PSN) has recently gained considerable attention in coping with the scene of emergency situations such as natural and human-made disasters. To this purpose, several research projects, such as Aerial Base Station with Opportunistic Links for Unexpected & TEmporary events (ABSOLUTE), Alert for All (Alert4All), and Mobile Alert InformAtion system using satellites (MAIA), have been launched to aim at providing seamless emergency connections using various types of communication technologies, e.g., aerial NodeBs, satellite communications, and wireless sensor networks [1] . With great commercial successes, 3rd Generation Partnership Project Long Term Evolution (3GPP-LTE) becomes one of the most promising wireless enablers for the next-generation PSN [2] - [4] . Recently, 3GPP has further evolved LTE for the support of mission-critical applications, where the survival of wireless communication under emergency situations is essential and, on its failure or interruption, emergency operations are significantly impacted. This imposes very challenging requirements on the availability, reliability and latency of the network. To this end, LTE Rel-12 and 13 include new features such as proximity services (ProSe) that realizes device-to-device communications [5] , [6] , group communication services enabler (GCSE) [7] based on enhanced multimedia broadcast multicast service (eMBMS) [8] , and mission-critical push-to-talk (MC-PTT) [9] , etc.
An LTE-based PSN is expected to provide considerable enhancement of the PSN technology via various new services, e.g., broadband communication, multimedia service, seamless network convergence. In addition, the LTE-based PSN benefits from the cost reduction in terms of CAPEX and OPEX by flexible construction and management of the wireless network [10] . Extensive studies have focused on the benefits from the LTE-based PSN of typical cellular structure [11] . However, there has been little progress in the research of an infrastructure-less PSN, where basic cellular infrastructure including base stations, remote radio units, etc. becomes impaired or absent so that the cellular network falls into a non-operational state. In the absence of the cellular infrastructure, some strategy that individual users collect and disseminate emergency data is necessary. With a rapid increase in smart Internet-of-things (IoT) devices [12] , [13] , battery-powered IoT devices can cooperate to construct an infrastructure-less PSN which is referred to as IoT-based PSN (IPSN). To fulfill the mission-critical nature of PSNs, the IPSN is subject to the provision of very reliable communication over the wireless network [14] - [16] .
In the IPSN, no centralized network coordination takes various challenging responsibilities for member nodes. To initiate a communication link, individual nodes should cooperate with one another to construct a wireless network in a self-organizing manner. A number of distributed network formation strategies have been developed in the context of wireless sensor networks. To maximize the energy and signaling efficiency along with the network scalability, one promising solution is to form a virtual backbone with a subset of nodes to perform data transmission and routing tasks [17] , [18] . By forming connected-dominating sets (CDSs) as a virtual backbone of the network and adding non-CDS nodes, all nodes are connected to construct a network cooperatively without centralized control. CDS nodes are responsible for processing and routing of sensing data, thereby relieving a network load from non-CDS nodes. A simplified variation of the CDS approach also leads to the network-wide energy consumption reduction [19] . However, such an approach cannot be straightforwardly extended to IPSNs for the following reasons: i) The identification of the minimum CDS is computationally intractable and provably N P-hard [20] . ii) The CDS-based approach focuses mainly on the degree of individual nodes, i.e., the number of neighboring nodes, as a decision parameter of the network formation. It is difficult to incorporate per-link energy efficiency in order to minimize the total energy consumption of the network. iii) A mission-critical IPSN imposes very challenging requirement on the reliability and latency as compared to typical WSNs. This introduces additional constraint on the network topology, which complicates the identification of an efficient solution very much.
In order to maximize the energy efficiency and network lifetime, several network construction and routing algorithms have been developed on a basis of spanning network topology [21] - [24] . A tree-based network structure proves efficient for minimizing the energy consumption of a spanning network in that redundant routing options may cause additional energy consumption to maintain multiple paths to an individual node. However, finding the maximum-lifetime tree is still computationally very demanding [21] . Over the last decade, various approximation algorithms have been studied in the literature. A self-organizing tree-based routing protocol is proposed for wireless sensor networks [22] . Although this adapts the network to self-organize for energy balancing, the resulting solution does not minimize the energy consumption. Furthermore, the number of hops among nodes is not constrained and is like to become quite large, thereby incurring large transmission delay and unreliable connection in the network. In [23] , an approximation algorithm is developed for load-balancing among network nodes such that a tree network with the minimum number of child nodes is identified. Although this approach saves the energy consumption via a load-balancing strategy, a careful centralized control is required, and the optimality of the resulting solution is not guaranteed in the sense of the maximization of energy saving. Another tree-based selforganizing protocol is developed for IoT applications [24] . An individual node is assigned the weight that is evaluated based on simultaneous consideration of various network parameters including the number of child nodes, hops, communication distance, and residual energy to reach the sink node. Subsequently, a tree-based network is constructed in a layer-by-layer manner to maximize the sum of node weights. Since the protocol proceeds sequentially to calculate the weighted average of aspects of the network system parameters, it fails to provide a guaranteed optimal solution and lacks a sophisticated control over multiple network requirements. To ensure the satisfaction of the requirement on the reliability and latency of IPSNs, an energy-efficient spanning network is subject to strict satisfaction over the maximum number of hops, which becomes computationally demanding in a dense large-scale IoT network. The aforementioned works, unfortunately, do not suffice to achieve the challenging goal.
To such a challenging task, this work develops a distributed self-organizing technique for the construction of the IPSN spanning all nodes. Along with autonomous construction of the IPSN without centralized coordination, the developed solution aims at maximizing the network survival time to answer emergency purposes. Unlike existing techniques, a state-of-the-art message-passing framework [25] - [28] is introduced to develop a novel distributed approach. A number of recent applications of the message-passing framework in distributed network optimization tasks have proved very promising in determining efficient solutions [29] - [34] . The resulting algorithm developed based on this framework identifies an energy-optimized spanning network efficiently and rapidly. Furthermore, this technique can accommodate the feature of limiting the hop number while constructing the network to meet communication reliability and latency requirements in the mission-critical network. Note that this critical feature of the IPSN renders the network construction task very challenging. The main benefit of the developed technique is that only reciprocal exchange of the information among pairs of two neighboring nodes suffices for the optimal solution. Within a few iterations of the distributed operation, the network converges rapidly to a very efficient solution for IPSNs. Furthermore, the obtained solution guarantees to be provably optimal.
The key contributions of this paper are summarized as:
• Energy-minimizing IPSN: We address a mathematical model for self-organizing IoT-based public safety networks. By capturing the reliability and latency requirements, the resulting optimization formulation imposes a strict constraint on the maximum number of wireless hops. Unlike previous approaches where such constraints are relaxed by including them in an objective function of the optimization, we directly minimize the total energy consumption of the network while enabling the strict control on the maximum number of wireless hops. Those dual targets have not been simultaneously accomplished in the literature. The proposed formulation leads to nonlinear integer programming, which is very challenging to solve and no general approach exists.
• Distributed algorithm: To provide an efficient autonomous solution, we introduce a message-passing approach to the corresponding nonlinear optimization formulation. We construct a graphical model that represents the developed problem formulation, where complicated and aggregated dynamics of the network are decomposed into local interactions between pairs of network nodes. Based on the constructed graph, we develop a low-complexity message-passing algorithm. The algorithm converges rapidly within a few iterations. This makes the proposed algorithm very promising in that IoT devices typically have limited memory and computing resource. In addition, by its distributed nature, the proposed algorithm can be implemented in a distributed manner without any centralized coordinator.
• Optimality: We establish theoretical results about the optimality of the result upon the the convergence of the algorithm. We show that the set of messages that converge to fixed points are associated with a solution of the nonlinear optimization for the IPSN with the limited hop constraint. Once all messages stop at a certain assignment of variables during the message update iteration, their signs indicate the best connection states to their neighboring nodes in the optimal solution. Furthermore, we prove that the solution obtained as such corresponds to the global optimal solution, thereby providing a guarantee on the algorithm performance.
The rest of this paper is organized as follows. Section II describes an energy-minimizing IPSN model including the proposed network structure and its corresponding graphical representation. Section III develops the proposed algorithm based on a message-passing framework. In Section IV, the optimality of the proposed algorithm is addressed. Section V verifies the performance of the proposed algorithm with a number of simulation results. Finally, conclusions are drawn in Section VI.
II. SYSTEM MODELS
We consider an IPSN that comprises N nodes interconnected in a tree as shown in Fig. 1 . For mathematical concreteness, we address it in a context of graph G = (E, V ) with the set of nodes V , i.e., |V | = N , and edges E such that (i, j) ∈ E corresponds to the wireless link between nodes i, j ∈ V . In addition, the edge weight denoted by w i,j represents the energy consumption required to sustain the wireless link (i, j). To evaluate the edge weight, we let γ th , d i,j , α, and σ 2 denote the minimum required signal-to-noise-ratio at receivers, the distance between node i and node j, the pathloss exponent, and the noise power at receivers, respectively. The resulting edge weight is expressed as w i,j = γ th d α i,j σ 2 . Note that the symmetry of two reciprocal link qualities from node i to j and from node j to i holds here, i.e., w i,j = w j,i . However, the algorithm developed in this work does not require the symmetry of the edge weight and still works valid in an asymmetric edge weight setup. We desire to minimize the overall power consumption in order to guarantee the stability and reliability of the IPSN. To this end, the objective of the VOLUME 6, 2018 minimization is set to the sum of edge weights associated with all links that form a spanning IPSN.
The IPSN emanates from a root node. The root node designated by node 0 acts as a headquarter connected to the backbone core network. In addition, the set of neighboring nodes for node i is denoted by N (i). To form a spanning tree network, a node that has not been added to the network makes a connection to one of member nodes, and the network expends repeatedly until all nodes join the IPSN. From this network construction, we can deduce a child-parent relationship between two adjacent nodes in the IPSN. We define the parent of node i as the adjacent node that is contained in the network and is the first intermediate node reached in a path toward the root node. Thus, in any path from a node toward the root node, all adjacent node pairs in-between have such a relationship. To characterize this child-parent relationship for node i, nonnegative integer variables x i and λ i , are introduced to indicate the index of the parent node and the level, i.e., the number of hops required to reach the root node, respectively. Thus, it holds that λ i = λ x i + 1 and λ 0 = 0. To be specific, the network forms a spanning tree only if each node at a level is pointed at by the nodes at the next level.
In the IPSN model, we strive to capture reliability and latency requirements for mission-critical purposes. Since transmission error probability and end-to-end delay typically accumulate at every wireless hop, we strictly limit the number of wireless hops in the network such that λ i ≤ L for all nodes i ∈ V . For example, a path from node i to the root node corresponds to an ordered sequence of node indices (i, x i , x x i , x x x i , . . . , 0) forming a connected tree and has less than or equal to L nodes. Thus, in this problem, we identify a subgraph including every node such that a node has a unique path toward the root node, its length is less than or equal to L, and the total weight of the resulting subgraph is as small as possible. The corresponding optimization formation is expressed as
where δ(·) is the indicator function that yields zero, if the input is nonzero, and one otherwise. Also, G is a graph induced by the collection of all node pairs (i, x i ) and their interconnecting edges, and T is a set of all possible tree graphs. This formulation is highly nonlinear and combinatorial, incurring intractable computational efforts. Therefore, we desire to obtain a distributed strategy where each node in the network cooperates to split and tackle a set of nonlinear combinatorial subtasks such that the network-wide computational load is relieved and balanced locally. The challenge lies in finding a spanning tree network that includes all nodes in the network such that the total energy cost is as small as possible and all nodes are within maximally allowed levels from node 0.
The child-parent relationship between two nodes connected in the tree can be interpreted as the relationship between a member and a cluster head in the hierarchical clustering problem, which is considered important in data mining [28] . To be specific, if each node at a level (corresponding to the parent) is pointed at by the nodes at the next level (corresponding to the children) as their cluster head. Only a single cluster head is allowed to each node since all nodes in the tree can have only one parent. Subsequently, the corresponding cluster heads act as the children to choose their cluster head at previous (or lower) level toward the root node, and such choices is repeated level by level to reach the root node. Therefore, all nodes at the first level should point node 0 as their parent. The formulation for this optimization task of identifying a parent for all nodes in V relies on a generalized class of the hierarchial clustering problem. To obtain a consistent formulation, two explicit constraints are imposed [26] , [27] :
• For any pair of two nodes connected by an edge, the choice of each other as their cluster heads is not allowed, i.e., no loop exists in the IPSN.
• If a node at a particular level is chosen as a cluster head by one of its neighboring nodes, the node should choose its cluster head from the next lower level, i.e, the information is forwarded toward the root node level by level. These constraints ensure that the resulting network is indeed a spanning-tree IPSN.
We formulate an unconstrained optimization by defining appropriate functions associated with the constraints. Since all constraints are involved only with two nodes, a single function that combines two functions associated the corresponding constraints suffices to define for each edge. In particular, for any available link (i, j), function F (i,j) (x i , λ i , x j , λ j ) is introduced to dictate the above constraints and is given by
whereF ij (·) is a direction-sensitive function that specifies a valid relationship between levels of origin i and destination j of messages associated with (i, j) and is defined as
In addition, S(i, j) = w i,j δ(j − x i ) is a function to define the cost required for (i, j). The overall unconstrained optimization is formulated as
To handle this optimization with a distributed algorithm, we use a factor graph approach [25] which facilitates the derivation of a distributed algorithm solving the combinatorial optimization task. A factor graph is a graphical representation that describes the relationship among variables in objective and constraint functions: A circle represents variables in the optimization formulation and a box is associated with a function (also called a factor) in (4). An edge is connected between a box and a circle to represent the membership of the corresponding variable in the function. Note that function F (i,j) (x i , λ i , x j , λ j ) has only two edges since it is associated with the constraint on link (i, j). Fig. 2 (a) illustrates a graphical model that corresponds to the unconstrained form of the problem for a 4-node IPSN. In fact, this factor graph bears high resemblance to the factor graph associated with the clustering problem, except that the level is considered along with the cluster head of each node.
III. DISTRIBUTED ALGORITHM
We derive a distributed algorithm to self-organize an energy-efficient IPSN using a message-passing algorithm.
In the message-passing algorithm, two messages are obtained along each edge of the factor graph in two opposite directions and are updated using each other to reach the final solution.
(See [25] for details.) To this end, we define two messages and obtain their update rules. We denote messages about the level and cluster head of node i transferred from and to factor
, respectively, as shown in Fig. 2(b) . First, the message update rule for ν ij (x i , λ i ) is derived. If node i chooses node j, node j should choose anything except node i at the previous level, and thus it holds that
For the remaining cases, ν ij (x i = k, λ i ) for k = j is independent of the choice of k since node i has no preference in choosing another node k. Thus, the values of ν ij (x i = k, λ i ) are all identical for k = j, and a single message denoted by ν ij (x i = j, λ i ) suffices to represent all those cases and is derived as
Note here that, if node i points to some node, node j either can point to node i at the next level or cannot point to node i at any level. We see that only two kinds of the message are enough to represent all cases. Likewise, only two messages suffice for the opposite direction, i.e., µ ij (x i = j, λ i ) and µ ij (x i = j, λ i ). Using (5) and a generic message update rule for a variable node in [25] , the message update rule for µ ij (x i , λ i ) can be obtained as
and
Since both messages depend only on ν ik (
The overall message update rules are given bỹ
Three messages can be further simplified to two messages in an iterative form given as
Once messages (12) and (13) converge, the cluster heads and corresponding levels are estimated using
Note that node i withλ i = 1 hasx i = 0, i.e., node i should point to node 0. By collecting the results identified by the above rule, we obtain the minimum energy consumption spanning IPSN with all nodes reached by less than L hops. Now the computational complexity is addressed briefly. The calculation of a message involves the minimization of incoming messages for each level, which amounts to computational load of O(N ). Since messages are calculated for L levels, the resulting complexity per node becomes O(NL). Thus, the computational load paid by each node is of order O(t max NL), if t max is maximally allowed number of iterations, which can be kept manageable for IPSN.
For practical protocol implementation of the protocol, an example of the message format used for the message-passing iteration between a pair of node i and node j is presented in Fig. 3 . Since (12) and (13) are both evaluated at node i and transferred to the same destination, i.e., node j, those messages can be combined in a single data packet and transferred together. Algorithm 1 summarizes the overall distributed algorithm that describes how the messages are handled in the message-passing iteration.
Algorithm 1 Distributed Algorithm
. Set tolerance and maximum iteration number t max . repeat Updateμ (t+1) ij
(λ i ) messages using (12) and (13) , respectively, and combine them into a single data packet to transfer to neighboring nodes.
Construct a network using (14) .
IV. OPTIMALITY
The optimality of the algorithm is proved in the following theorem, which proceeds in similar ways as [26] , [27] .
Theorem 1: If the minimum weight spanning tree exists uniquely in G and all messages calculated in the proposed algorithm converge to some fixed point, the assignment of variables determined by (14) corresponds to the minimum weight spanning tree. The proof consists of two parts: We first show that the proposed algorithm always converges to a fixed point which is associated with a spanning tree. Next, we prove that the corresponding spanning tree is the minimum weighted spanning tree.
Lemma 1: Upon the convergence of the proposed algorithm, the corresponding fixed point constructs a spanning tree.
Proof: We provide the concept of computation tree [31] which has been useful for the analysis of message-passing algorithm. The computation tree of l levels rooted at x i is denoted by CT (i, l) and is constructed in the following rules:
1) The tree starts from x i as its root.
2) The root has |N (i)| children which are adjacent to x i .
3) If a non-leaf node associated with x j has a parent x k , it has |N (j)| − 1 children contained in N (j)\x k . Note that multiple nodes can be associated with single variable x j for j ∈ V . Also, the structure of a computation tree depends only on the root and the relationship among nodes. To use this graphical representation, a valid assignment of spanning tree T is projected onto computation tree by leaving edges in CT (i, l) which are associated with ones contained in T and removing in CT (i, l) which are associated with ones not contained in T . The resulting computation tree consists of multiple subgraphs which have the same graph structure as spanning tree T . Such computation tree is called an oriented spanning tree of computation tree CT (i, l) and is denoted by
It is known that the solution of the message-passing algorithm is exact if the graph where the algorithm runs is a tree. Thus, the message-passing algorithm solves the minimum spanning tree problem over computation tree CT (i, l), and the resulting oriented spanning tree is optimal and denoted by OST * (T , i, l) . In other words, the algorithm developed in this paper gives the minimum weighted spanning tree over computation tree CT (i, l) for any x i and l, if every message converges to a fixed point.
Lemma 2: The constructed spanning tree is associated with the minimum spanning tree in the original graph.
Proof: Let T and T * be the resulting spanning tree constructed from the converged messages of the proposed algorithm and the minimum spanning tree, respectively. We use the proof by contradiction. That is, we suppose that T = T * and construct an oriented spanning tree OST (T , i, l) that has less objective value than OST * (T , i, l) which is a contradiction.
We first consider a progressive construction algorithm for finding the minimum spanning tree of G. The algorithm gradually expands the spanning tree by adding edge one by one until all nodes are connected. Assume that we start with initial node x i to define T 0 ⊂ G. For the l-th subgraph T l with l = 1, 2, . . . , n − 1, we find the edge e l with minimum weight such that it connects T l with G\T l and expands T l+1 = T l ∪ {l}. The resulting tree T |V |−1 is the minimum spanning tree.
Let T be a tree associated with the solution {(x i , λ i ) : i ∈ V } of the proposed algorithm. Suppose that T is different from the optimal minimum spanning tree T * . Let e k be the first edge such that e k / ∈ T . Since all nodes in T are connected, T ∪{e k } should have a cycle. That is, there exists another edge e ∈ T that connects T k to other nodes in the spanning tree. According to the above progressive construction algorithm, it holds that w e k < w e . Since e k and e form a cycle in T ∪{e k }, T = T ∪ {e k }\e becomes a tree that spans all nodes in V and has a less objective value than T . Since T is a spanning tree, it can be represented by the set of {(x i , λ i )}. Thus, there exists two node y and x y such that edge (y, x y ) corresponds to e k . Note that, for any
To complete the proof, we consider oriented spanning trees defined over CT (i, l). Since the message-passing algorithm solves the minimum spanning tree over CT (i, l), the minimum weight oriented spanning tree for the minimum spanning tree OST * (T , i, l) is constructed from T which is associated with the fixed point of message {(x i , λ i ) : i ∈ V }. In addition, the subgraph of CT (i, l) obtained from T is denoted by OST (T , i, l) . We can check that OST (T , i, l) is a valid oriented spanning tree as follows: Since y and x y are two ends of edge e k which connects T k with G\T l , x y is contained in T k . Also, for any
Thus, y and x y satisfy the constraint in (2), and (y, x y ) can be a valid edge in the oriented spanning tree. Since all edges are valid with respect to the constraint in (2), OST (T , i, l) can be a valid oriented spanning tree. However, since w e k < w e , OST (T , i, l) containing w e k has less objective value than OST * (T , i, l) containing w e . This is contradiction by definition. Therefore, the hypothesis that T = T * is incorrect, and the solution of the proposed message-passing algorithm achieves the minimum weight spanning tree.
V. SIMULATION RESULTS
We test the performance of the proposed algorithm, denoted by 'MP', by comparison with existing CDS-based approach [17] , [18] , denoted by 'CDS', and self-organizingtree-based approach [22] , denoted by 'SOT'. Unlike the proposed MP, CDS and SOT do not have control over the maximum number of hops. Thus, the average number of hops is adjusted to be kept within a similar value in CDS, and the resulting tree is truncated to limit the number of hops in SOT for fair comparison. We consider a square-shaped disaster region of 5km×5km. Over the region, 100 IPSN nodes are distributed uniformly at random. All IPSN nodes, typical mobile devices, have the limited battery capacity with initial energy of 10J. One exception is that the IPSN root node is in charge of data collection and processing and is assumed to be connected to wire-powered. The eligibility of the IPSN root node is not necessarily limited to a fixed node. For example, a law enforcement vehicle can operate as the IPSN root node. The system bandwidth, path loss exponent, noise figure, and minimum required signal-to-noiseratio at receivers are 20MHz, 3.8, −174dBm/Hz, and −5dB, respectively. The maximum iteration number t max is set to 100. An instance of the IPSN is observed for 20,000 seconds. During the simulation, any IPSN node that runs out of the energy is removed from the network at each network renewal instance. Accordingly, an instance of IPSN is renewed every 200 seconds. The simulation results are averaged over 100 independent random node configurations. Simulation parameters are listed in Table 1 for convenience. The simulation is built on MATLAB R2017a and is performed on Xeon CPU E5-2699 v4 processors. algorithms. In the simulation setup, one hundred nodes initially form a network at the first round with the same node distribution, and the resulting network structures are compared. The maximum number of wireless hops is set to 4. In Fig. 4 , SOT constructs a tree-network from the IPSN root node. This approach mainly focuses on constructing a tree network that minimizes actual energy consumption of the network without considering the depth constraint. Since the maximum number of wireless hops is limited to 4, leaf nodes located in higher levels above 4 are truncated and connected to their nearest parent nodes. This degrades the network performance in terms of network survival time and energy consumption rate as will be verified in the following results. In Fig. 5 , CDS constructs a network based on a backbone subnetwork comprized of dominating nodes. Here, the maximum number of wireless hops is not controllable. By setting neighbor range values, the average number of hops is adjusted to 4 in this case. Compared to SOT, this approach also considers actual distances between pairs of nodes to construct the network, which, in turn, generally reduces the energy consumption of the network. However, the approach does not model the energy consumption of the network accurately, and thus the corresponding network is not energy-optimized. In addition, the constructed network allows multiple wireless links among backbone nodes. This results in unnecessary energy consumption by redundant wireless links, additional VOLUME 6, 2018 signaling overhead, and processing resource cost related to complicated routing issues. Hence, the aforementioned concerns do not make this approach very efficient for constructing IPSNs.
In Fig. 6 , the proposed MP uses message exchanges between pairs of neighboring nodes to enable successful construction of the IPSN without centralized coordination. Here, the IPSN forms a tree network rooting from node 0 to minimize the energy consumption of the network. In addition, the proposed MP limits the maximum number of wireless hops to 4 to attain strict satisfaction of the reliability and latency requirements. For time-varying nature of the network, e.g., entering, exiting, and moving of nodes, the proposed MP optimizes IPSNs in a dynamic and efficient manner. This originates from IPSN nodes rapidly reaching a consensus on the best network structure via successive propagation of the local agreements. Fig. 7 shows how the total energy consumption of an IPSN varies with the elapsed time. In MP and SOT, the maximum number of hops is limited to 2, 4, and 6 for comparison. On the other hand, the number of hops is not a controllable parameter in CDS and time-varying with respect to the current network setup. Instead, the average number of hops is computed for comparison. The energy consumption of the network, in general, increases gradually as time elapses. By allowing more number of hops in network construction, each IPSN node has more chance to find closer neighbors to connect, saving more energy consumption of the wireless link. If we compare the total energy consumption of those techniques for the number of hops, the proposed MP considerably outperforms CDS and SOT. To be specific, the MP with maximum 4-hops provides 57.5% and 31.2% energy saving as compared to CDS with average 4.3-hops and 6.9-hops, respectively, after 2, 000 seconds. Thus, the MP can construct more energy-efficient network topology with less number of hops. Vertical error bars on the curves show variations in the performance of the MP for the maximum number of hops 2, 4, and 6, respectively. It is noted that a smaller maximum number of hops causes higher variation in the performance, since a smaller hop network yields more diverse network topology for random generation of the network structure. Fig. 8 illustrates how the number of living nodes changes with the elapsed time. The number of living nodes decreases as the remaining energy of nodes reaches zero. However, the rates of the decrease depend on their network setups. With a larger number of hops, the network forms in more energy-efficient topology. Thus, each node reduces the energy consumption for data transmission, and a larger number of nodes remain alive during the simulation. From the comparison of the performance among those techniques with a comparable number of hops, the proposed MP has the largest number of nodes alive in the network. If the network survival time is defined as the time elapsed until the 50% of the nodes remain alive, the MP technique with maximum 6-hops extends the network survival time by 19.4, 6.3, and 3.1 times, as compared to the CDS technique with average 2.9-hops, 4.3-hops, and 6.9-hops, respectively. Fig. 9 shows how the maximally allowed iteration number for message passing influences the performance in terms of the average energy consumption rate. The network performance is compared for various configurations of the number of hops. In line with the previous results, a higher number of hops reduces the average energy consumption rate. This improvement becomes marginal as the maximum number of hops increases. In all cases, the increase in the maximum iteration number does not result in noticeable improvement of the performance. This indicates that the MP converges quickly and only a few iteration of message-passing iteration suffice to reach nearly the optimum. Therefore, the minimal signaling overhead and computational complexity prove viable in the practical application of the proposed algorithm. On the other hand, the proposed algorithm provides the optimal solution upon the convergence of the algorithm as seen in Section IV. The proposed algorithm rapidly converges within a small number of massage-passing iteration as depicted in Fig. 9 . However, it can happen rarely that the algorithm converges to one among a group of multiple solutions, when there exists multiple solutions of similar qualities, and the resulting solution is sufficiently good but may not necessarily be globally optimal. Extensive simulation studies in [30] - [34] have verified that the performance degradation resulting from those cases is empirically negligible. Since structural analogies of their associated graphical models lead to similar convergence performance, the algorithm proposed in this paper also converges in almost all cases and provides an optimal solution. Fig. 10 shows how the average energy consumption rate of the network varies with the number of maximum hops. As the maximum number of hops increases, the average energy consumption rates decrease rapidly since the algorithm constructs an energy-minimizing network structure. In addition, the algorithm shows the robustness in performance for various dimensions of the network.
VI. CONCLUSIONS
This paper investigates a distributed self-organizing IoT-based PSN based on a message-passing approach. The proposed algorithm constructs an energy-efficient IPSN that maximizes the network survival time without centralized intervention. While minimizing the total energy consumption of the network, the proposed algorithm can limit strictly the maximum number of wireless hops. This guarantees the reliability of the collected data and latency requirements for mission-critical applications. The major advantage of the proposed algorithm is that it enables fully distributed control and thus imposes only very low computational burden to each IoT devices. It is very beneficial for simple and low-power IoT devices for environmental monitoring. In addition, the proposed message-passing approach requires a few exchanges of a compact form of messages locally among neighboring devices. With low computational complexity and signaling overhead in the message-passing operation, the proposed technique sheds light on the practical implementation of the IPSN. Future research directions include the impacts of unequal initial energies of nodes and data compression ratio of each node, and further reduction of computational complexity and signaling overhead.
