We introduce a simple representation for irreducible spherical tensor operators of the rotation group of arbitrary integer or half integer rank and use these tensor operators to construct matrix product ground states for quantum spin chains of arbitrary spin with nearest and next-nearest neighbor interactions. The ground states of these quantum spin chains are doubly degenerate and are in the form of juxtaposition of dimers (maximally entangled singlets) on adjacent sites. Hence each ground state breaks the translation invariance of the Hamiltonian. In this way, we unravel the matrix product structure of the well-known Majumdar-Ghosh model, with particular emphasis on its symmetry properties and generalize it to arbitrary integer or half integer spin models. We also make a comparison with the AKLT construction of such spin models.
Introduction
The problem of introducing exactly solvable models in quantum spin chains has a long history in statistical mechanics and mathematical physics, which encompasses a variety of models and techniques [1, 2] . One can name the XY [3] , the Heisenberg XXX and XXZ [4] , the AKLT [5] , and the Majumdar-Ghosh models [6] and the free fermion, the Bethe ansatz, and the matrix product techniques to name only a few of the most important models and techniques which have been developed so far. Finding any new exactly solvable model, is an important step, since it acts as a reference model for developing approximate perturbative solutions for more realistic models. It will also help us to test many of the new ideas about collective behavior of quantum systems, i.e. the relation of criticality and universality of entanglement [7, 8] .
In this paper we use the matrix product formalism [9, 10, 11] and introduce a new class of quantum spin-s chains, whose ground states can be constructed in closed form. More explicitly we will show the following:
For any integer or half-integer spin s, there is an exactly solvable Hamiltonian of the form
where h and h ′ are scalar (rotationally invariant) functions of the spin operators, which has two degenerate dimerized ground states of the form 
where S i,i+1 is a singlet state of spin s. Thus the ground states |φ 1 and |φ 2 break the translational symmetry of the Hamiltonian. Such a Hamiltonian has a number of free couplings, hidden in the functions h. These models can be thought of generalizations of the Majumdar-Ghosh model to arbitrary spins. The first member of this series corresponds to s = 1 2 . We will study the first (s = 1/2) and the second (s = 1) members of this series in detail, in the sense that we derive the complete family of their parent Hamiltonians. However due to the simple structure of the ground states we can calculate the correlation functions for |φ 1 and |φ 2 for any spin. The construction of these models have been made possible by our introduction of a new and compact representations of spherical tensors of rank s, which may well find other applications in other parts of physics, beyond the original purpose for which they have been defined here. By mapping the chains to zigzag ladders, different classes of spin-s models on zigzag ladders can be defined whose exact ground states are known. They are the two different juxtapositions of singlets on the rungs of such ladders as shown in figure (1) .
Remark: We should emphasize that dimerized ground states for arbitrary spins has already been discussed in the AKLT paper. What we will do in the present work, is to provide a matrix product representation for those models in a unified way. As is well-known, a matrix product structure for such states facilitates greatly the calculation of many properties of such models. Moreover we show that our construction has the advantage of yielding a larger family of parent Hamiltonians. A comparison between the two methods is made in section (6) .
The structure of this paper is as follows: In section 2 we review the matrix product formalism [9, 10, 11] in a language which we find convenient [12] for further developments. In particular we emphasize the symmetry properties of the ground state and the Hamiltonian. In section 3 we will introduce a compact formula for spherical tensors of rank s (integer or half integer) and use it to construct our models and completely determine their properties. In section 4 we provide two simple examples, namely the spin 1/2 and spin 1 models. We then show that in section 5 that by fusing such tensors, one can construct spin s models with nearest neighbor interactions, for integer spin. A comparison is made with AKLT construction in section 6. The paper ends with a discussion.
Matrix Product States
Let us first make a quick review of the matrix product states in a language which we find convenient [12, 13] . For more detailed reviews of the subject, the reader can consult a more comprehensive review article like [14] or any of the many works where specific examples have been studied [15, 16, 17, 18, 19, 21, 22] . Consider a ring of N sites, where each site describes a d−level state. The Hilbert space C d of each site is spanned by the basis vectors |i , i = 0, · · · , d − 1. A state
is called a matrix product state if there exist D dimensional matrices
where Z is a normalization constant. This constant is given by Z = tr(E N ), where
Note that we are here considering homogeneous matrix product states (MPS) where the matrices depend on the value of the spin at each site and not on the site itself. More general MPS's can be defined where the matrices depend also on the sites [14] . It has been shown that such states can represent any quantum state on a chain [18, 22] .
The collection of matrices {A i } and {µU A i U −1 }, where µ is an arbitrary complex number, both lead to the same matrix product state, the freedom in scaling with µ, is due to its cancelation with Z in the denominator of (4). This freedom will be useful when we discuss symmetries. There has been discussions on the symmetry of matrix product states in the literature [9, 10, 19, 20] , here we use the language or notation first introduced in [?].
Symmetries of the ground state
Consider a local continuous symmetry operator R acting on a site as R|i = R ji |j where summation convention is being used. R is a d dimensional unitary representation of the symmetry. A global symmetry operator R := R ⊗N will then change this state to another matrix product state
where
The state |Ψ is invariant (i.e. a singlet) under this symmetry if there exist an operator
Repeating this transformation puts the constraint
Thus U (R) is a D dimensional representation of the symmetry R. In case that R is a continuous symmetry with generators T a , equation (7), leads to
where T a and T a are the d− and D−dimensional representations of the Lie algebra of the symmetry.
Symmetries of the Hamiltonian:
Given a matrix product state, the reduced density matrix of one site is given by
This density matrix has at least d − D 2 zero eigenvalues. To see this, suppose that we can find complex numbers c j such that
This is a system of D 2 equations for d unknowns which has at least d−D 2 independent solutions. Any solution c j gives a null eigenvector of ρ ij . Thus the null space of the reduced density matrix of one site comprises a subspace of at least d − D 2 dimension, spanned by the independent solutions of equation (11) . The same reasoning applies to reduced density matrices of k consecutive sites which are given by
In this case the null space of the reduced density matrix of k sites is spanned by the solutions of
The number of independent solutions of this system of equation is now d k − D 2 . Thus for the density matrix of k sites to have a null space it is sufficient (but not necessary and this is a crucial point) that the following inequality holds
Let the null space of the reduced density matrix of k adjacent sites, denoted by ∆ k , be spanned by the orthogonal vectors |e α ,
Then we can construct the local hamiltonian acting on k consecutive sites as
where λ α 's are positive constants. These constants together with the parameters of the vectors |e α inherited from those of the original matrices A i , determine the total number of coupling constants of the Hamiltonian. If we call the embedding of this local Hamiltonian into the sites l to l + k by h l,l+k then the full Hamiltonian on the chain is written as
The state |Ψ is then a ground state of this hamiltonian with vanishing energy. The reason is as follows:
where ρ l,k+l is the reduced density matrix of sites l to l +k and in the last line we have used the fact that h is constructed from the null eigenvectors of ρ for k consecutive sites. Given that H is a positive operator, this proves the assertion.
A Hamiltonian derived as above does not have any particular symmetry. Indeed the above class include all types of Hamiltonians which have the matrix product state as their ground state. A subclass of these Hamiltonians however do have the symmetry of the ground state. Consider equation (13) . Multiplying both sides of this equation by U −1 (R) from left and U (R) from right, and using (7), we find that if c i···j is a solution of (13)
This means that the null space of the reduced density matrix is an invariant subspace under the action of the symmetry group R ⊗k . Thus the null vectors |e α transform into each other under the action of the reducible representation R ⊗k . Such vectors can be classified into multiplets such that each multiplet transforms under one irreducible representation of the group R. Let the states transforming under the irreducible representation D µ of the group, be denoted by |e 
Hence to ensure the symmetry of the local Hamiltonian we write it as
where the number of free couplings λ µ is equal to the number of multiplets which span the null space ∆ k .
The new series of quantum spin-s chains
Let us now specialize our considerations to a quantum spin-s chain, where we take local Hilbert space to be spanned by the d = 2s + 1 states of a spin-s particle, i.e. the states {|s, m , m = −s, · · · s}. Let us denote the D dimensional matrix assigned to the local configuration m by A s,m . Rotational symmetry in the spin space now demands that the matrices A s,m form an irreducible tensor operator of rank s in the space of D dimensional square matrices. That is, we should find 2s + 1 matrices A s,m such that the following relations are satisfied:
where L z , L + and L − are the D dimensional representations (not necessarily irreducible) of the Lie algebra of su (2):
Remark: For simplicity, we will use the notation |m and A m instead of |s, m and A s,m respectively, when the label s is clear from the context.
It is crucial to note that it is not always possible to find tensor operators of a given rank for a given D dimensional representation. For example while there is tensor of rank one, in two dimensions, given by
leading to the AKLT model [5] , there is no rank 1/2 tensor operator in 2 dimensions. By this we mean that if we take D = 2, then there is no non-zero solution for the following system of matrix equations
Therefore the first task for construction of rotationally invariant matrix product states for quantum spin chains or quantum ladders is to have a compact expression for spherical tensors of arbitrary rank. We will do this in the following subsection.
A simple construction of spherical tensors of arbitrary rank
A possible procedure for obtaining spherical tensors of integer rank is to take two low-rank (possibly identical) tensors and decompose their ordinary or tensor product by the Clebsh-Gordon series to obtain irreducible tensors of higher rank. In fact if A s,m and A s ′ ,m ′ are two spherical tensors, then one can form the product A s,m A s ′ ,m ′ (if their dimensions are the same) or A s,m ⊗ A s ′ ,m ′ (otherwise) and decompose the products by using the Clebsh-Gordon coefficients to obtain spherical tensors of higher rank. For example take the AKLT tensor of rank one. Ordinary multiplication of this tensor, does not give a tensor of rank 2, since σ 2 + = 0, however its tensor multiplication gives a tensor of rank two of dimension 4, i.e. A 2,2 = 2σ + ⊗ σ + , etc. In this way the product of two rank-1 tensors can be decomposed to give a rank-2, a rank-1 and rank-0 tensor. The obtained tensors can again be multiplied with other tensors and decomposed to obtain tensors of even higher rank. This procedure however has several drawbacks: first the dimensions of the matrices will grow very fast as we increase the rank of tensors, second it requires multiple use of Clebsh-Gordon coefficients which makes the final expression of the tensors, especially for high-rank tensors, quite cumbersome and not useful. Another useful procedure, is to invoke the Wigner-Eckart theorem which decomposes the matrix elements of any spherical tensor in the angular momentum basis, to an angular part, which is the Clebsh-Gordon coefficient and a reduced part, which essentially defines the tensor. However this procedure does not always lead to a compact notation for the tensor operators themselves and the multiplication of such tensors requires heavy use of Glebsh-Gordon coefficients. In this paper we introduce a compact and transparent formula for spherical tensors of rank s, for s integer or half integer, and use it to construct matrix product states for spin chains. For rank-s tensors the dimensions of the matrices are 2s + 2, thus the dimension grows linearly with rank. We believe that this finding may well have other applications in other areas of physics, where rotational symmetry is considered. 
On this larger space, the following is the reducible s ⊕ 0 representation of angular momentum algebra:
Now it is readily verified that in this 2s + 2 dimensional space, the following matrices form an irreducible rank-s spherical tensor, that is they satisfy the relations (21):
where −s ≤ m ≤ s.
It is important to note that the rank of these tensors can be integer or half integer. Such operators transform as an irreducible rank s tensor in the space which carries the reducible representation s ⊕ 0. In section 4 we will explicitly study the rank- where a and b are arbitrary numbers, however these tensors are equivalent to the previous ones in the sense that they reduce to them by a suitable unitary transformation. The factor (−1) s is inserted in the definition to ensure that no complex number enters the expression for half-integer ranks.
The invariant matrix product state and its parent Hamiltonian
It is now guarantied that for every spin-s chain, the matrix product state constructed from these spherical tensors, A m ≡ A s,m namely
is a singlet and invariant under rotation. To construct the parent Hamiltonian we use (13) and find the null-space of the reduced density matrices of three consecutive sites ∆ 3 , (two consecutive sites have no non-trivial null space in this model). From (27) we have
To find the null space ∆ 3 , we need to solve the matrix equation
which yields the following conditions:
These conditions can be re-expressed in a more useful form, namely the null space ∆ 3 is spanned by vectors of the form
which are perpendicular to the state
i.e.
12 S|χ = 0, where the subscripts indicate the embedding of S| into the local spaces of three consecutive spins. Note that the factor √ 2s + 1 has been inserted so that the state |S be normalized. Moreover, it is important to note that |S is a singlet state,L z,± |S = 0 i.e. invariant under rotation. We will later use these equations to clarify the form of the Hamiltonian, but first let us derive an explicit form for the ground state.
Remark One can consider null spaces of more than three consecutive sites and construct models with longer range interactions, however we restrict ourselves to nearest and next-nearest neighbor interactions in this article.
The dimerized ground states
Using the definition of A m we find:
Taking the trace we find
Inserting this into (28) the final simple form of the matrix product ground state is obtained as
where the singlet states |S have been defined in 33. Note that |S is a singlet state, i.e. L z |S = L + |S = L − |S = 0. Thus |φ 1 is a juxtaposition of dimers on sites (1, 2), (3, 4), · · · (2N − 1, 2N ) and |φ 2 is a one-site translation of |φ 1 , i.e. a collection of dimers on sites (2, 3), (4, 5) , · · · (2N, 1) . Either of |φ 1 or |φ 2 breaks the translational invariance of the Hamiltonian and the matrix product state is a translationally invariant combination of them. One is tempted to ask if |φ 1 or |φ 2 are ground states separately. The answer is positive. To see this, note that the Hamiltonian is written in the form
where h is the sum of projectors on the null space ∆ 3 , i.e.
Here {|e α } is a basis for ∆ 3 and from (34) we know that e α |S 12 = e α |S 23 ∀ α. This implies that H|φ 1 = H|φ 2 = 0. Each of the dimerized states |φ 1 and |φ 2 , break the translational symmetry of the Hamiltonian. In the following section, we calculate the correlation functions for their translation-invariant linear combinations
Correlation functions
Due to the dimerized structure of the ground states, the correlations exist only between nearest neighbor sites. First we calculate the normalization of states |Ψ ± . The basic tool which we use is the following easily verified equation between the singlets, where 1, 2, 3 and 4 are any four different and not necessarily adjacent sites:
This relation which we will use repeatedly in the following is depicted graphically in figure (3) . Here a bulb around two sites 2, 3 means that it has been multiplied from the left by a singlet 2,3 S|. Repeatedly using equation (40) or the graph (3), as in figure (4), will give
from which we obtain the normalization
In order to find the correlations we use the following equations, 
which readily give
Again the cross-product terms is calculated with the help of graph (4),
Putting these together we find the final form of the correlation functions:
Examples
In this section we present two explicit examples, namely the spin one-half and the spin 1 models. The spin one-half model gives the well known Majumdar-Ghosh model and the spin-one model a generalization of it. In discussing the spin-one model, we also point out some details which are important for constructing the parent Hamiltonian for models of arbitrary spins in general.
Spin one-half dimer states
Using the standard notation |+ := | (|+, − − |−, + ). To find the parent Hamiltonian, we should solve equation (31), or what is the same thing, find states |χ ∈ C 2 ⊗ C 2 ⊗ C 2 such that 12 S|χ = 23 S|χ = 0. It is readily found that there are four such states:
The vectors |e i form the spin 3 2 multiplet, and if they come with the same coefficients in h in (39), the resulting Hamiltonian will be a scalar. It is known [13, 14] that in this case the parent Hamiltonian will be the Majumdar-Ghosh Hamiltonian, namely
Spin One dimer states
Using the abbreviated notation |1 := |1, 1 , |0 := |1, 0 , |1 := |1, −1 , we have as the singlet state in |S ∈ C 3 ⊗ C 3 ,
In order to find the null space ∆ 3 , we note that due to su(2) symmetry, equation (18), the basis vectors of ∆ 3 can be grouped into multiplets which transform irreducibly under su(2). These multiplets come from the decomposition of 1⊗1⊗1 representation, which decomposes as
However not all the above multiplets belong to ∆ 3 . In order to determine those which are, we should check the conditions (31). It is sufficient to check these conditions only for the top state of each multiplet, since symmetry guarantees that the other states are present in ∆ 3 , once the top state is present. With this insight we readily find the multiplets with the following top states are present in ∆ 3 :
where |t j denotes the top state of the spin-j representation. One can verify that these are actually the top states by checking the equations L z |t j = j|t j , and L + |t j = 0 and also that they really belong to ∆ 3 by checking 12 S|e i = 23 S|e i = 0. Having 5 different multiplets in the null space, means that the Hamiltonian has 5 different couplings which can be tuned. Of course one of the couplings can be set to unity by a choice of energy scale. Let's call the projectors on the representation space j by P j . Then the local Hamiltonian h will be
The next step, which is not trivial, is to write the projectors in terms of local spin operators. The point is that on the decomposition (53) only some of the representations on the right hand side belong to ∆ 3 . For those representations which occur with multiplicity one, we can easily find the expression of the corresponding projectors in terms of local spin operators. Let us denote the sum of spin operators on three sites by S, i.e S := s 1 + s 2 + s 3 .
The basis states of the representations on the right hand side of (53) are such that they block-diagonalize the generators and hence the operator S · S. Let us denote the projectors on the totality of spin j representations by P j , i.e. P 0 = P 0 , P 1 := P 1 + P 1 ′ + P 1 ′′ , P 2 = P 2 + P 2 ′ , and P 3 = P 3 . Then we have the following system of equations (S · S) k = l=0,1,2,3 (l(l + 1)) k P l , k = 0, 1, 2, 3, or more explicitly,
Inverting the above equations we find
A positive linear combination of the projectors P 3 , P 2 , and P 0 gives a three parameter family of Hamiltonians. The projector P 1 should be left out from this combination, since only one of the spin-1 representations belong to the null space ∆ 3 . In general those representations which occur with multiplicity one, can always be expressed in terms of total spin operator S on three sites. However we can construct a more general family of Hamiltonians by calculating explicitly all the projectors in (55) in terms of the most general set of independent three-body spin operators. A straightforward calculation gives the final form of the Hamiltonian (with the abbreviation s 12 := S 1 · S 2 ):
Models with nearest neighbor interactions
The spherical tensors constructed in section (3) do not have a non-empty null space ∆ 2 , i.e. there is no non-trivial solution to the system of equations m,m ′ c m,m ′ A m A m ′ = 0. Hence the matrix product state and the parent Hamiltonian constructed from them, necessarily have nearest and next-nearest neighbor interactions. However we can construct models with nearest neighbor interactions for integer spin by decomposing the product of a rank-s tensor and obtain tensors of integer rank 2s, 2s − 1, · · · 0. Such tensors then may have non-empty null spaces ∆ 2 and can be used to construct matrix product states and Hamiltonians with nearest neighbor interactions.
To be more specific, we obtain the rank 2s tensor by decomposing the product of two rank s tensors as follows:
or A 2s,2s = |s −s|
It is now obvious that this tensor allows a non-empty ∆ 2 , since at least (A 2s,2s ) 2 = (|s −s|) 2 = 0. In fact the null space is larger and contains all the projectors P j with spin j = 2s + 1, · · · 4s. We give a specific example: Let us take the spin 1/2 spherical tensors, which relate to the Majumdar-Ghosh model. They are as in (48). Decomposing their product we obtain the rank-1 tensor
which are nothing but the AKLT matrices for spin 1 chain with nearest neighbor interactions. In fact it can be proved that the null space ∆ 2 of the matrices A 2s,m obtained from decomposition of the product of two rank s tensors, contain all the projectors P j with j = 2s + 1, · · · 4s and hence the local Hamiltonian of these new models with nearest neighbor interactions can be written as
where λ j are non-negative real numbers.
Relation with other methods of construction
In the original AKLT papers [5] , an elegant method is proposed for construction of dimerized ground states and their parent Hamiltonian. Consider a dimer labeled with numbers 1 and 2 in figure figure (5) . Each site is a spin s state and the dimer is a singlet. The total spin of the sites labeled 1, 2 and 3, each carrying spin s can be anything from 3s to 0, while due to the singlet nature of the dimer it is restricted to be equal to s. Therefore if we construct the local Hamiltonians from the projectors P j , where s = j, i.e. if h = j =s λ j P j , where λ j ≥ 0, then h and hence the total Hamiltonian annihilates the ground dimerized state. However as we have seen, there may be other terms, i.e. the projector P 1 in the spin 1 example above, which can annihilate the dimer, and yet are not included in the AKLT construction. This will give one extra couplings and hence a larger family of Hamiltonians. The second advantage of our method becomes clear when one uses projections to define spin chain models with nearest neighbor interaction from the dimer models, as mentioned in the AKLT paper. The projection method works as in figure (6), where two spins at the end of two adjacent dimers are projected to a spin 2s state and a chain state is formed. These two 2s spins when multiplied with each other, should give rise to representations of spin 4s down to spin 0, however due to the fact that they are in fact a product of two s spins and a singlet (a dimer), their product comprises only representations of spin 2s down to spin 0. In this way a chain state is constructed which is annihilated by a local Hamiltonian of the form h = 4S j=2s+1 λ j P j . The ground state thus constructed does not have a dimer structure, and hence has long range correlations, decaying exponentially. The explicit calculation of correlation functions and many other properties of such a spin chain is facilitated considerably if we can have a matrix representation of the ground state constructed as above. By the spherical tensors that we have introduced, it is now quite easy to find a matrix product representation of such states. The projection method of AKLT, boils down in the language of matrix product to assign to each site of the new chain, a spherical tensor of rank 2s, which has been obtained through the decomposition of the product of two rank-s tensors. This means that the matrix product state of such a chain is defined by matrices of the form (60), namely by spherical tensors of rank 2s defined in a 2s + 2 dimensional space, (actually a 2s+1 dimensional space, since the vector |0 is projected out in multiplying two rank s tensors, as seen in the s = 1/2 example above). It is important to note that these higher rank tensors now have a nonempty null space ∆ 2 , i.e. the matrix equations 
Conclusion
The main emphasis of this paper has been on the rotational symmetry properties of matrix product states. To this end we have constructed a simple representation of spherical tensors of arbitrary integer or half integer rank. A spherical tensor of rank s is represented in a 2s + 2 dimensional space, hence the dimension of space, increases only linearly with the rank of the tensor. The introduction of these tensors have made possible a unified approach toward dimer ground states for arbitrary spin Figure 6 : Color Online.The AKLT method for construction of higher spin models with nearest neighbor interactions from lower spin dimer states.
chains. In this way we have been able to find a matrix product representation for all dimmer ground states of arbitrary spin. The simplest model corresponding to spin 1/2 gives the Majumdar-Ghosh model while other members of the series gives its generalization to higher spins. These spherical tensors make the calculation of any property of these spin models quite easy and straightforward. A comparison with the AKLT construction has been made, and it has been shown that our method gives a larger family of Hamiltonians compared with the AKLT construction, since it allows to include more projectors in the local Hamiltonian.
