Abstract
Introduction
The paper is organized as follows. In section 3, fuzzy decision diagrams are defined and explained. A detailed analysis on the applications of FuDDs based on an example is presented in section 4, where the hypothesis of rigid granularity is introduced. A short section devoted to conclusions completes the paper.
Fuzzy Decision Diagramms
Definition 1: A fuzzy set is a collection of different elements (from a given universe), each of which has a possibly different degree of membership to the set. If the same symbol is used for a fuzzy set and its characteristic function, then given a universe U, a fuzzy set S is characterized by the mapping: S: U → [0,1] . For any u ∈ U, S(u) gives its degree of membership to the fuzzy set S.
Linguistic variables were introduced in [Zad 75] as a formal way of working with concepts associated to realworld variables. Given a physical variable with a numerical domain, it is possible to define another view of this variable as a linguistic one, with a linguistic domain consisting of a set of fuzzy sets called linguistic terms and having own names. The fuzzy sets formally give the interpretation of the concepts expressed by the names of the linguistic terms upon the numerical domain.
Linguistic variables considered in this paper satisfy the conditions stated below.
If v is a variable with a numerical domain D n and a linguistic domain D l = {T 1 , ..., T m }, where T j , 1 < j < m, are the fuzzy sets of the corresponding linguistic terms, then: Definition 2: A function graph G is a rooted, directed acyclic graph with an edge set E and a node set V which contains two types of nodes. A non-terminal node ν ∈ V has as attributes an argument index i = index(ν), i < N, which corresponds to the index of the linguistic variable v i , and n i children child j (ν) ∈ V, 1 ≤ j ≤ n i . The linguistic terms T ij ∈ D i of the linguistic variable v i are assigned to the corresponding graph edges (ν, child j (ν)) ∈ E. V contains n N terminal nodes with index N and labelled with the linguistic terms T Nj of v N . Hence, a terminal node ν has as attribute a fuzzy set value(ν) ∈ D N .
A fuzzy if-then rule has basically the structure "if <condition> then <conclusion>", where <condition> and <conclusion> are fuzzy sets, not necessarily in the same universe. In order to use such a rule, the following generalized modus ponens [MaS 75] is considered:
where A' is a fuzzy set not precisely equal but similar to A. The expected conclusion B' will be a fuzzy set not necessarily equal but similar to B. This (1) were to be applied to linguistic variables it would turn into "T 1g → T Nk ", where the indices mean to say, that from the g-th linguistic term of v 1 as condition follows the k-th linguistic term of v N as conclusion. Since however in practice the linguistic terms will not be identified by abstract symbols with indices, but with conceptual labels, then the rules will be written with explicit mention of the corresponding variables. This leads to the following structure for the above rule:
The <condition> of a rule may be an expression of a conjunction of (simpler) conditions (textually expressed by the word and). Such rules exhibit the following structure:
R: if v 1 is T 1g and ...and v N-1 is T (N-1)q then v N is T Nk (4) A set of rules like (3) or (4) constitutes a fuzzy rule base. A rule base is evaluated by traversing the representing FuDD from the leaves to the root. The conjunction of conditions is expressed by the hierarchy of nodes of a FuDD. Along a path from a leaf to the root, the conclusion of a rule will be calculated. For this, the degree of satisfaction (i.e. the conjunction of the membership degrees of the actual numerical values of the variables to the corresponding linguistic terms) will be computed and considered together with the fuzzy set that labels the leaf to evaluate the output implication. Finally an aggregation should combine all activated rules (paths).
Analysis of applications
Consider a rule base consisting of rules, each one having two conditions and a conclusion expressed as linguistic variables. Let the first linguistic variable have the domain {T 11 , T 12 , T 13 }, the second, the domain {T 21 , T 22 , T 23 , T 24 } and the third, the domain {T 31 , T 32 , T 33 , T 34 , T 35 }. It becomes apparent that T ij denotes the j-th linguistic term of the i-th linguistic variable. Assume that the following set of rules on these variables, with the inputs x 1 and x 2 , and the conclusion x 3 represents the prevailing version of the rule base. A FuDD representing this rule base is shown in figure  1. (To simplify the FuDD representations, it will be agreed that edges leaving a node will be labelled (from left to right) in the same order as the linguistic terms of the corresponding linguistic variable.) This FuDD belongs to the class of ordered DDs [Bry 86], characterized by the fact that all nodes at a given layer are associated to the same variable and no repetition of variables appears along any path from a leaf to the root. The order of the linguistic variables in the FuDD corresponds to the order of appearence of the elementary conditions in the rules. If tnorms are used to realize the conjunctions, then a reordering of the variables giving an equivalent FuDD may lead to a more compact rule base. This is possible due to the fact that t-norms are commutative and associative. Finding the optimal ordering of the variables for a DD is however NP-hard [ It becomes apparent that a FuDD allows checking completeness and consistency of a rule base. All nodes at the same level must have as many leaving edges as the corresponding linguistic variable has linguistic terms (completeness), and no two of these edges may have the same label (consistency). It is simple to see that this kind of check does not actually require the FuDD to be ordered. In a rule base with a few rules this kind of control may be done by simply inspecting the list of rules; however in the case of a rule base with a large number of rules or with rules with a large conjunction of conditions this is cumbersome if at all possible; meanwhile the FuDD representation supports a systematic test for a large dimension of the rule base.
R1
If no expert knowledge is available to state the rules for a given problem, it is possible to learn the rules with the help of examples (see e.g. . Depending on the system being used, it may be the case that rules with too small granularity may be obtained. In what follows this issue will be called "hypothesis of rigid granularity". It is the typical case of a rule generation process, where an a priori decision on a fixed number of linguistic terms for each linguistic variable is taken and the conjunction of premisses is based on t-norms. In such a case the problem space may be partitioned into more blocks than necessary and accordingly a large number of rules will appear. It is easy to see that the optimal partition could be "recovered" if at neighbour blocks with the same label, the corresponding neighbour linguistic terms were replaced by their convex hull and given a proper interpretation. Since linguistic variables are structured as an ordered set of linguistic terms, then the predicates "larger than or equal" (L.E.) as well as "smaller than or equal" (S.E.) would provide an adequate interpretation for the convex hulls covering the corresponding linguistic terms. Please notice that the new rule base is not semantically equivalent to the former one, but covers it and under the above "hypothesis of rigid granularity", it has an improved accuracy -(lower mean square error)-since it supresses really non-existing "valleys" artificially produced between neighbour fuzzy blocks with the same label.
From the FuDD in figure 1 becomes quite apparent that a simplification (i.e. optimization) of the rule base is possible. R13 summarizes R2, R3 and R4; R14 reduces R7 and R8; R15 comprises R11 and R12, and finally R16 represents R9 and R10.
Further optimization is still possible if the FuDD exhibits a reconvergent subgraph. A subgraph will be called reconvergent if it consists of different paths from a reference node to a given leaf or set of leaves, and these paths satisfy the following two conditions: i) they traverse only neighbour children-nodes of the reference node. ii) starting at the level below the reference node, all graphs connecting the selected children of the reference node with the predefined set of leaves are isomorphic. (Notice that if starting at the level below the reference node the reconvergent paths include all edges, then the FuDD may be reduced [Bry 86].)
If a FuDD has a reconvergent subgraph, a proper reordering of the variables leads to an equivalent FuDD with an explicit suggestion for the optimization of rules. See figure 2 that illustrates the reconvergent subgraphs of the FuDD in figure 1, and figure 3 , for an equivalent FuDD with a reordering of the variables. The new reconvergent subgraphs are illustrated in figure 4 and the reduced FuDD is presented in figure 5 . Notice that the third reconvergent subgraph (in figure 4) 
Conclusions
Fuzzy Decision Diagrams provide an efficient data structure for adequate representation, analysis and optimization of if-then rule bases, independently of the operations used to evaluate the rules, under the hypothesis of rigid granularity. Moreover, FuDDs allow checking for completeness and consistency of the rule base. If the rule bases were obtained by predefining the number of linguistic terms of the linguistic variables and by using tnorms to realize the conjunction of premisses, then an optimization may be done by using techniques to minimize the corresponding FuDD. 
