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Inferring directional connectivity from point process data of multiple elements is desired in various
scientific fields such as neuroscience, geography, economics, etc. Here, we propose an inference
procedure for this goal based on the kinetic Ising model. The procedure is composed of two steps:
(1) determination of the time-bin size for transforming the point-process data to discrete time
binary data and (2) screening of relevant couplings from the estimated networks. For these, we
develop simple methods based on information theory and computational statistics. Applications
to data from artificial and in vitro neuronal networks show that the proposed procedure performs
fairly well when identifying relevant couplings, including the discrimination of their signs, with low
computational cost. These results highlight the potential utility of the kinetic Ising model to analyze
real interacting systems with event occurrences.
Introduction.— Event occurrence sequences consisting
of multiple elements are ubiquitously observed in nature
and society, including in neuronal spikes [1–3], earth-
quakes [4], economics [5], etc. [6, 7]. Recent technologi-
cal advances in experiments enable us to measure multi-
point signals simultaneously, which is expected to reveal
many features of such complex systems. For example, in
the nervous system, neuronal activities can be recorded
at multi-points by multielectrode arrays [8, 9] or calcium
imaging [10, 11]. These types of observations provide
rich data and help us understand mechanisms of infor-
mation processing in large coupled systems beyond the
single-neuron level [12–15].
Statistical mechanics has offered powerful tools to
carry out the inference of intrinsic structure from such
measurements. In the equilibrium case with undirec-
tional (symmetric) couplings, the mean-field formulae for
the statistical inference have been developed previously
[16–19] and successfully applied to biological data [20–
24]. Recently, not only undirectional but also directional
(asymmetric) connectivity structures behind such data
have been revealed by improved systematic techniques
[25–30], which pushes on their applications for real data
[31, 32].
While the statistical mechanical approaches have suc-
ceeded in revealing the nontrivial natures of biological
systems, there still remain unsatisfactory points in those
earlier studies. Two crucial points are the lack of ob-
jective criteria to determine the bin size for discretizing
signals in time and to effectively screen relevant couplings
obtained by inference techniques. In this Letter, we pro-
pose an objective procedure to resolve these defects based
on the methods of information theory (Method I in Fig.1)
and computational statistics (Method II in Fig.1), respec-
tively. Our methods can be applied to a wide variety of
dynamical systems exhibiting event sequences irrespec-
tive of the directionality of connectivities. As motivat-
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FIG. 1. (Color online) A schematic picture describing our
whole procedure to extract relevant couplings. From multi-
point observations we first obtain data of event series, where
the times when events occurred are recorded. We use the
criterion (4) for ∆τopt and make the original series binned
with this ∆τopt. Applying the inverse Ising formula, we esti-
mate the coupling matrix and obtain Jestij whose elements are
continuous. As a final step, we select meaningful couplings
by a computational-statistical method using randomized se-
quences.
ing examples, we applied our methods to a mathematical
model of neuronal networks called the Izhikevich model
[33–35] and to in vitro neuronal networks of rats cortical
cells.
Theory.— In this study, we use the kinetic Ising model
which consists of N elements with possible 2 discrete
state values si(t) = ±1. The state with si(t) = 1 cor-
responds to the firing of the neuron i while si(t) = −1
means no firing at time t. This model is supposed to
obey the Galuber dynamics:
P (s(t+ 1)|s(t)) =
N∏
i=1
exp [si(t+ 1)Hi(t)]
exp [Hi(t)] + exp [−Hi(t)]
, (1)
whereHi(t) is the effective field defined asHi(t) = hi(t)+∑N
j=1 Jijsj(t), hi(t) is the external force, and Jij is the
2coupling strength from j to i. This model corresponds to
the generalized McCulloch-Pitts model [36] in theoretical
neuroscience and also logistic regression [37] in statistics.
As a starting point, here, we employ the simplest
mean-field inverse formula Jest = A−1DC−1, where
Aij =
(
1−m2i
)
δij [25, 26], although other more sophis-
ticated formulae can be used in combination with our
proposed methods. We denoted the mean and covari-
ances as mi = 〈si(t)〉, Cij = 〈si(t)sj(t)〉 − mimj and
Dij = 〈si(t+ 1)sj(t)〉 − mimj , where the bracket rep-
resents the time average [38, 39], which is expected to
accord with the ensemble average of the stochastic dy-
namics under the ergodic assumption. The formula gives
us the estimated coupling matrix from these statistical
quantities evaluated from observed times series.
To apply the inverse kinetic Ising scheme to spike train
data, we firstly determine the length ∆τ of the time bin
as in Fig. 1 from a view point of the information theory
[40]. We begin with the spike series which is obtained
with a measurement frequency ∆t−1, which decides the
minimal time unit (i.e. temporal resolution). We divide
the spike trains with ∆τ bin, binarize them, and obtain a
spike raster with the whole time-length T , to ensure that
each bin takes +1 or -1 value to express the the pres-
ence or absence of spikes in the bin, respectively. Then,
to operate the inverse formula effectively their time bins
are made coarse-grained with the appropriate ∆τ , which
corresponds to the unit time in the kinetic Ising system.
In preparation for determining the optimal size of ∆τ ,
we suppose that the system has reached the station-
ary state, and set a null hypothesis that each neuron
would fire or not fire independently of the other neu-
rons. We consider a method to determine the opti-
mal bin size ∆τ such that this hypothesis is the most
strongly rejected. For this purpose, for each pair of
neurons i and j, we denote the numbers that bina-
rized states in successive bins (si(t + 1), sj(t)) fall on
the four possible patterns (+1,+1), (+1,−1), (−1,+1),
and (−1,−1) among M − 1(= T/∆τ − 1) time bins, as
nij++, n
ij
+−, n
ij
−+, and n
ij
−−, respectively. Under the null
hypothesis, i and j are considered to fire with proba-
bilities of pi·+ = 1 − p
i·
− = (n
ij
++ + n
ij
+−)/(M − 1) and
p·j+ = (n
ij
++ + n
ij
−+)/(M − 1), respectively. Given the
coarse-grained data with nij++, n
ij
+−, n
ij
−+, n
ij
−−, this pro-
vides us with the likelihood of the hypothesis as
∏
i6=j
P
(
nij++, n
ij
+−, n
ij
−+, n
ij
−−|p
i·
+, p
·j
+
)
=
∏
i6=j
(M − 1)!
nij++!n
ij
+−!n
ij
−+!n
ij
−−!
(
pi·+p
·j
+
)nij
++
(
pi·+(1 − p
·j
+)
)nij
+−
(
(1− pi·+)p
·j
+
)nij
−+
(
(1− pi·+)(1 − p
·j
+)
)nij
−−
≃ exp

−(M − 1)∑
i6=j
I∆τ (si(t+ 1); sj(t))

 , (2)
where the last expression (2) is derived by the Stirling’s
formula and
I∆τ (si(t+ 1); sj(t)) =
∑
(α,β)∈{+,−}2
nijαβ
M − 1
log
n
ij
αβ
M−1
pi·αp
·j
β
(3)
represents the mutual information of neurons i and j be-
tween successive time bins. Notation {+,−}2 denotes di-
rect product {+,−}× {+,−}. In Eq. (2), contributions
from self-interactions are omitted to focus on interactions
between different neurons. Our aim is to determine the
bin size ∆τ such that the likelihood (2) is minimized as
∆τopt = argmax∆τ
(
T
∆τ
− 1
)∑
i6=j
I∆τ (si(t+ 1); sj(t))
(4)
In other words, we choose the bin size such that informa-
tion is maximally conveyed between successive bins.
When
∣∣∣nijαβ/(M − 1)− pi·αp·jβ
∣∣∣≪ 1 holds, the gross mu-
tual information (M − 1)I∆τ (si(t+ 1); sj(t)) is approxi-
mated as
(M − 1)I∆τ (si(t+ 1); sj(t))
≃
1
2
∑
(α,β)∈{+,−}2
(
nijαβ − (M − 1)p
i·
αp
·j
β
)2
(M − 1)pi·αp
·j
β
, (5)
which is nothing but the half of Pearson’s chi-squared test
statistic with 1 degree of freedom. This method chooses
the value of ∆τ with which the null hypothesis is rejected
with the most restrict criterion by the chi-square test or
g-test [41]. In the following, given the spike sequences,
we use this value of ∆τopt.
Once the optimal time bin size has been decided, it
is straightforward to apply the inverse Ising formula to
the coarse-grained binary sequence. Calculating the es-
timated coupling matrix Jest by the mean-field formula,
3for each pair (i, j), provides us with continuous-valued
Jestij . This continuity often makes results unclear in that
it is not easy to distinguish statistically significant cou-
plings from the others. Therefore, we introduce an ad-
ditional computational-statistical step [42, 43] to extract
the relevant couplings from Jest. As a preparation we
generate L randomized time series, each of which is ob-
tained by shuffling the original coarse-grained sequence
with ∆τopt in the time direction individually for each
element. For all the series, we calculate the coupling ma-
trices {(Jestran)(r)}
L
r=1. Then, for each pair (i, j), we have
L reference values {(Jestran)(r)ij}
L
r=1 against the value for
the non-randomized data, Jestij . If this non-randomized
value is relevant, its absolute value is considered to be
sufficiently larger than those of the L reference values.
According to this idea, we accept Jestij as a relevant cou-
pling only if its absolute value is larger than the pthL
largest value among {|(Jestran)(r)ij |}
L
r=1. The value pth is a
parameter controlling the tightness of this criterion and
should be small enough.
If the coupling matrix is symmetric, systems are de-
scribed by an equilibrium distribution in the static
manner, and hence we use the mutual information
between equal-time states I∆τ (si(t); sj(t)) instead of
I∆τ (si(t+ 1); sj(t)) in Eq. (4). The mean-field inverse
formula is replaced as Jest = A−1 − C−1 [16, 17].
The Izhikevich model (Numerical Simulation).— To
confirm the effectiveness of our methods, we employ, as
a first example, the Izhikevich model. This model is a
standard neuronal model and generates neurobiologically
plausible spike sequences [33–35]. We first set 100 neu-
rons (90 excitatory and 10 inhibitory) on an asymmetric
cyclic chain, where each neuron projects synaptic connec-
tions to up to 3 clockwise neighboring neurons and sends
signals. The coupling strengths were drawn from uniform
distributions between 5 and 10 for the excitatory neurons
and between −20 and −10 for the inhibitory neurons, re-
spectively. The other parameters were set as in [33]. The
spike trains generated by this model are plotted in Fig.
2 (a) while the coupling matrix is exhibited in (b), where
the minimal time step is ∆t = 1ms and the time length
used for the inference is T = 106ms. The means of the
gross mutual information (M − 1)I∆τ (si(t+ 1); sj(t)) in
Eq. (4) over all pairs are shown versus ∆τ in (c). The
curve produces a nearly unimodal feature with a sharp
peak at ∆τ = 5ms, which indicates the unique opti-
mal ∆τ . Then, we created the binned spike time raster
with ∆τ = 5ms; thereby applying the inverse formula
and adopting only Jij whose absolute value exceeds the
threshold namely the largest values among the estimates
for the L = 100 randomized time series, which corre-
sponds to the criterion pth = 0.01, yielded the relevant
couplings shown in Fig. 2 (d). The original asymmetric
structure with the excitatory and inhibitory couplings
was recovered sufficiently, while the models used for the
generation and inference are different. As a compari-
son, we applied the symmetric inference procedure to
the same data, the results of which are shown in Fig.
(c) (d)
(e) (f)
TP TN FP FN Existence Absence Excitatory Inhibitory
(h)(g)
asymmetric
symmetric
(a) (b)
asymmetric
symmetric
FIG. 2. (Color online) Application to the Izhikevich model on
the asymmetric cyclic chain. (a) A raster plot during 1 sec-
ond, where we plot a point for each spike. (b) The network
matrix with which we generated the spike data, where the
red and blue elements represent the excitatory and inhibitory
couplings, respectively. (c) The means of the gross mutual
information (M − 1)I∆τ (si(t+ 1); sj(t)) over all pairs. (d)
The inferred couplings with ∆τ = 5ms by the asymmetric
inference, where the excitatory and inhibitory couplings are
displayed by red and blue elements, respectively. (e,f) Coun-
terpart plots in the case with the symmetric inference with
∆τ = 15ms. (g) True/False positive/negative for the asym-
metric and symmetric inferences. (h) The conditional ratios
of the correct inferences. In (g) and (h) the bars represent
the standard deviations over 5 simulations.
2 (e) and (f). In (e) the gross mutual information is
exhibited, which yields larger optimal ∆τ . To express
the regularity observed for the asymmetric model using
the symmetric model, it is necessary to merge successive
bins for describing events in neighboring time steps as
simultaneous events. This may be the reason why the
optimal bin size for the symmetric model is considerably
larger than that for the asymmetric model. The esti-
mated couplings with ∆τ = 15ms, which is shown in (f),
are localized around the diagonal line but distributed in
4the both sides, while the true couplings used for the sim-
ulation are unidirectional. In (g) the ratios of true/false
positive/negative are shown. Both models succeeded in
identifying the connections with their signs, although the
symmetric inference has larger false positive rates. We
also show the conditional ratios of the correctness under
the conditions of the existence, absence, excitatory and
inhibitory couplings in (f). The conditions of the exis-
tence and absence are calculated as TP/ (TP + FN) and
TN/ (TN + FP), which are known as the sensitivity and
specificity, respectively.
TP TN FP FN Existence Absence
q=0.1 (asym)
Excitatory Inhibitory
(b)(a)
q=0.2 (asym)
q=0.3 (asym)
q=0.1 (sym)
q=0.2 (sym)
q=0.3 (sym)
q=0.1 (asym)
q=0.2 (asym)
q=0.3 (asym)
q=0.1 (sym)
q=0.2 (sym)
q=0.3 (sym)
FIG. 3. (Color online) Application to the Izhikevich model on
the asymmetric random network, where q denotes the connec-
tion probability. (a) True/False positive/negative ratios and
(b) the conditional ratios of the correctness in the asymmetric
and symmetric inferences. The bars represent the standard
deviations over 5 simulations.
To scrutinize the conditions where our inference proce-
dure operates well, the systems on random networks are
also studied. For each pair (i, j), except for the self pairs,
a connection from j to i was generated with a probabil-
ity q. The coupling strengths were drawn from uniform
distributions between 2 and 3 for the excitatory neurons
and between−6 and −4 for the inhibitory neurons, where
90 and 10 neurons are excitatory and inhibitory, respec-
tively. The other conditions were the same as those in
the chain model. The obtained optimal bin sizes were
not so different from the ones on the chain model, and
we adopted the same values. The ratios of true/false
positive/negative in the asymmetric and symmetric in-
ferences are shown in Fig. 3 (a) while the conditional ra-
tios of the correctness in (b). The asymmetric model has
higher expressive power and hence higher performance
here. These results highlight the broad applicability of
the proposed inference procedure.
Cultured neuronal networks (Experimental data).—
We also study cultured neuronal systems introduced in
[44] to demonstrate the applicability of our methods to
real systems. Rat cortical neurons were cultured in a mi-
cro well so that they were likely to connect asymmetri-
cally to clockwise neighboring cells, which provides a sim-
ilar condition to that of the Izhikevich model in Fig. 2.
Spontaneous spiking activities of neurons were recorded
from 64 electrodes of a multi-electrode array, where the
measurement time is ∆t = 40µs and the whole time
length used here is 120 s. Spike sorting [45] was sub-
sequently applied to the recording data and 100 neurons
(c)
(b)
E-E E-I E-0 I-I I-0
(d)
(f)
E-E I-I
(g)
(e)
(a)
FIG. 4. (Color online) Application to a cultured-neuronal
system. (a) A raster plot of the spontaneous activity during
1 second. (b) The means of the gross mutual information in
Eq. (4) over all the pairs. (c) The inferred couplings with
∆τ = 4ms by the asymmetric inference, where the excitatory
and inhibitory couplings are displayed by the red and blue
elements, respectively. (d) The estimated ratios of coupling
types except for the absence. (e-g) Corresponding panels by
the symmetric inference method using the same data. In (f)
the network is inferred with a time window size ∆τ = 10ms.
were identified.
The spike raster plot during 1 second is exhibited
in Fig. 4 (a). The means of the gross mutual infor-
mation over the all pairs are plotted in (b). In this
case, an almost unimodal shape is also observed. Set-
ting ∆τ = 4ms, which almost maximizes the mutual
information, we proceeded to perform the inverse asym-
metric Ising inference and pick up the relevant interac-
tions as in the Izhikevich models. In (c), the bold di-
agonal outline appears. This implies a chain-like struc-
ture, which precisely estimates the experimentally de-
signed neuronal network structure [44]. The ratios of the
estimated coupling-types between pairs except for the ab-
sence are shown in (d). In this setting, the one-way paths
with the excitatory and inhibitory couplings can be ob-
served while some excitatory-excitatory couplings are es-
5timated. We also show the counterpart results by the
symmetric inference methods in (e-g). A similar chain-
like network structure is inferred, although the coupling
plot (f) tends to be noisier and finer structures in cou-
plings are missed.
Conclusion.— In this Letter, we proposed objective
and systematic methods for processing spike time se-
ries data in the inverse problem using the kinetic Ising
model. The first method is for appropriately discretizing
the time bin and the second is for effectively screening
couplings obtained as the solution of the inverse prob-
lem. We showed that they work well, both in simulated
and in vitro neuronal networks. These results highlight
that the kinetic asymmetric Ising model is quite effective
to study the dynamics on complex networks.
We stress that it is straightforward to generalize the
present methods to other systems, such as cases with
multi-component or continuous variables, than the Ising
variable. Implementation in those cases will facilitate a
deeper comprehension of complex systems.
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