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ModelingExperimental work has been done to determine changes in the particle shape of portlandite grown in the
presence of different ions. To quantify the experimentally observed changes in morphology a new analysis
tool was developed, allowing the calculation of the relative surface energies of the crystal facets. The observed
morphology in the presence of chlorides and nitrates was facetted particles of a similar shape, the addition of
sulfates leads to hexagonal platelet morphology and the addition of silicates leads to the formation of large
irregular aggregates. In addition to the experimental work, the surfaces of portlandite were studied with
atomistic simulation techniques. The empirical force ﬁeld used has ﬁrst been validated. The equilibrium
morphology of portlandite in vacuum and in water was then calculated. The results indicate that the presence
of water stabilizes the [20.3] surface and changes the morphology. This is consistent with the experimental
observation of [20.3] surfaces.ini).
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The purpose of this work is to understand changes in portlandite
(CH) morphology with the changing chemical environment of the
growing crystal as encountered in cementitious systems. If these
changes in morphology can be understood, they may be controlled
and modiﬁed. As portlandite is a major component of hydrated
cementitious systems and concrete, a change in morphology might
modify the durability and may allow the ﬁne tuning of the physical
properties of concrete structures. However while the crystal structure
of portlandite is well known [1–3], not much experimental work has
been done to study the growth mechanisms. Work from Gallucci and
Scrivener [4] shows a change in portlandite morphology from large
clusters to small dispersed and sometimes hexagonal platelets on
addition of gypsum (C$) and tricalcium aluminate (C3A). This
indicates that the interaction of portlandite surfaces and surface
steps with gypsum and C3A dissolution products might give some
insight into the working mechanisms of the observed change in
morphology. Harutyunyan et al., used soft X-ray techniques to
observe the growth of CH near cement particles in a CH and C$
saturated solution [5]. The observed portlandite particles had a
hexagonal platelet morphology with a aspect ratio of 2.5 to 2.7. Thesurface energy of the particles was estimated to be approximately
0.114 J/m2. Berger and McGregor, used optical microscopy to observe
the inﬂuence of different additives on the morphology of CH formed
upon hydration of tricalcium silicate (C3S) [4]. They observed that the
addition of nitrates and chlorides led to the formation of rod-like
instead of platelet-like morphologies whereas the addition of sulfates
reinforced the platelet morphology. The addition of hydroxides led to
more but smaller particles.
So far the studies were carried out in complex systems with a large
number of different ions present in the solvent surrounding the
growing portlandite crystals. In these systems it is difﬁcult to assess
how the observed changes in morphology were brought about and
which species in solution were responsible for it. Consequently
experimental work on pure model systems has been carried out.
Portlandite particles were produced by coprecipitation of a calcium
and a hydroxide salt. Chloride, nitrate, sulfate and silicate salts were
then added to different batches to observe their inﬂuence on the
morphology of portlandite.
To understand the changes in portlandite morphology and to
characterize portlandite surfaces, atomistic simulation techniques,
namely classical energy minimization and classical molecular dynamics,
have been employed. These techniques use empirical force ﬁelds to
describe the forces between the atoms and the choice and validation of
the employed force ﬁeld is described. Using these results the equilibrium
or Wulff shape of portlandite in vacuum and in water was calculated.
Apart from several articles using portlandite for the atomistic
potential development and validation [6–8] there is, to our knowl-
edge, only one group who have used atomistic simulation to study
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molecular dynamics to look at the structure of the water above the
surface and to estimate the extent of chloride binding at portlandite
surfaces [9,10]. The authors restricted their study to the [00.1] surface
and did not attempt to estimate the surface energy.2. Materials and methods
2.1. Materials
The following chemical products were used as received: calcium
chloride CaCl2, 2H2O, calcium nitrate Ca(NO3)2, 4H2O, sodium
chloride NaCl, sodium sulfate Na2SO4 (Merck, quality grade GR for
analysis), and a sodium hydroxide 50 wt.% solution (Acros Organics,
extra pure). Stock solutions at 1.0 M were prepared by diluting the
desired amount of reagent with ultrapure water. These solutions were
then ﬁltered at 0.2 μm to eliminate dust. The stock solutions were
stored in closed vessels to avoid further contamination, and used
within a few days to avoid carbonation.2.2. Precipitation procedure
The reactive solutions were prepared just before the precipitation
by diluting the stock solutions with ultrapure water. Sample B was
obtained by mixing CaCl2 0.2 M with NaOH 0.4 M. In sample BC
and sample BS, respectively 0.1 M of NaCl and 0.1 M of Na2SO4 were
added to both solutions. Sample BNwas obtained by mixing Ca(NO3)2
0.2 M – instead of CaCl2 – with NaOH 0.4 M. The nominal concen-
trations of the different ions after mixing are summarized in Table 1.
The mixing was done by hand, by adding rapidly (~5 s) 100 ml of
the calcium solution to 100 ml of the sodium hydroxide solution in a
250 ml glass beaker. A high stirring rate (200 to 500 rpm with a
magnetic stirrer) was maintained during 5 min. Then the precipita-
tion mixture was placed on rolling bars (60 rpm) for mild stirring
during one hour. The precipitate was ﬁnally collected by ﬁltration
using 0.2 μm ﬁlters, washed with 100 ml ultrapure water, and dried
for 24 h at 60 °C.2.3. Characterization methods
The powder morphologies were analyzed by scanning electron
microscopy (SEM, Philips XL 30 FEG microscope). The SEM samples
were prepared by dispersing the powder in ethanol. The suspension
was sonicated for 10 min in an ultrasonic bath, and one drop of the
suspension was then deposited on an aluminum support and dried in
air.
The phase identiﬁcation of the precipitates was made with X-ray
powder diffraction (XRD, Philips X'Pert diffractometer, Cu–Kα
radiation).
The particle size distribution (PSD) was collected using a laser
diffraction method (Malvern Mastersizer S). The particles were
suspended at 1 wt.% in a saturated Ca(OH)2 solution with poly(acrylic)
acid Mw2000 (0.1 wt.%), to avoid dissolution during measurement.Table 1
Nominal concentration of the different ions present in the precipitation mixture.
Sample Concentration after mixing [mol/l]
[Ca2+] [HO−] [Cl−] [NO3−] [SO42−] [SiO32−]
B 0.1 0.2 0.2 – – –
BC 0.1 0.2 0.3 – – –
BN 0.1 0.2 – 0.2 – –
BS 0.1 0.2 0.2 – 0.1 –
BS02 0.1 0.2 0.2 – 0.02 –
BSi 0.1 0.2 0.2 – – 0.001Thermogravimetric curves (TGA, Mettler TGA/DSC/TMA analyzer)
were collected from room temperature to 600 °C under ﬂowing air at
a heating rate of 10 °C/min.
2.4. Quantiﬁcation of morphological changes
In order to compare the inﬂuence of different ions a more
quantitative description of the changes in morphology is needed.
Therefore a new analysis tool to extract the exact shape of observed
facetted particles of regular shape was developed. The ﬁrst step of the
analysis was to digitalize the observed SEM projection of a portlandite
particle by recording the positions of the corners of the shape. This
was done manually. The corner coordinates were then read into an
adapted version of the Wulffman program [11]. Wulffman is capable
of calculating the equilibrium morphology for a system with known
crystallographic symmetry and relative surface energies. The relative
surface energies determine the distance of the corresponding facets
from the centroid of the shape. Thus any facetted regular morphology
can be reproduced with Wulffman, irrespective of whether or not the
observedmorphology corresponds to an equilibriummorphology and
the relative surface energies of the shape have a physical meaning.
The Wulffman program was expanded as to be able to ﬁt the
projection angles and relative surface energies of the calculated
particle shape to the experimentally observed shape. In order to
compare two shapes, the facets of the two shapes have to be sorted
the sameway to ensure the right facets are comparedwith each other.
The ﬁrst facet in the sorting order is the facet furthest from the
centroid of the total shape. The other facets are sorted in a clockwise
manner. The ﬁnal ﬁtting function which was minimized to ﬁt the
calculated to the experimentally observed shape takes into account
the relative projection area and position of the different facets as well
as their shape (Eqs. (1) and (2)).
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where Nfaces is the number of facets of the shape, ri is the position of the
centroid of facet i relative to the centroid of the total shape, Θi is the
angle between ri and r1, ai is the area of facet i, atot is the total areaNicorner
is the number of corners of facet i, lij is edge j of facet i andΨij is the angle
between edge j and edge j+1 of facet i (see Fig. 1).α, β, γ, δ, κ and λ are
weighting parameters which were set to α=β=γ=δ=0.25 and
κ=λ=0.5.
The parameters changed during the ﬁtting are the relative surface
energies, and the projection angles. The ﬁtting was done via the
simplex minimization method [12] of the GNU Scientiﬁc Library [13].
2.5. Atomistic simulation
All atomistic simulations done on portlandite were done with
classical potentials. Both static energy minimization and molecular
dynamics calculations were carried out. The same potential set was
used for bothmethods. It has been chosen for its good performance for
both the water and the inorganic components when compared to
other force ﬁelds [14]. The following subsections describe the
potential and the computational methods used in more detail.
2.5.1. Potential
The potential used for the inorganic materials was the potential
developed by Freeman et al. [6]. It is an adaption of an earlier forceﬁeld
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Fig. 1. Schematic view of parameters used for the ﬁtting between the calculated and the
experimentally observed shape.
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give good results for the description of inorganic oxide crystals [7,17–
19]. Freeman et al. have shown that with a slight adaption the force
ﬁeld can be used in connection with rigid molecule water force ﬁelds.
The resulting potential is a pair potential expressing the interaction
(Vij) between two atoms of a certain type (atoms i and j) as a function
of the distance (rij) between those two atoms. It takes into account
coulombic (ﬁrst term in Eq. (3)) and both repulsive and attractive
short-range contributions (second and third term of Eq. (3) respec-
tively).
Vij rij
 
= Vcoulombe + Vdisp =
qiqj
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−
rij
ρij−
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where q is the charge of the respective ion and Aij, ρij and Cij are
constants evaluated by ﬁtting resulting properties to experimental
data such as the lattice and elastic constants. In addition a Morse
potential (Eq. (4), D,α, and r0 are ﬁtted constants) describes the bond
between the oxygen and the hydrogen of the hydroxyl group.
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The potential used to describe the water was the Tip4P/2005
potential [20], which is a rigid molecule water force ﬁeld that yields
very good results for water calculations. It reproduces a large portion
of the phase diagram for water with only a slight shift in temperature
[20]. The rigid water molecules are composed of four interaction sites:
two positively charged hydrogen sites, one negatively charged oxygen
site and a neutral Lennard–Jones interaction site (Eq. (5), ε and σ are
ﬁtted parameters) which is coplanar to the hydrogen and oxygen sites
and located on the bisector of the H–O–H angle [20].
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The exact parameters of the force ﬁeld used in the simulations can
be found in the Appendix A.
2.5.2. Energy minimization
The energy minimization calculations were made with the
METADISE code [21], which implements an energy minimization
technique based on classical potential models. The total energy of the
system is calculated by summing the interactions between all pairs of
atoms up to a cutoff radius of 15 Å.Energy minimization is a method whereby the atomic coordinates
iteratively converge toward the atomic conﬁguration with minimum
total energy. Since the method ﬁnds the nearest local minimum, the
result is largely dependent on the initial conﬁgurationof the atoms. Thus
several initial conﬁgurations have to be tested in order to increase the
chances of ﬁnding a physically meaningful minimum (e.g. different
possible cuts for the same surface). Energy minimization cannot
describe temperature effects or entropic contributions as othermethods
such asmolecular dynamics simulations can but is computationally less
expensive.
For bulk calculations, periodic boundary conditions have been
applied in all directions. For surface calculations, as the surface
disrupts periodicity in one direction, periodic boundary conditions
have been applied in the interface plane only. Along the direction
normal to the surface the structure has been divided in two regions,
atoms in the region adjacent to the surface were allowed to relax to
their minimum energy position whereas atom in the region further
away from the interface were ﬁxed at their previously calculated
single crystal positions. The depth of the surface region is chosen for
complete relaxation of the surface to be possible without restriction
due to the ﬁxed region (≥16.2 Å). The bulk region has to be deep
enough to make long-range coulombic interaction between its top
and bottom atoms negligible (≥80 Å). This model is valid for grain
sizes where an unperturbed bulk structure exists at the core. Several
non-polar cuts at different depths along the same surface normal have
been calculated, the ﬁnal structure corresponding to the termination
with the lowest energy.
2.5.3. Molecular dynamics
The molecular dynamics calculations were made with the dl_poly
2.20 code [22]. Molecular dynamics calculates the time evolution of the
position and velocities of the atoms as a function of the forces between
the atoms calculated via the atomistic potential. The timestep employed
for all simulations was 0.2 fs. The simulations were done either at
constant volume and constant temperature (NVT, thermostat algorithm
employed: Nose-Hoover [23] with a relaxation time of 0.5 ps) or at
constant pressure and constant temperature (NPT, barostat–thermostat
algorithm employed: Nose-Hoover [23] or Nose-Hoover–Melchionna
[24]with a relaxation timeof 0.5 ps for both temperature and pressure).
The cutoff employed for the short range interactions was 8.5 Å, for the
coulomb interactions the Ewald summation was employed.
In addition, to be able to estimate the speciﬁc heat capacity for the
water potential, NPT calculations with varying temperature during
the simulation have been done with the LAMMPS code [25,26]. A
water box containing 256 molecules was ﬁrst equilibrated at
T=300 K and 0 bar pressure for 0.1 ps. Then the temperature was
increased linearly from 300 K to 500 K during 0.2 ns, then decrease
again from 500 K to 250 K during 0.3 ns.
The total simulation times will be given in equilibration time plus
production run time. For all calculations periodic boundary conditions
have been applied in all directions. For bulk portlandite (6×6×4
crystallographic units in a, b and c directions), bulk water (2048water
molecules) and portlandite-water solution (box of 2045 water
molecules with one calcium ion and two hydroxyl groups) the NPT
ensemble was used. For portlandite the simulation box was ﬁrst
equilibrated (NPT simulation with an anisotropic Noose-Hoover–
Melchionna thermostat which allows the cell to relax for 5+15 ps).
Finally the heat of dissolution was calculated as the difference
between the conﬁgurational energy of the portlandite-water solution
Eport_H2O_sol and the energy of the same number of water molecules in
the pure water simulation NH2Oport_H2O_sol /NH2O,H2O⁎EH2O minus the
energy of one Ca(OH)2 unit in portlandite 1/NCa,port⁎Eport (Eq. 6).
ΔHsol = Eport H2O sol−NH2O;port H2O sol =NH2O;H2O⋅EH2O−1=NCa;port⋅Eport :
ð6Þ
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Fig. 3. XRD pattern of a precipitated portlandite (sample BC). Lines correspond to the
peaks of ICDD 04-0733 (pure portlandite). Similar patterns were recorded for all
samples.
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consisted of a portlandite slab delimited on both sides by identical
surfaces. On one side of the portlandite slab, a water box has been
placed. Perpendicular to the portlandite-water interface the periodic
images of the slab are separated by a vacuum gap (Fig. 2) to prevent
the development of stresses in the slab. After initial equilibration of
the box, the calculations were done at constant volume (NVT). The
ﬁnal simulations were carried out for 10+20 ps where the ﬁrst 10 ps
were used for equilibration of the system and the following 20 ps
were used for all calculations. To calculate the portlandite-water
surface energy γ, the energy of the original portlandite-water slab
Eport_H2O was compared to half the energy of a pure portlandite slab
Eport,slab plus half the energy of a pure water slab EH2O,slab both twice
the size of the original portlandite or water slab respectively (Eq. (7)
and Fig. 2).
γ = 1= Asurf ⋅ Eport H2O−0:5⋅Eport;slab−0:5⋅EH2O;slab
 
ð7Þ
3. Results and discussion
3.1. Identiﬁcation of crystalline phase of formed particles
XRD patterns of the precipitated samples were all similar to the
XRD pattern of sample BC presented in Fig. 3. In all cases a crystalline
material was obtained, which matched the Ca(OH)2 pattern of
portlandite (ICDD 04-0733). It was concluded that a pure material
was obtained with this procedure.
3.2. Carbonation
Two decomposition steps were observed in the thermogravimetric
curves measured on all precipitated samples, as shown with sample B
in Fig. 4. The ﬁrst weight loss occurs around 450 °C and corresponds to
the dehydration of portlandite into calcium oxide CaO. The second
weight loss occurs at a higher temperature, around 600 °C, and was
attributed to the decomposition of calcium carbonate into CaO. The
calculation led to a corresponding amount of 3.5 to 4.3 mol% of CaCO3,
which may not be visible in X-ray diffractograms.
3.3. Changes in morphology
3.3.1. Qualitative observations
The SEM images show that particles formed in the presence of
either Cl− or NO3− were facetted and regular with three distinct
families of facets. The general shape of the particles seems to be theFig. 2. Schematic view of portlandite-water surface energy calculations.same for the three samples with only either Cl− at 0.2 or 0.3 mol/l or
NO3− at 0.2 mol/l present (samples B, BC and BN; see Fig. 5). The
particles are slightly elongated in the direction of the [00.1] axis which
is clearly discernible because of the trigonal symmetry. The size of the
particles for the three samples is similar for all three samples, the
median volume diameter of the measured size distributions were
between 2.65 and 3.72 μm (Table 2), the only trend which might be
discernible is a slight decrease in particle size with an increase in
chloride concentration from 0.2 to 0.3 mol/l. Intuitively one could
explain such a relation by the adsorption of chloride ions onto
portlandite surfaces which might slow down their growth.
Particles formed in the presence of both 0.2 mol/l Cl− and
0.2 mol/l SO42− (sample BS) showed a hexagonal plateletmorphology
similar to that observed by Harutyunyan et al. [5] for portlandite
particles formed by hydration of ASTM Type II Portland cement with
6% C4A3$ admixture and in the presence of gypsum. The results are
also consistent with results from Berger et al. [27] and Gallucci et al.
[4] whose results indicate that the presence of sulfates promotes
hexagonal platelet morphology of growing portlandite particles.
Since a hexagonal platelet morphology means that particle dimen-
sion in [00.1] direction is much lower than in [10.0] direction, these
results show that the relative growth speed in [00.1] is reduced by the
presence of sulfate ions, either by changing the relative surface
energies or by changing the relative growth kinetics. The measured
size distribution of the particles is similar to the onesmeasured in the
presence of chlorides or nitrates only (samples B, BC, and BN) with a
median volume diameter of 2.60 μm (Table 2). If the concentration of
the sulfate ions is decreased to 0.02 mol/l (sample BS02) the shape of70
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Fig. 4. Thermogravimetric curve obtained for sample B. Heating rate 10 °C/min in
ﬂowing air 30 ml/min.
Fig. 5. SEM images of portlandite particles for the different samples. a) B, b) BC, c) BN, d) BS, e) BS02 and f) BSi.
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observed for samples B, BC and BN. However the particles are no
longer elongated in [00.1] direction and some particles of almostTable 2
Characteristic values of the measured volume size distribution of the particles. 10% of
the measured particles have a size lower than D(v10), 50% lower than D(v,50) and 90%
lower than D(v,90).
D(v,10) [μm] D(v,50) [μm] D(v,90) [μm]
B 0.53 3.72 7.98
BC 0.50 2.65 5.10
BN 0.50 2.93 5.60
BS 0.46 2.60 5.35
BS02 0.43 1.85 4.26
BSi Large aggregates about 10 μm in sizehexagonal platelet morphology can also be observed, indicating a
particle shape in between the ones for sample B without sulfates and
for sample BS with a higher concentration of sulfates. The size of the
particles however is smaller (median: 1.85 μm) than for both sample
B and sample BS, making it difﬁcult to discern a clear tendency of the
particle size with the addition of sulfates.
Finally the addition of 0.001 mol/l SiO32− seems to lead to large,
irregularly shaped agglomerates of particles. The size of the agglom-
erates is about 10 μm. Even though the concentration of silicates was
much lower than the concentrations of the other ions, the change in
particlemorphology is muchmoremarked than for the other samples.
This indicates that silicates have a great inﬂuence on portlandite
morphology and growth. Since silicates are always present in
cementitious systems this is of great importance when discussing
changes in portlanditemorphology in cementitious systems in that the
) [a
.u.
]
1.
5
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0
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ions rather than from the interactionwith portlandite ions directly and
needs to be further explored.
3.3.2. Quantitative description of facetted regular particles
The analysis method described in Section 2. made it possible to
completely determine the shape of the particles and to clearly identify
the facets present ([00.1], [10.0] and [20.3] surfaces). The identiﬁcation
of the low index [00.1] and [10.0] surfaces was expected as these
surfaces are part of the hexagonal platelet shape reported as the
morphology of naturally found portlandite minerals [28] and of
portlandite grown in cementitious systems in the presence of sulfates
[4,5,27]. The presence of the higher index [20.3] surface was more
unexpected.
The quantiﬁcation of the morphologies indicate that the energy of
both the [10.0] and the [20.3] surface increase relative to the [00.1]
surface with increasing Cl− concentration (Table 3), the [10.0] surface
more so than the [20.3]. Although the change is not very marked and
within the spread of the data, the direction of the change is
unexpected: The results of Berger and McGregor [27] indicated that
the addition of chlorides and nitrates led to an elongation of the
particles in the [00.1] direction, indicating an increase of the [00.1]
surface energy relative to the [20.3] and [10.0], not the other way
around. The apparent inconsistency of our results with the results of
Berger and McGregor might be due to several reasons. First of all the
particles observed by Berger and McGregor were much larger, of the
order of 100 μm, and irregularly shaped. This means it is possible that
they observed aggregates rather than individual particles. Secondly
the particles observed by Berger et al. were formed upon the
hydration of C3S which means that other ions, namely silicates,
were present and had an inﬂuence on the shape of the portlandite
particles. Thirdly, the effect of the chlorides might change with the
concentration. The aspect ratio of the particles observed by Berger and
McGregor indicates a relative surface energy of the [10.0] with respect
to the [00.1] of b0.66, our results show mostly consistent values
(0.586 for sample B and 0.699 for sample BC).
Replacing the Cl− ions byNO3− ions has a similar effect as increasing
the chloride concentration (higher relative surface energies of both the
[10.0] and the [20.3] surface), but the effect is more marked. The
relative surface energy of the [10.0] surface (0.727) is higher than the
value of b0.66 reported by Berger and McGregor [27] for particles
grown in the presence of nitrates.
The addition of SO42− ions leads to an important increase in the
energy of the [10.0] surface relative to the [00.1] surface (3.167). The
value is consistent with the value of N2 reported by Berger and
McGregor for particles formed in the presence of sulfates. It is also
mostly consistentwith the value of 2.5– 2.7 reported byHarutyunyan et
al. In fact the consistency of the experimental results of different authors
and the current results is remarkable as the systems considered by
Berger andMcGregor aswell as byHarutyunyan et al. contained silicates
whereas the current BS samples contained chlorides, both of which are
ions which seem to inﬂuence the shape of the portlandite particles. It
seems that the effect of the sulfate ions dominates the shape of theTable 3
Relative surface energies measured for samples B, BC, BN and BS as well as calculated
via atomistic simulation for particles in water and in vacuum.
# Analyzed
particles
Relative surface
energy [10.0]/[00.1]
Relative surface
energy [20.3]/[00.1]
Mean Min Max Mean Min Max
B 9 0.586 0.499 0.625 0.660 0.595 0.716
BC 9 0.699 0.524 0.799 0.735 0.606 0.796
BN 8 0.727 0.628 0.830 0.737 0.661 0.838
BS 10 3.164 2.271 4.050 N3.011 N2.35 N3.93
Calc water – 1.161 – – 0.705 – –
Calc vacuum – 7.548 – – 12.548 – –portlandite particles. Since the [20.3] surface does not appear in the
morphology only a lower bound for its relative energy can be calculated.
The relative surface energy of the [20.3] surface has to be higher than
3.011 for the facet not to appear in themorphology. This means that the
relative energy of both the [00.1] and the [20.3] surfaces increase
markedly with the addition of sulfates.
3.4. Atomistic simulation
3.4.1. Performance of employed force ﬁeld
For portlandite the overall performance of the force ﬁeld was
very good. The crystallographic unit cell parameters (a=b=3.59 Å,
c=4.90 Å, α=β=90.0°, γ=120.0° [1]) are all reproduced with an
accuracy of better than 10% with energy minimization (a: 3.67 Å,
c: 4.90 Å, α=β=90.0°, γ=120.0°) as well as with molecular
dynamics (a: 3.68 Å, c: 4.82 Å, α=90.1°, β=90.0°, γ=120.0°). The
Voigt elastic and shear modulus calculated with energy minimization
(KVoigt: 40.07 GPa; GVoigt: 23.03 GPa) seem to be consistent with the
experimentally observed values (KVoigt: 46.93 GPa; GVoigt: 19.29 GPa).
The Reuss modulus however seems to be underestimated (KReuss:
19.70 GPa; GReuss: 5.26 GPa) compared to experimentally observed
values (KReuss: 32.39 GPa; GReuss: 13.39 GPa).
The water description is a deﬁnite strength of the employed force
ﬁeld. The complexphase diagramofwater is reproducedwith very good
accuracywith only a slight shift in temperature [20]. The experimentally
observed radial distribution function [29], describing the spatial
distribution of the water molecules, is very well reproduced (Fig. 6).
In addition thermodynamic properties such as heat of vaporization
(11.30 kJ/mol), speciﬁc heat capacity (85.1 kJ/mol∗K) and the self
diffusion constant (1.91 m2/s) are consistent with experimentally
observed values (Hvap: 10.52 kJ/mol; Cp: 75.6 kJ/mol∗K; D: 2.3 m2/s
[20]).
By placing one Ca ion and two hydroxyl ions in a box of water a
portlandite solution has been simulated. The calculated heat of
solution (Eq. (6)) was 161 kJ/mol. This value is in good agreement
with the value of 134–135 kJ/mol reported in literature [30,31]. To
further validate the results, the radial distribution of water molecules
around the Ca and hydroxyl ion was compared to values reported in
literature by Fulton et al. [32] and by Botti et al. [33]. The calcium ion
environment is very close to that reported by Fulton et al. The
calcium–water oxygen nearest neighbor distance calculated here is
2.47 Å and for calcium–water hydrogen 3.08 Å. (experimentalr [Å]
g(r
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Fig. 6. Radial distribution function of O–O in water. Line: experimental results reported
by Soper et al. [26]. Diamonds: current results.
Fig. 8. Calculated equilibrium morphology of portlandite in vacuum. Dark gray: [00.1]
facet, light gray: [10.0] surface.
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2.97 Å). The calcium ion seems to be coordinated by about 7.6 water
molecules, again this compares well with the previously reported
value of 7.2+/−1.2. The chemical environment of the hydroxyl ion is
slightly less consistent with experimental observations reported by
Botti et al. The nearest neighbor distances (O(hydroxyl)–H(water):
1.7 Å; H(hydroxyl)–O(water): 2.73 Å) are higher than the ones
reported in literature (O(hydroxyl)–H(water): 1.4 Å; H(hydroxyl)–
O(water): 2.59 Å). Probably as a consequence of the higher nearest
neighbor distances the number of nearest neighbor water molecules
(O(hydroxyl): ~6 water molecules; H(hydroxyl)–O(water): 8 water
molecules) is also slightly higher than previously reported values
(O(hydroxyl): ~4 water molecules; H(hydroxyl): 6 water molecules).
However the general shape of the hydroxyl–water radial distribution
function is well reproduced (Fig. 7). Additionally, as Chen et al.
pointed out the experimentally measured nearest neighbor peak of
the radial distribution function might in fact be a superposition of
“true” nearest neighbor water and of H–O….H….O–H pairs which come
from proton exchange events [34].
Further discussion of the force ﬁeld and a comparison with other
force ﬁelds commonly used for cements can be found in [14].
3.4.2. Simulation of portlandite surfaces
Atomistic simulation was used to calculate the surface energies for
both portlandite in vacuum and inwater. The calculation of the energy
in vacuum is straightforward as there is no water and hence dynamics
play only a subordinate role. The portlandite-vacuum surface energies
are hence calculated by energy minimization. The resulting surface
energies are: [00.1]: 0.073 J/m2, [10.0]: 0.551 J/m2, [20.3]: 0.916 J/m2.
These energies result in a hexagonal platelet shape of the equilibrium
morphology with an aspect ratio of 7.5 (Fig. 8). This is consistent with
the Handbook of Mineralogy [28] which reports a hexagonal platelet
morphology of portlandite and perfect cleavage along the [00.1]
surface indicating a low [00.1] surface energy. In vacuum the [20.3]
surface seems to have a very high energy, in fact the energy is more
then ten times the energy of the [00.1] surface and almost twice the
energy of the [10.0] surface.
The portlandite-water surface energies calculated by molecular
dynamics are: [00.1]: 0.110 J/m2, [10.0]: 0.128 J/m2, [20.3]: 0.078 J/m2.
All surface energies are slightly lowered by the presence of water,
indicating a hydrophilic character. The surface energy of the [00.1]
surface however, which has an already very low energy in vacuum,g(r
) [a
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Fig. 7. Radial distribution function of water hydrogen atoms around the hydroxyl
oxygen atoms in aqueous solution. Line: experimental results reported by Botti et al.
[30]. Diamonds: current results.seems to be inﬂuenced only slightly by the presence of water. The
surface energies of both the [10.0] surface and the [20.3] surface was
reduced noticeably by the presence of water but the effect is much
moremarked for the [20.3] surface. In fact the [20.3] surfacewhich has
is a high energy surface in vacuum and does not appear in the
portlandite-vacuummorphology has a similar energy to the [00.1] and
the [10.0] surface in water and becomes part of the calculated
portlandite-water equilibrium morphology (Fig. 9). In fact the
calculated differences between the surface energies are very small
and are probably smaller than the resolution of the calculation
method. These results explain the observation of [20.3] surfaces for
most of the precipitated facetted portlandite particles. The mean
surface energy of the calculated equilibriummorphology is 0.081 J/m2,
which is consistent with the portlandite-water surface energy
estimation of 0.114 J/m2 of Harutyunyan et al. [5]. The relative surface
energies of both the [10.0] and the [20.3] surfaces with respect to the
[00.1] surface are similar to the experimentally observed relative
surface energies for samples B, BC and BN indicating that Cl− and NO3−
ions might only have a very small effect on the equilibrium
morphology (Table 3). Sulfates on the other hand seems to increase
the relative energies of both the [10.0] and the [20.3] surface. The next
step in the atomistic simulations is to make the link with the effect of
the different ions in solution, by incorporating nitrate, chloride and
sulfate ions and observe their inﬂuence on the interfacial energies.3.4.3. Comparison to other results in literature
Previous simulation work on portlandite-water interfaces is
scarce, however Kalinichev et al. did look at the [00.1] surface of
portlandite in water. The authors focused, among other things, on the
structure of water above the portlandite surface. In order to be able to
compare our result to theirs an additional simulation of the [00.1]Fig. 9. Calculated equilibrium morphology of portlandite in water. Dark gray: [00.1]
facet, light gray: [20.3] facet.
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length, after equilibration, of 84 ps. These conditions are similar to the
ones employed by Kalinichev et al. The density proﬁle of the water
hydrogen and the water oxygen over the surface was then calculated
(Fig. 10). By comparing the density proﬁle with the one reported in [9]
both similarities and differences can be distinguished. The positions of
the peaks corresponding to the ﬁrst water layer are similar for both
proﬁles. The position of the ﬁrst and second hydrogen peak for our
results is 1.6 Å and 3.3 Å respectively and those reported by
Kalinichev et al. are at~1.7 Å and ~3.1 Å [9]. The ﬁrst peak of the
oxygen density proﬁle is 2.5–3.5 Å whereas Kalinichev et al. reported
the oxygen position of the ﬁrst water layer to be 2.3–2.6 Å [10]. The
form and magnitude of the peaks are however slightly different from
the results reported by Kalinichev et al.: the ﬁrst hydrogen peak is of
lesser magnitude and the ﬁrst oxygen peak is broader than observed
by Kalinichev et al. Without doing a complete hydrogen bonding
analysis these results indicate that we have fewer water molecules
with a hydrogen pointing toward the surface in our simulation and a
more diffuse ﬁrst water layer. Probably as a consequence of the more
diffuse ﬁrst water layer the second water layer is farther from the
surface compared to the results of Kalinichev et al. A comparison
between the two force ﬁelds reported in [14] might give some
indications as to the source of the observed differences.4. Conclusion
The morphology of portlandite particles formed by coprecipitation
in the presence of different ions has been observed. In the presence of
either chloride or nitrate ions, the portlandite particles formed have a
regular and facetted shape and have sizes between 2.7 and 3.7 μm. The
facets present have been identiﬁed as [00.1], [10.0] and [20.3] facets.
The relative surface energy of the [10.0] surface with respect to the
[00.1] surface and the aspect ratio of the particles was 0.59–0.73.
The addition of sulfates leads to the formation of particles with a
hexagonal platelet shape. In terms of relative surface energies this is
equivalent to raising the relative surface energy of both the [10.0] and
the [20.3] surface energy with respect to the [00.1] surface. The
observed [10.0] relative surface energy and thus the aspect ratio of the
particles was 3.16. The size of the particles (2.6 μm) did not seem to
have been inﬂuenced greatly by the presence of the sulfate ions.d [Å]
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Fig. 10. Density proﬁle of the number density of water hydrogen (black line) and water
oxygen (gray line) relative to the bulk density at the [00.1] surface of portlandite. d is
the distance from the portlandite oxygen layer closest to the surface.The addition of silicates leads to large agglomerates (~10 μm)which
are irregularly shaped. As the concentration of the silicate ions was
much smaller than the concentration of the other ions, their effect upon
the growth of portlandite particles seems to be the most marked.
Atomistic simulations showed that the [20.3] surface, which has a
very large energy in vacuum, is greatly stabilized by the presence of
water, explaining the appearance of [20.3] facets for most experi-
mentally observed particles. The energy of the [00.1] surface on the
other hand, which has an already very low surface energy in vacuum,
is only inﬂuenced very slightly. Further simulations on the effects of
the chloride, nitrate and sulfate ions will help further elucidate the
mechanisms behind the modiﬁcation of morphologies observed.
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