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Abstrat
Nous onsidérons un proessus de diusion (Xt)t≥0 de fontion de dérive b et de
oeient de diusion σ. Nous supposons que le proessus est stritement station-
naire et β-mélangeant. Ce proessus est observé à des instants disrets tk = k∆ pour
k variant de 0 à n + 1. Nous alulons deux estimateurs non paramétriques de la
dérivée f ′ de la densité f de e proessus. Pour ela, nous onsidérons une familles
de sous-espaes vetoriels et, sur haun de es sous-espaes, nous alulons deux
estimateurs de f ′, fˆ ′
(d)
m et fˆ
′
(b)
m . Nous hoisissons ensuite les deux meilleurs estima-
teurs possibles, fˆ ′
(d)
mˆ et fˆ
′
(b)
mˆ en introduisant deux fontions de pénalité pen
(d)(m) et
pen(b)(m). Le premier estimateur, fˆ ′
(d)
m , est obtenu en dérivant un estimateur de f .
Cet estimateur minimise une fontion de ontraste. L'estimateur adaptatif fˆ ′
(d)
mˆ est
onvergent si n∆ →∞ (que le pas ∆ soit xé ou qu'il tende vers 0). Pour aluler
le seond estimateur, nous supposons que le oeient de diusion σ est onstant
égal à 1. Dans e as, la fontion f ′ vérie l'égalité f ′(x) = 2b(x)f(x). L'estimateur
fˆ ′
(b)
m minimise une fontion de ontraste basé sur ette égalité. Lorsque le pas ∆ est
petit, le risque de l'estimateur fˆ
(b)
mˆ est plus petit que le risque de fˆ
′
d
mˆ. Cependant,
l'estimateur fˆ
(b)
mˆ ne onverge que si ∆→ 0 et n∆→∞.
Let us onsider a diusion proess (Xt)t≥0 of drift funtion b and diusion oef-
ient σ. This proess is assumed to be stritly stationary and β-mixing. It is
observed at disrete times tk = k∆ for k from 0 to n+ 1. Two non parametri esti-
mators of the derivative f ′ of the density funtion f are omputed. For this purpose,
we onsider a family of vetorial subspaes and ompute a olletion of estimators
of f ′ on every subspae, fˆ ′
(d)
m and fˆ
′
(b)
m . Then, the best estimators fˆ
′
(d)
mˆ and fˆ
′
(b)
mˆ are
seleted by introduing two penalty funtions, pen(d)(m) and pen(b)(m). The rst
estimator, fˆ ′
(d)
m , is the derivative of an estimator of f . This estimator minimises a
ontrast funtion. The adaptive estimator fˆ ′
(d)
mˆ onverges if n∆ → ∞. In order to
ompute the seond estimator, we assume that the diusion oeient σ is onstant
(σ = 1). In that ase, the funtion f ′ satises the equality f ′(x) = 2b(x)f(x). The
estimator fˆ ′
(b)
m minimises a ontrast funtion based on this equality. If ∆ is small,
the risk of the estimator of fˆ ′
(b)
mˆ is smaller than the risk of fˆ
′
(d)
mˆ . Nevertheless, this
estimator onverges only if ∆→ 0 and n∆→∞.
1
Mots-lés: Estimation semi-paramétrique et non paramétrique, Proessus
1 Notations
Considérons l'équation diérentielle stohastique
dXt = b(Xt)dt+ dWt, X0 = η
Le proessus (Xt)t≥0 est supposé stritement stationnaire et β−mélangeant de oeient
de β-mélange βX(t) ≤ ce−θt. Notons f la densité stationnaire de (Xt). Nous observons e
proessus à des instants disrets t = 0,∆, . . . , n∆. Nous voulons estimer la dérive de la
fontion de densité f ′ sur l'intervalle [0, pi].
2 Estimation par dérivée d'un estimateur
Dans ette partie, nous onstruisons un estimateur fˆ ′
(d)
m de f
′
en dérivant un estimateur
de f . Considérons le ontraste
γn(t) = ‖t‖2L2 −
2
n
n∑
i=1
t(Xi)
et dénissons l'estimateur
fˆm = inf
t∈Sm
{γn(t)}
où Sm est un sous-espae vetoriel engendré par les polynmes trigonométriques:
Sm = Vet
(
cos(kx)1[0,pi](x), 0 ≤ k ≤ m
)
.
Notons fm la projetion de f sur Sm. Notons
Vm = Vet
(
sin(kx)1[0,pi](x), 1 ≤ k ≤ m
)
.
La projetion f
′(d)
m de f
′
sur Vm = Vet
(
sin(kx)1[0,pi](x), 1 ≤ k ≤ m
)
vérie
f
′(b)
m = (fm)
′.
Notons fˆ ′
(d)
m = (fˆm)
′
. Cet estimateur minimise, pour t ∈ Vm, le ontraste
γ(d)n (t) = ‖t‖2L2 +
2
n
n∑
i=1
t′(Xi).
2
2.1 Risque de l'estimateur à m xé.
Notons Mn = {m, Dm ≤ Dn}. La dimension maximale Dn sera préisée plus loin. Pour
tout m ∈Mn, nous alulons l'estimateur fˆ ′(d)m de f ′. D'après Pythagore,
‖fˆ ′(d)m − f ′1[0,pi]‖2L2 = ‖f
′(d)
m − f ′1[0,pi]‖2L2 + ‖fˆ ′
(d)
m − f
′(d)
m ‖2L2 .
De plus, nous avons que
‖fˆ ′(d)m − f
′(d)
m ‖2L2 ≤ D2m‖fˆm − fm‖2L2.
Pour majorer ette quantité, nous utilisons des propriétés de β-mélange (voir Viennet
(1997)).
Si le pas ∆ est xe, alors le risque de l'estimateur vérie
E
(∥∥∥fˆ ′(d)m − f ′1[0,pi]∥∥∥2
L2
)
≤
∥∥∥f ′(d)m − f ′1[0,pi]∥∥∥2
l2
+ c
D3m
n
.
Si ∆→ 0 et n∆→∞, nous avons que
E
(∥∥∥fˆ ′(d)m − f ′A∥∥∥2
L2
)
≤
∥∥∥f ′(d)m − f ′A∥∥∥2
L2
+ c
D3m
nθ∆
.
2.2 Optimisation du hoix de m
Supposons que f appartienne à un espae de Besov Bα2,∞ et que ‖f ′‖2Bα
2,∞
≤ 1. Dans e
as, nous avons que ∥∥f − f (d)m ∥∥2L2 ≤ C(α)D−2αm ,
don ∥∥∥f ′1[0,pi] − f ′(d)m ∥∥∥2
L2
≤ D2m
∥∥f − f (d)m ∥∥2L2 ≤ C(α)D−2(α−1)m .
Pour que le ompromis biais-variane sois minimal, nous devons hoisir, si le pas ∆ est
xe,
Dm ∼ n1/(1+2α)
et dans e as, le risque de l'estimateur vérie
E
(∥∥∥fˆ ′(d)m − f ′1[0,pi]∥∥∥2
L2
)
≤ n−2(α−1)/(1+2α).
Si ∆→ 0 et n∆→∞, nous devons prendre
Dm ∼ (nθ∆)1/(1+2α)
pour minimiser le ompromis biais-variane. Dans e as, l'estimateur vérie
E
(∥∥∥fˆ ′(d)m − f ′1[0,pi]∥∥∥2
L2
)
≤ (nθ∆)−2(α−1)/(1+2α) .
La vitesse de onvergene est toujours inférieure à (n∆).
3
2.3 Risque de l'estimateur adaptatif
Introduisons une fontion de pénalité pen(d)(m) dépendant de Dm et de n. Choisissons
mˆ tel que
mˆ = arg min
m∈Mn
[
γ(d)n
(
fˆ ′
(d)
m
)
+ pen(d)(m)
]
et notons fˆ ′mˆ l'estimateur résultant.
Si le pas est xé, que
pen(d)(m) ≥ cD
3
m
n
et D4n ≤ c ln2(n)n exp
(
c′
√
n
ln(n)
)
alors
E
(∥∥∥fˆ ′(d)mˆ − f ′1[0,pi]∥∥∥2
L2
)
≤ C inf
m∈Mn
(∥∥∥f ′(d)m − f ′1[0,pi]∥∥∥2
L2
+ pen(d)(m) + c
ln4(n)
n
)
.
Si ∆→ 0 et n∆→∞, que
pen(d)(m) ≥ c D
3
m
nθ∆
et D4n ≤ cn∆ ln2(n) exp
(
c′
√
n∆
ln(n)
)
,
alors
E
(∥∥∥fˆ ′(d)mˆ − fˆ ′1[0,pi]∥∥∥2
L2
)
≤ C inf
m∈Mn
(∥∥∥f ′(d)m − f ′1[0,pi]∥∥∥2
L2
+ pen(d)(m) +
c ln4(n)
n∆
+
1
n
)
.
3 Si le oeient de diusion est onstant
3.1 Modèle et hypothèses
Supposons que σ = 1. Dans e as, la densité stationnaire vérie
f(x) ∝ exp
(
2
∫ x
0
b(x)dx
)
et f ′(x) = 2b(x)f(x). Dans ette partie, nous supposons que la fontion b est lipshitzienne
et qu'il existe des onstantes r > 0 et α ≥ 1 telles que
∃M0 ∈ R+, ∀x, |x| ≥M0, xb(x) ≤ −r |x|α .
4
3.2 Risque de l'estimateur à m xé
Considérons les espaes vetoriels Sm = Vet
(
1, (cos(kx))1≤k≤m
)
. Pour tout m ∈ Mn,
ave Mn = {m, Dm ≤ Dn}, nous allons aluler un estimateur fˆ ′(b)m de f ′. La dimension
maximale Dn sera préisée plus loin. Notons f
′(b)
m la projetion orthogonale de f
′
sur Sm.
Considérons le ontraste
γ(b)n (t) = ‖t‖2L2 −
4
n∆
n∑
k=1
(
X(k+1)∆ −Xk∆
)
t (Xk∆)
et l'estimateur
fˆ ′
(b)
m = arg min
t∈Sm
γ(b)n (t).
Nous savons que
∆−1
(
X(k+1)∆ −Xk∆
)
= Ik∆ + Zk∆ + b(Xk∆)
ave
Ik∆ =
1
∆
∫ (k+1)∆
k∆
(b(Xs)− b(Xk∆)) ds et Zk∆ = 1
∆
∫ (k+1)∆
k∆
dWs.
Don
γn(t)− γn(s) = ‖t‖2L2 − ‖s‖2L2 −
4
n
n∑
k=1
(Ik∆ + Zk∆ + b(Xk∆)) (t(Xk∆)− s(Xk∆)) .
De plus, nous avons que
‖t− f ′‖2L2 = ‖t‖2L2 + ‖f ′‖2L2 − 2
∫
t(x)f ′(x)dx = ‖t‖2L2 + ‖f ′‖2L2 − 4
∫
t(x)b(x)f(x)dx.
Notons
νn(t) =
1
n
n∑
k=1
Zk∆t(Xk∆)
ρn(t) =
1
n
n∑
k=1
E (Ik∆t(Xk∆))
ξn(t) =
1
n
n∑
k=1
(Ik∆ + b(Xk∆)) t(Xk∆)− E ((Ik∆ + b(Xk∆)) t(Xk∆))
Nous avons que∥∥∥fˆ ′(b)m − f ′1[0,pi]∥∥∥2
L2
= ‖t− f ′‖2L2 −
∥∥∥fˆ ′(b)m − f ′∥∥∥2
L2
+ 2 (νn + ρn + ξn)
(
fˆ ′
(b)
m − f
′(b)
m
)
5
La majoration des termes νn et ρn utilise les propriétés de la diusion et est réalisée dans
Comte et al (2007). La majoration du dernier terme, ξn, utilise le β-mélange et est réalisée
dans Viennet(1997).
E
(∥∥∥fˆ ′(b)m − f ′1[0,pi]∥∥∥2
L2
)
≤
∥∥∥f ′(b)m − f ′1[0,pi]∥∥∥2
L2
+ c∆+ c
Dm
n∆
3.3 Optimisation du hoix de m
Supposons que f ′ appartienne à la boule unité de l'espae de Besov Bα2,∞. Dans e as,
nous savons que
∥∥∥f ′ − f ′(b)m ∥∥∥2
L2
≤ D−2αm . Pour minimiser le ompromis biais-variane, nous
devons hoisir
Dm ∼ (n∆)1/(1+2α)
et dans e as le risque de l'estimateur vérie:
E
(∥∥∥fˆ ′(b)m − f ′∥∥∥2
L2
)
≤ C (n∆)−2α/(1+2α) + c∆.
Dalayan et Kutoyants (2003) estiment la dérivée de la densité d'une diusion dans le
as où on a des données ontinues. La borne minimax du risque qu'ils trouvent est
c(n∆)−2α/(1+2α).
3.4 Risque de l'estimateur adaptatif
Posons
pen(b)(m) = c
Dm
n∆
et notons
mˆ = inf
m∈Mn
{
γn
(
fˆ ′
(b)
m
)
+ pen(b)(m)
}
et notons fˆmˆ l'estimateur résultant. Si D2n ≤ nθ∆, alors
E
(∥∥∥fˆ ′(b)mˆ − f ′∥∥∥2
L2
)
≤ C inf
m∈Mn
{∥∥∥f ′(b)m − f ′∥∥∥2
L2
+ pen(m)
}
+∆+ c
ln2(n)
n∆
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