Abstract. Let 2P3 denote the disjoint union of two paths on three vertices. A graph G that has no subgraph isomorphic to a graph H is called H-free. The Vertex Coloring problem is the problem to determine the chromatic number of a graph. Its computational complexity for trianglefree H-free graphs has been classified for every fixed graph H on at most 6 vertices except for the case H = 2P3. This remaining case is posed as an open problem by Dabrowski, Lozin, Raman and Ries. We solve their open problem by showing polynomial-time solvability.
Introduction
Graph coloring involves the labeling of the vertices of some given graph by integers called colors such that no two adjacent vertices receive the same color. The corresponding -Coloring problem is the problem to decide whether a graph can be colored with at most colors. The related Vertex Coloring problem is to determine the smallest number of colors a graph can be colored with. Due to the fact that -Coloring is NP-complete for any fixed ≥ 3, there has been considerable interest in studying its complexity when restricted to certain graph classes. Without doubt one of the most well-known results in this respect is that -Coloring is polynomially solvable for perfect graphs. More information on this classic result and on the general motivation, background and related work on coloring problems restricted to special graph classes can be found in several surveys [23, 25] on this topic.
We continue the study of the computational complexity of the -Coloring and Vertex Coloring problem restricted to graphs characterized by one or more forbidden induced subgraphs. This problem has been studied in many papers by different groups of researchers [4-6, 8, 12-14, 16-18, 22, 25, 26] .
If a graph G does not contain an induced subgraph that is isomorphic to a graph H, then G is called H-free. By combining several results from the literature with a number of new results we obtained the following result that even holds for the precoloring extension version of 3-Coloring [5] . Here, a linear forest is the disjoint union of a collection of paths.
Theorem 1 ([5])
. Let H be a fixed graph on at most 6 vertices. Then the 3-Coloring problem for H-free graphs is polynomial-time solvable if H is a linear forest; otherwise it is NP-complete.
The complexity status of the 3-Coloring problem restricted to H-free graphs is open for many graphs H on seven or more vertices, in particular for paths. It is even unknown whether there exists a fixed integer k ≥ 7 such that 3-Coloring is NP-complete for P k -free graphs. Here, P k denotes the path on k vertices.
For larger values of , more is known on the complexity status of theColoring problem restricted to P k -free graphs. The currently sharpest known results are that 4-Coloring is NP-complete for P 8 -free graphs [5] and that 6-Coloring is NP-complete for P 7 -free graphs [4] . It is unknown whether there exists an integer such that -Coloring is NP-complete for P 6 -free graphs.
Hoàng et al. [12] showed that -Coloring for any fixed integer is polynomialtime solvable for P 5 -free graphs. In contrast, Král' et al. [16] proved that Vertex Coloring is NP-hard on P 5 -free graphs. In fact, they give a complete complexity classification of the Vertex Coloring problem restricted to graphs in which one fixed graph is forbidden as an induced subgraph. In particular, this problem is NP-hard for triangle-free graphs. These graphs are also called K 3 -free graphs.
The result of Král' et al. [16] motivated a study by Kamiński and Lozin [13] on the computational complexity of the Vertex Coloring problem on trianglefree graphs with one extra forbidden subgraph H. They showed that Vertex Coloring is NP-hard for triangle-free H-free graphs for any fixed graph H that is not a forest. Let K 1,5 denote the 6-vertex star. Maffray and Preissmann [21] showed that Vertex Coloring is NP-hard for triangle-free K 1,5 -free graphs.
A very recent paper of Dabrowski et al. [8] deals with the computational complexity of the Vertex Coloring problem for triangle-free H-free graphs, where H is a forest on at most 6 vertices not isomorphic to K 1, 5 . They prove that the problem is polynomial-time solvable for all such cases, except when H = 2P 3 , i.e., the disjoint union of two paths on 3 vertices. For a number of cases they use a generic approach, which we describe below.
Let H be a forest on at most 6 vertices. First show that the class of trianglefree H-free graphs has bounded clique-width. This means that for any fixed integer k the k-Coloring problem can be solved in polynomial time for trianglefree H-free graphs by applying the result of Courcelle, Makowsky and Rotics [7] . This does not immediately lead to the desired result for Vertex Coloring for this graph class. However, it does so, if one can determine a constant c that is an upper bound on the chromatic number of every triangle-free H-free graph. This is the final part of their approach.
As we shall see later on, every triangle-free 2P 3 -free graph can be colored with at most 5 colors, so the chromatic number of such graphs is bounded by a constant. However, Lozin and Volz [20] showed that already bipartite 2P 3 -free graphs can have arbitrarily large clique-width. Hence, the above approach cannot be used. Dabrowski et al. [8] leave the case H = 2P 3 as an open problem and mention that it could be NP-hard. We disprove this by presenting a polynomialtime algorithm that solves Vertex Coloring for triangle-free 2P 3 -free graphs.
Our result together with all the aforementioned results leads to the following theorem.
Theorem 2. Let H be a fixed graph on at most 6 vertices. Then the Vertex Coloring problem for triangle-free H-free graphs is polynomial-time solvable if H is a forest not isomorphic to K 1,5 ; otherwise it is NP-hard.
Our polynomial-time algorithm that solves the Vertex Coloring problem for triangle-free 2P 3 -free graphs tests if the input graph can be colored with colors for increasing value of . As we mentioned above, a triangle-free 2P 3 -free graph can always be colored with at most 5 colors; we will prove this in in Section 4. Hence, our algorithm terminates. It runs in polynomial time because of the following reasons. Firstly, the 2-Coloring problem is trivial. Secondly, by Theorem 1, we can solve the 3-Coloring problem for this graph class (even without requiring triangle-freeness). Thirdly, we can solve the 4-Coloring problem in polynomial time for triangle-free 2P 3 -free graphs; we will prove this in Section 3. We start by stating some basic terminology and observations in Section 2.
Preliminaries
We only consider finite undirected graphs without loops and without multiple edges. Let G = (V, E) be a graph. For u ∈ V let N G (u) = {v | uv ∈ E} denote the neighborhood of u, and let d G (u) = |N G (u)| denote the degree of u. Let U be a subset of V . Then we define N G (U ) = {v ∈ V \ U | uv ∈ E for some u ∈ U }. We write G[U ] to denote the subgraph of G induced by the vertices in U , i.e., the subgraph of G with vertex set U and an edge between two vertices u, v ∈ U whenever uv ∈ E. Furthermore, U is called a dominating set of G if every vertex of G is in U or adjacent to a vertex of U , and U is called an independent set if there is no edge between any two vertices in U . If G[U ] is a complete graph, i.e., if there is an edge between any two vertices of U , then U is called a clique. The complete graph on n vertices is denoted K n .
Let {H 1 , . . . , H p } be a set of graphs. We say that a graph G is (H 1 , . . . , H p )-free if G has no induced subgraph isomorphic to a graph in {H 1 , . . . , H p }; if p = 1, we write H 1 -free instead of (H 1 )-free.
A (vertex) coloring of a graph G = (V, E) is a mapping c : V → {1, 2, . . .} such that c(u) = c(v) whenever uv ∈ E. Here c(u) is referred to as the color of u. An -coloring of G is a coloring c of G with c(V ) ⊆ {1, . . . , }. Here we use the notation c(U ) = {c(u) | u ∈ U } for U ⊆ V . We let χ(G) denote the chromatic number of G, i.e., the smallest such that G has an -coloring. We say that a graph G is -chromatic if χ(G) = and -colorable if χ(G) ≤ . We recall that the problem -Coloring is to decide whether a given graph admits an -coloring, and that the Vertex Coloring problem is to determine the chromatic number of a given graph.
A list-assignment of a graph G = (V, E) is a function L that assigns a list L(u) of so-called admissible colors to each u ∈ V . We say that a coloring c :
In this case we also call c a list-coloring. The problem of finding such a coloring of a graph is relevant for us in the following sense. We begin our coloring algorithm in Section 3 by assigning a list {1, 2, 3, 4} of colors to each vertex of the input graph G = (V, E). Then, in order to start some branching, we sometimes color the vertices of a subset W ⊆ V (we precolor W ) in every possible way. Afterwards we does as follows for each u ∈ W . If u got precolored by color i we remove this color from the list of every neighbor of u that is not in W . In that case we say that we update the lists, and then we must find a coloring that respects the new lists.
The coloring algorithm in Section 3 makes frequently use of the following well-known observation, the proof of which follows from the fact that the decision problem in this case can be modeled and solved as an instance of the 2-Satisfiability problem. This approach has been introduced by Edwards [9] and is folklore now.
Observation 1 ( [9] ) Let G be a graph in which every vertex has a list of admissible colors of size at most 2. Then checking whether G has a coloring respecting these lists is solvable in polynomial time.
3 Coloring (K 3 , 2P 3 )-free graphs with at most four colors Our polynomial-time algorithm for solving 4-Coloring for (K 3 , 2P 3 )-free graphs heavily relies on a number of structural properties of 4-colorable (K 3 , 2P 3 )-free graphs. We present these properties together with some other useful observations in Section 3.1. Then in Sections 3.2-3.4 we present our algorithm.
Structural properties
Let G = (V, E) be a 2P 3 -free graph. Let I be an independent set in G, and let X be a subset of V \I. We write I(X) := N G (X) ∩ I and I(X) := I\N G (X), so I = I(X) ∪ I(X) and I(X) ∩ I(X) = ∅. If every vertex in N G (I)\X has at most one neighbor in I(X) then we say that X pseudo-dominates I. An example of a set X that pseudo-dominates a set I is illustrated in Figure 1 .
We need the following two lemmas. Lemma 1 is an improvement of a similar lemma for sP 3 -free graphs from our previous paper [5] for the case s = 2. Lemma 2 is the direct translation of a lemma for sP 3 -free graphs from our previous paper [5] for the case s = 2.
Proof. Let G = (V, E) be a 2P 3 -free graph, and let I be an independent set in G. Let X be a clique in
I(X) Fig. 1 . A set X that pseudo-dominates a set I.
We will prove that X pseudo-dominates I. In order to derive a contradiction assume that X does not pseudo-dominate I. Then there is a vertex v ∈ V \(I ∪X) with at least two neighbors z, z in I(X). The following claim is trivially true for any x ∈ X with exactly one neighbor in I. Because G is 2P 3 -free, the claim also holds if such an x has more than one neighbor in I.
Let I * (X 2 ) consist of all vertices in I(X 2 ) that are adjacent to every vertex in X 2 . We claim that v is adjacent to every vertex in I(X 2 )\I * (X 2 ). In order to see this, suppose there exist two vertices x ∈ X 2 and w ∈ I(X 2 ) such that vw / ∈ E and wx / ∈ E. By definition of I(X 2 ), there exists a vertex x ∈ X 2 with wx ∈ E, so x = x. However, then wx x and zvz are two induced paths on three vertices that form an induced 2P 3 in G. This is not possible, because G is 2P 3 -free. Hence, indeed v is adjacent to every vertex in I(X 2 )\I * (X 2 ). By Claim 1, v is adjacent to at least |N (x) ∩ I| − 1 neighbors of any x ∈ X 2 in I. Hence, we find that v is adjacent to every vertex in I(X 2 ) except perhaps one. However, then X 1 ∪ {v} is a clique with |I(X 1 ∪ {v})| > |I(X)|. This contradicts our choice of X. We conclude that X pseudo-dominates I.
Lemma 2 ([5]
). Let G be a 2P 3 -free graph that contains a set X and an independent set I, such that X pseudo-dominates I. Let k ≥ 1. If I(X) contains more than k vertices with degree at least k in G, then G is not k-colorable.
The following lemma states a useful relationship between k-colorability of (K 3 , 2P 3 )-free graphs with minimum degree at least k and the existence of a dominating set, the size of which is bounded by a linear function in k. Its proof uses Lemmas 1 and 2.
Lemma 3. Let G be a (K 3 , 2P 3 )-free graph with minimum degree at least k for some integer k. If G is k-colorable, then G contains a dominating set D of size at most 2k + 7, such that the size of a maximum independent set in G[D] is at most 2k + 4.
Proof. Let G be a (K 3 , 2P 3 )-free graph with minimum degree at least k for some integer k. Assume that G is k-colorable. If G has a component that is a complete graph, then this component must have at least k +1 vertices due to our minimum degree assumption. However, then G is not k-colorable. Hence, such a component does not exist. Then G contains an induced path uvw. If {u, v, w} is a dominating set of G, then the statement of the lemma holds. Suppose {u, v, w} is not a dominating set of G.
Let G be the graph obtained from G after removing u, v, w, and all vertices in N G ({u, v, w}). Because G is (K 3 , 2P 3 )-free and u, v, w form an induced P 3 , we find that G is (K 3 , P 3 )-free. Hence, every component of G is isomorphic to
We partition the vertices of G into at most 2 independent sets I 1 and I 2 as follows. First we form I 1 by taking exactly one vertex from each component of G . We remove I 1 from G and repeat the above step to obtain I 2 if there were any vertices of G left. This is indeed a partition of V (G ), because every component of G has at most 2 vertices at the start of this procedure.
We apply Lemma 1 to each I h in order to find a clique
We apply Lemma 2 to G and each I h in order to find that
is a dominating set of G that has at most 3 + 2 + 2 + k + k = 2k + 7 vertices. We observe that the size of a maximum independent set in G[D] is at most 2 + 1 + 1 + k + k = 2k + 4. This completes the proof of Lemma 3.
We observe that the graph in Lemma 3 is required to have minimum degree at least k. This is not a problem for our algorithm (which assumes k = 4) due to the following well-known procedure. Let G be a graph. Remove all vertices with degree at most k − 1 from G. Propagate this until we obtain a graph with minimum degree at least k, denoted as G ≥k . We note that G ≥k might be empty and observe the following, see e.g. [5] for a proof.
Observation 2 Let k be a fixed integer. Then G ≥k can be obtained in polynomial time, and G ≥k is k-colorable if and only if G is k-colorable. Furthermore, for any set H of graphs, G ≥k is H-free if G is H-free.
We now present our algorithm that solves the 4-Coloring problem for the class of (K 3 , 2P 3 )-free graphs.
Outline of the algorithm
Our algorithm first assigns a list with colors 1, 2, 3, 4 to every vertex of the input graph G. Our goal is to reduce the list of every vertex to a list with at most two admissible colors such that Observation 1 can be used. For this purpose our algorithm first preprocesses G, thereby reducing the lists of admissible colors of every vertex by at least one. This preprocessing heavily relies on Lemma 3 and is explained in detail in Section 3.3. After the preprocessing stage, we either find that G has no 4-coloring, or else we find a constant-bounded number of so-called suitable list-assignments of G. Due to the preprocessing, every list in every suitable list-assignment is a proper subset of {1, 2, 3, 4}, thus of size at most three. We show the following claim:
G has a 4-coloring if and only if G has a coloring respecting one of the suitable list-assignments of G.
However, for a suitable list-assignment L , we might not be able to apply Observation 1 immediately, because there may exist vertices u with |L (u)| = 3. In Section 3.4 we apply a polynomial-time branching algorithm that reduces the size of such lists, such that Observation 1 may be used.
During the execution of the algorithm some vertices may get an empty list of admissible colors at some moment. In that case our algorithm can immediately output No. We do not write this explicitly in the description of our algorithm, because such a case will be spotted anyway, namely at the moment we apply Observation 1. At the end of Section 3.4, we explain a few other directions for decreasing the running time of our polynomial-time algorithm even further.
The preprocessing
Let G be a (K 3 , 2P 3 )-free graph, every vertex u of which has a list L(u) = {1, 2, 3, 4} of admissible colors. By Observation 2, we may assume that G has minimum degree at least 4. We preprocess G in three phases. If at some moment we precolor a vertex u with a certain color, then we remove this color from the list of every neighbor of u. Recall that in that case we say that we update the lists. After Phase 1, we can partition the set of vertices of G into five sets A, B 1 , B 2 , B 3 , B 4 , some of which may be empty. They are defined as follows. We let A consist of all vertices with a list of at most two admissible colors. Observe that we have not removed the vertices of D. Because these have been precolored, they have a list of exactly one admissible color. Hence, by definition, D ⊆ A. For i = 1, . . . , 4, we let B i consist of all vertices with list {1, 2, 3, 4}\{i}. We note that each G[B i ] contains at most one component on more than two vertices due to our assumption that G is (K 3 , 2P 3 )-free. We denote this component by H i if it exists.
Phase 2. Precolor an induced P 3 in each H i . For i = 1, . . . , 4 the algorithm acts as follows. It finds three vertices a i , b i , c i that form an induced P 3 in H i and precolors these vertices. Afterwards it updates the list of the other vertices.
After Phase 2 we redefine A, B 1 , B 2 , B 3 , B 4 by moving every vertex whose list got reduced to size at most two from B 1 ∪ B 2 ∪ B 3 ∪ B 4 to A. We note that for i = 1, . . . , 4 the vertices a i , b i , c i are now in A (if they exist) and so are their neighbors in H i . Because G is (K 3 , 2P 3 )-free, the remaining vertices of each H i induce a set of isolated vertices and edges in G
In Phase 2 we got rid of any components of G[B i ] on more than 2 vertices, and in Phase 3 we got rid of any components isomorphic to K 2 . Hence, each B i now induces a set of isolated vertices in G.
Before we continue with the description of our algorithm, we need to show the following two lemmas. Lemma 4 shows that we can restrict ourselves to suitable list-assignments of G. Note that G has no suitable list-assignment if our algorithm has outputted No in Phase 1, 2 or 3. Otherwise, the number of suitable list-assignments depends on the number of different precolorings in Phase 1, 2 and 3. Hence, G may have many suitable list-assignments. However, Lemma 5 shows that the number of suitable list-assignments is bounded by a constant and that we can find all of them in polynomial time.
Lemma 4. Let G be a (K 3 , 2P 3 )-free graph with minimum degree at least 4. Then G has a 4-coloring if and only if there exists a suitable list-assignment L such that G has a coloring respecting L .
Proof. Let G be a (K 3 , 2P 3 )-free graph with minimum degree at least four. First suppose G has a 4-coloring c. Consider Phase 1. Because G is (K 3 , 2P 3 )-free and has minimum degree at least 4, we can apply Lemma 3 to find that G has a dominating set of size at most 2 · 4 + 7 = 15. We precolor D according to c and update the lists of the other vertices. We then color the three vertices a i , b i , c i of an induced P 3 in every nonempty H i according to c. Afterwards we update the lists of the other vertices. Finally, in Phase 3, we color the two end-vertices of each edge in F i according to c for i = 1, . . . , 4. Afterwards we update the lists of the other vertices. This leads to our desired suitable list-assignment L of G.
Now suppose there exists a suitable list-assignment L such that G has a coloring respecting L . By definition, this coloring is a 4-coloring of G. This completes the proof of Lemma 4.
Lemma 5. Let G be a (K 3 , 2P 3 )-free graph with minimum degree at least 4. Then the number of suitable list-assignments of G is constant-bounded and can be obtained in polynomial time.
Proof. Let G be a (K 3
We prove this claim as follows. In order to derive a contradiction, suppose there is an F i , say F 1 , that is the disjoint union of edges y 1 z 1 , . . . , y q z q for some q ≥ 397. By definition, each vertex of F 1 has a list of admissible colors {2, 3, 4}. This means that every vertex in F 1 must be adjacent to a vertex that received color 1 already. Note that such a vertex must be from the dominating set D that we precolored in Phase 1.
By Lemma 3, the size of a maximum independent set in G[D] is at most 2 · 4 + 4 = 12. Since pairs of vertices with the same color are not adjacent, this implies that there are at most 12 vertices that received color 1 in Phase 1. Because q ≥ 397, we then find that there exists a vertex u ∈ D with color 1 that is adjacent to at least 34 vertices from the set {y 1 , . . . , y q }. We assume without loss of generality that u is adjacent to y 1 , . . . , y 34 . Because G is K 3 -free, u is adjacent to no vertex of {z 1 , . . . , z 34 }. Since there exist at most eleven other vertices with color 1, this means that there exists a vertex v ∈ D with color 1 that is adjacent to at least four vertices in {z 1 , . . . , z 34 }. We assume without loss of generality that v is adjacent to z 1 , z 2 , z 3 , z 4 . Because G is K 3 -free, v is adjacent to no vertex of {y 1 , y 2 , y 3 , y 4 }. Since u and v both received color 1, they are not adjacent. However, then the paths y 1 uy 2 and z 3 vz 4 form an induced 2P 3 in G. This is not possible, because G is 2P 3 -free. Hence, we have proven Claim 1.
We are left to determine the number of suitable list-assignments of G. This number equals the number of different precolorings of the vertices in D∪ {a 1 
This completes the proof of Lemma 5.
Due to Lemma 4, our algorithm is left with the following task.
Check for each suitable list-assignment L whether G has a coloring that respects L .
Due to Lemma 5, our algorithm runs in polynomial time if it performs the above task in polynomial time for every suitable list-assignment. In Section 3.4 we consider a single suitable list-assignment L of G and show that this is indeed the case.
Reducing the lists of size three in a suitable list-assignment
Let L be a suitable list-assignment created from a (K 3 , 2P 3 )-free graph G with minimum degree at least 4. Recall that, due to the preprocessing, V (G) = A ∪ B 1 ∪ B 2 ∪ B 3 ∪ B 4 with the following four properties; also recall that D ⊆ A is the dominating set that got precolored in Phase 1.
P2. L (v) = {1, 2, 3, 4}\{i} for every v ∈ B i and for every 1 ≤ i ≤ 4;
P3. B i is an independent set for every 1 ≤ i ≤ 4;
P4. Every vertex of B i is adjacent to at least one vertex of D that has color i.
Our algorithm now starts a branching procedure in order to reduce the number of admissible colors in the list of every vertex in each B i by at least one, thereby enabling the use of Observation 1. This is described below.
Phase 4. The branching.
Our algorithm first considers B 1 , then B 2 , then B 3 , and finally B 4 by applying the following procedure for each B i . Recall that we use the notation
(ii) If X = {x}, then do as follows for every pair p, q ∈ {1, 2, 3, 4}\{i} with p = q: (iii) If X = {x 1 , x 2 }, then do as follows for all 4-tuples (p, q, r, s) with p, q, r, s ∈ {1, 2, 3, 4}\{i}, p = q and r = s:
3. Remove all vertices in B i (X) with at most two neighbors in V \D. If the above branching does not lead to a coloring of G respecting L , then the algorithm does as follows. If there is no x ∈ X with |B i (x)| ≥ 3 and i ∈ L (x) then it outputs No. Otherwise, at least one of the vertices x 1 , x 2 has three neighbors in B i and color i in its list. If |B i (x 2 )| ≥ 3 and i ∈ L (x 2 ) then the algorithm does as follows for every p ∈ L (x 1 )\{i}:
Precolor all remaining vertices in
, and repeat Phase 4 with B i .
If the above branching does not lead to a coloring of G respecting L , then the algorithm outputs No unless |B(x 1 )| ≥ 3 and i ∈ L (x 1 ). In that case, the algorithm does as follows for every r ∈ L (x 2 )\{i}:
(iv) If all calls to Observation 1 in steps (ii) and (iii) yield no coloring, then the algorithm outputs No. Otherwise, if there is a call to Observation 1 that yields a coloring c, then the algorithm extends c to a coloring of G that respects L by coloring the vertices it has removed from G in the reverse order of their removal, in such a way that L is respected.
We prove the correctness of our branching algorithm in Lemma 6 and perform a running time analysis in Lemma 7.
Lemma 6. Let L be a suitable list-assignment of a (K 3 , 2P 3 )-free graph G with minimum degree at least four. Then G has a coloring respecting L if and only if a coloring is produced in Phase 4.
Proof. Let L be a suitable list-assignment of a (K 3 , 2P 3 )-free graph G with minimum degree at least four. Let V (G) be partitioned into the sets A, B 1 , B 2 , B 3 , B 4 that satisfy properties P1-P4, where D ⊆ A denotes the dominating set that got precolored in Phase 1. Below we show that G has a coloring respecting L if and only if our algorithm produces a coloring in Phase 4. Suppose G has a coloring c respecting L . Because G is (K 3 , 2P 3 )-free, we can use Lemma 1. By this lemma, we are guaranteed to find a set X as described in Phase 4 (i). Note that X has indeed size at most two, because G is K 3 -free. Suppose Phase 4 is performed on the set B i . We must show that our algorithm branches in every possible way; in that case it will find a coloring respecting L , because G has at least one such coloring, namely c.
First consider the case X = {x} for some x ∈ V \D. Suppose the branching in operations 1-4 of step (ii) does not lead to a coloring of G respecting L . Then we find that all three colors from {1, 2, 3, 4}\{i} must occur on B i ({x}), and that consequently x must receive color i. Hence, we branch in every possible way. Now consider the case X = {x 1 , x 2 } for two vertices x 1 , x 2 ∈ V \D with x 1 = x 2 . Suppose the branching in operations 1-5 of step (iii) does not lead to a coloring of G respecting L . Then we find that all three colors from {1, 2, 3, 4}\{i} must occur on B i ({x 1 }) or B i ({x 2 }). In the first case x 1 must have color i. In the second case x 2 must have color i. Because x 1 and x 2 are adjacent they cannot receive both color i. The algorithm first explores the case in which x 2 gets color i; this is done in operations 6-9 of step (iii). If this branching does not lead to a coloring of G respecting L , then it explores the case in which x 1 gets color i; this is done in operations 10-13 of step (iii). Hence, we branch in every possible way. Now suppose our algorithm produces a coloring c. Then this coloring will respect L , because during Phase 4 the algorithm only removed colors from the lists assigned to the vertices by L . However, the algorithm may have removed vertices from G, and such vertices did not get a color. In that case c is a coloring of a subgraph of G, and we must show how to extend c to a coloring of G. Let S be the set of vertices that have been removed. In step (iv) the algorithm considers the vertices in S in the reverse order of their removal. Let u ∈ S. At the moment u got removed, u had a list of three admissible colors and at most two neighbors in V \D. Hence, there is always a color available to color u while respecting its list. This completes the proof of Lemma 6.
Lemma 7. Phase 4 runs in polynomial time.
Proof. Let L be a suitable list-assignment of a (K 3 , 2P 3 )-free graph G on n vertices with minimum degree at least four. Let V (G) be partitioned into the sets A, B 1 , B 2 , B 3 , B 4 that satisfy properties P1-P4, where D ⊆ A denotes the dominating set that got precolored in Phase 1.
The algorithm performs step (i) in O(n 3 ) time, because it has to find a set X of size at most two and then check whether X pseudo-dominates a set B i . We observe that all operations in steps (ii) and (iii) can be done in polynomial time and that a call to Observation 1 takes polynomial time as well. Furthermore, if the algorithm finds a coloring then extending it to a coloring of the whole graph in step (iv) can be performed in polynomial time. Hence, we are left to show that the branching in steps (ii) and (iii) can be done in polynomial time, i.e., that the total number of calls to Observation 1 is bounded by a polynomial in n.
Suppose the algorithm is in Phase 4 and considers B 1 . First assume that the set X determined in step (i) has size 1, say X = {x} for some x ∈ V \D; note that x ∈ A∪B 2 ∪B 3 ∪B 4 by definition of X. Then our algorithm starts to branch as prescribed in step (ii). Let B * 1 denote the set of vertices in B 1 ({x}) that have at least three neighbors in V \ D. Note that these vertices get precolored by operation 3 of step (ii). We prove the following claim, which shows that B * 1 has bounded size. B 1 ({x}) . Then, by definition of B 1 ({x}), we obtain that none of {a i , b i , c i } is adjacent to y j whenever j = i.
We claim that the 9-vertex subgraph of G induced by a 1 , a 2 , a 3 , b 1 , b 2 , b 3 ,  c 1 , c 2 , c 3 contains an induced path P on three vertices. This can be seen as follows. Because G is K 3 -free, the sets {a 1 , a 2 , a 3 }, {b 1 , b 2 , b 3 } and {c 1 , c 2 , c 3 } are independent. Then there must exist a vertex in {a 1 , b 1 } that is adjacent to a vertex in {a 2 , b 2 }. Otherwise, the paths a 1 y 1 b 1 and a 2 y 2 b 2 form an induced 2P 3 in G, which is not possible because G is 2P 3 -free. We assume without loss of generality that a 1 a 2 ∈ E. By applying the same arguments on the sets {b 1 , c 1 } and {b 2 , c 2 }, we may also assume without loss of generality that b 1 b 2 ∈ E. We now consider the pairs {a 1 , b 1 } and {a 3 , b 3 }. By the previous arguments we find that there exists an edge between a vertex from {a 1 , b 1 } and a vertex from {a 3 , b 3 }. Suppose without loss of generality that a 1 a 3 ∈ E. Then a 2 a 1 a 3 is the desired path P ; it is induced because G is K 3 -free. Due to the K 3 -freeness of G, no vertex of P is adjacent to u. Thus P and the path y 4 uy 5 form an induced 2P 3 of G. This is not possible, because G is 2P 3 -free. Hence, we have proven Claim 1.
Note that we have 3 possible choices for reducing the lists of the vertices in B i ({x}) in operation 1 of step (ii). Then, due to Claim 1, we only have to consider 3 · 3 48 possible branches in step (ii). Every time we perform step (ii), we reduce the list of every vertex in B 1 by at least one color, thus afterwards the only vertices with a list of three admissible colors are the vertices in B 2 ∪B 3 ∪B 4 . Now assume that the set X determined in step (i) has size 2, say X = {x 1 , x 2 } for some x 1 , x 2 ∈ A ∪ B 2 ∪ B 3 ∪ B 4 . Then our algorithm starts to branch as prescribed in (iii). By using exactly the same arguments as in the proof of Claim 1, we find that the set B * 1 (X) of vertices with at least three neighbors in V \D has size at most 48. Then we find that the total number of branches after performing operations 1-5 is 3 · 3 · 3 48 . Contrary to step (ii), we might also need to branch by performing 6-9 and 10-13 in every possible way. However, the following claim shows that we only need to branch for at most one set X of size 2 according to operations 6-9 and according to operations 10-13.
Claim 2. If the algorithm performs both operations 6-9 and operations 10-13 for X = {x 1 , x 2 } when processing B 1 , then it will not perform both operations 6-9 and operations 10-13 for any later set X = {x 1 , x 2 } when it processes B 1 further.
We prove this claim as follows. Suppose the algorithm must perform both operations 6-9 and operations 10-13 for X = {x 1 , x 2 }. We assume that X is the first set for which the algorithm does this. In order to derive a contradiction suppose that, when it is processing B 1 further, the algorithm finds a new set X containing two vertices x 1 , x 2 for which it must also perform both operations 6-9 and operations 10-13.
Let A 1 = B 1 ({x 1 }) and A 2 = B 1 ({x 2 }) be the set of neighbors of x 1 , x 2 , respectively, in B 1 . We assume without loss of generality that X was computed in the branch that assigns color 1 to x 1 . Let A 1 , A 2 be the set of neighbors of x 1 , x 2 , respectively, in B 1 . We will prove the following six properties.
(ii) |A 1 | ≥ 3 and |A 2 | ≥ 3;
Property (i) follows from our assumption that we consider the branch in which x 1 gets color 1. In that branch, B 1 gets reduced to B 1 \A 2 in operation 13 of step (ii). Property (ii) holds, because the algorithm must perform both operations 6-9 and 10-13 for {x 1 , x 2 }. Property (iii) holds, because the algorithm must perform both operations 6-9 and 10-13 for {x 1 , x 2 }. By the same argument, we find that 1 must be a color in the list of x 1 and x 2 . Consequently, x 1 and x 2 cannot be adjacent to x 1 which already received color 1. This shows that property (iv) is valid. Properties (v) and (vi) follow from the K 3 -freeness of G and the fact that x 1 x 2 ∈ E(G) and x 1 x 2 ∈ E(G), respectively. Finally, property (vii) follows directly from P3 that states that the set B 1 at the start of Phase 4 is an independent set.
Because G is K 3 -free and x 1 x 2 is an edge, at least one of the two vertices in {x 1 , x 2 }, say x 1 , is not adjacent to x 2 . We claim that x 1 is adjacent to at least |A 2 | − 1 vertices of A 2 . In order to see this, suppose x 1 is adjacent to at most |A 2 | − 2 vertices in A 2 . By (ii) we have |A 2 | ≥ 3. Hence, we find two different vertices a, a * ∈ A 2 with ax 1 / ∈ E(G) and a * x 1 / ∈ E(G). By (iii) we have |A 1 | ≥ 3 ≥ 2. Hence, there exist two different vertices b, b * ∈ A 1 . By (i) we have A 1 ⊆ B 1 \A 2 . Then, x 2 is neither adjacent to b nor to b * . By (vii) we find that {a, a * , b, b * } is an independent set. However, then bx 1 b * and ax 2 a * form an induced 2P 3 in G. This is not possible, because G is 2P 3 -free. We conclude that x 1 is adjacent to at least |A 2 | − 1 vertices of A 2 . Then, because |A 2 | ≥ 3 ≥ 2 by (ii), there exist two vertices c, c * ∈ A 2 with cx 1 ∈ E and c * x 1 ∈ E. We now show that |A 1 ∩ A 2 | ≥ 2. To see this, suppose that |A 1 ∩ A 2 | ≤ 1. Then, because |A 1 | ≥ 3 due to (ii) and |A 2 | ≥ 3 due to (iii), there exist two vertices s 1 , s 2 ∈ A 1 \A 2 and two vertices t 1 , t 2 ∈ A 2 \A 1 . By (iv), we have that x 1 and x 2 are not adjacent. By (vii), we find that {s 1 , s 2 , t 1 , t 2 } is an independent set. Consequently, G contains two paths, namely s 1 x 1 s 2 and t 1 x 2 t 2 , that form an induced 2P 3 . This is not possible, because G is 2P 3 -free. Hence, we find that A 1 and A 2 have at least two common vertices. Denote these vertices by d, d
* . By (v) we have A 1 ∩ A 2 = ∅, so x 1 has no neighbor in A 2 . By (vi) we have A 1 ∩ A 2 = ∅, so x 1 has no neighbor in A 2 . We conclude that {c, c * , d, d * } is a set of 4 vertices. By (vii), this set is independent. By (iv) we have that x 1 x 1 is not an edge. However, then cx 1 c * and dx 1 d * form an induced 2P 3 in G. This is not possible, because G is 2P 3 -free. Hence, we have completed the proof of Claim 2.
Indeed, due to Claim 2, our algorithm will never perform both operations 6-9 and operations 10-13 in step (ii) for more than one set X of size 2. Note that each time our algorithm performs step (ii) or (iii) the size of G is decreased by at least one vertex, because we remove the vertices in X from G. We conclude that our algorithm creates at most 2 · (6 · 6 · 3 48 + 3)|B 1 | = O(|B 1 |) list-assignments of G that each assign only lists of size 3 to vertices in B 2 ∪ B 3 ∪ B 4 and that each can be considered as separate inputs for the algorithm when it starts to run Phase 4 for B 2 .
For B 2 , and also for B 3 and B 4 , we follow the same reasoning. This means that the total number of calls to Observation 1 is O(|B 1 ||B 2 ||B 3 ||B 4 |) = O(n 4 ), which is polynomial, as desired. This completes the proof of Lemma 7.
By Lemmas 4-7 we immediately obtain the following result.
Theorem 3. The 4-Coloring problem can be solved in polynomial time for the class of (K 3 , 2P 3 )-free graphs.
Remark. A reader might have noticed that we are quite generous with respect to the running time of our algorithm. Indeed, there are several ways to make our algorithm faster, e.g., by showing that the size of the dominating sets constructed by the algorithm can be reduced, or by replacing Phase 3 by some extra branching steps in Phase 4, and so on. We decided not to introduce these extra technicalities for the following two reasons. Firstly, our main motivation is to show polynomial-time solvability. Secondly, we believe that the extra adjustments that are necessary to decrease the running time distract from the underlying key ideas behind our algorithm.
Determining the chromatic number
We present a polynomial-time algorithm that solves the Vertex Coloring problem for (K 3 , 2P 3 )-free graphs. We need the following theorem before we are able to present our main result, Theorem 5. Proof. Let G be a (K 3 , 2P 3 )-free graph. We may assume that G is connected and that |V (G)| ≥ 3. This implies that G contains an induced P 3 , say on vertex set P = {v 1 , v 2 , v 3 }, where v 2 is the vertex with degree 2 in the induced P 3 . By the assumptions, every component of the subgraph of G induced by V (G) \ (P ∪ N (P )) is either a vertex or an edge; we denote the set of components isomorphic to K 1 by I and the set of components isomorphic to K 2 by M .
Consider the following assignment of colors from {1, 2, 3, 4, 5} to the vertices of G: assign color 1 to v 1 , v 3 and all the (other) neighbors of v 2 , assign color 2 to v 2 and all the (other) neighbors of v 1 , and assign color 3 to all the uncolored neighbors of v 3 . Because G is K 3 -free, this is a 3-coloring of the subgraph of G induced by P ∪ N (P ). This 3-coloring can be extended to a 5-coloring of G by assigning color 4 to all the vertices of I and colors 4 and 5 to all the pairs of adjacent vertices of the edges of M .
Theorem 5. The Vertex Coloring problem can be solved in polynomial time for the class of (K 3 , 2P 3 )-free graphs.
Proof. Let G be a (K 3 , 2P 3 )-free graph. Our algorithm checks whether G is kcolorable for increasing value of k from 1 up to 4. If in the end no coloring of G has been found then χ G = 5 is outputted. The correctness of this algorithm immediately follows from Theorem 4. Below we show that it runs in polynomial time.
We first note that a graph can be colored with at most one color if and only if it consists of isolated vertices only. Secondly, a graph can be colored with at most two colors if and only if it is bipartite. By Theorem 1 and 3, we can test in polynomial time whether G is 3-colorable or 4-colorable, respectively. Hence, we conclude that our algorithm runs in polynomial time.
Future research
One can explore various directions to extend the polynomial-time results in this paper, and determining the complexity of the following problems is still open.
1. 4-Coloring for (K 3 , sP 3 )-free graphs for any fixed s ≥ 3; 2. 3-Coloring for (K 3 , P 7 )-free graphs.
With respect to problem 1, we note that we can solve the 3-Coloring problem for sP 3 -free graphs for any fixed s ≥ 1 [5] . Furthermore, Dabrowski et al. [8] combined results from Balas and Yu [1] , Brandt [3] , and Tsukiyama et al. [24] to show that Vertex Coloring is polynomial-time solvable for the class of (K 3 , sK 2 )-free graphs for any fixed s ≥ 1. Another interesting research direction is to characterize the class of (K 3 , 2P 3 )-free graphs with chromatic number 4 or 5, respectively. Such a characterization could lead to a certifying algorithm, just as Bruce, Hoàng, and Sawada [6] successfully show for 3-Colorability of P 5 -free graphs. An infinite class of 4-chromatic (K 3 , 2P 3 )-free graphs can for example be obtained from the Grötzsch graph (see Figure 2) by replacing the unique vertex of degree 5 by a set of vertices, all adjacent to its five neighbors. We have no examples of (K 3 , 2P 3 )-free graphs with chromatic number 5. We note that even when such graphs do no exist at all our polynomial-time algorithm in Section 3 for solving 4-Coloring is still useful, because it produces a 4-coloring of a 4-chromatic (K 3 , 2P 3 )-free graph. Furthermore, we expect that the techniques applied to this algorithm are useful for solving problem 1.
