Abstract In this paper, we obtain the sharp upper and lower bounds for the spectral radius of a nonnegative weakly irreducible tensor. We also apply these bounds to the adjacency spectral radius and signless Laplacian spectral radius of a uniform hypergraph.
Introduction
In recent years, the study of tensors and the spectra of tensors (and hypergraphs) with their various applications has attracted extensive attention and interest, since the work of L. Qi ([7] ) and L.H. Lim ([6] ) in 2005.
Denote by [n] = {1, . . . , n}. As is in [7] , an order m dimension n tensor A = (a i 1 i 2 ...im ) 1≤i j ≤n (j=1,...,m) over the complex field C is a multidimensional array with all entries a i 1 i 2 ...im ∈ C , i 1 , . . . , i m ∈ [n]. A tensor A = (a i 1 i 2 ...im ) is called a nonnegative tensor if all of its entries a i 1 i 2 ...im are nonnegative. Let X = (x 1 , . . . , x n ) T ∈ C n , X Then a number λ ∈ C is called an eigenvalue of A if there exists a nonzero vector X ∈ C n such that 1) and in this case, X is called an eigenvector of A corresponding to eigenvalue λ (see [2, 7, 9] ). Recently, Shao [8] defined the general product of two n-dimensional tensors as follows. The tensor product is a generalization of the usual matrix product, and satisfies a very useful property: the associative law ( [8] , Theorem 1.1). In this paper, all the tensor product obey Formula 1.2. According to Formula 1.2, the former AX m−1 is equal to the product AX, i.e.,
(AX) i = n i 2 ,...,im=1
a ii 2 ...im x i 2 . . . x im .
Now we recall some definitions and notations of matrices and graphs.
A square matrix A of order n is reducible if there exists a permutation matrix P of order n such that:
where B and C are square non-vacuous matrices. A is irreducible if it is not reducible. Let D = (V, E) denote a digraph on n vertices. A u → v walk in D is a sequence of vertices u, u 1 , . . . , u k = v and a sequence of arcs e 1 = (u, u 1 ), e 2 = (u 1 , u 2 ), . . . , e k = (u k−1 , v), where the vertices and the arcs are not necessarily distinct. A path is a walk with distinct vertices. A digraph D is said to be strongly connected if there exists a path from u to v for all u, v ∈ V .
Let A = (a ij ) be a nonnegative square matrix of order n. The associated digraph D(A) = (V, E) of A (possibly with loops) is defined to be the digraph with vertex set V = {1, 2, . . . , n} and arc set E = {(i, j) | a ij > 0}.
The following well-known theorem gives the relationship between irreducibllity and strongly connectedness.
Theorem 1.2. ([15]) A nonnegative matrix A is irreducible if and only if its associated directed graph D(A) is strongly connected.
In [4, 12] , the weak irreducibility of tensors was defined and studied. 
The spectral radius of A is defined as ρ(A) = max{|λ| : λ is an eigenvalue of A}. Let A be a tensor of order m and dimension n. The i-th row sum of A is defined as
a ii 2 ...im . 
Main result
In this section, we will obtain the sharp upper and lower bounds for the spectral radius of a nonnegative weakly irreducible tensor. Applying this result to an irreducible matrix, we will obtain the main result of [13] .
For a tensor A, for any i ∈ [n], we denote N A (i) (or simply N(i)) by
..,m) be a nonnegative weakly irreducible tensor with order m dimension n, Then for any i ∈ [n], there exist some j, k ∈ [n]\{i} such that j ∈ N(i) and i ∈ N(k).
Proof. Let I = {i}. For any j ∈ [n]\{i}, if j ∈ N(i), say, a ii 2 ...im = 0 for ∀i ∈ I and at least one of i 2 , . . . , i m ∈ I, then A is weakly reducible, it is a contradiction.
Similarly, let I = [n]\{i}. For any k ∈ I, if i ∈ N(k), say, a ki 2 ...im = 0 for ∀k ∈ I and at least one of i 2 , . . . , i m ∈ I, then A is weakly reducible, it is a contradiction.
By Proposition 2.1, we obtain the following result easily. 
Let t i ≥ 0 and B = A + M, where M is a diagonal tensor with its diagonal element m ii...i = t i . For any 1 ≤ i, j ≤ n, write
Moreover, one of the equalities in (2.1) holds if and only if one of the two conditions holds:
(ii) There exist subsets U and
for all i ∈ U and all j ∈ W. In fact, ℓ > 1 when the left equality holds and ℓ < 1 when the right equality holds.
Then R is an invertible diagonal matrix, thus B and R −(m−1) BR have the same spectra by Lemma 1.9. For any i ∈ [n], by Definition 1.1, we have
Thus R −(m−1) BR are also nonnegative weakly irreducible by Proposition 1.5. By Lemma 1.6, we know that there exists a positive eigenvector corresponding to ρ(B), denoted by X = (
, and then
By (2.3), Propositions 2.1 and 2.2, we have ρ(B) > t i for any i.
First we prove the upper bounds for ρ(B). Without loss of generality, we suppose p, q ∈ [n] such that
with equality if and only if Clause (a) holds, where (a).
Similarly, we have
with equality if and only if Clause (b) holds, where (b).
Therefore, by (2.4) and (2.5), we have 6) and by q ∈ N(p), we have
Now we prove the lower bounds for ρ(B). Without loss of generality, we suppose p, q ∈ [n] such that
with equality if and only if x k = x q for all k ∈ N(p). Similarly, we have
with equality if and only if x k = 1 for all k ∈ N(q). By (2.8) and (2.9), we have
and by q ∈ N(p), we have
By (2.7) and (2.10), we complete the proof of (2.1).
Now we show the right equality in (2.1) holds if and only if (i) or (ii) holds. The proof of the left equality in (2.1) is similar, we omit it.
Firstly, we complete the proof of the sufficiency part by the following two cases.
, and
On the other hand, by (2. 
(ℓR j ) m−1 for all i ∈ U and all j ∈ W . Construct a positive vector Y = (y 1 , y 2 , . . . , y n )
T with y i = R i when i ∈ U and y i = ℓR i when i ∈ W. We will check BY = αY [m−1] . In fact when i ∈ U we have
, and for any j ∈ W ,
Then α is an eigenvalue of B with eigenvector Y , and thus ρ(B) = α by Y is a positive vector and Lemma 1.6.
On the other hand, if j ∈ N(i), then
thus we have max 1≤i,j≤n
Combining the above arguments, we have ρ(B) = max 1≤i,j≤n
Now we focus on the necessity part. Let p, q ∈ [n] which defined in the proof of the upper bounds in (2.1), i.e., Write p 1 = p and q 1 = q. By Clause (a) we have x i = x q for any i ∈ N(p 1 ), and by Clause (b) we have x i = 1 for any i ∈ N(q 1 ). Pick p 2 in N(q 1 ) and let q 2 ∈ N(p 2 ) such that x q 2 = max{x i | i ∈ N(p 2 )}. Using the similar arguments for the pair (p 2 , q 2 ) as that of the above pair (p, q), we have
And we have x i = x q 2 for any i ∈ N(p 2 ) and x i = 1 for any i ∈ N(q 2 ).
Pick p 3 in N(q 2 ) and let q 3 ∈ N(p 3 ) and repeat the above arguments, then we may obtain a sequence p 1 , q 1 , p 2 , q 2 , p 3 , q 3 , . . ., where
Now we will prove all x q i 's are equal. First we will prove x q i+1 ≥ x q i . Combining
On the other hand, we have
So we have x q i+1 ≥ x q i for any i by the above two inequalities.
Consider the associated directed graph of G(B), D(G(B)), by Proposition 1.5, D(G(B))
is strongly connected since A thus B is weakly irreducible. So for any q i and q j , there is a path from q i to q j in D(G(B)), so we have x q j ≥ x q i . On the other hand, there is also a path from q j to q i , so x q i ≥ x q j . Thus we have showed x q j = x q i . Now we define the set U which contains p ′s i , where p i = p 1 or p i is in some N(q j ). Define the set W which contains q ′s i , where q i is in some N(p j ). We have proved that x p i = 1 for any p i in U, and x q i = x q for any q i in W .
In the following, we will prove that U ∪ W = [n]. Suppose to the contrary that some k ∈ U ∪ W. There is a directed path from p to k in the strongly connected directed graph D(G(B)), say pk 1 . . . k s−1 k s k. It is obvious that k ∈ U implies that k s ∈ W , while k ∈ W implies that k s ∈ U either. Hence k s ∈ U ∪ W. By using this arguments we conclude that k s−1 ∈ U ∪ W. And then p ∈ U ∪ W, which is a contradiction. Now we distinguish two cases to finish the proof. Case 1: x q = 1.
In this case, we will show Condition (i) holds, i.e., t i +
holds for all i, j ∈ [n]. If x q = 1, then X = (1, 1, . . . , 1) T . Therefore, by (2.3) we have ρ(B) = t i +
holds for any i ∈ [n]. Case 2: x q < 1.
In this case, we will show Condition (ii) holds. Take ℓ = x q , then 0 < ℓ < 1, and then for the eigenvector X we have x i = 1 if i ∈ U and x i = ℓ when i ∈ W . From the above arguments, we know U ∩ W = φ and a i 1 i 2 ...im = 0, if i 1 ∈ U, then i 2 , . . . , i m ∈ W , or i 1 ∈ W and then i 2 . . . i m ∈ U.
By using (2.3) for any i ∈ U (x i = 1), then we have
and then ρ(B) = t j + R
. Hence for all i ∈ U and all j ∈ W we have
We finish the proof.
Particularly, if we define R = diag(r 1 , r 2 , . . . , r n ) where r i = r i (A), and
a ii 2 ...im r i 2 . . . r im in Theorem 2.3, we may obtain the following result. 
Moreover, one of the equalities in (2.11) holds if and only if one of the two conditions holds:
(ii) There exist nonempty proper subsets U and 2) Let A = (a ij ) be an n × n nonnegative irreducible matrix with a ii = 0 for i = 1, 2, . . . , n, and the row sum r 1 , r 2 , . . . , r n . Let B = A + M, where M = diag(t 1 , t 2 , . . . , t n ) with t i ≥ 0 for any i ∈ {1, 2, . . . , n}, s i = n j=1 a ij r j , ρ(B) be the spectral radius of B. Let
(2.12)
Moreover, one of the equalities in (2.12) holds if and only if one of the two conditions holds:
for any i, j ∈ {1, 2, . . . , n}; (ii) There exist subsets U and
Applications to a k-uniform hypergraph
It is well known that a hypergraph is a natural generalization of an ordinary graph ([1]) . A hypergraph H = (V (H), E(H)) on n vertices is a set of vertices, say, V (H) = {1, 2, . . . , n} and a set of edges, say, E(H) = {e 1 , e 2 , . . . , e m }, where e i = {i 1 , i 2 . . . , i l }, i j ∈ [n], j = 1, 2, . . . , l. Let k ≥ 2, if | e i |= k for any i = 1, 2, . . . , m, then H is called a k-uniform hypergraph. Especially, if k = 2, then H is an ordinary graph. The degree d i of vertex i is defined as d i = |{e j : i ∈ e j ∈ E(H)}|. 
Let D(H) be an order k dimension n diagonal tensor with its diagonal entry D ii...i being d i , the degree of vertex i, for all i ∈ V (H) = [n]. Then Q(H) = D(H) + A(H) is the signless Laplacian tensor of the hypergraph H.
Clearly, the adjacency tensor and the signless Laplacian tensor of a hypergraph are nonnegative. It was proved in [4] that a k-uniform hypergraph H is connected if and only if its adjacency tensor A(H) (and thus the signless Laplacian tensor Q(H)) is weakly irreducible. For any vertices i ∈ [n] of a k-uniform hypergraph H, we take
, which is a generalization of the average of degrees of vertices adjacent to i of the ordinary graph.
Recently, several papers studied the spectral radii of the adjacency tensor A(H) and the signless Laplacian tensor Q(H) of a k-uniform hypergraph H (see [5, 14] and so on). In this section, we will apply Theorem 2.3 to the adjacency tensor A(H) and the signless Laplacian tensor Q(H) of a k-uniform hypergraph H. Some known and new results about the bounds of ρ(A(H)) and ρ(Q(H)) will show. 
here for any i ∈ [n],
Moreover, one of the equalities in (3.1) holds if and only if b
Proof. We apply Theorem 2.3 to A(H) and take R = diag(b 1 , b 2 , . . . , b n ). Let A = B = A(H). Then t i = 0, a ii...i = 0, R i = b i for any i ∈ [n], and
If a ii 2 ...i k = 0, then there are (k − 1)! entries a is 2 ...s k = 0 in A(H), where s 2 . . . s k is a permutation of i 2 . . . i k . Thus for any j ∈ N(i), say, for any {i, j} ⊆ e ∈ E(H), we have
Therefore (3.1) holds by (2.11) and (3.2).
Furthermore, t i +
We note that the adjacency tensor of any k-uniform hypergraph is a symmetric tensor, say,
. . , i k ∈ W or the vice, and then a i 2 i 1 i 3 ...i k = 0 by k ≥ 3, it is a contradiction.
Combining the above arguments, we know one of the equalities in 
Moreover, one of the equalities in (3.4) Thus for any {i, j} ⊆ e ∈ E(H), we have [14] .
