Semidiscrete mixed nite element approximation to parabolic initial-boundary value problems is introduced and analyzed. Superconvergence estimates for bothpressure and velocity are obtained. The estimates for the errors in pressure and velocity depend on the smoothness of the initial data including the limiting cases of data in L 2 and data in H r , for r su ciently large. Because of the smoothing properties of the parabolic operator these estimates for large time levels essentailly coincide with the estimates obtained earlier for smooth solutions. However, for small time intervals we obtain the correct convergence orders for nonsmooth data.
Introduction
Since the pioneering work of Raviart and Thomas 22] the mixed nite element approximations to second order elliptic problems have drawn the attention of many specialists on numerical partial di erential equations. This method provides direct approximation of the physical quantities such as uxes or velocities and leads to schemes that are locally conservative. However, this approach leads to saddle point problems that are more di cult to approximate and solve. Due largely to Babuska 1] and Brezzi 3] , it is now w ell understood that the nite element spaces approximating di erent physical quantities (pressure and velocity, temperature and ux, etc.) cannot be chosen independently. Then the so-called inf-sup condition of Babuska{Brezzi is essential if one wants to construct unconditionally stable schemes with optimal convergence rates.
Institute for Scienti c computation, Texas A&M University, College Station, TX 77840 Superconvergence results are important from an application point of view since under reasonable assumptions on the grid and with additional smoothness of the solution, they provide higher order accuracy. To our knowledge the rst superconvergence results in the mixed method for second order elliptic problems were proven by Douglas and Milner in 9] and by Nakata, Weiser and Wheeler in 20]. Since then a wide variety of results has been obtained by many other authors, see, e.g., Duran 12 ], Douglas and Wang 11], Wang 28] , and Ewing, Lazarov and Wang 14] .
The error analysis of mixed nite element methods applied to time-dependent problems was developed by Johnson . Recently, using a di erent approach, Ewing and Lazarov, in 13], established a superconvergence analysis at Gauss lines when using rectangular Raviart-Thomas nite elements of index r 0.
The superconvergence results of Sque 24] and Ewing and Lazarov 13] are valid for problems that have su ciently smooth solutions uniformly in time. However, many practical problems involve irregularities, such as, in the initial data. This may results in a break-down of the uniform regularity of the solutions, which makes these estimates not applicable to such problems. Fortunately, the linear parabolic operators have the so-called smoothing property. Namely, even for nonsmooth initial data given at t = 0 or initial data that is not compatible with the boundary condition, the solution of the homogeneous parabolic equation is su ciently smooth away from t = 0 . However, the same solution has a singularity o f the form t ; with some positive. This kind of smoothing property has beenestablished also for the standard Galerkin parabolic nite element equations and used to derive optimal error estimates for problems with rough initial data, see, e.g., Luskin and Rannacher 19] , Schatz, Thom ee and Wahlbin 23], Thom ee 25] and Rannacher 21] . Furthermore, superconvergence results for the gradient for the standard Galerkin nite element methods with initial data of low regularity w ere obtained by Thom ee, Xu and Zhang in 26] and by Chen in 6] .
The main goal of this paper is to prove convergence and superconvergence error estimates for the mixed nite element methods when applied to parabolic problems with rough initial data. These estimates are quite similar to those obtained previously for conventional Galerkin nite element methods. Such estimates have been derived for the lowest order mixed nite elements by Johnson and Thom ee in 18]. Our approach is di erent from the method of Johnson and Thom ee 18] the proofs used in this paper are based on the energy method and on the parabolic duality argument. where A = r (arp) a n d a = a(x t) is a su ciently smooth function that is bounded below by a positive constant o n (0 1). Our purpose is to solve problem (1) using mixed nite element methods. To describe the mixed variational form for (1), as usual, we i n troduce two Hilbert spaces. Let 
In order to de ne the compatibility conditions for smooth solutions of initial value problems for the parabolic equation (1) 
By introducing the velocity u = arp, the problem (1) is equivalent to nding (p u) 2 W V such taht
( ) is given : (2) Here p t = @p=@t and = a ;1 . We note that the boundary condition p = 0 o n @ is implicitly contained in (2) .
Given the nite-dimensional spaces W h W and V h V , 0 < h < 1, the so-called mixed nite element approximation (p h u h ) 2 W h V h of (p u) 2 W V is the solution of the following problem:
We note that u h (0) is determined by p h (0) through the second equation of (3).
To ensure the existence and convergence of the solution of the above formulation, we assume that r V h W h and there exists a linear operator II h : V ! V h such that r II h = Q h r : (4) Here, the operator Q h : W ! W h is the L 2 -projection, i.e.,
The identity (4) guaranties that the classical inf-sup condition is satis ed. Further, we assume that there exists an integer r 0 such that the following approximation properties are satis ed:
k ; Q h k C h i k k H i ( ) 8 2 H i ( ) 0 i r + 1 :
(6) Furthermore, in our analysis we need the following inverse property:
Here, and throughout the paper, the letter C is used as a generic constant, which is independent of h, p, u, etc. Our goal is to prove superconvergence estimates for the mixed nite element approximations using elements of order r. The optimal convergence and superconvergence estimates have beenderived by Johnson and Thom ee 18] for the case r = 1. Recently higher order mixed nite elements with curved boundary have been constructed by Arnold, Douglas and Roberts (see 10]). These elements satisfy the inf-sup condition and hence provide the basis for the analysis in domains with smooth boundary. In this paper, we extend the results of 18] to the higher order mixed nite element methods. Our analysis is based on the duality argument and uses substantially the estimates in negative norms.
A brief outline of the rest of the paper is as follows. In Section 2, we collect and prove some a priori estimates needed in our analysis. In Section 3, we derive optimal error estimates in the L involves the values of the function at the Gaussian points in each nite element. Finally, i n Theorem 5 w e apply the obtained results and prove superconvergence both for the pressure and the velocity a t t h e Gaussian points for Raviart-Thomas rectangular elements.
A priori estimates
Here, we collect some useful a priori estimates for problem (2) and prove some a priori estimates for the mixed nite element equations, which will be used in the following sections.
Lemma 1 Let (p u) 2 W V be the solution of (2) (13) Proof : Taking = p h s in the rst equation and di erentiating the second equation of (2), we have
and integrating (14) (16) where " > 0 is a xed number. It can beeasily veri ed that kp h k C ku h k. Thus, by (16) with su ciently small ", w e have Z t
By virtue of
and the inverse property (7) we conclude that ku h (0)k C k r p(0)k which with (15) and (17) Let (q h v h ) 2 W h V h denote the mixed nite element approximation of the pair (q arq) with initial approximation h :
De ne now E h (t 1 t 0 ) h = q h (t 1 ) as the mixed nite element analogy of E(t 1 t 0 ) . In a similar way, we de ne E h (t 1 t 0 ) h as the discrete analogy of E (t 1 t 0 ) . Further, we introduce the error operators F h (t 1 t 0 ) = E(t 1 t 0 );E h (t 1 t 0 )Q h and F h (t 1 t 0 ) = E (t 1 t 0 ); E h (t 1 t 0 )Q h . One can easily verify that the following identity holds true:
3.1 L 2 estimate for (p ; p h )(t)
In this section we derive a n L (2) and (3) (19) Proof : From (2) and (3) 
Taking h = Q h p ; p h and ' h = II h u ; u h in (20) and (21) 
Applying Schwarz inequality t o t h e right h a n d side of (22) 
Proof : Applying Lemma 3 and the approximation properties (5) and (6) for 0 i r+ 1 ,
which proves (24) with j = 0. This estimate can be applied also to the solution of the backward in time adjoint parabolic problem with initial data 2 _ H j t ( ) that is expressed in term of the operators F h : kF h (t s) k C h j k k H j ( ) 0 j r + 1 s < t :
Using this estimate and identity (18) we get
which yields (24) 
where 1 i j r + 1 . Further, in order to use the smoothing properties of the parabolic operator, we estimate the rst term on the right hand side of equation (26) by splitting the interval (0 t ) into two subintervals, e.g., (0 t = 2) and (t=2 t ). The solution p is smooth in (t=2 t ), while the solution q is smooth in (0 t = 2). Therefore, using (6), the inequality kp s (t)k H i ( ) C kp(t)k H i+2 ( ) and (11), we get
Hence, it is shown that
which proves the desired assertion. # Obviously, the established estimate (24) is not useful for i = j = 0, i.e., for initial data p(0) 2 L 2 ( ). However, this estimate plays an essential role in the proof of the main result established in theorem 1. We begin with the follow lemma:
Lemma 5 Let (p u) 2 W V and (p h u h ) 2 W h V h be the solutions of problems (2) and (3) Then, integrating by parts and using the a priopri estimates (8) and (9) for v, as well as (13) 
Finally, in virtue of (6) and (12) Consequently, applying (6), (12) and Lemma 5 to the above estimates proves the desired estimate (34). # Now, we have all preliminaries needed to prove the main result of this section stated in the following theorem. (2) and (3) Proof : First, we shall prove (35) for i = 0 and 0 < m r + 1 . Obviously, for m = 1 the inequality (35) is simply the result of Lemma 6. Then we prove (35) consequently for m = 2 : : : r + 1 (for i = 0). To this end, we note that the solutions p(s) p h (s) of the forward parabolic problem and the solutions q(s) = E (t s) q h = E h (t s)Q h of the corresponding backward in time adjoint problem satisfy the identities:
Theorem 1 Let (p u) 2 W V and (p h u h ) 2 W h V h be the solutions of problems
For 2 L 2 ( ), we subtract these identities and integrate for s 2 (t=2 t ) to get ((p ; p h )(t) ) = (p(t=2) E (t t=2) ) ; (p h (t=2) E h (t t=2)Q h ) = (F h (t=2 0)p(0) E (t t=2) ) + ( p(t=2) F h (t t=2) )
;(F h (t=2 0)p(0) F h (t t=2) ):
Next, applying the identity (18), we obtain ((p ; p h )(t) ) = (p(0) F h (t=2 0)E (t t=2) ) + ( F h (t t=2)p(t=2)) This subsection is a continuation of the previous subsection. Below, for a function (t), we denote its kth derivative w i t h r e s p e c t to t as (k) (t).
Lemma 7 Let (p u) 2 W V and (p h u h ) 2 W h V h be the solutions of problems (2) and (3) Proof : The estimate (40) is a simple consequence of (23) To prove (41) we di erentiate (20) and (21) The second term is transformed in a similar manner:
This completes the proof of (44). The terms involved in the right hand side of (44) are estimated below. Applying (5) and (11) 
Furthermore, using (5), (6) and (19) 
Multiplying (44) by t ; s, and using (46), (47) and (48) 
This proves (43). Now we are ready to formulate and prove the main result in this section.
Theorem 2 Let (p u) 2 W V and (p h u h ) 2 W h V h be the solutions of problems (2) and (3), respectively. If f = 0 , p h (0) = Q h p(0), and p(0) 2 _
where 0 i m r + 1 .
Proof : Taking in the error equations (20) and (21) Now we apply (5), (6), (11), and (43) to deduct (49). This completes the proof. #
Superconvergence
The estimate obtained in the previous sections can be interpreted in the following way: the maximum rate of convergence for p ; p h is O(h r+1 t ;(r+1;i)=2 ) while for u ; u h is O(h r+1 t r+2;i)=2 ) for initial data in _ H i ( ). Obviously, for any xed t > 0, the convergence is asymptotically O(h r+1 ), due to the smoothing properties of the parabolic operator. For smooth initial data, i.e., p(0) from _ H r+1 ( ), the error for p is asymptotically O(h r+1 ) for any t. It should bepointed out that the estimates (35) and (49) In order to obtain estimates for u ; II h u we need an estimate for the time derivative of
Lemma 9 Let (p u) 2 W V and (p h u h ) 2 W h V h be the solutions of problems (2) and (3) 
Consequently, by (26) , we obtain, for 0 j r ; 1 (2) and (3) Proof : First, we note that, for i = r + 2 , the estimate (57) is a particular case of (52) for j = 0. Thus, we have to consider the case 1 i r + 1 . We are going to follow the arguments and notations of Theorem 2. We rewrite the identity ( 3 6 ) a s follows:
Thus, using Lemma 4 and Lemma 10, we have 
This proves (64).
To prove (63) we take in the error equations (20) and (21) (69) is proven similarly. # Obviously, we have full superconvergence for the pressure at the Gaussian points in all rectangular elements. This is due to the fact that the superconvergence estimate in Theorem 3 are derived for any meshes without any additional conditions. In contrast, in the estimate for u ; u h we have lost 1=2 order. This is due to the fact that we use irregular elements near the boundary.
The derived superconvergence estimates represent only an example of using the theory developed above. It is natural to expect that one may get full order superconvergence in the velocity in the interior of the domain. This has been already observed in the computation of Ewing and Wheeler 15] . However, interior error estimates require di erent techniques and are not in the scope of this paper.
