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Abst rac t - -The  process of factoring a polynomial in such a way that the multiplicities of its 
distinct roots can be determined, is considered. Central to this factorization process is the ability 
to compute the polynomial of the distinct roots of a given polynomial from the discriminants of 
the given polynomial. By subsequent extraction of, and division by these polynomials of distinct 
roots, a given polynomial is factored into a product of polynomials raised to powers that are equal 
to the multiplicities of the roots. The ability to compute polynomials of distinct roots and to factor 
polynomials based on multiplicity, is utilized to develop an algorithm for computing the greatest 
common divisor of a system of polynomials. Some numerical examples are provided to demonstrate 
these algorit hnm. 
Keywords - -Newton 's  identities, Discriminants, Polynomial of distinct roots, Factorization based 
on multiplicity, Greatest common divisor. 
1. INTRODUCTION 
In applied mathematics, there arise many problems where a great deal of qualitative information 
can be obtained by knowing the number of distinct roots of a polynomial p(A), as well as the 
multiplicities of these roots. For example, in linear systems theory, p(A) is the characteristic 
polynomial of an N x N matrix and the form of the solution, hence, the behavior of the system 
is strongly dependent on the number of distinct eigenvalues and their multiplicities. Of course, 
in cases where the degree of p(A) is large and the coefficients of p(A) are irrational numbers, 
computation of the eigenvalues can be difficult. Thus, there are instances where it would be 
very useful to determine the number of distinct roots of p(A) and their multiplicities by simple 
algebraic manipulation of the coefficients of p(A). 
In this paper, we will examine a method which enables the polynomial d(A) of the distinct 
roots of a polynomial p(A) to be computed by simple algebraic manipulations of the coefficients 
of p(A). In other words, d(A) is computed by performing only additions and multiplications of 
the coefficients of p(A), and not by computing any roots of p(A). This method of extracting 
polynomials of distinct roots is then utilized to develop an algorithm for factoring a polynomial 
in such a way that one can determine the distinct multiplicities of the roots and the number 
of distinct roots that have a given multiplicity. Finally, both the extraction method and the 
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support of a graduate teaching assistantship and for the fellowship from the Nebraska Space Grant Consortium. 
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factorization process are utilized to develop an algorithm for computing the greatest common 
divisor of a system of polynomials. 
2. MATHEMATICAL FOUNDATIONS 
First, we recall several concepts, definitions, and theorems from the elementary theory of 
equations. Let F he an algebraically closed field [1-3], and consider the n th degree polynomial 
p(,~) ~-~ (_,~)n _}. 0.1 ( _  ~)n - I  _}_ ,....{_ ( - -~)0"n- I  "l- 0.n- 
If Ak E F, for k -- 1, 2, . . . ,  n, are the roots of the polynomial p(A), then the coefficients of p(A) 
are given by 
Ai~A~2---Ai h, wherei l , i2, . . . , ik=l,2,  . . . .  n and k=l ,2 , . . . ,n .  0"k __--= 
Recall that the quantities Ire E F, for k -- 1, 2,..., are related to the coefficients of the polyno- 
mial p(A) by Newton's Identities [4-7], 
7r 0 ~n,  
7r I ~ O'1, 
k-1 
Irk ---- - E(-1)J0"flr~_j - (--1)k0"kk, 
j----1 
n 
- ~(-1)J0"jTrk_j, for k > 7rk n, 
j----1 
fo r2<k<n,  and n_>2, (2.1) 
and in terms of the roots, these quantities are 
iffil 
for k = 1,2, . . . .  
Recall that the ~r quantities are useful in computing the discriminants [3,5,7] of the polyno- 
mial p(A). 
DEFINITION. The discriminants of the polynomial p(A) are the quantities D~l E F, where k = 
1, 2,.. .  and I = 0,1, 2, . . . ,  k, deflned by 
DI0 -- ~r0, Dll = Irl, (2.2a) 
and/or k = 2,... and I = O, 1,2,... ,k, 
Dk~ = det [ M (k0 ], (2.2b) 
where [ M (kO ] is the k x k ma~ix whose elements are 
ll,f(kl) = f 7f2k-i-j+l, for i </,  (2.2c) 
t lr2k-~-j, for i > I. 
From (2.2c), it is seen that only the first I rows of matrix [M (k0 ] are different from those of 
matrix [M (e°) ], by the addition of one to the subscript of the Ir quantities. Written out explicitly 
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the discriminants Dkl, for k = 2 , . . . ,  are 
?r2k-2 
~r2~-s 
Dko --- : 
~rk 
7rk -1  
71"2k_ 3 . . .  ? rk_  1 
7r2k_  4 . . . 7[ 'k_  2 [ 
: ".. • ] ' 
~k- I  • • • ~ ' I  ] 
I ?rk -2  • • • ? to  
Dkl  = 
?r2k-  1 7 f2k -  2 • • • "Irk 
7r2k-3  ~2k-4  • • • 7rk -2  
: : " . .  : 
?l'k 7 rk -  1 . . .  7 r l  
7[ 'k_  1 7/ 'k_  2 . . .  71" 0
Dk2 = 
7r2k - 1 ?l'2k - 2 • • • ~k  
7r2k -2  ~2k-3  • • • ? rk -1  
: : " . .  : 
7rk 7vk-  1 • • • 7r l  
"/ l 'k_ 1 ? l ' k_  2 . • • 71" 0
(2.2d) 
Dk(k_ l )  = 
71"2k - 1 71"2k- 2 • • • ~k  
~2k-2  7r2k -3  • • • 7rk -  1 
: : " . .  : 
~rk+l  ?rk • • .  ?r2 
71"k_ 1 7rk_  2 . . .  71" 0
? l '2k_  1 
7r2k -2  
Dkk = : 
7rk+l 
7fk 
In terms of the roots of p(A), it follows that 
~2k-2  • • • 7rk 
71"2k_ 3 . . .  71"k_ 1 
: " . .  : 
"/rk • • • ~2 
7rk - 1 • • • 71"1 
D10 = n, Dn  = ~ Ai,, where il ---- 1, 2 , . . . ,  n, (2.3a) 
i ,  
and the remaining discriminants can be conveniently expressed using Vandermonde's determi- 
nants [2,3,5]. Given the k x k Vandermonde matrix [V(°)(Xl,X2,... ,xk)] whose elements are 
= v, o> (X l ,X2 , . . . , xk )  = / for i = 1, 
(2.4a) 
s~ [ 1, for i = k, 
we define the k x k matrices [V (0 (Xl, x2, . . . .  xk) ], for l = 1 ,2 , . . . ,  k, to have elements 
z .V  (°) fo r i< l ,  
V..(!) - (0 J 0 ' - (2.4b) 
,a - v(y (x , ,x2 , . . . , xk )  = ,,(o) for i > I. 
v 0 , 
From (2.4b), it is seen that  only the first I rows of matrix [V(0 ] are different from those in matr ix 
[ V (°) ] by a factor of xj in the jth column, for j = 1, 2, . . . .  k. Of course, 
det [V  (°) ] = H(x~ - xy), where i , j  = 1,2 , . . . , k ,  (2.5a) 
i< j  
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and for l = 1, 2 , . . . ,  k, 
det[V0)] = ( E  z, lz,2 ""z,,) YI (x, - z#), 
it <i2 <..,<il i<j 
(2.5b) 
where i l , i 2 , . . . , ih  i , j  = 1 ,2 , . . . , k .  Thus, for k = 2 , . . . ,n  and l = 0 ,1 ,2 , . . . , k ,  the discrimi- 
nants Dkz expressed in terms of the roots of p(,~) are 
Dk~ = ~ det[V(O(~i,,~i2,...,Aik)]det[V(°)(~il,~i2,...,~i~)] , 
il ~ i2 ~...~ ik 
(2.3b) 
where i l ,  i2 , . . . ,  ik = 1, 2 , . . . ,  n. Written out explicitly in terms of the roots, these discriminants 
are 
D~o = 
il <i2 <...<it 
Dkl = E 
i l  <i,~ <. - .< i t  
Dk2 = E 
it < i2 < ...< i~ 
Dk(k-1) = E 
il<i2~...<i~. 
D~ = E 
il <i2<...<is 
i ) t . k - I  ,~.k- I  k - I  
$2 " " " $~ 
: : " . .  : 
1 I . . .  1 
. . .  
~-2 ~-2  ~-2  
$1 ~2 " " " $~ 
: : " . .  : 
1 1 . . .  1 
~k-1  ~.k -1  k -1  
~ ,2 " " " )%, 
: : " . .  : 
1 1 . . .  1 
~k-1  k - I  k -1  
i~ ~i2 " "  hi, 
: : " . .  : 
l l . . .  l 
~it  1 ~ i71  . . .  ~ i t  1 
: : " . .  : 
~ikl-1 ~ ik -1  . . .  
. . .  
• : " . .  
~1 A¢2 . . .  
1 1 . . .  
~i~ -1 ,~ik2 - i  . . .  
,~k- 2 )~.~-2 
S2 "" ' 
: : " . .  
1 1 . . .  
~ki-1 ~i~-I . . .  
sl ~i2 "'" 
• . . .  
~ ~i2 . . .  
l 1 . . .  
a ~.k-i k-1 
,1 ~i2 "" • 
[~k-2 ,~.~-2 
_" o. .  
1 ~i2 • • • 
oo. 














k- I  
k 
(2.3c) 
where ix , J2, . . . , ik  = 1 ,2 , . . . ,n  and k = 2 , . . . ,n .  
The following theorem indicates that  for the nth-degree polynomial p(~), the quantities Dkt, 
for k > n are trivial. 
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THEOREM I. l£ p(A) is an nth-degree polynomial, then 
Dkt=0,  Vk>n and V /=0,1 ,2 , . . . , k .  
Let A1, A2,..., Ar be the r distinct roots in F of the nth-degree polynomial p(A). Let m be the 
number of distinct multiplicities of the roots and let nj be the number of distinct roots having 
multiplicity mj, for j = 1,2,... ,m. Throughout this paper, it will be assumed that the distinct 
multiplicities are ordered as 
Thus, in terms of these quantities, the number of distinct roots of p(A) is 
rr~ 
j= l  
and the degree of p(A) is 
m 
n = ~ njznj. 
j= l  
The next theorem shows that the number r of distinct roots of polynomial p(A) can be deter- 
mined by computing the quantities Dko, for k = 1, 2,..., n. 
THEOREM 2. An n th-degree polynomial p(A) has r distinct roots if and only if 
Dr0#0 and Dko=O, Vk>r .  (2.6) 
PROOF. Let p(A) be an nth-degree polynomial with r distinct roots. From (2.3) and (2.5) it 
follows that when r = 1, 
Dlo -- n # 0 and Dk0 = 0, Vk > 1, (2.7a) 
and when 2 < r < n, 
Dro =m?'m~. . .m~n'~(A~-A j )2~0 and Dk0=0, Vk>r ,  (2.7b) 
i<j 
where i , j  = 1, 2,. . . ,  r. Therefore, from (2.7) it is clear that condition (2.6) holds. Conversely, 
let p(A) be an nth-degree polynomial for which condition (2.6) holds, and let s be the number of 
distinct roots of p(A). If we postulate that s ~ r then by the same argument that produced (2.7) 
it follows that 
Dso#0 and Dk0=0, Vk>s  
which clearly contradicts condition (2.6). Therefore, s = r. 1 
Once the number  of the distinct roots of p(A) is determined from Theorem 2, the following 
theorem can be applied to compute the rth-degree polynomial d(A) of the distinct roots of p(A). 
THEOREM 3. H )tl, )t2,... , Ar are the r distinct roots of an nth-degree polynomial p(A), then 
the rth-degree polynomial d(A) defined by 
Dr1 Dr2 Dr(r-i) D~ (2.8) 
d(A)=(-A)  r+~( -A)  r - l+~( -A)  r -2+. . .+  Dro ( -A )+Dr0 ,  
is equal to the polynomial which can be formed with the r distinct roots ofp(A), i.e., 
r 
i= l  
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PROOF. If polynomial p(,~) has only one distinct root A1, then m = 1, ml = n, and it follows 
from (2.3) that 
D10=n and D11=nA1. 
Therefore, 
Oil 
d(A) = --A + DlO --A + A1. 
If polynomial p(A) has 2 < r < n distinct roots A1, A2,..., At, then it follows from (2.3) and (2.5) 
that 
Dr0 = ~m,,,,n2,,Ol "'2 ""mn~ YI (A i -  Ay) 2 , 
i<j 
and 
iz <i2<...<il i<j 
where Q,i2, . . .  ,it, i , j  = 1,2,... ,r  and l = 1,2,... ,r. Thus, 
Drl = ~ )kil 
Dr0 Q 
Dr2 = Z )ql ~i2 
D,-o i~ <i2 
and 
Therefore, 
Dr(r-l) = Z Ah'~g2 "'" ASr--1 
Dro il <i2<...<ir_l 
Dr~ 
Dro - ~ Ai~ Ai2 "'" Ai,, 
il<i2<'..<ir 
Drl Dr2 Dr(r-l) ( -A )+ Drr 
d(A) = (-A) r + ~ (-A) "-1 + ~ (-A) r-2 +. ' .  + D--'--~ Dr0 
= 1-[  
i=1 
-- 11  - m 
i=1 
Thus, we see that Theorems 2 and 3 provide the technique for computing the polynomial d(A) 
of the distinct roots of p(~) by simple algebraic manipulation of the coeitlcients of p(~). Of 
course, polynomial d(~) always divides polynomial p(A), and if the roots of p(A) are all distinct 
then d(~) = p(~) as indicated in the following corollary. 
COROLLARY 4. Ifp(A) is an nth-deEree with all roots distinct, then 
D. l  
1),o = at, for l = 1,2, . . . ,n and d(A) = p(A). 
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3. FACTORIZATION OF A POLYNOMIAL BASED 
ON THE MULTIPLICITY OF ITS ROOTS 
Consider the grouping together of the r distinct roots Ax, A2,..., Ar of p(A) according to their 
multiplicities. Let 
A1,A2,..-,Ant 
he the nx distinct roots having multiplicity ml, and let 
AE~_~,k-bl' A~.~-],h4-2' . . . ,  AEi=l,h 
he the nj distinct roots having multiplicity mj, for j = 2,... ,m. Using this grouping of the 
distinct roots, we define the polynomials ej(A), for j = 1, 2, . . . ,  m, as 
nl nj 
e,(A)-- H (A, -  A) and e j (A) -  H (At. i f :n,+,- A), for j = 2, . . . ,m.  (3.1) 
/=1 /=1 
From this definition, it is seen that the system of polynomials { el(A), e2(A),..., era(A)} is pair- 
wise prime [1] and each polynomial in this system has distinct roots. Furthermore, it is seen 
that each root of polynomial e#(A) is a root having multiplicity m# in the polynomial p(A), 
and the degree of each polynomial ej(A) is the number nj. In terms of these polynomials, the 
polynomial p(A) is given by 
w~ 
p(A) = H (eJ (A))m# " (3.2) 
j=l 
We call the factorization i  (3.2) the factorization o fp(A) based on the multiplicities of its roots, 
and we are now ready to outline the process for explicitly computing this factorization. 
The factorization process begins by computing the polynomial dl(A) of the distinct roots of 
polynomial p(A). Polynomial dl(A) is computed from equation (2.8) of Theorem 3 using the 
coefficients of p(A) in (2.1) to compute the discriminants in (2.2). Obviously, dl(A) is given by 
d l (A )=Hej (A  ). (3.3) 
jffil 
We now compute the largest power kl such that (dl(A)) kt I p(A), and from (3.2) and (3.3), it 
follows that 
kl = ml. (3.4) 
We define the first reduced polynomial Pl (A) as 
px(A)= p(A) (3.5) 
(dl(A)) ~t' 
and from (3.2)-(3.5), it follows that 
wt 
Pl()t) = H (eJ()t))mJ-ml " (3.6) 
jffi2 
Next, we compute the polynomial d2(A) of the distinct roots of pl(A). Polynomial d2(A) is again 
computed from equation (2.8) of Theorem 3 but now using the coefficients of pl(A) in (2.1) to 
compute the discriminants in (2.2). Thus, d2(A) is given by 
d2( ) = H 
jffi2 
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Similarly, we compute the largest power k2 such that (d2()t)) k2 [ pl(A), and from (3.6) and (3.7) 
it follows that 
k2 = m2 - ml. (3.8) 
Again, we define the second reduced polynomial p2(A) by 
p2(A)-- pl(A) (3.9) 
(d2(A)) k2, 
and from (3.6)-(3.9), it follows that 
W~t 
p2(A) = l ]  • 
if3 
(3.10) 
Continuing this process of computing polynomials of distinct roots dj (A) and largest powers kj, 
eventually leads to the m - 1 reduced polynomial 
. (3.11) 
The polynomial din(A) of the distinct roots of prn-l(A) is 
dm(A)=em(A) .  (3.12) 
Now, from (3.12) and (3.13) it is seen that computation of the largest power kin, such that 
(dm(A)) k"~ I Pm-I(A) yields 
km= mm - m,~-i (3.13) 
and 
p ,n - l (A )=(dm(A) )  km • (3.14) 
Therefore, from (3.14) it is clear that the processes ofcomputing reduced polynomials i complete. 
From (3.3),(3.7) and (3.12), it is concluded that 
Err 
dj = y I  e,(A), for j -- 1,2,... ,m, (3.15) 
and from (3.4),(3.8) and (3.13) it is concluded that 
kl-~-ml and kj-.--mj-mj-1, forj=2,...,m. (3.16) 
Having computed the polynomials dj(A) and the powers kj, we can now compute the polyno- 
mials ej(A) and the multiplicities mj for j = 1, 2,..., m. From (3.15), the polynomials ej(A) are 
given by 
ej( ) = dj+l(Ai, forj=l,2,...,m-1 and em(A)=d,n(A), (3.17) 
and from (3.16) the multiplicities mj are given by 
mj = ~ ki, for j = 1, 2, . . . ,  m. (3.18) 
i--1 
We now summarize this factorization procedure. For a given polynomial p(A), the polynomials 
d i (A) ,d2(A) , . . . ,dm(A)  are computed subsequently along with the powers k l ,k2 , . . . , k ,n  as de- 
scribed above. The factorization of p(A) in (3.2) is then obtained by computing the polynomials 
el(A),e2(A),..., era(A) using (3.17) and the multiplicities ml,m2 . . . .  ,m,n using (3.18). 
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4. COMPUTATION OF THE GREATEST COMMON 
DIV ISOR OF A SYSTEM OF POLYNOMIALS  
We will now describe an algorithm for computing the greatest common divisor of a system of n 
polynomials {pl(A),p2(A),... ,pn(A)} on an algebraically closed field F. The algorithm begins 
by using equation (2.8) of Theorem 3 to compute the polynomials djCA ) of the distinct roots 
of piCA), for j = 1,2,... ,n. In other words, to each polynomial in the system, we compute its 
polynomial of distinct roots 
pj(A) ~ d~(A), for j = 1,2,... ,n. 
We next compute the product polynomial p'(A) of these n polynomials of distinct roots, i.e., 
p'(A) = HdjCA), 
j=l 
(4.1) 
and then factor p'(A) based on the multiplicities of its roots as 
Er~ t
p'CA) = H , 
j--1 
where m' is the number of distinct multiplicities of f (A)  and m~, for j = 1,2,... ,m' are the 
distinct multiplicities of p~(A). From (4.1), it is concluded that largest multiplicity rn~, of ldCA ) 
must be less than or equal to the number n of polynomials in the system. Thus, if m m, < n, 
the greatest common divisor of the system {plCA),pg(A),... ,pn(A) } is the unity polynomial one, 
and the system is relatively prime [1,2,6]. On the other hand, if m m, = n then the polynomial 
e~,(A) is a common divisor of the system {pl(A),p2(A),... ,pr, CA)} because ach root of e~,(A) 
is a root of p~(A) having multiplicity n, and therefore, is a root of each piCA), for j = 1, 2, . . . ,  n. 
Next we compute the largest power k ~ such that (e~,(A))  k' [ piCA), for j = 1, 2,. . . ,  n, and then 
define the first reduced system of polynomials { pl(A), P2CA),...,/~n(A) } as 
pj(A) for j = 1,2,. . . ,n. 
 j(A) = (e.,(A))k,, 
Again, we compute the polynomials dj(A) of the distinct roots of 16j(A), 
/~j (A) ---* dj (A), for j = 1, 2,.. . ,  n. 
We compute the product polynomial p"(A) as 
n 
p"(A) = 1-I 
jffil 
and polynomial//~(A) is then factored, based on the multiplicities of its roots, as 
n 
p"(A) = H (e;'(A)) m;' , 
j----1 
where m" is the number of distinct multiplicities of ida(A) and m~ , for j = 1, 2 , . . . ,  m" are 
the distinct multiplicities of P"CA). Again, if m~,, < n, the system of polynomials { I~ICA), 1~2 CA), 
• ,l~n(A ) } is relatively prime, otherwise if " .. ram,, = n, the polynomial era,, (A) is a common divisor 
of the system {~1(A),/52(A),... ,~n(A) }. Similarly, we compute the largest power k" such that 
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(e~,,(A)) ~'' I ~(A), for j = 1,2,...,n and define the second reduced system of polynomials 
{~1(~),~2()t),... ,~n(A) } a8 
~j(~) = ~(~)  ,, k" '  for j = 1,2, . . . ,n.  
(e~,,(A)) 
This process is continued until the reduced system of polynomials obtained is relatively prime. 
The greatest common divisor of the original system of polynomials {Pl (A), P2(A),.. •, p,(A) } is 
g(~) = (e' , (~))* '  (~",,(~))*"... (e~;;'..,(~))* ...... . (4.2) 
The algorithm just described may not be the most computationally efficient method for finding 
the greatest common divisor of the system {Pz(A),P2(A),... ,Pn(A) }. Recall that an algorithm 
which will compute the greatest common divisor of a system having only two polynomials can 
be applied subsequently to compute the greatest common divisor of a system having n poly- 
nomials. Indeed, given the system {Pz(A),P2(A),... ,Pn(A)}, we let gl(A) = Pl(A), and then 
use the algorithm described above to subsequently compute the greatest common divisors gk(A) 
of the pairs {gk-l(A),p~(A)}, for k = 2, . . . ,n .  The greatest common divisor of the system 
{pl (~) ,p2( /~) , . . .  ,Pn(~) } is simply g(A) = gn(A). 
5. NUMERICAL  EXAMPLES 
EXAMPLE 1. Factorization of the fifth degree polynomial 
v(~) = _~ + ~ + ~4 _ ~ + ~/ ig + 
+ +V~ + - +V~)  + 
based on the multiplicity of its roots. All roots in the coefficients ofp(A) are positive real numbers. 
SOLUTION. Substituting the five coefficients 
0"1 = 'V~ "t- 0"2 = ~ Jr Jr" 
' v16 V2 '  
1 + g2~? + g?/r~ ~_  ~2278 as = ~ ~4 = + a5 = 18' 
V 32 V 32 ' 
of the polynomial p(A) into Newton's identities (2.1), the first ten lr quantities are 
1to = 5, 
1 38 
3 $ 
~'1 = ~+ ~,  
~s=~+ 
3 $ 
7r2= 1 -.1- ~.,~', 
7 
~" = 1-6' 
1r9= ~+ 
and from (2.2) the five nontrivial discriminants Dko are 
3 1 
~'3 = ~ + ~,  
1 3V .~,  ~'7 = ~v~+ 
DIo = 5, 
Therefore, 
D2o = ~ 
+o D2o = 
D3o = 0, D4o = 0, Dso = 0. 
and Dho = 0, Vk>2,  
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and by Theorem 2, polynomial p(A) has r = 2 distinct roots. We next compute the discriminants 
3 (V~ - 2~/4 + ~3"2) D21 ---- ~3 (1+ Vt2- ~F2- ~/'2) , D22--~ 
and using Theorem 3 to derive the polynomial dt (A) of the distinct roots of the polynomial p(A) 
to be 
Now, we see that 
dl()t) = ~2 I)21 ~ D22 
- ~020 + D2o 
= ~2 _ 1+ V~-  _~_-- ~/2 A + x /~-  2~/4 ÷ ~ 
2+ ~-2~/~ 4+2~-  4~/~ 
p(~X) _Xa (1  )~2 (1  1 ) 1 
dl(A) = + v~ + ~/~ - ~/4 + ~ ~/~ A+ ~ ~/2 
and 
+ 1 
(dlO0) - ' ' ' '~  = 2 ~r~. 
Therefore, kl = 2 and the first reduced polynomial is 
pl(~) = p(X) 1 (dl-~) 2 = -A + ~ ~/2. 
Since pl(A) has distinct roots, it follows that 
1 
d2(A) = pl(A) = -A + ~ ~/2, 
and indicates that k2 = 1. Thus, the number of distinct multiplicities i m = 2. From (3.17), the 
factor polynomials are 
dl(A) 2 1 eI(A) f~=-A+ V~ and e2CA)=d2CA)=-A+~,  
and from (3.18), the two multiplicities are 
ml=k1=2 and m2=k1+k2=2+l=3.  
Finally, from (3.2), the factorization of the polynomial p(A) based on the multiplicities of its roots 
is 
= "1  m2 = + 
Thus, the one root of polynomial el(A) is a root of multiplicity ml = 2 of p(A), and the one root 
of e2(A) is a root of multiplicity m2 = 3 of p(A). | 
EXAMPLE 2. Computation of the greatest common divisor of the pair of fifth degree polynomials 
All terms in the coefficients of pI(A) and p2(A) are positive real numbers. 
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SOLUTION. To each polynomial in the pair { Pl (A), p2(A) }, we compute the polynomial of distinct 
roots 
pl(A) ' dl(A) = -A  3 -{- 2v~A 2 - 3v~A + 6 v~ 
and 
p2(A) ', d2(A) -- -A  3 + 2v~A 2 - 3v~A -{- 6 v~. 
The product polynomial p'(A) in factored form based on multiplicity is 
p'(A) dl(A) d2(A) (_A3 + 2v~A2 3v~A _{. 6v~) 2 m' . . . .  (el(A)) a. 
Thus, ra ~ = 1, rn~ = 2, and the polynomial 
e~(A) ---- --A 3 -I- 2v~A 2 -- 3V~A + 6 v~, 
is a common divisor of the pair {pI(A),p2(~) }. Also, we see that 
pl(A) = A2 + 3 v~ and /~(A) = A2 ( ] 4v~. 
Therefore, k' -- 1 and the first reduced pair of polynomials (/~I(A),~(A) } is 
~1(~ ) = ~2 .~_ 3V~ and p2(/~) = )k 2 - 2 (2 V~) ,,~ -~- 4 v~, 
which obviously is relatively prime. Therefore, from (4.2), the greatest common divisor of the 
pair {pI(A),p2(A)} is 
9(A) = e~(A) = -A  s + 2v~A 2- 3v~A + 6 '/~. | 
In [8], a Fortran code is presented which implements the developed algorithm for factorization 
based on multiplicity. This program factors polynomials with integer coefficients only. 
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