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Kurzfassung
Die vorliegende Arbeit befasst sich mit der Entwicklung einer effizienten und robusten
isogeometrischen Reissner-Mindlin-Schalenformulierung. Die grundlegende Annah-
me bei Schalentheorien ist eine Dimensionsreduzierung des dreidimensionalen Konti-
nuums auf eine zweidimensionale Fläche im dreidimensionalen Raum. Somit wird die
Geometrie durch eine Referenzfläche in Verbindung mit einem Direktor-Vektor-Feld
beschrieben. Die Ausdehnung in Dickenrichtung wird durch die Direktor-Vektoren
definiert. Das Hauptziel der isogeometrischen Analyse ist es, die gleiche Modell-
Beschreibung für Entwurf und Berechnung zu verwenden. Dünnwandige Strukturen
werden in Entwurfsprogrammen durch eine Referenzfläche mitsamt zugehöriger Dicke
beschrieben. Somit kann durch die Verwendung isogeometrischer Schalenelemente die
aufwändige Umrechnung in Volumen-Geometriebeschreibungen vermieden werden.
Die Verwendung von NURBS-Flächen (Non-Uniform Rational B-splines) kann zu ho-
her Kontinuität an den Elementgrenzen führen. Dies erfordert ein Überdenken aller
Konzepte, die in konventionellen Schalenelementen, welche auf linearen Lagrange-
Basisfunktionen basieren, verwendet werden. Die in dieser Arbeit vorgestellte Scha-
lenformulierung ist aus der Kontinuumstheorie hergeleitet und verwendet eine ortho-
gonale Drehung, welche durch den Drehtensor nach Rodrigues beschrieben wird, zur
Berechnung des Direktor-Vektors in der Momentankonfiguration. Große Verformun-
gen und endliche Verdrehungen können präzise beschrieben werden. Für die Diskreti-
sierung werden Direktor-Vektoren in den Knoten benötigt. Diese sollen die Normalen-
vektoren so genau wie möglich interpolieren. Eine neue Methode zur Bestimmung von
Knoten-Basissystemen und Knoten-Direktor-Vektoren wird hergeleitet. Darauf auf-
bauend wird ein Kriterium vorgeschlagen, welches eine automatische Bestimmung der
passenden Anzahl von Rotationsfreiheitsgraden für jeden Knoten ermöglicht. Dadurch
sind stabile Berechnungen von Geometrien mit Knicken möglich, ohne dass die Ver-
wendung von Methoden zur Drill-Rotations-Stabilisierung oder ein manueller Eingriff
des Benutzers notwendig sind.
Die Herleitung verschiedener Konzepte für die Interpolation des Direktor-Vektors in
der Momentankonfiguration stellt den Hauptteil dieser Arbeit dar. Die Momentankon-
figuration des Direktor-Vektors ist eine Funktion des Verdrehzustands. Die jeweiligen
Konzepte unterscheiden sich durch die Größe, welche interpoliert wird, sowie durch
die gewählte Update-Formulierung für die Verdrehungen. Der Einfluss jedes Konzepts
auf das globale Deformations-Konvergenzverhalten wird mit Hilfe von numerischen
Beispielen untersucht. Die Ergebnisse legen nahe, dass ordnungsgemäßes Konvergenz-
verhalten für alle Grade von NURBS-Basisfunktionen nur erreicht werden kann, falls
interpolierte Direktor-Vektoren verdreht werden. Konzepte dieser Art sind genauer und
aufwendiger als Konzepte, die Knoten-Direktor-Vektoren verdrehen. Aber der höhe-
re Berechnungsaufwand zahlt sich bei Geometrien mit beliebiger Krümmung und bei
Basisfunktionen höheren Grades aus. Geometrien mit Knicken erfordern eine multipli-
kative Update-Formulierung für die Verdrehungen, falls ein Konzept verwendet wird,
das interpolierte Direktor-Vektoren verdreht.
Drei verschiedene Integrationsregeln werden in den numerischen Beispielen berück-
sichtigt. Neben vollständiger und reduzierter Integration nach Gauß wird auch ein
neues nicht-gleichförmiges Integrationsschema in Anlehnung an Adam et al. (2015)
untersucht. Ein besonderer Schwerpunkt liegt auf der gegenseitigen Beeinflussung
von gewähltem Rotationskonzept und Integrationsschema. Die Reduzierung der An-
zahl der Integrationspunkte von vollständiger zu reduzierter Integration führt zu einer
leichten Verminderung von Versteifungseffekten. Die weitere Verringerung durch die
Anwendung des nicht-gleichförmigen Integrationsschemas führt bei manchen Beispie-
len zu einer erheblichen Reduzierung von Versteifungseffekten. Dies führt jedoch nur
zu höherer Genauigkeit falls ein Konzept verwendet wird, das interpolierte Direktor-
Vektoren verdreht. In anderen Fällen führt die Verringerung von Versteifungseffekten
zu einer Abnahme der Genauigkeit der Verschiebungsergebnisse. Die Effizienz der
vorgestellten Schalenformulierung wird anhand der Berechnungskosten, die zum Er-
reichen eines vordefinierten Fehlerniveaus notwendig sind, mit konventionellen Scha-
lenformulierungen verglichen. Hierbei zeigt sich, dass die effektivste Kombination von
Integrationsschema und Rotationskonzept konkurrenzfähig zu konventionellen Scha-
lenformulierungen ist.
Ein weiteres Hauptanliegen dieser Arbeit ist die Herleitung einer Mortar-Methode zur
Kopplung nicht-konformer NURBS-Flächenpatches. Methoden zur Berechnung nicht-
konformer Patches ohne gegenseitige Netzverfeinerung sind unerlässlich für eine wirt-
schaftliche Anwendung von NURBS-basierten isogeometrischen Methoden. Das vor-
gestellte Verfahren basiert auf einer Substitutions-Beziehung, welche aus der schwa-
chen Erfüllung der Gleichheit der gegenseitigen Verschiebungen entlang der Verbin-
dungslinie hergeleitet wird. Mit Hilfe dieser Beziehung kann durch eine statische Kon-
densation das globale Gleichungssystem gekoppelt werden. Die Variationsformulie-
rung wird nicht verändert und die globale Steifigkeitsmatrix bleibt positiv definit. An-
hand numerischer Beispiele wird die Anwendbarkeit der Methode aufgezeigt. Die Er-
gebnisse werden mit Referenzergebnissen und mit Berechnungen mit der Lagrange-
Multiplikator-Methode verglichen. Die Anwendbarkeit der Kopplungs-Methode für
die vorgestellte Reissner-Mindlin-Schalenformulierung wird mit Hilfe zweier nicht-
linearer Beispiele gezeigt.
Abstract
This work is concerned with the development of an efficient and robust isogeometric
Reissner–Mindlin shell formulation. The basic assumption of shell theories is a di-
mensional reduction of the three-dimensional continuum to a two-dimensional surface
embedded in the three-dimensional space. Consequently, the geometry is described
by a reference surface in combination with a director vector field, which defines the
expansion in the thickness direction. The main objective of isogeometric analysis is
to use the same model description for design and analysis. Thin-walled structures are
usually defined by a reference surface and an associated thickness in industrial design
software. Thus, the usage of isogeometric shell elements can avoid costly conversions
to volumetric geometry descriptions.
The usage of NURBS surfaces (Non-Uniform Rational B-splines) possibly yields high
continuity between elements. This requires a rethinking of all concepts used in con-
ventional shell elements, which base on linear Lagrange basis functions. The shell
formulation presented in this work is derived from the continuum theory and uses an
orthogonal rotation described by Rodrigues’ tensor to compute the current director
vector. Large deformations and finite rotations can be described accurately. The dis-
cretization requires nodal director vectors which interpolate the normal vector as exact
as possible. A new method for the definition of nodal basis systems and nodal direc-
tor vectors is derived. Basing on this, a criterion for the automatic assignment of the
correct number of rotational degrees of freedom for each node is proposed. This al-
lows stable computations of geometries with kinks while requiring neither the usage
of drilling rotation stabilization nor manual user interaction.
The main part of this work is the derivation of various concepts for the interpolation of
the current director vector, which is a function of the rotational state. The respective
concepts differ in the quantity which is actually interpolated and in the chosen update
formulation for the rotations. The influence of each concept on the global deformation
convergence behavior is assessed with the help of numerical examples. The results
suggest that proper convergence behavior for all orders of NURBS basis functions can
only be attained if interpolated director vectors are rotated. Concepts of this type are
more accurate and expensive than concepts which rotate nodal director vectors. But
the higher computational effort pays off for geometries with arbitrary curvature and
for basis functions of higher order. Geometries with kinks require a multiplicative
rotational update formulation for concepts that rotate interpolated director vectors.
Three different integration rules are considered within the numerical examples. Be-
sides full and reduced Gauss integration also a new non-uniform Gauss integration
concept following Adam et al. (2015) is assessed. A special focus is put on the interac-
tion between the chosen rotational concept and the integration scheme. The reduction
of the number of integration points from full to reduced integration slightly alleviates
locking effects. The further reduction entailed by non-uniform integration significantly
reduces locking effects in some examples. But this only yields higher accuracy if a
concept which rotates interpolated director vectors is chosen. The reduction of lock-
ing deteriorates the accuracy of deformation results in other cases. The efficiency of
the presented shell formulation is compared to standard shell formulations in terms of
computational costs to attain a pre-defined error level. The most effective combination
of integration scheme and rotational concept is shown to be competitive to standard
shell formulations.
A further main concern of this work is the derivation of a mortar-type method for
the coupling of non-conforming NURBS surface patches. Methods to handle non-
conforming patches without mutual refinement are essential for an efficient application
of NURBS-based isogeometric analysis. The proposed method bases on a substitution
relation, which is derived from the weak fulfillment of the equality of mutual displace-
ments along the interface. A static condensation can be performed with the help of
this substitution relation in order to attain a coupled global system of equations. The
variational formulation is not altered and the global stiffness matrix remains positive
definite. Numerical examples show the applicability of the method. A comparison to
reference results and to computations with the Lagrange multiplier method is given.
The applicability of the coupling method for the presented Reissner–Mindlin shell for-
mulation is shown with the help of two nonlinear examples.
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Chapter 1
Introduction
1.1 Motivation
The design and analysis workflow in common CAE (Computer Aided Engineering)
software in general uses two separate models for the definition of the geometry. The
design process usually bases on a CAD (Computer Aided Design) geometry descrip-
tion technique like NURBS (Non-Uniform Rational B-splines). The analysis model
for FEA (Finite Element Analysis) usually uses linear Lagrange basis functions. These
two distinct sets of geometry models are not compatible. Thus, changes of the geom-
etry or mesh refinement require interaction between the CAD and the FEA model,
including a costly conversion of geometry. Following Hughes et al. (2005), around
80 % of overall analysis time is devoted to mesh generation in automotive and similar
industries. The usage of a common geometry description could allow a closer link
between these two processes and cut analysis times. But it is to mention that geome-
tries created in industrial design are often not suitable for the analysis, due to a bad
parametrization or the inclusion of too many details. Thus, even with an integrated
workflow attained by a common geometry description, the geometry might have to be
redefined to a certain extent. A more detailed study on relative time costs for CAE
processes is given in Cottrell et al. (2009). Here the typical costs at Sandia National
Laboratories are itemized. The time costs for the creation of an analysis solid model
(accounting for 21 %) and for meshing (accounting for 14 %) could be reduced to al-
most zero. The geometry decomposition (accounting for 32 %) to remove fine details
for the analysis and all other steps will still be necessary. It is to mention that the
relative time costs of the actual analysis account for only 4 %.
The basic idea of isogeometric analysis is to use the basis functions of the geometry
model also for the analysis. Thus, the geometry is represented exactly for every dis-
cretization. Isogeometric finite elements use the basis functions of the geometry model
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for the interpolation of the geometry and – encompassing the isoparametric concept –
for the approximation of all unknown fields. The most common geometry description
in industrial design software is NURBS surfaces. To facilitate a better integration of
design and analysis, this geometry description has been used predominantly in isogeo-
metric research in the last years. Besides NURBS a large share of research in the field
of isogeometric analysis uses T-splines, which were introduced by Sederberg et al.
(2003) and used for the first time in isogeometric finite element analysis by Bazilevs
et al. (2010). A further geometry model is subdivision surfaces, which is used by
Cirak et al. (2002) to link design and analysis. A methodology to extract NURBS
and T-splines into finite element data structures using Bézier elements is proposed in
Borden et al. (2011) and Scott et al. (2011), respectively. Thus, implementations of
isogeometric geometry descriptions into standard finite element codes are facilitated.
Changes are only necessary within the shape function routine.
Thin-walled structures occur frequently both in nature and in man-made structures due
to their advantageous ratio between load capacity and dead weight. A dimensional
reduction of such a body in the three-dimensional continuum to a two-dimensional
surface embedded in the three-dimensional space is possible if one dimension is sig-
nificantly smaller than the two other dimensions. Thus, the domain can be expressed
by a two-parametrical surface together with the description of the thickness behavior.
In engineering science such dimensionally reduced structure models are called shells.
The two main formulations for the analysis of shells are Kirchhoff–Love and Reissner–
Mindlin shell formulations; see e.g. the survey work by Bischoff et al. (2004). The
deformation behavior of thin shells is dominated by bending and membrane strains,
whereas the behavior of thick shells is also influenced by transverse shear strains. A
common distinction criterion between thick and thin shells is a ratio of 20 : 1 between
radius and wall thickness. Shear-deformable Reissner–Mindlin shell formulations are
able to accurately describe the deformation behavior of thin and thick shells. The
thickness dimension is described with the help of a director vector. The kinematic be-
havior is expressed by displacements and additional unknowns, which can be rotations
or transverse shear strains. The additional unknowns are used to model the deforma-
tion of the director vector. Thus, only first derivatives of the displacements and of the
additional unknowns appear in the equilibrium equation. Due to that, C0-continuity
of deformations and additional unknowns suffices. Kirchhoff–Love shell formulations
do not account for shear deformations. Thus, they cannot provide realistic results for
thick shells. The kinematic behavior is modeled by displacements only. The thick-
ness dimension is described by the surface normal vector, which is a function of the
second derivatives of the displacements. Thus, second derivatives appear in the equilib-
rium equation. This requires a C1-continuous interpolation of the displacements. Both
aforementioned types of shell formulations do not account for a change of thickness.
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Thus, the work performed by normal strains and stresses in the thickness direction is
zero by definition. In addition to that, the normal stresses in thickness direction are
commonly enforced to be zero to prevent stiffening effects due to unbalanced approx-
imation spaces, see Bischoff et al. (2004). In classical formulations this is achieved in
a strong way by a manipulation of the constitutive law. This can be circumvented e.g.
by introducing additional parameters for the thickness stretch as proposed by Brank
(2005) or by fulfilling the zero thickness normal stress condition in a weak sense as
proposed by Klinkel et al. (2008). A further possibility for the analysis of thin-walled
structures is to omit the dimensional reduction. A three-dimensional continuum de-
scription with special interpolation techniques in the thickness directions can be used
instead. The drawback of this possibility is the requirement of a volumetric defini-
tion of the geometry, but the usage of general three-dimensional constitutive laws is
possible without further measures.
Current CAD tools commonly are surface-oriented. All objects are described with
the help of NURBS surfaces. Voluminous objects are represented by a surface de-
scription of their boundaries. Thin-walled structures are defined by their mid-surface.
NURBS surfaces are two-parametrical surfaces embedded in the three-dimensional
space, which is exactly the kind of geometry definition shell formulations are based
on. Thus, efficient NURBS-based shell formulations are essential for the isogeomet-
ric analysis of thin-walled structures. The costly conversion into volumetric geometry
models can be avoided. The usage of NURBS or other spline-based techniques for
the analysis of shells opens up new possibilities. The higher continuity provided by
splines allows an exact determination of curvature, tangent and normal vectors in ev-
ery physical point. Surfaces are smooth and represented exactly in every discretization.
No faceting occurs, and intended kinks can be identified uniquely. This favors the for-
mulation of more precise shell formulations which take advantage of this additional
geometrical information. Thus, spline-based isogeometric analysis is especially well-
suited for shell analysis.
NURBS surfaces have three peculiarities, which impede their usage for analysis and
entail the need for additional methods. NURBS curves are defined by a knot vector and
a set of control points. The entries of the knot vector correspond to the element bor-
ders in finite element analysis. The parametric space of each NURBS surface patch is
constructed by a tensor product of two one-dimensional knot vectors. Thus, a NURBS
surface patch is always of quadrilateral topology. Mesh refinement is performed by
knot insertion into the knot vector for the concerned parametric direction. This pre-
cludes local refinement for standard NURBS surfaces, as refinement always propagates
throughout the whole patch. This constitutes the first peculiarity. Geometry models in
industrial design usually consist of a multitude of NURBS patches. Each patch is
defined by its own set of control points and two knot vectors, one for each paramet-
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ric direction. The patches are not connected by shared control points in the CAD
model. Each patch constitutes an independent subdomain. All patches have to be con-
nected for the mechanical response analysis. Most of the time the discretization is non-
conforming, which averts a direct connection of patches by shared degrees of freedom.
This constitutes the second peculiarity. The combination of non-conforming patches
and propagation of refinement potentially produces an unnecessarily high quantity of
elements if mutual refinement shall be performed. Furthermore, mutual refinement
may even be not possible or can yield deteriorated element ratios. Thus, methods to
handle non-conforming patches are essential to avoid mesh refinement which is unnec-
essary for the targeted computation error. The last peculiarity, which has to be faced to
allow an application of NURBS surfaces in applied analysis codes, is the computation
of models containing trimmed NURBS surfaces. These surface patches are trimmed
by NURBS curves, which distinguish active regions from inactive regions. Only ele-
ments inside the active regions have to be computed under consideration of the exactly
defined NURBS boundary curves.
1.2 State of the art
Isogeometric analysis, which was introduced by Hughes et al. (2005), uses the ba-
sis functions of the CAD geometry description also for the analysis. Mostly spline-
based techniques are used. This necessitates the clarification of several theoretical
aspects. The work of Bazilevs et al. (2006) is concerned with approximation prop-
erties of NURBS and establishes error estimates. The approximation properties of
splines are shown to be superior in comparison to standard Lagrange basis functions
per degree of freedom by Evans et al. (2009). The influence of distorted and degen-
erated meshes on the error of the solution is investigated by Lipton et al. (2010). It is
shown that higher-order spline basis functions with high continuity lessen the impact
of such model deficiencies. The influence of high continuity is examined by Cottrell
et al. (2007). In general, higher continuity leads to more accurate results, but in the
vicinity of discontinuities higher continuity results in increasing errors. Integration is
commonly performed using uniform Gauss integration. Studies about more efficient
integration rules are given in Hughes et al. (2010) for uniform NURBS meshes and in
Auricchio et al. (2012) for NURBS meshes with uniform knot vectors. A quadrature
rule which uses non-uniform Gauss integration for NURBS elements was proposed in
Adam et al. (2014). A generalization for arbitrary spline meshes is given in Schillinger
et al. (2014).
The first shell formulation in the context of isogeometric analysis was presented by
Kiendl et al. (2009). This work bases on the Kirchhoff–Love shell theory. Thus, no
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rotational degrees of freedom are needed at the expense of required C1-continuity of
displacements between elements. The higher continuity is provided by the NURBS
geometry description within each patch. But at the intersection of patches additional
measures have to be considered to avert unintentional hinge-like behavior. Kiendl et al.
(2010) proposed to add artificial stiffness with the help of so-called bending strips. The
choice of the stiffness parameter requires a decision between accuracy and condition
of the stiffness matrix. A geometry description with inherent C1-continuity as a base
for a Kirchhoff–Love shell formulation was proposed by Nguyen-Thanh et al. (2011).
A further rotation-free shell formulation was proposed by Benson et al. (2011). The
need for higher continuity is avoided by fulfilling the Kirchhoff conditions only in
discrete points. The higher continuity between elements offered by splines facilitates
the implementation of Kirchhoff–Love shell formulations. However, due to their the-
oretical foundation, these shell formulations do not yield realistic results in regions of
large shear strains. Furthermore, the imposition of rotational boundary conditions and
the coupling of patches are rather difficult. This necessitates the formulation of effi-
cient Reissner–Mindlin shell formulations. The first such formulation was proposed
in Benson et al. (2010). It is derived from a degenerated solid and uses director vec-
tors to describe the thickness behavior. The normal vectors in the closest projected
points are used for the required nodal director vectors. The interpolation of rotations
is inherited from standard Lagrange-based shell formulations. The quality of the in-
terpolation of rotations deteriorates with rising order of the NURBS basis functions.
Thus, divergent deformation behavior can occur. A combined Kirchhoff–Love and
Reissner–Mindlin shell formulation is presented in Benson et al. (2013). On sharp
edges the Reissner–Mindlin formulation is used, whereas in all other regions the faster
Kirchhoff–Love formulation is employed. All shell formulations mentioned above do
not take any measures against locking effects 1. The hierarchic shell formulation pro-
posed in Echter et al. (2013) provides three different kinematic assumptions, which
can be chosen and combined according to the geometrical situation. The possible
choices are a Kirchhoff–Love kinematics with three parameters, a Reissner–Mindlin
1The presence of artificial energy as a consequence of an unintended coupling between individual
strains yields an unrealistically stiff system response. These effects are subsumed under the term lock-
ing. They occur for all kinds of finite elements, depending on element type, dimensional ratios and
compressibility of the material. In the case of Reissner–Mindlin shells the following locking effects
occur, see Bischoff et al. (2004). Transverse shear locking is yielded by non-matching interpolation
spaces for curvatures and transverse shear strains. Membrane locking is the result of a coupling of
membrane strains and curvatures in curved elements. The coupling of membrane normal strains and
membrane shear strains yields in-plane shear locking, which is only decisive for in-plane bending dom-
inated states of deformations. Curvature thickness locking and Poisson thickness locking occur only
for shell formulations which account for a change of thickness. In contrast to the aforementioned, the
occurrence of volumetric locking depends on the Poisson’s ratio; it occurs only for nearly or completely
incompressible material.
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kinematics with two transverse shear strains as additional parameters and a seven pa-
rameter shell accounting additionally for thickness change with two thickness stretch
parameters. The employed shell kinematics precludes a coupling between curvatures
and transverse shear strains. The definition of nodal director vectors is not necessary.
The formulation is by construction free from transverse shear locking, which occurs in
Reissner–Mindlin shells with standard kinematics. Furthermore, curvature thickness
locking, a stiffening effect which occurs in shells accounting for thickness change,
is precluded. To alleviate all remaining locking effects an isogeometric version of
the DSG method (Discrete Strain Gap, see Koschnik et al. (2005)) and the usage of
a Hellinger–Reissner variational formulation are examined. However, this shell for-
mulation is restricted to infinitesimal small deformations due to its linear kinematic
assumptions. The coupling of patches at intersections with kinks is significantly im-
peded in comparison to rotation-based shell formulations by using transverse shear
strains as degrees of freedom. The transverse shear strains have different directions at
shell intersections with kinks and thus cannot be added up simply. A different kind
of shell formulation is proposed in Hosseini et al. (2013) and Hosseini et al. (2014).
The geometry is described by a reference surface in combination with a director vec-
tor. The thickness direction is interpolated with linear Lagrange basis functions in the
former case and with B-spline basis functions in the latter case. The corresponding
nodal degrees of freedom are distributed over the thickness. This leads to a solid-like
shell formulation in the former case and to a continuum shell formulation in the lat-
ter case. The kinematics is described by displacements only, and three-dimensional
constitutive laws can be used. The treatment of shell intersections with kinks is still
an open question for this new kind of shell formulation. A geometry description with
volumetric NURBS is chosen for the linear shell formulation proposed in Bouclier
et al. (2013). This requires an elaborate conversion of geometry models constructed
in common CAD software. The solid-shell formulation interpolates the behavior in
the thickness direction with one layer using quadratic NURBS basis functions. Com-
plex geometries with intersections can be computed if the volumetric geometry model
is adapted accordingly. Two projection methods to alleviate locking effects are pro-
posed. An adaption of the ANS method (Assumed Natural Strains, see Dvorkin and
Bathe (1984)) for NURBS-based solid-shell elements was proposed by Caseiro et al.
(2014). Adam et al. (2015) present an integration rule for shell elements that over-
comes locking by using an optimal number and layout of integration points.
Recently, the common solution strategy for the coupling of non-conforming patches
in NURBS-based isogeometric analysis is the usage of domain decomposition meth-
ods based on enhanced weak forms. Domain decomposition methods decompose the
domain of a given problem into subdomains, of which the parametrization does not
have to match. The situation at hand is an ideal field of application for domain de-
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composition methods, where each patch can be regarded as one subdomain. A general
overview over domain decomposition methods is given in Wohlmuth (2001). The en-
forcement of Dirichlet boundary conditions in a weak manner by the Lagrange multi-
plier method and the Penalty method was proposed in Babuška (1973a) and Babuška
(1973b), respectively. These methods as well as the method of Nitsche (1971) are
the basis of recently applied domain decomposition techniques for the connection of
NURBS patches. Mortar methods are the prevailing domain decomposition method
in mathematical literature. Basically, two standard types of mortar formulations ex-
ist, which are referred to as the non-conforming positive definite problem and as the
saddle point problem based on unconstrained product spaces in Wohlmuth (2001). In
all cases, a Lagrange multiplier space is used for the matching conditions along the
interface. The mortar method leading to the non-conforming positive definite problem
was initially proposed in Bernardi et al. (1993). The function spaces are constrained to
fulfill the matching condition at the interface in a weak manner. Basically, this means
that the basis functions of one side are related to those of the other side in a way that
the matching condition is fulfilled. The discretization of the interface condition with
Lagrange multiplier functions yields an equation which contains a mass matrix of the
basis functions. The inversion of this matrix allows the constrained basis functions
to be computed. The Lagrange multiplier field is not contained in the variational for-
mulation, which remains positive definite. The second mortar approach, which leads
to the saddle point problem based on unconstrained product spaces, was proposed
in Ben Belgacem (1999). In this case, the interface conditions are not enforced with
the help of constrained function spaces, but directly realized by means of a Lagrange
multiplier field. This approach enhances the variational formulation by Lagrange mul-
tiplier terms to enforce the interface condition in a weak manner. It is basically equal
to engineering formulations basing on the Lagrange multiplier method, see Babuška
(1973a). The variational formulation turns into a saddle point problem. Finite element
trace spaces are commonly used for the Lagrange multiplier. This yields non-local
support of the basis functions on one side of the interface. The usage of dual basis
spaces for the Lagrange multiplier is proposed in Wohlmuth (2000) and Wohlmuth
(2001). The biorthogonality of the dual spaces yields local support of the basis func-
tions. Thus, this choice potentially leads to higher numerical efficiency. A method to
compute dual basis spaces for polynomials of arbitrary order is presented in Oswald
and Wohlmuth (2002).
All currently available methods for the coupling of NURBS patches in isogeometric
analysis base on one of the aforementioned concepts. Hesch and Betsch (2010) pro-
posed a finite element mortar method for the domain decomposition of transient large
deformation problems, and adapted this formulation to isogeometric analysis in Hesch
and Betsch (2012). Both formulations use a Lagrange multiplier field to add the work
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done by coupling tractions along the interface to the weak form. The Lagrange mul-
tiplier field is discretized with linear Lagrange basis functions. Mortar integrals are
used to establish discrete mesh tying constraints, which constrain the deformations
of adjacent faces to be equal within the time discretization. An isogeometric mortar
method, where the weak form is enhanced by Lagrange multiplier terms in order to
enforce continuity across the interface, is presented in Brivadis et al. (2015). Sev-
eral choices of Lagrange multiplier spaces are investigated. Basing on Oswald and
Wohlmuth (2002), a possibility to construct biorthogonal spaces for the Lagrange mul-
tiplier space is sketched, but not followed further. This choice would entail compact
support of the basis functions, which is otherwise not the case. The usage of the La-
grange multiplier method and the Penalty method for the coupling of NURBS patches
and for the imposition of displacement boundary conditions in two-dimensional elas-
ticity is presented in Dornisch and Klinkel (2011). Domain decomposition methods
basing on the Penalty method, the Lagrange multiplier method, the augmented La-
grange method and Nitsche’s method are applied to two-dimensional linear elastic-
ity in Apostolatos et al. (2014). Nitsche’s method in combination with an immersed
boundary method is proposed in Ruess et al. (2014) in order to allow the computation
of complex geometries described by trimmed NURBS. In Nguyen et al. (2014), also
Nitsche’s method is used for the coupling of domains.
The connection of hierarchical B-spline meshes by statical condensation was proposed
by Kagan et al. (2003), and extended to NURBS meshes by Cottrell et al. (2007). This
approach is limited to hierarchical meshes, which are a special case of non-conforming
meshes. The method can be used for local refinement, but not for the coupling of arbi-
trary non-conforming patches. Thus, it is not considered to be a domain decomposition
method.
Complex NURBS models constructed with industrial design programs commonly con-
tain trimmed NURBS surface patches. Methods for the treatment of such patches were
proposed by Kim et al. (2009), Schmidt et al. (2012), Schillinger et al. (2012) and
Nagy and Benson (2015).
1.3 Scope and objective
The main objective of this work is to propose a shell formulation which is adapted to
the possibilities offered by the isogeometric concept. The higher continuity shall be
exploited to achieve a level of efficiency which is comparable to standard finite ele-
ment shell formulations. A special focus is laid on the computation of geometries with
large and arbitrary curvature. Although precluded from a theoretical point of view, ge-
ometries with kinks and sharp folds are an important area of application in engineering
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practice. The computation of such geometries shall be possible without the usage of
drill rotation stabilization or penalty terms. The exact geometry and the existence of a
uniquely defined normal vector field shall be used to attain robust computations and to
minimize user interaction.
A further main objective is the coupling of non-conforming patches. An efficient com-
putation of non-conforming geometries is required for the usage of the isogeometric
concept in practical applications. All current coupling methods listed in Section 1.2
enrich the variational formulation with additional terms. This either turns positive def-
inite problems into saddle point problems with additional unknowns or requires the
definition of empirical parameters. A coupling method which avoids both drawbacks
shall be derived. It bases on a static condensation, where the substitution relation is
derived from the weak fulfillment of the mutual displacement interface condition.
Basing on the objectives, the scope of this work is as follows. An efficient and robust
isogeometric shell formulation for the computation of thin-walled structures is devel-
oped. Reissner–Mindlin kinematic assumptions are used in order to account for trans-
verse shear deformations. The geometry is defined with the help of a reference surface
and a director vector field. NURBS surfaces, the most common geometry description
in industrial design software, are used for the definition of the reference surface. This
avoids costly conversions to other geometry models.
The director vector field is interpolated by NURBS basis functions and nodal basis
systems. A new method for the computation of nodal basis system is proposed. Bas-
ing on a patch-wise L2-projection, the nodal basis systems are computed in a way
that the interpolated director vector is as close as possible to the exact normal director
vector. The patch-wise defined nodal basis systems interpolate the director vector at
least C0-continuously within each patch and discontinuously between patches. Two
nodal rotations around globally valid nodal basis vectors aligned to a tangent surface
are used as degrees of freedom in smooth regions. At kinks three rotational degrees of
freedom are used. This allows both numerically stable computations without the us-
age of drilling rotation stabilization and a proper treatment of shell intersections with
kinks.
An automatic classification of nodes to be in smooth regions or located at kinks is
possible due to the exact geometry description by NURBS surfaces, which uniquely
defines the curvature in every surface point. This implicit information has to be trans-
formed into explicit information for every control point. A criterion for this classifica-
tion is proposed.
A nonlinear kinematic relation allows the computation of problems involving large
deformations. The current director vector and its derivatives are required for the com-
putation of the strains. In addition to that, the first and second variations of these
quantities are required for the linearized weak form of equilibrium. The variations of
10 1 INTRODUCTION
the director vector are expressed as functions of the variation of nodal rotations. The
high inter-element continuity of NURBS surfaces requires a more precise treatment of
rotations than in common Lagrange-based shell formulations. Several rotational con-
cepts basing on Rodrigues’ tensor, which allows the handling of finite rotations, are
presented. They can be classified into two groups. Formulations which rotate nodal
director vectors are commonly used for Lagrange-based shell elements. The more pre-
cise rotation of interpolated director vectors is not worth the additional computational
costs in common Lagrange-based shell formulations, but for rising orders of NURBS
basis functions the situation is different. Numerical examples show the differences be-
tween all concepts depending on the order of the NURBS basis functions, the absolute
value of rotations and the curvature of the geometry. Convergence of the results for
order elevation is only attained if interpolated director vectors are rotated.
The non-uniform integration rule for shell elements proposed by Adam et al. (2015) is
adapted to higher orders and used for the presented shell formulation. The reduction
of integration points significantly reduces computational costs and alleviates locking
effects. This integration rule is mainly implemented in order to show the behavior of
the rotational concepts in combination with efficient measures to alleviate locking.
The basic aim of patch coupling is to enforce the equality of mutual displacements
along the interface of adjacent patches. The weak form of this equality is used to
derive a substitution relation between master and slave interface degrees of freedom.
This relation is used for a static condensation, which enforces the deformation con-
straints and removes the slave interface degrees of freedom from the global system of
equations. Thus, a coupled global system of equations arises. The positive definite
formulation is preserved and no empirical parameter is required.
1.4 Overview
The fundamentals of continuum mechanics are reviewed in Chapter 2 in order to estab-
lish a uniform notation and to provide a basis for the derivation of both the shell theory
with Reissner–Mindlin kinematics and the patch coupling method. The required mea-
sures for strains and stresses are introduced. The field equations are established and
the variational principle is sketched.
A detailed derivation of the shell theory with Reissner–Mindlin kinematics is given
in Chapter 3. A rotational formulation for the current director vector is chosen. The
strains are split up into shell strains and the stresses are pre-integrated to stress resul-
tants. A linear elastic St. Venant–Kirchhoff constitutive law is used. The linearization
of the weak form requires the first and second variation of the director vector. A spe-
cial focus is put on the computation of the variations and derivatives of the director
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vector, whereby both additive and multiplicative rotational update formulations are
considered.
The fundamentals of NURBS and isogeometric analysis are provided in Chapter 4.
The concepts of B-spline curves, NURBS curves and NURBS surfaces are detailed.
A notation suitable to the needs of multiple-patch isogeometric analysis is introduced.
The definition of elements, mesh refinement and order elevation in NURBS-based iso-
geometric analysis is sketched. The possibilities and challenges entailed by the usage
of spline basis functions for the analysis are shown.
Two methods for the computation of nodal basis system are presented in Chapter 5.
Besides the common closest point projection, a new method basing on anL2-projection
is introduced. With the help of the patch-wise defined sets of nodal basis systems, a
criterion to classify nodes to be in smooth regions or at kinks is established.
The isogeometric discretization of the shell theory with Reissner–Mindlin kinematics
is given in Chapter 6. The discrete system of equations is deduced with wildcards,
which are defined in Chapter 7 for each rotational concept. Three different integration
rules for the computation of the stiffness matrix are defined. Besides the common
choices of full and reduced Gauss integration, also non-uniform Gauss integration is
considered. For this purpose, the work of Adam et al. (2015) is adapted to higher
orders and an additional correction factor for the element area is introduced.
Five different rotational concepts are presented in Chapter 7. The quantities required
for the isogeometric discretization are derived basing on the interpolation of the cur-
rent director vector, the interpolation of the rotations and the chosen rotational update
formulation.
Chapter 8 discusses the coupling of non-conforming NURBS patches. The domain
of the continuum problem is decomposed into two subdomains according to the re-
spective NURBS patches. An uncoupled global system of equations is derived. In
the following, a mortar method which couples the global system of equations by a
static condensation is derived. The derivation is shown for a two-dimensional model
problem. An extension to the presented Reissner–Mindlin shell elements is given.
The implementation of all presented methods and formulations is assessed in Chap-
ter 9 with the help of numerical examples. The influence of three model choices –
the method to compute nodal basis systems, the chosen rotational concept and the em-
ployed integration rule – on the accuracy of computations is examined. Linear and
nonlinear examples with finite rotations show the influence of each model choice de-
pending on the curvature of the geometry and the absolute value of the rotations. A
special focus is put on the interaction between all three model choices. Results are
compared to reference solutions from literature or to reference computations where
possible. A comparison of computational costs to Lagrange-based finite element shell
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formulations is given. The ability of the proposed criterion to automatically detect
kinks in the geometry is tested. The proposed patch coupling method is assessed and
compared to reference computations with the Lagrange multiplier method and other
formulations from literature. The applicability of the coupling method for geometri-
cally nonlinear computations of complex geometries is shown.
A summary of all presented methods along with a conclusion is given in Chapter 10.
Elementary vector and tensor algebra operations are defined in Appendix A. All nec-
essary information to construct the two free form surface examples is provided in Ap-
pendix B.
Chapter 2
Fundamentals of Continuum
Mechanics
This thesis establishes a framework for the analysis of deformation processes of thin
solid bodies. Thus, the balance laws for mechanical problems in a three-dimensional
continuum are presented as a basis for the shell theory. The kinematics is formulated
in a Lagrangean (material) description, which can describe large deformations and
motions of bodies in space. The employed strain measure allows the analysis of me-
chanical problems with finite strains. The work-conjugate stress measure is provided.
The presented formulation is material-independent. Thus, linear and nonlinear consti-
tutive laws can be incorporated. The governing equations are fulfilled with the help of
variational principles. All required aspects for the derivation of shell theories can also
be found in Naghdi (1972). A more comprehensive review of continuum mechanics
can be found e.g. in Stein and Barthold (1996), Marsden and Hughes (1994), Washizu
(1982) and Holzapfel (2000).
2.1 Differential geometry and kinematics
The description of the motion of a body in space depending on the time is called
kinematics. A body B in continuum mechanics is a contiguous set of material points P
and is enclosed by its piecewise C1-continuous boundary ∂B. The properties of the
body are described with the help of a bijective and continuous mapping of the body
into the Euclidean vector spaceR3. The image of the body at the time t = t0 is referred
to as reference configuration B0 ⊂ R3. This reference configuration is used to define
the body, which is the characteristic feature of a Lagrangean formulation. Thus, a
material point P is defined by its position vector X˜ in the reference configuration.
The image of the body at a time t > t0 is called current configuration Bt ⊂ R3. The
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Figure 2.1: Reference and current configuration of the continuum.
boundary of the reference and the current configuration is referred to as ∂B0 and ∂Bt,
respectively. The continuous mapping
ϕ
(
X˜, t
)
: B0 → Bt (2.1)
describes nonlinear deformations and establishes a relation between the reference and
the current configuration at a given time t. The position vector x˜ of a material point P
in the current configuration is defined by
x˜ = ϕ
(
X˜, t
)
. (2.2)
All geometric quantities are illustrated in Figure 2.1. Here, and in the remainder of
this thesis, capital letters denote quantities in the reference configuration, and lower-
case letters quantities in the current configuration. Tensors, matrices and vectors are
uniformly printed bold face. Latin indices take the values i = 1, 2, 3 and Greek indices
the values α = 1, 2. The Einstein summation convention is used where not specified
differently. The position vector of a material point P can be defined with the help of
a fixed right-handed Cartesian coordinate system xi or with a convected curvilinear
coordinate system ξi, which can be imagined as inscribed into the body. The relation
between both coordinate systems reads
xi = xi
(
ξ1, ξ2, ξ3
)
(2.3)
with the inverse relation
ξi = ξi (x1, x2, x3) , (2.4)
which requires that det (∂xi/∂ξj) 6= 0 holds, see Naghdi (1972). The position vec-
tor X˜ in the reference configuration can be defined by
X˜ = X˜ie
i = X˜1e
1 + X˜2e
2 + X˜3e
3 (2.5)
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with the help of the orthonormal global Cartesian vectors ei = ei. Accordingly,
x˜ = x˜ie
i is defined in Cartesian coordinates. The covariant basis systems in the refer-
ence and in the current configuration
Gi =
∂X˜
∂ξi
=
∂X˜j
∂ξi
ej gi =
∂x˜
∂ξi
=
∂x˜j
∂ξi
ej (2.6)
are defined as tangent vectors with respect to the contravariant coordinates ξi at the
respective position vector. The contravariant basis systems are defined by
Gi =
∂ξi
∂X˜j
ej gi =
∂ξi
∂x˜j
ej , (2.7)
and are the dual basis systems toGi and gi, respectively. The Kronecker delta symbol
δji =
{
1 if i = j
0 if i 6= j (2.8)
allows a brief formulation of the duality property
Gi ·Gj = δji gi · gj = δji , (2.9)
which can be used for the computation of the contravariant basis system. Furthermore,
it is advantageous for the evaluation of energy terms, as will be shown in Section 2.3.
Using (2.6) and (2.7), the position vectors can be defined by
X˜ = ξi Gi = ξi G
i x˜ = ξi gi = ξi g
i (2.10)
in covariant and contravariant coordinates. The dyadic product is denoted by ⊗ and
produces a second-order tensor, see the overview over basic vector and tensor calculus
in Appendix A. Using the co- and contravariant metric coefficients
Gij = Gi ·Gj Gij = Gi ·Gj
gij = gi · gj gij = gi · gj ,
(2.11)
the metric tensors
G = Gij G
i ⊗Gj = Gij Gi ⊗Gj
g = gij g
i ⊗ gj = gij gi ⊗ gj
(2.12)
are defined. They correspond to the second-order identity tensor. The position vectors
in combination with the basis vectors defined above are able to describe geometry,
strain measure and geometrical mappings in the required extent.
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2.2 Deformations and strain measures
The displacement field u˜(X˜, t) is a function of the time parameter t and the position
vector in the reference configuration X˜ . The deformation of a material point P is
defined as the difference
u˜ = u˜(X˜, t) = x˜− X˜ (2.13)
between the position vector in the current and the reference configuration. The pre-
sented shell formulation is restricted to static loading. Thus, the dependence of quanti-
ties in the current configuration on X˜ and on the time t is not displayed in the following
for the sake of a compact notation.
The deformation gradient F is a linear mapping of an infinitesimal line element dX˜
in the reference configuration to an infinitesimal line element dx˜ in the current config-
uration, and is defined by
F :=
dx˜
dX˜
= Grad x˜ . (2.14)
The deformation gradient, its inverse and the transpose can be computed with the help
of the co- and contravariant basis vectors
F = gi ⊗Gi F−1 = Gi ⊗ gi F T = Gi ⊗ gi F−T = gi ⊗Gi . (2.15)
The deformation gradient can be used for push forward operations
gi = FGi g
i = F−TGi , (2.16)
which map vectors of the reference configuration to the current configuration. Here the
co- and contravariant basis vectors are transformed exemplary. The inverse mapping
Gi = F
−1gi G
i = F Tgi (2.17)
is called pull back operation. The mappings defined in (2.16) and (2.17) have to be bi-
jective in order to ensure the connectivity of adjacent material points. Thus, the inverse
of the deformation gradientF has to exist, which requires that the Jacobian J := detF
is non-zero. Furthermore, the deformation process has to be continuous to prevent self-
penetration of the material. Thus, the final condition for the Jacobian
J = detF > 0 (2.18)
has to hold. The transformation of an infinitesimal volume element from the reference
configuration to the current configuration reads
dv = J dV (2.19)
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using the Jacobian J . The deformation gradient F is a generally non-symmetric
second-order tensor. It uniquely describes the deformation of a body. The require-
ment for the usage as a strain measure, F = 0 in case of rigid body rotations or rigid
body translations, is not fulfilled, see Stein and Barthold (1996). Furthermore, F de-
pends on the orientation. As a consequence of these three shortcomings, F is usually
not used as a strain measure in continuum mechanics.
There are several different valid strain measures, which overcome the above mentioned
shortcomings. For an overview see Ogden (1997). In this thesis, the Green–Lagrange
strain tensor
E = 1
2
(
F TF −G) (2.20)
is used, where the metric tensor G is equal to the unity tensor 1. It can be used to de-
scribe large deformations and large strains. The correct description of rigid body mo-
tions, the independence of orientation and the symmetry of E are shown in Stein and
Barthold (1996). Equation (2.20) establishes a relation between the deformations u˜
and the strains E. It constitutes the kinematic field equation for the Lagrangean de-
scription of a boundary value problem. The associated kinematic boundary condition
u˜ = u (2.21)
imposes prescribed deformations u along parts of the boundary ∂B. It is commonly
referred to as Dirichlet boundary condition. The Green–Lagrange strain tensor can
alternatively be defined by
E = Eij G
i ⊗Gj (2.22)
using covariant components
Eij =
1
2
(gij −Gij) (2.23)
and contravariant basis vectors. Terms in Eij which are quadratic products of the
derivatives of the deformation vector u˜ are neglected for geometrically linear compu-
tations. The usage of the resulting linear coefficients
Elinij =
1
2
(
gi ·Gj + gj ·Gi − 2Gij
)
(2.24)
in (2.22) yields the linearized Green–Lagrange strain tensor.
2.3 Stresses and energetically conjugate work integrals
Stresses are defined as the forces in the interior of a body related to the imaginary
section they act upon. The traction vector t is defined by
t :=
df
da
, (2.25)
18 2 FUNDAMENTALS OF CONTINUUM MECHANICS
and describes the stress which is exerted by the force vector df upon the differential
surface da in the current configuration. The unit normal vector upon da is denoted
by n˜. Its counterpart in the reference configuration is referred to as N˜ . At differential
sections within the body the normal vectors are uniquely defined. The normal vectors
at the boundary ∂B are uniquely defined almost everywhere due to the piecewise C1-
continuity of ∂B. The traction vector t and the surface normal vector n˜ are related
linearly, which is stated by the Cauchy stress theorem. A proof thereof can be found
in Stein and Barthold (1996). The relation
t = T n˜ (2.26)
introduces the Cauchy stress tensor T , which is a symmetric second-order tensor, i.e.
T T = T holds. The symmetry of T is a consequence of the balance of angular mo-
mentum, see Stein and Barthold (1996). All quantities in (2.26) are associated with the
current configuration. Thus, the Cauchy stress tensor
T = T ij gi ⊗ gj (2.27)
is a spatial tensor and constitutes a measure of the true physical stress. However,
it is not energetically conjugate to the Green–Lagrange strain tensor E, as they are
associated with different configurations. Thus, the first Piola–Kirchhoff stress tensor
P = P ij gi ⊗Gj (2.28)
and the second Piola–Kirchhoff stress tensor
S = Sij Gi ⊗Gj (2.29)
are introduced. The first Piola–Kirchhoff stress tensor is computed by
P = JTF−T (2.30)
from the Cauchy stress tensor T with the help of the deformation gradient F and its
Jacobian J . It is defined with basis vectors both in the current and in the reference
configuration and it is non-symmetric, which follows from T T = T and (2.30). Thus,
its use as a stress measure for the solution of mechanical boundary value problems is
inconvenient. In contrast to that, the second Piola–Kirchhoff stress tensor is defined
completely in the reference configuration. It can be computed by
S = JF−1TF−T , (2.31)
which constitutes a pull back operation of the Cauchy stress tensor to the reference
configuration, also called Piola transformation. The inverse transformation
T = J−1FSF T (2.32)
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is required for the computation of physically meaningful stress results. The symmetry
of S can be shown easily with the help of T T = T and (2.31). The second Piola–
Kirchhoff stress tensor S is energetically conjugate to the Green–Lagrange strain ten-
sor E, see Ogden (1997). The internal work of a body under deformation is computed
with the scalar product S : E, see the definition of the scalar product of two second-
order tensors in Appendix A. The usage of contravariant basis systems for E and
covariant basis systems for S yields
S : E =
(
Sij Gi ⊗Gj
)
:
(
Ekl G
k ⊗Gl)
= SijEkl (Gi ⊗Gj) :
(
Gk ⊗Gl)
= SijEkl
(
Gi ·Gk
) (
Gj ·Gl
)
= SijEklδ
k
i δ
l
j
= SijEij ,
(2.33)
which simplifies the evaluation of the internal work integral, as the scalar product
depends only on the coefficients of stresses and strains, not on their basis vectors.
2.4 Constitutive equations
The constitutive law relates kinematic and static quantities. In this specific case, the
fourth-order material tensor C relates the Green–Lagrange strain tensor E and the
second Piola–Kirchhoff stress tensorS. The material tensorC is defined by the second
partial derivative of the strain energy density W int (E) with respect to E
C :=
∂2W int (E)
∂E∂E
(2.34)
under the assumption, that an elastic potential exists. The derivation of the shell theory
and its finite element formulation is independent of the constitutive law. Thus, a linear
elastic isotropic St. Venant–Kirchhoff material is used for the derivations without loss
of generality. A unique linear relation
S = C : E (2.35)
between stresses and strains is established. If the material tensor is defined with the
help of covariant basis systems
C = Cijkl Gi ⊗Gj ⊗Gk ⊗Gl (2.36)
andE andS are expressed as defined in (2.22) and (2.29), then (2.35) can be expressed
by
Sij = CijklEkl (2.37)
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using only the tensor coefficients. In the isotropic case, the material tensor can be
defined with the help of two material parameters by making use of the symmetric
properties of C, see e.g. Gurtin (1972) . Thus, the coefficients of the material tensor
are computed by
Cijkl = λGijGkl + µ
(
GikGjl +GilGjk
)
(2.38)
with the two Lamé constants λ and µ. The relation between the Lamé constants and
the engineering material constants is given by
λ =
νE
(1 + ν) (1− 2ν) and µ =
E
2 (1 + ν)
, (2.39)
where Young’s modulus and Poisson’s ratio are denoted by E and ν, respectively. It
has to be noted, that only small strains are described realistically with the St. Venant–
Kirchhoff material model. If strains larger than 5 % are expected, a more sophisticated
material model should be used.
2.5 Equation of equilibrium
The equation of motion can be derived from the balance of linear momentum, see e.g.
Wriggers (2008). If inertia effects are neglected, then the equation of motion reduces
to the static equilibrium, which is expressed by
Div (FS) + ρ0b0 = 0 (2.40)
in the reference configuration. The static equilibrium describes the balance between
internal and external forces. The term ρ0b0 denotes the directed body force per unit
volume in the reference configuration. The static equilibrium is established in the cur-
rent configuration and then transformed to the reference configuration. The occurrence
of FS = P in (2.40) denotes, that stresses in the current configuration are related to
geometric quantities in the reference configuration. Similarly, traction forces
t = FSN˜ = T n˜ (2.41)
can be computed basing on quantities which are defined in the reference or in the
current configuration. The equilibrium of the traction forces along the boundary ∂B0
is expressed by
FSN˜ = t0 (2.42)
in the reference configuration, where t0 are prescribed traction forces. Equation (2.42)
is commonly referred to as Neumann boundary condition.
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2.6 Summary of field equations and variational princi-
ple
The mechanical boundary value problem considered within this thesis is properly de-
fined by the three field equations given in (2.20), (2.35) and (2.40) in combination with
both geometric boundary conditions (2.21) and static boundary conditions (2.42). The
field equations have to be fulfilled throughout the whole body in the reference config-
uration B0, and describe the governing equations of elastostatic problems in the strong
form. The boundary conditions have to be fulfilled on the domain boundary ∂B0,
where ∂BN0 ⊂ ∂B0 denotes the part of the boundary with prescribed traction forces
and ∂BD0 ⊂ ∂B0 the part with prescribed deformations. Together, ∂BN0 and ∂BD0 form
the complete boundary of the body B, but they may not overlap, i.e.
∂BN0 ∪ ∂BD0 = ∂B0 ∂BN0 ∩ ∂BD0 = ∅ (2.43)
has to hold. Recapitulated, the system of coupled differential equations
Kinematic relation : E = 1
2
(
F TF −G) in B0 (2.44a)
Constitutive law : S = C : E in B0 (2.44b)
Static equilibrium : Div (FS) + ρ0b0 = 0 in B0 (2.44c)
with the boundary conditions
Neumann condition : FSN˜ = t0 on ∂BN0 (2.44d)
Dirichlet condition : u˜ = u on ∂BD0 (2.44e)
and with F = Grad u˜ + 1 constitutes the strong form of the elastostatic problem
and has to be solved. The system of coupled differential equations (2.44a-c) can be
simplified to arrive at a single differential equation. The kinematic relation and the
constitutive law can be inserted into the static equilibrium. Thus, the condensed differ-
ential equation in the strong form reads
Div
{
F
[
C : 1
2
(
F TF −G)]}+ ρ0b0 = 0 in B0 , (2.45)
where F and, in the case of a nonlinear constitutive law also C, depend on the de-
formation u˜. In the following, a method to solve (2.45) with the boundary conditions
given in (2.44) is deduced. For a compact notation, (2.44c) is used as strong form of
the problem.
An analytic solution for the system of differential equations (2.44) is only known for
a small number of linear elastic problems, e.g. the elastic plate with hole, which is
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used in Section 9.4.2. In general, the strong form of three-dimensional nonlinear me-
chanical problems cannot be solved exactly. Thus, the strong form of the mechanical
problem (2.44) is transformed into a mathematically equivalent form which is amend-
able to an approximation with finite elements. In this thesis a purely deformation-based
variational formulation shall be used. Thus, the principle of virtual work
∂Π (u˜, δu˜) =
∫
B0
S : δE dV −
∫
B0
ρ0b0 · δu˜ dV −
∫
∂BN0
t0 · δu˜ dA = 0 (2.46)
is used as weak form of the problem (2.44). A discretization with finite elements basing
on the weak form (2.46) produces a set of algebraic equations, which approximates the
boundary value problem (2.44). The solution of the discretized weak form is equal to
an integral-wise fulfillment of (2.44).
The basic idea of the principle of virtual work is to apply an arbitrary, infinitesimal
small, virtual deformation δu˜. This virtual deformation has to be kinematically ad-
missible and it has to comply with homogenous geometric boundary conditions, i.e.
δu˜ = 0 ∀X˜ ∈ ∂BD0 has to hold. A body B is at the state of static equilibrium if
the work done by the body forces ρ0b0 and the surface tractions t0 along the virtual
deformation δu˜ equals the work done by the stresses S along virtual strains δE (Stein
and Barthold (1996)). The virtual strains
δE = 1
2
(
δF TF + F T δF
)
(2.47)
with
δF =
dδu˜
dX˜
= Grad δu˜ (2.48)
are a function of the virtual deformations δu˜. Here, the symbol δ (. . .) denotes the
variation of the quantity (. . .), which can be determined with the help of the Gâteaux
derivative. Exemplary, the variation of the Green–Lagrange strain tensor is determined
by
δE = δE (x˜, δu˜) :=
d
d ε
E (x˜+ εδu˜)|ε=0 = limε→0
E (x˜+ εδu˜)−E (x˜)
ε
. (2.49)
The principle of minimum potential energy can be used to deduce the principle of
virtual work (2.46), but it requires the existence of a potential and precludes non-
conservative loads. These constrictions can be circumvented by using the method of
weighted residuals for the derivation of the principle of virtual work. If virtual dis-
placements δu˜ are used as test functions, the resulting variational equations coincide.
The point of departure for the derivation of (2.46) with the weighted residual method is
the static equilibrium (2.44c) and the Neumann boundary condition (2.44d). The scalar
multiplication of these two equations with the virtual deformations δu˜ represents the
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main step of the weighted residual method. Subsequently the weighted residuals are in-
tegrated over the whole domain. The resulting terms are transformed using integration
by parts, the divergence theorem and the definition of the Cauchy stress tensor (2.26).
This finally yields
G (u˜, δu˜) =
∫
B0
S : δE dV −
∫
B0
b0 · δu˜ dV −
∫
∂BN0
t0 · δu˜ dA = 0 , (2.50)
which fulfills both the static equilibrium (2.44c) and the Neumann boundary condi-
tion (2.44d) in a weak sense. The two subsidiary equations – the kinematic rela-
tion (2.44a) and the constitutive law (2.44b) – are directly inserted into the principle of
virtual work, and hence satisfied strongly. The Dirichlet boundary condition (2.44e) is
not considered in (2.50). Thus, it has to be enforced by a proper choice of the solution
space for the unknown deformations u˜. The solution space S is defined to be
S = {u˜ ∈ H1∣∣ u˜ = u on ∂BD0 } , (2.51)
which enforces (2.44e) in a strong sense. The Sobolev space H1 is the space of all
functions which have square integrable derivatives up to order 1. The trial space for
the virtual deformations
S0 = {δu˜ ∈ H1∣∣ δu˜ = 0 on ∂BD0 } (2.52)
has to comply with homogenous geometric boundary conditions as already mentioned
above. For more mathematical details on variational formulations see the work of
Braess (2003). Finally, solving the boundary value problem (2.44) can be achieved by
finding a value u˜ ∈ S that fulfills
G (u˜, δu˜) = 0 ∀ δu˜ ∈ S0 . (2.53)
If the kinematic relation and the constitutive law are linear, the discretization of (2.53)
yields a system of linear equations and can be solved directly. If at least one of the
aforementioned subsidiary equations (2.44a) and (2.44b) is nonlinear, a system of non-
linear equations arises. Such kind of systems can be solved with iterative methods,
e.g. the Newton–Raphson method. The required linearization of the weak form will be
provided in Section 3.6.
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Chapter 3
Shell theory with Reissner–Mindlin
kinematics
The analysis of thin-walled structures allows a dimensional reduction from the gen-
eral three-dimensional continuum to a two-dimensional surface embedded in three-
dimensional space. Thus, the mechanical behavior of the body can be described with
the help of two surface parameters. Certain kinematic assumptions are required to
perform this dimensional reduction. The works by Kirchhoff (1850) and Love (1888)
presented the first plate and shell theory, respectively. They assumed that cross sec-
tions remain straight during deformation, which leads to a linear strain distribution
through the thickness. A further assumption is the normality condition, which states
that cross sections normal with respect to the surface remain normal during deforma-
tion. Due to this kinematic assumption, transverse shear deformations are neglected.
The inextensibility condition assumes that the thickness of the shell remains constant.
Shell theories basing on the aforementioned three kinematic assumptions are called
Kirchhoff–Love shells. Works by Reissner (1944) and Mindlin (1951) extended the
plate theory of Kirchhoff. Amongst other extensions they removed the normality con-
dition to include transverse shear deformations. Similar plate theories were proposed
by Bollé (1947) and Hencky (1947), but did not gain much attention. Shell formu-
lations which include transverse shear deformations are today mostly referred to as
Reissner–Mindlin shells to honor these authors’ contribution to plate theories. Out of
the large extent of works about transverse shear flexible shells which paved the way
for modern shell formulations, the work of Naghdi (1972) is mentioned here. A more
comprehensive overview over the historical development of shell formulations can be
found in the aforementioned work and in Bischoff et al. (2004).
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3.1 Preliminaries
The formulation of a shell theory can be started from different points of origin. In
Naghdi (1972), the two main possibilities for the deduction of shell theories are elu-
cidated. An important preliminary work for shell theories is Cosserat and Cosserat
(1909), where the use of a two-dimensional directed material continuum is proposed to
describe the mechanical behavior of a shell. The first possibility is the derivation from
the three-dimensional equations of nonpolar continuum mechanics. Inspired by the
ideas of Cosserat and Cosserat (1909), the three-dimensional continuum is described
with the help of a two-parametrical Cosserat surface and an infinite number of inde-
pendent vectors, called director vectors, see Naghdi (1972). All necessary quantities
and equations are transformed from the general three-dimensional continuum to the
Cosserat surface with an infinite number of director vectors. Thus, no approximation
is involved until that point. A shell formulation is subsequently achieved by choosing a
limited number of director vectors. Thus, an approximation of the thickness direction
is introduced. In the most common case of a linear approximation of the thickness di-
rection additional constraints have to be introduced in order to attain an asymptotically
correct shell theory. This can be achieved by a modification of the constitutive law.
The second possibility is the direct approach. It starts directly from an exact kinematic
description of a two-dimensional Cosserat surface. The thickness direction is defined
with the help of one director vector which is assigned to each material point on the
Cosserat surface. Quantities like strains and stresses can be postulated on the Cosserat
surface, and thus do not have to be approximated. However, the governing equations
are merely postulated (Bischoff et al. (2004)), and the constitutive law cannot be de-
rived directly from the three-dimensional continuum. Thus, approximations are intro-
duced. This approach is presented in Ericksen and Truesdell (1958) and is often called
geometrically exact, a term coined by Simo and Fox (1989). These two mentioned
approaches to derive a shell theory can be used as a starting point for the development
of shell finite elements. A third possibility to develop shell finite elements is the de-
generated solid concept, which does not establish a shell theory in the stricter sense as
no approximation of the continuum is performed. The three-dimensional continuum
is directly used for the finite element discretization. Subsequently, shell assumptions
are introduced and the discretized continuum is reduced to a shell formulation. This
concept was introduced by Ahmad et al. (1970). Buechter and Ramm (1992) showed
the equivalence to classical shell finite elements if identical mechanical assumptions
and interpolations are used. The works of Bas¸ar and Krätzig (1985) and Bischoff et al.
(2004) are mentioned for an extensive review on shells.
The shell element proposed in this thesis uses the aforementioned Reissner–Mindlin
kinematic assumptions. Thus, straight cross sections remain straight during defor-
3.2 Definition of the shell reference surface and kinematics 27
mation, and the inextensibility condition holds. Transverse shear deformations are
incorporated, as the normality condition is not enforced. The underlying shell theory
is derived from the three-dimensional continuum. The shell body is described by a
one-director Cosserat surface, where the thickness direction is defined with the help
of the inextensible director vector. The rotational formulation for the determination of
the current director vector allows for finite rotations. Problems involving large strains
cannot be treated properly with the presented shell formulation, due to the inextensi-
bility constraint. Problems of this class require the consideration of thickness normal
strains and stresses. The variational formulation is purely deformation-based. Mea-
sures against locking are not within the scope of this thesis. However, a non-uniform
Gauss integration rule basing on the work of Adam et al. (2015) is proposed. This
integration rule alleviates locking effects and at the same time reduces the number
of integration points significantly. Constitutive laws can be nonlinear, but have to be
adapted to the zero thickness normal stress condition that arises due to the inexten-
sibility condition. A linear St. Venant–Kirchhoff material is used as an exemplary
constitutive law.
3.2 Definition of the shell reference surface and kine-
matics
Shells are three-dimensional bodies B of which the thickness dimension is significantly
smaller than the two other dimensions. Thus, a dimensional reduction is performed.
The body is described with the help of a Cosserat surface with one director vector.
This surface is denoted by the shell reference surface Ω. The boundary of the shell
reference surface is denoted by Γ = ∂Ω. The subscript and superscript indices defined
in Section 2.6 are used accordingly. Without loss of generality the shell mid-surface is
chosen as shell reference surface. The two in-plane coordinates ξ1 and ξ2 describe the
shell reference surface. The thickness coordinate is denoted by ξ3 and runs from−h/2
to h/2. The thickness of the shell h is assumed to be constant under deformations, i.e.
the thickness direction is inextensible. The position vector X (ξα) defines the shell
reference surface Ω0 in the reference configuration, whereas x (ξα) denotes the dual
value for the shell reference surface Ωt in the current configuration. The reference
director vector
|D (ξα) | = 1 (3.1)
is chosen perpendicular to the shell reference surface and is therefore identical to the
reference normal vector N (ξα) with respect to the shell mid-surface. In general, the
current director vector d (ξα) is not equal to the current normal vector n (ξα) due to
the allowance of transverse shear deformations. Thus, the relations between director
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Figure 3.1: Reference and current configuration of the shell.
vectors and normal vectors read
D (ξα) = N (ξα) d (ξα) 6= n (ξα) . (3.2)
An orthogonal rotation group
SO (3) :=
{
R : R3 → R3 ∣∣ RT = R , detR = 1} (3.3)
is defined. The current director vector d (ξα) is determined by the orthogonal transfor-
mation
d (ξα) = RD (ξα) R ∈ SO (3) , (3.4)
which ensures the inextensibility of the director vector |d (ξα) | = 1. The rotational
tensorR is defined by Rodrigues’ formula
R = 1 +
sinω
ω
Ω +
1− cosω
ω2
Ω2
Ω = skewω =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0

ω = |ω| ,
(3.5)
where ω = ω (ξα) ∈ R3 is the axial vector of the rotation, see Argyris (1982). Thus,
the location of any material point P on the body B is defined by
X˜
(
ξi
)
= X (ξα) + ξ3D (ξα) (3.6)
in the reference configuration B0 and by
x˜
(
ξi
)
= x (ξα) + ξ3d (ξα) (3.7)
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in the current configuration Bt, see Figure 3.1. Explicit indication of the dependence of
the aforementioned quantities on the surface coordinates ξα is omitted in the following.
The displacement vector of the shell reference surface is defined by
u = x−X . (3.8)
The covariant basis vectors defined in (2.6) are computed by
Gα =
∂X
∂ξα
+ ξ3
∂D
ξα
G3 = D
gα =
∂x
∂ξα
+ ξ3
∂d
ξα
g3 = d
(3.9)
using the decomposition of the position vectors introduced in (3.6) and (3.7). The
contravariant basis systems can be computed with (2.9) using the Kronecker delta.
The covariant basis vectors on the shell reference surface for ξ3 = 0 are defined by
G0i = Gi|ξ3=0 g0i = gi|ξ3=0 , (3.10)
where (. . .)|ξ3=0 denotes evaluation of the quantity (. . .) for ξ3 = 0. The contravariant
counterparts G0i and g0i at the shell reference surface are defined analogously. The
reference normal vector N (ξα) can be computed with the help of the convected basis
vectorsG0α by
N =
G01 ×G02∣∣G01 ×G02∣∣ , (3.11)
where the equivalenceG3 ≡D ≡N holds. The shifter tensor
ZG = Gi ⊗G0i (3.12)
establishes a mapping from the shell reference surface Ω0 to the shell body B0 for
quantities defined with respect to the convective basis vectors. Area integrals∫
Ω0
(. . .) dA =
∫
ξ2
∫
ξ1
(. . .)
∣∣G01 ×G02∣∣ dξ1dξ2 (3.13)
can be evaluated using only the covariant basis vectors on the shell reference surface.
The determinant µG := detZG of the shifter tensor allows a pre-integration in thick-
ness direction for the volume integral∫
B0
(. . .) dV =
∫
ξ1
∫
ξ2
(∫
ξ3
(. . .)µG dξ
3
) ∣∣G01 ×G02∣∣ dξ2dξ1 . (3.14)
In addition to the convected basis system {Gi}i=1,2,3 , a local orthonormal basis sys-
tem {Ai}i=1,2,3 is introduced. For the definition of the latter, the lamina coordinate
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Figure 3.2: Covariant and local Cartesian basis systems in the reference configuration B0.
system as decribed in Hughes (2000) is used. This coordinate system is the orthonor-
mal basis, which is as close as possible to the convected basis system (Hughes (2000)).
Its basis vectors Aα span the same tangent space as Gα. The orthogonal basis system
is computed by
A1 =
√
2
2
(
Aξ1 −Aξ2
)
A2 =
√
2
2
(
Aξ1 +Aξ2
)
A3 = N (3.15)
with
Aξ1 =
G1
|G1| Aξ2 =
G2
|G2|
Aξ1 =
1
2
(Aξ1 +Aξ2)∣∣1
2
(Aξ1 +Aξ2)
∣∣ Aξ2 = N ×Aξ1∣∣N ×Aξ1∣∣ .
(3.16)
The orthonormal basis vectorsAi form the basis system for the local Cartesian coordi-
nate system θi. The position vectors are expressed using the newly defined coordinate
system
X˜
(
θi
)
= X (θα) + θ3D (θα) (3.17)
in the reference configuration B0, and by
x˜
(
θi
)
= x (θα) + θ3d (θα) (3.18)
in the current configuration Bt. The contravariant dual basis vectors Ai follow
from (2.9) to be Ai = Ai. The orthornormal basis vectors A0i = A
0i at the shell
reference surface are defined akin to (3.10). In Figure 3.2 both the covariant basis
vectors G0i and the local Cartesian basis vectors A
0
i with their respective coordinate
systems are displayed. The shifter tensor
ZA = Ai ⊗A0i (3.19)
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maps quantities defined with respect to the Cartesian basis system from the shell ref-
erence surface to the shell body. The relations
Ai = ZAA
0
i A
i = Z−TA A
0i (3.20)
are useful to define strains and stresses related to the shell reference surface later
on. In the remainder the stress and strain tensors are related to the orthonormal ba-
sis systems {Ai}i=1,2,3 and {Ai}i=1,2,3, respectively. Thus, all quantities have to be
differentiated with respect to the coordinate system θi. For a compact notation a sub-
script comma denotes differentiation with respect to the local Cartesian coordinates θi,
i.e. (. . .),i :=
∂(...)
∂θi
. It is assumed, that the derivatives with respect to the convected
basis system are known. Thus, the derivatives with respect to θi can be computed
using the transformation derived in the following (see Gruttmann et al. (1995)). The
application of the chain rule
∂X
∂ξα
=
∂X
∂θβ
∂θβ
∂ξα
(3.21)
to the position vector X is the starting point for this derivation. Equation (3.21) can
be rewritten to
Gα = Aβ
∂θβ
∂ξα
(3.22)
using the definition of Gi in (3.9) and ∂X∂θβ = Aβ . A subsequent scalar product with
Aβ finally yields the components
Jαβ =
∂θβ
∂ξα
= Gα ·Aβ (3.23)
of the Jacobian matrix J = [Jαβ]. The coefficients of the inverse of the Jacobian J−1
are denoted by J−1αβ . Finally, derivatives with respect to the local Cartesian coordi-
nates θα can be computed by
(. . .),α = J
−1
αβ
∂ (. . .)
∂ξβ
(3.24)
from the derivatives with respect to the convected basis system. This transformation
will be necessary for the transformation of derivatives in the finite element implemen-
tation in Chapter 6. The orthonormal basis vectors ai in the current configuration are
computed with the orthogonal rotation
ai = RAi (3.25)
with the rotational tensorR defined in (3.5). It is to be noted, that this is in contrast to
the computation of the covariant basis vectors gi, which are computed from the spatial
derivative x˜. Thus, if transverse shear deformations occur, the plane spanned by aα
differs from the tangent plane in the current configuration.
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3.3 Strains and stresses
The evaluation of the work term S : E is independent of the employed basis system,
as long as dual basis systems are used for stresses and strains, see (2.33). The local
Cartesian basis systems {Ai}i=1,2,3 and {Ai}i=1,2,3, which are used as basis systems
for strains and stresses, fulfill this requirement. Furthermore, resulting strains and
stresses are introduced for an efficient formulation. The deformation gradient F can
be computed by
F = Grad x˜ = x˜,i ⊗Ai (3.26)
with the help of the local Cartesian basis system. Thus, the Green–Lagrange strain
tensor defined in (2.20) is expressed by
E = Eij A
i ⊗Aj (3.27)
basing on the Cartesian basis vectors Ai referring to the shell body. The strain tensor
referring to the shell reference surface
Eˆ = ZTAEZA = Eij Z
T
A
(
Ai ⊗Aj)ZA = EijA0i ⊗A0j (3.28)
and E have the same components
Eij =
1
2
(
x˜,i · x˜,j − X˜ ,i · X˜ ,j
)
. (3.29)
The derivatives of the position vectors with respect to the local Cartesian coordi-
nates θi are inserted into (3.29). Subsequently, the coefficients are organized into mem-
brane strains εαβ , curvatures καβ , second-order curvatures %αβ and transverse shear
strains γα. Thus, the in-plane and the transverse shear Green–Lagrange strains read
Eαβ = εαβ + θ
3καβ +
(
θ3
)2
%αβ
2Eα3 = γα ,
(3.30)
whereas the normal thickness strains are zero, i.e. E33 = 0. The resulting shell strains
εαβ =
1
2
(x,α · x,β −X ,α ·X ,β)
καβ =
1
2
(x,α · d,β + x,β · d,α −X ,α ·D,β −X,β ·D,α)
γα = x,α · d−X ,α ·D
(3.31)
are assembled into the vector
ε = [ε11, ε22, 2ε12, κ11, κ22, 2κ12, γ1, γ2]
T (3.32)
in Voigt notation, whereas the second-order curvatures
%αβ =
1
2
(d,α · d,β −D,α ·D,β) (3.33)
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are neglected. According to the procedure in (3.28), the stress tensor
Sˆ = Z−1A SZ
−T
A = S
ijA0i ⊗A0j (3.34)
is related to the shell reference surface. Its components Sij are the same as those of
the stress tensor S related to the shell body. The work term∫
B0
S : E dV =
∫
B0
Sˆ : Eˆ dV =
∫
B0
Sij Eij dV
=
∫
Ω0
∫
θ3
Sij Eij µG dθ3 dA
(3.35)
can be evaluated regardless of the employed dual basis systems using equations (2.33)
and (3.14). Inserting the shell strains (3.30) for Eij allows a pre-integration of the
thickness direction θ3. This yields membrane forces nαβ , bending moments mαβ and
shear forces qα
nαβ =
∫
θ3
SαβµG dθ
3
mαβ =
∫
θ3
SαβµG θ
3 dθ3
qα =
∫
θ3
Sα3µG dθ
3 ,
(3.36)
which can be interpreted as stress resultants at the shell reference surface. They are
arranged in the vector of the stress resultants of the second Piola–Kirchhoff stress
tensor
σ =
[
n11, n22, n12,m11,m22,m12, q1, q2
]T
, (3.37)
and are work conjugate to the shell strains assembled in ε. Thus, the evaluation of the
work term reduces to ∫
B0
S : E dV =
∫
Ω0
εTσ dA . (3.38)
The first term of the weak form (2.50) is expressed in an analogous manner by∫
B0
S : δE dV =
∫
Ω0
δεTσ dA , (3.39)
where the variation of the shell strain vector δε will be defined in Section 3.5. The pre-
integration defined in (3.36) can be performed analytically for a linear constitutive law
under the assumption of a constant determinant µG = 1 of the shifter tensor. In other
cases the integration has to be performed numerically, e.g. with Gauss integration and
by dividing the thickness direction into layers. More details on the pre-integration are
provided in Section 3.4, where the integration methods for Equations (3.48) and (3.36)
have to match.
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3.4 Constitutive model
The constitutive law for the shell formulation is derived directly from the constitutive
relation for the three-dimensional continuum given in Section 2.4. The coefficients
in (2.38) are related to the convective basis vectors Gi, whereas here strain and stress
tensors are related to the local Cartesian basis vectors Ai. Thus, the fourth-order ma-
terial tensor is expressed by
C = Cijkl Ai ⊗Aj ⊗Ak ⊗Al (3.40)
with the coefficients
Cijkl = λ δijδkl + µ
(
δikδjl + δilδjk
)
. (3.41)
The constitutive tensor related to the shell reference surface
Cˆ = Cijkl A0i ⊗A0j ⊗A0k ⊗A0l (3.42)
is defined akin to (3.28) and (3.34). It is worth noting that the coefficients of C
and Cˆ are equal, while in general the tensors are not, i.e. C 6= Cˆ. As is shown in
Bischoff et al. (2004), the constitutive relation Sˆ = Cˆ : Eˆ can likewise be computed
by Sij = CijklEkl using only the coefficients.
The transverse normal strainsE33 are equal to zero due to the inextensibility constraint,
which is enforced by the shell kinematics defined in (3.17) and (3.18). However, thick-
ness normal stresses S33 can occur for non-zero Poisson’s ratios. This unbalance be-
tween the work-conjugate thickness normal strains and stresses can lead to an artifi-
cial stiffening effect, see Bischoff et al. (2004) for more details. Thus, the condition
S33 = 0 is enforced as a constraint to circumvent this issue. The constitutive relation
is adapted to the zero thickness normal stress condition S33 = 0 by a statical conden-
sation. E33 and S33 are removed from the constitutive law. This procedure is given in
the following and can also be found e.g. in Sauer (1998). Occasionally, this condition
is not completely correct called plane stress condition, which would imply Si3 = 0.
For the computation of S33 with the general equation Sij = CijklEkl the coefficients
C33kl = λ δkl + 2µ δ3kδ3l (3.43)
are required. The equation S33 = C3333E33 + C33αβEαβ = 0 can be resolved into an
explicit expression for the thickness normal strains
E33 = − λ
λ+ 2µ
δαβEαβ . (3.44)
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Thus, E33 can be removed from the constitutive law. The in-plane stress components
are finally given by
Sαβ = CαβγδP Eγδ with C
αβγδ
P =
2λµ
λ+ 2µ
δαβδγδ + µ
(
δαγδβδ + δαδδβγ
)
, (3.45)
whereas the transverse shear stresses are defined by
Sα3 = 2µEα3 . (3.46)
The thickness normal stresses S33 are zero by construction. The constitutive rela-
tions (3.45) and (3.46) have to be adapted to Voigt notation. Furthermore, the shear
correction factor κS is introduced to account for the difference between the assumed
constant transverse shear stresses and the real shear stress distributions. For rectangular
cross sections κS = 56 can be derived, see Bischoff et al. (2004). Using the definitions
of the Lamé parameters, the constitutive relations are given in matrix form byS11S22
S12
 = CP
 E11E22
2E12
 CP = E
1− ν2
1 ν 0ν 1 0
0 0 1−ν
2

[
S13
S23
]
= CS
[
2E13
2E23
]
CS = κS
E
2 (1 + ν)
[
1 0
0 1
] (3.47)
depending on the engineering material constants E and ν.
This condensated constitutive law relates strains and stresses. For the usage in the
presented shell theory, the constitutive law has to be integrated to attain the material
matrix which connects shell strain and stress resultants. Inserting the constitutive rela-
tions (3.47) into the vector of the stress resultants (3.37 and 3.36) yields
σ = Dε with D =
∫
θ3
µG
 CP θ3CP 0θ3CP (θ3)2CP 0
0 0 CS
 dθ3 . (3.48)
The determinant of the shifter tensor µG is a nonlinear function of the shell curvature.
If an approximated constant shifter tensor ZG = G in combination with the employed
linear constitutive law is used, then the integration can be performed analytically. In
this case the matrices CP and CS as well as the determinant of the shifter tensor
µG = 1 are constant. The integrals of the remaining variable θ3 can be evaluated
analytically to be∫ h/2
−h/2
dθ3 = h ,
∫ h/2
−h/2
θ3 dθ3 = 0 and
∫ h/2
−h/2
(
θ3
)2 dθ3 = h3
12
. (3.49)
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Thus, the shell constitutive matrixD is given by
D =
 hCP 0 00 h312 CP 0
0 0 hCS
 . (3.50)
If the shell reference surface is chosen other than the shell mid-surface, coupling terms
between membrane strains and bending moments and vice-verse arise. Especially for
thick shells the consideration of the exact determinant of the shifter tensor yields higher
accuracy, as is shown in Bischoff et al. (2004). In this case, numerical integration
of D defined in (3.48) has to be carried out. The number of integration points has
to be adjusted to the through-the-thickness strain assumption, i.e. for the linear strain
assumption made within this thesis, a two-point integration scheme performs best.
In the case of nonlinear constitutive models equations (3.36) and (3.48) have to be
integrated numerically. Thus, an approximation of µG is dispensable. Higher order
integration schemes and a subdivision in layers have to be employed to capture material
nonlinearities (Bischoff et al. (2004)).
3.5 Variational formulation
The weak form for the three-dimensional continuum given in (2.50) is adapted to the
assumptions of the provided shell theory in the following. The displacement of the
shell reference surface u and the rotational vector ω are the deformation variables.
They are combined to the independent deformation vector
v =
[
u
ω
]
. (3.51)
Loads are restricted to conservative boundary tractions t¯0 on the Neumann bound-
ary ΓN0 and to conservative surface loads p¯0 on the reference surface Ω0, which can be
derived from the term for the homogenous body forces. All loads are assumed to be
static. However, an extension to dynamic cases is straightforward. Thus, the resulting
weak form
G (v, δv) =
∫
Ω0
δεTσ dA−
∫
Ω0
δvT p¯0 dA−
∫
ΓN0
δvT t¯0 ds = 0 (3.52)
provides the basis for the finite element shell formulation. The variations of the com-
ponents of the resulting shell strains are computed by
δεαβ =
1
2
(δx,α · x,β + δx,β · x,α)
δκαβ =
1
2
(δx,α · d,β + δx,β · d,α + δd,α · x,β + δd,β · x,α)
δγα = δx,α · d+ δd · x,α
(3.53)
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and assembled into the vector
δε = [δε11, δε22, 2δε12, δκ11, δκ22, 2δκ12, δγ1, δγ2]
T . (3.54)
The variation of the position vector δx is equal to the variation of the displacements δu.
The same holds for their derivatives. In contrast to that, the variation of the director
vector δd is more involved, since d is a function of the axial vector of the rotation ω.
The derivation of δd and its derivatives is postponed to Section 3.7.
3.6 Linearization of the weak form for nonlinear com-
putations
The continuous weak form (3.52) constitutes a nonlinear differential equation. It can
be transformed into a set of algebraic equations with the help of a finite element dis-
cretization, which will be provided in detail in Chapter 6. These algebraic equations
are solved iteratively with the Newton–Raphson method. For this purpose the dis-
cretized weak form has to be linearized. The resulting system of equations is linear
and thus amenable to efficient numerical solvers. The required linearization is shown
here exemplary for the continuous weak form (3.52). It can be performed akin for the
discretized weak form. However, it has to be noted, that depending on the employed
constitutive law, these discretizations do not always correspond, see Gruttmann (1996).
The Gâteaux derivative, which was already used for the derivation of the variation of
the strains in (2.49), is applied to the weak form. This results in
DG (v, δv) ·∆v =
∫
Ω0
δεT D∆ε+ ∆δεTσ dA , (3.55)
where the second term in (3.55) is named initial stress part. The incremental shell
strains ∆ε are computed with the same operation as the variation of the shell strains δε.
Thus, ∆ε is obtained by replacing the operator δ by ∆ in (3.53) and (3.54). Further-
more, the linearization of the variation of the shell strains ∆δε is required for the initial
stress part in (3.55). This is equal to the second variation of the strains. The variation
of the components (3.53) yields
∆δεαβ =
1
2
(δx,α ·∆x,β + δx,β ·∆x,α)
∆δκαβ =
1
2
(δx,α ·∆d,β + δx,β ·∆d,α + δd,α ·∆x,β + δd,β ·∆x,α
+ x,α ·∆δd,β + x,β ·∆δd,α)
∆δγα = δx,α ·∆d+ δd ·∆x,α + x,α ·∆δd ,
(3.56)
which are arranged in the vector
∆δε = [∆δε11,∆δε22, 2∆δε12,∆δκ11,∆δκ22, 2∆δκ12,∆δγ1,∆δγ2]
T . (3.57)
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The derivation of the second variation of the director vector ∆δd and its derivatives is
given in Section 3.7. The linearization of the weak form results in
L [G (v, δv)] = G+ DG ·∆v = 0 , (3.58)
where ∆v is the incremental solution variable. This equation has to be solved in ev-
ery iteration step, and the solution variable v has to be updated with the incremental
values ∆v. The displacements are updated in an additive manner by
ui = ui−1 + ∆u , (3.59)
where ui−1 denotes the displacements at the beginning of the current iteration step.
An additive update is the obvious choice for displacements. However, this is not the
case for the axial vector of the rotation ω. Two possible strategies are presented in
Section 3.8.
3.7 Variations and derivatives of the director vector
The computation of the shell strains requires the computation of the current director
vector d and its derivatives d,α. Furthermore, the first and second variation of the
shell strains δε and ∆δε entail the need for the first and second variation of the latter
quantities. In general, two possibilities for the computation of the current director
vector d exist. The first one is to use a difference vector formulation, i.e.
d = D +w w ∈ R3 . (3.60)
This approach is chosen e.g. in Echter et al. (2013), but is not covered here. The second
possibility is to use an orthogonal rotation tensor, i.e.
d = RD R ∈ SO(3) . (3.61)
In literature exists a multitude of methods to carry out the orthogonal transformation
in (3.61). For a comparison between different rotational tensors, see Argyris (1982),
Ibrahimbegovic´ (1997) and Betsch et al. (1998). In the frame of this thesis the current
director vector d is computed with the help of the rotational tensor R defined by Ro-
drigues’ formula given in (3.5), which is a common and robust choice for the rotational
tensor.
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Current director vector
The axial vector of the rotation ω = ω (θα) ∈ R3 is the state variable of the rotational
tensorR = R (ω). The definition
R (ω) = 1 + c1Ω + c2Ω
2 with c1 =
sinω
ω
, c2 =
1− cosω
ω2
,
Ω = skewω =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
 and ω = |ω| (3.62)
is repeated here for an easier readability. With the help ofR the current director vector
d can be computed by (3.61). In doing so, the axial vector can be interpreted as follows:
The vector ω defines the axis in space, around which the reference director vector D
is rotated. The length of the axial vector ω determines the angle of the rotation. The
rotational tensorR given in (3.62) is singular for ω = 2pi · k with k = 1, 2, . . . , which
requires an appropriate update formulation for finite rotations, see Section 3.8. The
derivatives of the current director vector are computed by
d,α = RD,α +R,αD , (3.63)
where the rotational tensorR is differentiated with respect to the local Cartesian coor-
dinate system θα as follows
R,α = c1,αΩ + c1Ω,α + c2,αΩ
2 + c2 (Ω,αΩ + ΩΩ,α)
Ω,α = skewω,α ω,α =
ω,α · ω
ω
c1,α = ω,α
ω cosω − sinω
ω2
c2,α = ω,α
ω sinω − 2 + 2 cosω
ω3
.
(3.64)
If ω approaches zero, the factors c1 = 1, c1,α = 0, c2 = 1/2, c2,α = 0 and ω,α = 0 have
to be used.
Variation of the current director vector
Using the property R−1 = RT of orthogonal tensors R ∈ SO (3), the variation of the
director vector can be rewritten as
δd = δ (RD) = δRD = δRRTd = δw × d , (3.65)
where δw is the axial vector of the product δRRT . This product is attained by multi-
plying the variation ofR with its transpose, which results after some algebra in
δRRT =
(
1− h2ω2
)
δΩ + h1 (ΩδΩ− δΩΩ) + h2 (ω · δω) Ω (3.66)
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with the constants h1 = 1/2 and h2 = 1/6 if ω approaches zero and
h1 =
1− cosω
ω2
h2 =
ω − sinω
ω3
(3.67)
in other cases. The derivation is given in Gruttmann et al. (2000) in full extent. The
axial vector δw of (3.66) is obtained in compact notation by
δw = Hδω with H = 1 + h1Ω + h2Ω2 , (3.68)
where the coefficients h1 and h2 are given in (3.67). Finally, the skew-symmetric
matrixW = skewd allows expressing the variation of the current director vector
δd = W T δw = W THδω (3.69)
in terms of the variation of the axial vector of the rotation δω. The variation of the
shell strains given in (3.53) further requires derivatives of the variation of the current
director vector δd,α. The application of the product rule yields
δd,α = W
T
,αHδω +W
TH ,αδω +W
THδω,α , (3.70)
which requires the differentiation of the matricesW andH as well as of the variation
of the axial vector δω. The derivatives of the two matrices are given by
W ,α = skewd,α H ,α = h1,αΩ + h1Ω,α + h2,αΩ
2 + h2 (Ω,αΩ + ΩΩ,α) (3.71)
with the constants h1 and h2 defined in (3.67). The derivatives of the constants are
computed by
h1,α = ω,α
ω sinω − 2 (1− cosω)
ω3
h2,α = ω,α
3 sinω − ω cosω − 2ω
ω4
. (3.72)
If ω approaches zero, the limit values h1,α = 0 and h2,α = 0 have to be used.
Linearization of the variation of the current director vector
The second variation of the shell strains ∆δε requires the second variation of the cur-
rent director vector and its derivatives. These quantities always occur in terms of the
form h · ∆δd and h · ∆δd,α, where h ∈ R3 is an arbitrary vector. The derivation of
h · ∆δd is quite lengthy and is given in Gruttmann et al. (2000) in detail. Here only
the most important formulae are provided. The starting point is
h ·∆δd = h ·∆ (W THδω)
= h · (∆W THδω +W T∆Hδω)
= h · [δw × (∆w × d) + ∆Hδω × d] .
(3.73)
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The definition of b = d× h and some algebraic transformations yield
h ·∆δd = δw · [d⊗ h− (d · h) 1] ∆w + b ·∆Hδω . (3.74)
The first term in (3.74) can be computed straightforwardly. In contrast to that, the
derivation of the second term containing ∆H is more involved and omitted here for
the sake of brevity. The detailed derivation in Gruttmann et al. (2000) transforms (3.74)
to
h ·∆δd = δw ·M (h)∆w = δωTHTM(h)H∆ω . (3.75)
Subsequently, a split of the matrixM (h) into a symmetric part and a skew-symmetric
part is carried out. It is shown, that the terms of the skew-symmetric part cancel. Thus,
the symmetric matrix
M (h) =
1
2
(d⊗ h+ h⊗ d+ t⊗ ω + ω ⊗ t) + c101 (3.76)
with
t = −c3b+ c11 (b · ω)ω
c10 = c¯10 (b · ω)− (d · h) c3 = ω sinω + 2 (cosω − 1)
ω2 (cosω − 1)
c¯10 =
sinω − ω
2ω (cosω − 1) c11 =
4 (cosω − 1) + ω2 + ω sinω
2ω4 (cosω − 1)
(3.77)
is attained. If ω approaches zero, the coefficients
c3 =
1
6
(
1 +
ω2
60
)
c¯10 =
1
6
(
1 +
ω2
30
)
c11 = − 1
360
(
1 +
ω2
21
)
(3.78)
have to be used to prevent numerical instabilities, see Wagner and Gruttmann (2005).
The derivatives of h · ∆δd are obtained by applying the product rule to (3.75) and a
subsequent transpose. The more detailed derivation in Dornisch et al. (2013) shows
that all terms which contain derivatives of h cancel each other out. Thus, h · ∆δd,α
can be computed by
h ·∆δd,α = δw,α ·M (h)∆w + δw ·M (h)∆w,α + δw ·M ,α(h)∆w . (3.79)
The derivatives of the variation of the axial vector of the rotation δw,α are given by
δw,α = H ,αδω +Hδω,α , (3.80)
and the corresponding incremental value ∆w,α is obtained by replacing δ with ∆. The
derivative of the matrixM (h) can be determined by
M ,α(h) =
1
2
(d,α ⊗ h+ h⊗ d,α) + c10,α1
+
1
2
(t,α ⊗ ω + ω ⊗ t,α + t⊗ ω,α + ω,α ⊗ t) ,
(3.81)
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where the coefficients defined in (3.77) and their derivatives
t,α = −c3,αb− c3b,α + c11,α (b · ω)ω
+ c11 (b,α · ω)ω + c11 (b · ω,α)ω + c11 (b · ω)ω,α
b,α = d,α × h
c10,α = c¯10,α (b · ω) + c¯10 (b,α · ω) + c¯10 (b · ω,α)− (d,α · h)
c3,α = ω,α
−ω2 − ω sinω − 4 (cosω − 1)
ω3 (cosω − 1)
c¯10,α =
ω,α
2
(− sinω − ω
ω2
− sinω
cosω − 1
)
c11,α = ω,α
cosω [−3ω (sinω − ω)− 16 (cosω − 2)]
2ω5 (cosω − 1)2
+ ω,α
ω sinω (11− ω2) + 3ω2 − 16
2ω5 (cosω − 1)2
(3.82)
are required. For small values of ω the limit values of the coefficients
c3,α =
1
180
ωω,α c¯10 =
1
90
ωω,α c11 =
−1
3780
ωω,α (3.83)
have to be used. Finally, the term containing the derivatives of the second variation of
the current director vector is expressed by
h ·∆δd,α = δωT
(
HT,αM(h)H +H
TM ,α(h)H +H
TM(h)H ,α
)
∆ω
+ δωT,αH
TM(h)H∆ω + δωTHTM (h)H∆ω,α
(3.84)
depending on the variation and the increment of the axial vector and their derivatives.
3.8 Update of the rotational state
Nonlinear computations in general require an update of the rotational tensor Ri in ev-
ery iteration step. Several possible strategies are discussed in Ibrahimbegovic´ (1997)
and Betsch et al. (1998). Here the computation ofR with Rodrigues’ formula in com-
bination with an additive update formulation is compared to a multiplicative update
formulation.
Multiplicative update formulation
Multiplicative update schemes were proposed e.g. in Simo and Vu-Quoc (1986) for
beam and in Simo et al. (1990) for shell formulations. An update of the rotational
tensor
Ri = ∆RRi−1 (3.85)
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computes the current rotational state R = Ri. The tensor Ri−1 from the last iteration
step has to be recovered. This can be achieved by simply storing the nine coefficients
of Ri−1. Alternatively, four quaternion parameters can be used to reduce the required
amount of storage, see Argyris (1982). The rotational tensor ∆R = ∆R (∆ω) is
computed by inserting the increment ∆ω of the last iteration step into (3.62). Thus,
the computation of the derivativeR,α = Ri,α of the current iteration steps gets slightly
more complicated. It reads
Ri,α = ∆R,αR
i−1 + ∆RRi−1,α , (3.86)
where the derivative ∆R,α = ∆R,α (∆ω,α) is computed by inserting the deriva-
tive ∆ω,α of the last iteration step into (3.64). For the computation of (3.86) also
the two matricesRi−1,α from the last iteration step have to be stored, which requires al-
together 27 stored parameters for the multiplicative update formulation. With the help
of (3.85) and (3.86) the current director vector and its derivatives can be computed.
The formulae derived in Section 3.7 for the computation of the variation of the current
director vector and its derivatives hold without any changes if incremental values ∆ω
and ∆ω,α are inserted into equations (3.68), (3.71), (3.76) and (3.81) instead of total
values ω and ω,α. However, if equilibrium is attained in the course of an iterative non-
linear computation, the incremental values ∆ω and ∆ω,α approach zero. Thus, the
matricesH andH ,α tend to
lim
∆ω→0
H = 1 lim
∆ω,α→0
H ,α = 0 . (3.87)
This justifies settingH = 1 andH ,α = 0, as the equilibrium state is not changed, see
the elaboration in Gruttmann et al. (2000). The resulting equivalence
δw = δω and δw,α = δω,α (3.88)
represents a significant simplification of the theory. The variation of the current direc-
tor and its derivatives reduces to
δd = W T δω δd,α = W
T
,αδω +W
T δω,α . (3.89)
Due to the definition of H = 1 to be constant, the variation ∆H is zero. Thus, (3.74)
reduces to
h ·∆δd = δw · [d⊗ h− (d · h) 1] ∆w = δωTM(h)∆ω . (3.90)
The matrix
M(h) = d⊗ h− (d · h) 1 (3.91)
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is significantly cheaper to compute than its counterpart (3.76), but it is clearly non-
symmetric, which is a disadvantage of the multiplicative update formulation. A non-
symmetric matrix M (h) leads to a non-symmetric global stiffness matrix, which dra-
matically increases computational costs. Thus, the matrix M (h) defined in (3.91) is
symmetrized
M(h) =
1
2
(d⊗ h+ h⊗ d)− (d · h) 1 (3.92)
in order to preserve the symmetry of the global stiffness matrix. In the state of equi-
librium it holds ∆ω → 0 for the multiplicative update formulation. Thus, all terms
in (3.76) that depend on ω vanish, and hence equations (3.76) and (3.92) are identical.
This justifies the symmetrization. The derivatives of (3.90) are obtained by
h ·∆δd,α = δωT,αM(h)∆ω + δωTM ,α(h)∆ω + δωTM(h)∆ω,α (3.93)
with the matrix
M ,α(h) =
1
2
(d,α ⊗ h+ h⊗ d,α)− (d,α · h) 1 . (3.94)
The singularity of the rotational tensor R is in general not problematic for the mul-
tiplicative update formulation, as incremental values are inserted into Rodrigues’ for-
mula. Thus, total rotations are unlimited. The limitation of the incremental rotations
by the singularity is of no practical relevance to the author’s knowledge.
Additive update formulation
In the frame of an additive update formulation the axial vector of the rotation is updated
according to
ωi = ωi−1 + ∆ω , (3.95)
where ωi−1 is the value of the last iteration step and ∆ω is the increment of the last
iteration. If the derivatives of ω are also required, the update is performed accordingly
by
ωi,α = ω
i−1
,α + ∆ω,α . (3.96)
The rotational tensor R = R (ωi) and all other matrices defined in Section 3.7
are computed using ωi and ωi,α. This additive update method with a vector-like
parametrization of rotations is proposed e.g. in Ibrahimbegovic´ et al. (1995). The sym-
metry of the global stiffness matrix is preserved, as is shown e.g. in Gruttmann et al.
(2000). The vector-like parametrization requires only three parameters to determine
the rotational tensorR, and6 nine parameters to determine the rotational tensorR and
its derivativesR,α. Thus, the required amount of storage is lower than for a multiplica-
tive update formulation. Numerical problems due to the singularity of the rotational
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tensor R at ω = 2pi · k with k = 1, 2, . . . can be effectively precluded by using a
combined strategy as proposed in Ibrahimbegovic´ (1997). After each load step a mul-
tiplicative update is conducted to preclude singularities. Within the iterations of each
load step the additive update ensures the symmetry of the global stiffness matrix.
Comparison between additive and multiplicative update formulation
Both types of update formulations yield agreeing results in the range ω ≤ 2pi (see
Betsch et al. (1998)). The multiplicative update formulation yields a non-symmetric
global stiffness matrix and requires more local storage than the additive update formu-
lation. Multiplicative update formulations are considered to be singularity-free, as the
total amount of rotations is not limited, only the rotations within each iteration (see
Ibrahimbegovic´ (1997)). In contrast to that, additive update formulations are singular
at ω = 2pi · k with k ∈ N, but the global stiffness matrix is symmetric (see Gruttmann
et al. (2000)).
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Chapter 4
Fundamentals of NURBS-based
isogeometric analysis
The shell theory which has been presented in the preceding section shall be discretized
to make it amenable to numerical solution procedures. The method of choice in this
thesis is the finite element method with isogeometric basis functions. Thus, it is also
called isogeometric finite element method. The term isogeometric denotes, that one
common set of basis functions and nodal values is used for the description of the ge-
ometry in the design process and for the interpolation in the analysis process. Since
the introduction of isogeometric analysis by Hughes et al. (2005), where NURBS basis
functions were used for the analysis, several different geometry models have been used
as a basis for isogeometric finite element implementations. However, NURBS are still
the most common choice – both in industrial design and in the isogeometric analysis
community. In this thesis NURBS surfaces are used as a basis for the finite element
implementation of the proposed Reissner–Mindlin shell formulation. The main prop-
erties of isogeometric analysis – exact description of the geometry, higher continuity
and a separation between physical mesh and nodal mesh – prevail more or less for all
geometry descriptions which have been applied within isogeometric analysis so far.
Thus, the findings of this thesis can be carried over to other isogeometric geometry
descriptions in a certain extent.
4.1 Geometry description with NURBS
The acronym NURBS stands for Non-Uniform Rational B-splines. This means, that
NURBS are a superset of B-splines with additional allowance of rational basis func-
tions. Even though the term non-uniform is explicitly used in the acronym NURBS, it
is also common to use non-uniform knot vectors for B-splines (Piegl and Tiller (1997)).
47
48 4 FUNDAMENTALS OF ISOGEOMETRIC ANALYSIS
B-spline curves are piecewise polynomial curves. They are the basis for the definition
of NURBS curves, which in turn are tensor-multiplied to arrive at NURBS surfaces.
Thus, the main features of NURBS curves and surfaces are explained starting from the
basic case of B-spline curves. Only details required for the isogeometric finite imple-
mentation are given, and a uniform notation is introduced. More details and algorithms
can be found in Piegl and Tiller (1997) and in Cottrell et al. (2009).
4.1.1 B-spline curves
B-spline curves in the three-dimensional space R3 are defined by a set of n control
points
Bi = [xi, yi, zi]
T i = 1, . . . , n (4.1)
and the knot vector
Ξ = {ξ1, ξ2, . . . , ξn+p+1} , (4.2)
where p is the polynomial degree of the B-spline basis functions. The entries ξi in
the knot vector must be non-decreasing. Intervals [ξi, ξi+1] with i = 1, . . . , n + p are
referred to as knot spans. Non-zero knot spans with ξi < ξi+1 constitute piecewise
polynomial curves. Knot values ξi may be repeated up to p times in the interior, and
up to p + 1 times at both ends. This multiplicity of knot values is denoted by m. B-
splines are are at least p−m times continuously differentiable at a knot value of mul-
tiplicity m, and infinitely differentiable within knot spans. This is denoted by Cp−m-
and C∞-continuity, respectively. If a knot value is repeated p times, the B-spline curve
is interpolatory at this point. Knot vectors with a multiplicity m = (p+ 1) of the first
and the last entry are called open knot vectors. The usage of open knot vectors ensures
the interpolatory property at the endpoints of curves, which is a common requirement
in industrial design, and even more important in structural analysis. Within this thesis
open knot vectors are required. Using this requirement only knot spans [ξi, ξi+1] with
i = p+ 1, . . . , n can have non-zero length. In the frame of a finite element implemen-
tation these potentially non-zero knot spans are used as elements. Thus, the number
of knot spans is defined by nel = n − p for further usage. It is to be noted, that this
number contains knot spans with zero length in the case of repeated knot values.
The control points Bi are the nodal values in R3 which define the location in space
of the B-spline curveX (ξ). The piecewise straight connection lines fromBi toBi+1
for i = 1 until i = n − 1 form the so-called control polygon, which is a piecewise
linear approximation of the curve X (ξ), see Figure 4.1. The definition of a B-spline
curve further requires basis functions which provide a rule how to construct a physical
curve from the control points. The B-spline basis functions Npi (ξ) depend on the knot
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Figure 4.1: Physical curve (solid black line) and control polygon (dotted red line) of a B-spline
curve of order p = 3 with the knot vector Ξ =
{
0, 0, 0, 0, 16 ,
1
3 ,
1
2 ,
2
3 ,
5
6 , 1, 1, 1, 1
}
.
vector Ξ. They are defined recursively starting with
N0i (ξ) =
{
1 if ξi ≤ ξ ≤ ξi+1
0 otherwise
(4.3)
for p = 0. Basis functions Npi (ξ) with order p > 0 are computed with the Cox-de
Boor formula
Npi (ξ) =
ξ − ξi
ξi+p − ξiN
p−1
i (ξ) +
ξi+p+1 − ξ
ξi+p+1 − ξi+1N
p−1
i+1 (ξ) . (4.4)
The basis functions establish a map from the parameter space defined by the knot
vector Ξ to the physical curve. A physical pointX (ξ) on the B-spline curve
X (ξ) =
n∑
i=1
Npi (ξ)Bi ξ1 ≤ ξ ≤ ξn+p+1 (4.5)
is computed with the help of the B-spline basis functions Npi (ξ). The support of basis
functions is local. The basis function Npi (ξ) is equal to zero for ξ /∈ [ξi, ξi+p+1), which
results from the recursive character of (4.4). Thus, the influence of the control pointBi
is limited to that interval. The number of basis functions which have influence on one
knot span is given by nen = p + 1. In the interval [ξi, ξi+1) the basis functions N
p
i−p
to Npi are non-zero. In Figure 4.1 a B-spline curve together with its control polygon
is given. The associated basis functions are given in Figure 4.2. Hereby each basis
function is plotted in the same color as its associated control point. The knot values are
denoted by a black stroke and delimit the knot spans in the parametric space as well as
in the physical space. The locally confined influence of the basis functions is clearly
visible in Figure 4.2. Basis functions are activated and deactivated one by one along
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Figure 4.2: Basis functions for the B-spline curve displayed in Figure 4.1.
the knot vector every time a knot value is passed. With the help of (4.4) and (4.5) the
endpoint interpolation property reads X (ξ1) = B1 and X (ξn+p+1) = Bn. In Piegl
and Tiller (1997) some important properties of B-splines are elucidated and proofed.
The partition of unity
n∑
i=1
Npi (ξ) = 1 ∀ξ ∈ Ξ (4.6)
is a prerequisite for the usage of basis functions for a finite element interpolation. The
affine invariance implies that instead of transforming the physical curve in space, its
control polygon can be transformed. The resulting transformed shape is the same.
Two important properties, which are not required for the usage as basis functions in
a finite element interpolation, but prove to be advantageous, are the non-negativity of
the basis functions and the variation diminishing property. B-spline basis functions
cannot be negative by definition. This property precludes negative mass in dynamic
structural analysis. With rising order of B-spline basis functions the curve defined by
an arbitrary set of control points gets smoother and the influence of solitary control
points decreases. This is not the case for higher order Lagrange basis functions. If
a set of nodal points contains solitary points, oscillations occur and grow with rising
order of the Lagrange basis functions. For more details on this topic see Cottrell et al.
(2009).
The high continuity provided by B-splines allows the computation of p − m contin-
uous derivatives at knots and of an infinite number of derivatives within knot spans.
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However, all derivatives d higher than the order of the basis functions p are zero on the
whole domain, i.e.
∂d
(∂ξ)d
Npi (ξ) = 0 if d > p . (4.7)
The first derivative of a B-spline curve can be computed by
∂
∂ξ
X (ξ) =
n∑
i=1
∂
∂ξ
Npi (ξ)Bi ξ1 ≤ ξ ≤ ξn+p+1 , (4.8)
with the derivatives of the basis functions
∂
∂ξ
Npi (ξ) =
p
ξi+p − ξiN
p−1
i (ξ)−
p
ξi+p+1 − ξi+1N
p−1
i+1 (ξ) . (4.9)
Higher derivatives of the basis functions can simply be computed by differentiat-
ing (4.9). This results in
∂d
(∂ξ)d
Npi (ξ) =
p
ξi+p − ξi
∂d−1Np−1i (ξ)
(∂ξ)d−1
− p
ξi+p+1 − ξi+1
∂d−1Np−1i+1 (ξ)
(∂ξ)d−1
. (4.10)
Alternatively, an expression depending only on basis functions of order p − d can be
attained by repeatedly inserting (4.9) into (4.10), see Cottrell et al. (2009). With the
help of the higher derivatives of the basis functions the higher derivatives of B-spline
curves can be computed akin to (4.8). An efficient algorithm for the computation of
the basis functions and their derivatives is given in Piegl and Tiller (1997).
4.1.2 NURBS curves
NURBS curves are a superset of B-spline curves. Their rational character allows an
exact description of frequently used geometrical shapes, such as circles. They can be
understood as a projection of four-dimensional curves projected ontoR3 (Cottrell et al.
(2009)). The notion of four dimensions is kept in the definition of the four-dimensional
control points
Bi = [xi, yi, zi, wi]
T =
[
XTi , wi
]T
i = 1, . . . , n . (4.11)
Together with a knot vector, as given in (4.2), they define a NURBS curve of order p.
The fourth coordinate wi is the weight factor of the respective control point. In the
following the three spatial coordinates and the weight factor wi are treated differently.
Thus, the three spatial coordinates of a control pointBi are denoted byX i. All defini-
tions and properties of B-splines hold accordingly, except the definition of the physical
curve and the derivatives thereof. A physical pointX (ξ) on the NURBS curve
X (ξ) =
∑n
i=1N
p
i (ξ)wiX i∑n
iˆ=1N
p
iˆ
(ξ)wiˆ
ξ1 ≤ ξ ≤ ξn+p+1 (4.12)
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is computed with the help of the B-spline basis functions Npi (ξ) given in (4.4) under
consideration of the weight factor wi. The definition of rational basis functions
Rpi (ξ) =
Npi (ξ)wi∑n
iˆ=1N
p
iˆ
(ξ)wiˆ
(4.13)
allows expressing (4.12) in a simple form
X (ξ) =
n∑
i=1
Rpi (ξ)X i ξ1 ≤ ξ ≤ ξn+p+1 (4.14)
akin to the B-spline case. The weight wi of a control point Bi quantifies the influ-
ence of this control point in comparison to the other control points. If the weight is
increased, the NURBS curve will tend towards this control points. In the limit wi → 0
the curve will behave as if the control point is not present. The influence of the weight
is limited to the influence interval of the associated control point. Outside this interval
the curve is not affected by an alteration of the weight. This is clearly visible in Fig-
ure 4.3, where the weight of the control point B3 is altered. The knot vector and the
other control points with a weight w = 1 are the same as for the B-spline given in Fig-
ure 4.1. Thus, for w3 = 1 a NURBS curve identical to the B-spline curve in Figure 4.1
arises. For w3 = 2 the curve moves closer towards B3. For the small value w3 = 0.25
the control pointB3 has only minor influence on the NURBS curve. The weightw3 ob-
viously influences the first three non-zero knot spans. The influenced spans are given
by [ξi, ξi+p+1) for i = 3. Beginning with ξ = ξ3+p+1 = 1/2, the weight w3 has no
influence on the curve. The spatial coordinates X i of the NURBS control points Bi
are constant for all weights. Thus, only the rational basis functions Rpi (ξ) deviate for
different values of w3, see equation (4.13).
The derivatives of NURBS curves are given by
∂d
(∂ξ)d
X (ξ) =
n∑
i=1
∂d
(∂ξ)d
Rpi (ξ)X i ξ1 ≤ ξ ≤ ξn+p+1 , (4.15)
where the derivatives of the rational basis functions Rpi (ξ) are attained by differentiat-
ing (4.13). The resulting expression is omitted here and can be found in Cottrell et al.
(2009).
4.1.3 NURBS surfaces
NURBS surfaces are created by a tensor-product combination of the two knot vectors
Ξ1 =
{
ξ11 , ξ
1
2 , · · · , ξ1n1+p1+1
}
and Ξ2 =
{
ξ21 , ξ
2
2 , · · · , ξ2n2+p2+1
}
, which yields a rect-
angular parameter space. Thus, NURBS surfaces are always of quadrilateral topology.
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Figure 4.3: Physical curve (solid lines) and control polygon (dotted red line) of a NURBS
of order p = 3 with knot vector Ξ =
{
0, 0, 0, 0, 16 ,
1
3 ,
1
2 ,
2
3 ,
5
6 , 1, 1, 1, 1
}
. The weight w3 is
altered, all other weights are equally one. The solid blue curve represents the NURBS curve
for w3 = 0.25, the black for w3 = 1 and the red for w3 = 2.
The consequences entailed by this characteristic are discussed later on in Section 4.2.1.
The orders of the basis functions along each parametric direction ξ1 and ξ2 are denoted
by p1 and p2, respectively. The control points Bij are in general arranged in a rect-
angular grid called control point net. They are identified by a double index (ij) in
parentheses, where the first number i ∈ {1, 2, . . . , n1} denotes the position of the
control point in ξ1-direction. Analogously, j ∈ {1, 2, . . . , n2} identifies the position
in ξ2-direction. The four components of the control points
B(ij) =
[
x(ij), y(ij), z(ij), w(ij)
]T
=
[
XT(ij), w(ij)
]T
(4.16)
are partitioned into the spatial coordinates X(ij) and the weight factor w(ij). The total
number of control points is denoted by ncp = n1 · n2. The projection of the con-
trol point net from a four-dimensional space R4 to a surface embedded in the three-
dimensional space R3 is carried out with the help of the rational NURBS basis func-
tions Rp1p2(ij) (ξ
1, ξ2). The univariate B-spline basis functions given in (4.4) are used for
both parametric directions and multiplied with the weight w(ij) to arrive at the rational
NURBS surface basis functions
Rp1p2(ij)
(
ξ1, ξ2
)
=
Npi (ξ
1)N qj (ξ
2)w(ij)
W (ξ1, ξ2)
, (4.17)
where the denominator
W
(
ξ1, ξ2
)
=
n1∑
i=1
n2∑
j=1
Np1i
(
ξ1
)
Np2j
(
ξ2
)
w(ij) (4.18)
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relates the weight w(ij) to all other weights which have influence in the current eval-
uation point. In every knot span [ξi, ξi+1) of a univariate B-spline only the p + 1
basis functions Npi−p to N
p
i are not equal to zero, see Section 4.1.1. Accordingly,
only nen = (p1 + 1) (p2 + 1) specified basis functions have an impact on an arbitrary
rectangle
[
ξ1i , ξ
1
i+1
) × [ξ2j , ξ2j+1). Only rectangles satisfying p1 + 1 ≤ i ≤ n1 and
p2 + 1 ≤ j ≤ n2 can have a non-zero area in the physical space due to the usage of
open knot vectors. The number of potentially non-zero rectangles within a NURBS
surface is given by nel = (n1 − p1) (n2 − p2). For a pair of parameters(
ξ1, ξ2
) ∈ [ξ1i0 , ξ1i0+1)× [ξ2j0 , ξ2j0+1) (4.19)
a physical pointX on the NURBS surface can be determined by
X
(
ξ1, ξ2
)
=
i0∑
i=i0−p1
j0∑
j=j0−p2
Rp1p2(ij)
(
ξ1, ξ2
)
X(ij) . (4.20)
The summation of the denominator (4.18) can be performed akin to (4.20) by consid-
ering only non-zero basis functions. All properties mentioned above for B-spline and
NURBS curves can be carried forward to NURBS surfaces. For a detailed itemization
see Piegl and Tiller (1997).
The partial derivatives of NURBS surfaces with respect to the parametric directions ξ1
and ξ2 are akin to (4.20) given by
∂dX (ξ1, ξ2)
(∂ξ1)d1 (∂ξ2)d2
=
i0∑
i=i0−p1
j0∑
j=j0−p2
∂dRp1p2(ij) (ξ
1, ξ2)
(∂ξ1)d1 (∂ξ2)d2
X(ij) (4.21)
with d = d1+d2. Using the derivative of the B-spline basis functions given in (4.9) and
the denominator W (ξ1, ξ2) given in (4.18), the first derivatives of the rational NURBS
basis functions are given by
∂Rp1p2(ij) (ξ
1, ξ2)
∂ξ1
= w(ij)N
p2
j
(
ξ2
)W (ξ1, ξ2) ∂Np1i (ξ1)∂ξ1 − ∂W(ξ1,ξ2)∂ξ1 Np1i (ξ1)
(W (ξ1, ξ2))2
(4.22)
and
∂Rp1p2(ij) (ξ
1, ξ2)
∂ξ2
= w(ij)N
p1
i
(
ξ1
)W (ξ1, ξ2) ∂Np2j (ξ2)∂ξ2 − ∂W(ξ1,ξ2)∂ξ2 Np2j (ξ2)
(W (ξ1, ξ2))2
. (4.23)
Higher partial derivatives can be computed by subsequently differentiating (4.22) and
(4.23). An efficient algorithm for the computation of the rational NURBS basis func-
tions and their derivatives can be found in Piegl and Tiller (1997).
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4.1.4 Notation for isogeometric analysis of multiple-patch domains
The isogeometric shell formulation proposed in this thesis uses NURBS surfaces to
describe the geometry. A NURBS surface as introduced in Section 4.1.3 is referred to
as NURBS surface patch or simply as patch. Due to the inherent quadrilateral topol-
ogy of NURBS surfaces, it is not possible to model random structures with only one
patch. Thus, complex geometries are described with several patches, where np denotes
the total number of patches. The notation introduced above has to be adapted to the
needs of multi-patch analysis. A superscript k is added to all quantities to refer to the
concerned patch k. Thus, the set of nkcp = n
k
1 · nk2 control points
Bk(ij) =
[
xk(ij), y
k
(ij), z
k
(ij), w
k
(ij)
]T
=
[
Xk(ij)
wk(ij)
]
i = 1, . . . , nk1 j = 1, . . . , n
k
2
(4.24)
together with the two open knot vectors
Ξkα =
{
ξα1 , ξ
α
2 , · · · , ξαnkα+pkα+1
}
α = 1, 2 (4.25)
defines the patch k with order pk1 and p
k
2 in the first and second parametric direction.
The tensor product of two knot spans[
ξ1i , ξ
1
i+1
]× [ξ2j , ξ2j+1] i ∈ {pk1 + 1, . . . , nk1} j ∈ {pk2 + 1, . . . , nk2} (4.26)
defines an element e for the finite element discretization. This is performed separately
for every patch k for all combinations of i and j within the intervals given in (4.26).
Thus, the total number of elements
nel =
np∑
k=1
nkel n
k
el =
(
nk1 − pk1
) (
nk2 − pk2
)
(4.27)
also contains zero-sized elements in the case of repeated knot values. Every element e
can be uniquely assigned to its patch k.
Every patch is defined by its own set of control pointsBk(ij), and there is no connection
of the patches in the CAD input data. Thus, the connection of multiple patches has
to be performed at the level of the finite element discretization. For this purpose all
control points with corresponding locations
Xk(ij) = X
k1
(i1j1)
i = 1, . . . , nk1 j = 1, . . . , n
k
2 k = 1, . . . , np (4.28)
are assigned to the same node XI = Xk1(i1j1) for the finite element analysis. The total
number of finite element nodes XI is referred to as nnp. The total number of control
points
ncp =
np∑
k=1
nkcp n
k
cp = n
k
1 · nk2 (4.29)
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contains every instance of corresponding control points. The surjective and non-
bijective function
f :
{
1, . . . , nk1
}× {1, . . . , nk2}× {1, . . . , np} → {1, . . . , nnp} (4.30)
establishes a relation between the control points of each patch and the finite element
node index. The global node index I is attained by I = f (i, j, k). On patch level the
bijective function
fp :
{
1, . . . , nk1
}× {1, . . . , nk2}× {1, . . . , np} → {1, . . . , nkcp} (4.31)
relates the double index (ij) of control points to a single index I on patch level. The
bijective function
f e :
{
1, . . . , nk1
}×{1, . . . , nk2}×{1, . . . , np}×{1, . . . , nkel}→ {1, . . . , nken} (4.32)
relates the control points to the element node for each element e. The element
node index is thus computed by I = f e (i, j, k, e). It allows including only the
nken =
(
pk1 + 1
) (
pk2 + 1
)
non-zero basis functions in summations on element level.
The single summation over I and the double summation over i and j are interchange-
able on element level due to the bijectivity of (4.32). The interpolation of physical
points on NURBS surfaces is reformulated to
Xk
(
ξ1, ξ2
)
=
nken∑
I=1
NkI
(
ξ1, ξ2
)
XI (4.33)
with I = f e (i, j, k, e). The double summation on patch level in (4.20) is replaced by a
summation over I on element level. The basis functions NkI with I = f
e (i, j, k, e) are
defined by
NkI
(
ξ1, ξ2
)
:=
N
pk1
i (ξ
1)N
pk2
j (ξ
2)wk(ij)
W k (ξ1, ξ2)
(4.34)
being the multi-patch extension of (4.17). The denominator reads
W k
(
ξ1, ξ2
)
=
nken∑
I=1
N
pk1
i
(
ξ1
)
N
pk2
j
(
ξ2
)
wk(ij) . (4.35)
It is important to note, that the weight wk(ij) can be different for two control points
with the same finite element node. In this case, as is given in (4.34), the weight of
the respective control point has to be used for the computation of the basis functions.
The univariate B-spline basis functions have to be computed with the Cox-de Boor
formula (4.4), where the discrete values of the knots ξαi with i = 1, . . . , n
k
α + p
k
α + 1
are taken from the appropriate knot vector Ξkα. The derivatives of the rational NURBS
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basis functions for the patch k are attained by adapting (4.22) and (4.23) to multi-patch
notation. This yields
∂NkI (ξ
1, ξ2)
∂ξ1
= wk(ij)N
pk2
j
(
ξ2
)W k (ξ1, ξ2) ∂Npk1i (ξ1)∂ξ1 − ∂Wk(ξ1,ξ2)∂ξ1 Npk1i (ξ1)
(W k (ξ1, ξ2))2
(4.36)
and
∂NkI (ξ
1, ξ2)
∂ξ2
= wk(ij)N
pk1
i
(
ξ1
)W k (ξ1, ξ2) ∂Npk2j (ξ2)∂ξ2 − ∂Wk(ξ1,ξ2)∂ξ2 Npk2j (ξ2)
(W k (ξ1, ξ2))2
. (4.37)
Finally, the partial derivatives of the position vectorXk on patch k can be determined
by
∂
∂ξα
Xk
(
ξ1, ξ2
)
=
nken∑
I=1
∂NkI (ξ
1, ξ2)
∂ξα
XI . (4.38)
Higher derivatives can be computed akin by adapting (4.21) to multi-patch notation.
4.2 Fundamental properties of isogeometric analysis
The basic principle of isogeometric analysis is to use the geometry model of the de-
sign process also for the analysis. In the frame of NURBS-based isogeometric finite
element analysis this implies the usage of the NURBS basis functions for the interpo-
lation of geometry and unknown quantities. The NURBS basis functions are defined
throughout the whole patch in the parametric space, which is spanned by a tensor
product of two knot vectors. The parametric space is divided into knot spans on which
a certain number of basis functions are non-zero. These knot spans can directly be
used as elements for the isogeometric finite element discretization. No meshing in the
sense of a redefinition of the geometry is necessary. Thus, no model conversion of the
spline geometry to a simpler geometry model is necessary. Furthermore, the geometry
is exact in every discretization, and a better integration of the models for design and
analysis is aided and abetted.
4.2.1 Meshing and refinement
Depending on the employed numerical integration scheme for the mechanical response
analysis, a subdivision of NURBS patches into elements can be helpful. An efficient
implementation of the element-wise Gauss integration scheme used within this work
necessitates the definition of elements. The parametric space of the geometry model
58 4 FUNDAMENTALS OF ISOGEOMETRIC ANALYSIS
(a) Physical space and control point net: The
control point net is denoted by bullets con-
nected by dashed lines. Red bullets denote
control points which have influence on the red
element. All other control points are plotted
blue.
(b) Parametric space and univariate B-spline
basis functions for the two parametric direc-
tions ξα: All basis functions which have influ-
ence on the red element are plotted bold.
Ξ1 = [0, 0, 0, 0, 0.5, 1, 1, 1, 1]
Ξ2 =
[
0, 0, 0, 0, 13 ,
2
3 , 1, 1, 1, 1
]
Figure 4.4: Physical space and associated parametric space of a free form surface: The red
element in the parametric space is mapped to the physical space with the help of the NURBS
basis functions.
inherently contains a mesh of suitable elements. However, it can be necessary to refine
the initial mesh, or to elevate the order of the basis functions, in order to obtain a
specified level of accuracy.
Mesh generation and definition of elements
A mesh of isogeometric NURBS elements is created patch by patch from NURBS
surfaces. The tensor product of the two knot vectors Ξkα forms the parametric space of
the patch k. The element edges are defined by the entries of the knot vectors. Thus, an
element of the patch k is defined by[
ξ1i , ξ
1
i+1
]× [ξ2j , ξ2j+1] i ∈ {pk1 + 1, . . . , nk1} j ∈ {pk2 + 1, . . . , nk2} (4.39)
in the parametric space. The elements in the parametric space are mapped onto the
physical space with the help of the NURBS basis functions; see Figure 4.4 for a graph-
ical illustration. All non-zero basis functions within an element are specified and their
number is constant, see Section 4.1.4. Furthermore, inside elements defined by knot
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spans the B-spline basis functions are rational functions and thus can be integrated ex-
actly using Gauss integration. Although it is not exact in the case of NURBS, element-
wise Gauss integration performs very well; see e.g. Hughes et al. (2010) and an elabo-
ration in Kiendl (2011) for more details. All this favors the idea of using the rectangles
defined by knot values as elements.
Knot insertion
An enlargement of the solution space by knot insertion is the first possibility if more
precise results are required. Basically, additional control points and associated basis
functions are added. This corresponds to h-refinement in standard finite element analy-
sis. In the case of NURBS surfaces knot insertion is performed in the parametric space
by adding new values into the knot vectors, one after each other. Within every refine-
ment step a new set of control points that suits to the refined knot vector while exactly
maintaining the geometry has to be computed. If only one knot value is inserted, then
p locally confined control points have to be redefined. Efficient algorithms for knot
insertion are given in Piegl and Tiller (1997). Their computation time is negligible
in comparison to the total analysis time. Multiple insertion of one knot value allows
lowering the continuity at the current knot value. Thus, knot insertion allows the so-
lution space to be adapted to anticipated discontinuities while the order of the basis
functions is maintained. Knot insertion propagates throughout the whole patch due to
the tensor-product structure of NURBS surfaces. Thus, local refinement is not possible
without additional measures. A possible remedy by using local constraint conditions
for B-spline surfaces was proposed in Kagan et al. (2003) and extended to NURBS
in Cottrell et al. (2007). Another possibility is the usage of more flexible geometry
descriptions, such as hierarchical B-splines (Vuong et al. (2011)), analysis-suitable T-
splines (Scott et al. (2012)) or locally refined B-splines (Johannessen et al. (2014)).
Within this thesis local refinement is not considered.
Order elevation
The accuracy of results can be increased by elevating the order p of the NURBS ba-
sis functions. This slightly increases the solution space, but more important raises
its approximation power. Order elevation can be carried out separately for every
parametric direction. The initial continuity of splines is preserved. An elevation
of order to p∗ > p in ξα-direction alters the concerned knot vector as follows. The
multiplicity m of all knot values has to be elevated to m∗ = m + p∗ − p in order to
keep the continuity Cp∗−m∗ = Cp−m constant. Within the knot spans nothing has to be
done since C∞ prevails. The number of the control points as well as their positions has
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to be adapted to the new knot vector. The new set of control points can be computed
by solving a linear system of equations. For more details and efficient algorithms see
Piegl and Tiller (1997).
p-refinement vs. k-refinement
In most practical applications of isogeometric analysis the initial geometry has to be
refined for the mechanical response analysis. If besides knot insertion also order ele-
vation is to be performed, two possible strategies exist.
The first one is to elevate order and continuity of the NURBS basis functions. This is
referred to as k-refinement. The way of proceeding is to first order elevate the initial
surface to the target order p∗. Subsequently, the required number of knots has to be
inserted. Thus, at the additional knots the highest possible continuity Cp∗−1 prevails.
The continuity Cp∗−m∗ stays constant at knots which are already present in the initial
knot vector. k-refinement produces solution spaces with high continuity. Thus, the
number of control points grows only slightly.
The second possibility is to elevate the order of the NURBS basis functions while
maintaining the inter-element continuity of the initial geometry. This is achieved by
carrying out knot insertion before order elevation. The continuityCp−m of all knots ex-
isting in the initial knot vector is maintained while elevating the order. The continuity
of newly inserted solitary knot values is Cp−1. Thus, the maximum continuity between
elements is Cp−1 for p-refinement. In general, the total number of control points grows
significantly. If the initial order is p = 1 or the continuity is lowered manually to C0,
then p-refined NURBS elements are very similar to higher order Lagrange elements.
The effects of the different types of refinement are illustrated in Figure 4.5. The ini-
tial geometry is given in Figure 4.5a. Pure knot insertion to obtain a mesh consisting
of four elements of the initial order p = 2 yields the NURBS curve in Figure 4.5b.
A p-refined mesh with four elements of order p = 6 is shown in Figure 4.5c. The
k-refined counterpart is given in Figure 4.5d. The differences between p- and k-
refinement are clearly visible. p-refinement produces a significantly greater number of
control points than k-refinement. The control points which have influence on any ele-
ment are close to this element if p-refinement is used. In contrast to that, k-refinement
yields control points which lie far away from the concerned element. A more detailed
discussion about refinement strategies and a graphical illustration of the resulting basis
functions are given in Cottrell et al. (2009).
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(a) p = 2, initial curve, one non-zero ele-
ments
(b) p = 2, knot insertion, four non-zero ele-
ments, C1-continuity between elements
(c) p = 6, p-refinement, four non-zero ele-
ments, C1-continuity between elements
(d) p = 6, k-refinement, four non-zero ele-
ments, C5-continuity between elements
Figure 4.5: Order elevation exemplified with a segment of a circle: The elements of the phys-
ical curve are separated by strokes. The control point net is denoted by bullets connected by a
dashed line. Red bullets denote control points which have influence on the element marked red.
All other control points are plotted blue. Red arrows denote the nodal director vectors which
have influence on the red element.
4.2.2 Aspects of implementation
The control points are the isogeometric counterpart to nodes in standard finite element
analysis. Thus, displacements and rotations of control points are used as degrees of
freedom for the isogeometric finite element discretization. All patches are defined
and meshed separately without information about neighboring patches. For the usage
in isogeometric analysis all patches have to be joined together manually to prevent
undesired disruptions of the deformed configuration. This connection of patches can
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be achieved by assigning shared degrees of freedom to control points of neighboring
patches with corresponding location. The term node is used within the isogeometric
finite element discretization in order to distinguish between the unitary nodes for the
discretized mechanical response analysis and the possibly repeated control points of
the geometry description. Several control points can be assigned to one node. How-
ever, the connection of patches by shared degrees of freedom works only for conform-
ing patches, which are specified by having the same order and affine knot vectors along
the shared edge. In the case of non-conforming patches additional measures have to be
taken, see Chapter 8.
The implementation of an isogeometric finite element formulation into an existing fi-
nite element code requires only limited adaptions due to the aforementioned introduc-
tion of elements and nodes. Pre- and postprocessing has to be adapted to the new
geometry description. In the main analysis process only the computation of the basis
functions has to be changed on element level. The increased interaction between ele-
ments and the higher number of control points having influence on one element neither
affects the computation of standard element matrices nor the assembly routines. De-
formation boundary conditions have to be applied in a discrete manner at nodes. Zero
deformation boundary conditions at patch edges can simply be applied by fixing all
boundary control points which have influence at the current edge. All other kinds of
Dirichlet boundary conditions cannot be enforced trivially due to the non-interpolatory
property of NURBS surfaces. The usage of a local least-squares method to compute
discrete values for non-zero deformation boundary conditions along patch boundaries
is proposed in Mitchell et al. (2011). A transformation method between nodal val-
ues and collocated boundary values is presented in Wang and Xuan (2010). Another
possibility is the weak enforcement of non-zero deformation boundary conditions; see
Bazilevs and Hughes (2007), Embar et al. (2010) and Schillinger et al. (2012).
4.2.3 Separation of element mesh and control point net
The control point net and the physical mesh of NURBS surfaces do not coincide in
general due to the non-interpolatory property of NURBS. Thus, in the isogeometric
finite element discretization the nodes do not lie on the elements, which is clearly
visible in Figure 4.4a. It is not possible to assign a certain location at the physical
mesh to every control point. If nodal values have to be determined from quantities
known within the elements, this constitutes a difficulty. In standard Lagrange-based
finite element formulations simply the value at the location of the node is used. This
approach cannot be transferred to NURBS-based isogeometric formulations. In the
case of Reissner–Mindlin shell formulations the determination of nodal values of the
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director vector can be required. Two possibilities to define the nodal director vectors
are discussed in Section 5.1.
4.2.4 Continuity
In the case of unrepeated knot values the influence of every NURBS basis function is
limited to nken non-zero elements. Higher continuity prevails as basis functions have
influence over pkα element boundaries in the parametric direction ξ
α. Higher conti-
nuity between elements generally entails more precise results (Cottrell et al. (2007)).
The downside of the high continuity is the non-interpolatory property of NURBS, see
Section 4.2.3. Furthermore, high continuity proves to be challenging for the interpola-
tion of vectorial quantities. If continuity rises, control points move further and further
away from the element. Directed quantities like the director vector change their direc-
tion over the domain for curved geometries. If nodal vectors have deviating directions,
the length of interpolated vectors deteriorates according to the triangle inequality. The
direction of nodal director vectors can differ largely from the direction of the exact di-
rector vector on the element mesh. This effect is exemplified in Figures 4.5c and 4.5d.
The control points of the p-refined segment of a circle are located very close to the ele-
ment. The direction of each nodal director vector deviates only slightly from the exact
director vector at its closest point on the red element. In contrast to that, the control
points of the k-refined segment are located far away from the element. The nodal di-
rector vector of the uppermost control point which has influence on the red element has
a completely different direction than the exact director vector at the element boundary
marked by a red stroke.
But the higher continuity can be used to continuously compute the exact director vec-
tor. Certain shell formulations allow the exact director vectors in the integration points
to be used instead of interpolated director vectors. Rotational formulations of the RID
type (see Sections 7.4-7.6) do not necessarily need nodal director vectors. If the con-
tinuous, exact director vector is used instead, they are denoted by RED schemes, see
Section 7.7.
4.3 Possibilities offered by splines
Recalling the properties exemplified above, the following points should be used for the
formulation of an efficient isogeometric shell formulation:
• The geometry is defined exactly for every discretization. Derivatives, curva-
ture and the normal vector with respect to the shell reference surface can be
64 4 FUNDAMENTALS OF ISOGEOMETRIC ANALYSIS
computed exactly in every point. Geometries described by NURBS are smooth
everywhere, except where explicitly not desired. Thus, in contrast to Lagrange-
based shell elements, faceting does not occur. Intentional kinks in the geometry
model can be identified uniquely.
• If k-refinement is used, the continuity of the basis functions rises in step with
their order. The continuity is given byCp−m, wherem denotes the multiplicity of
the concerned knot value. The higher continuity allows a better approximation of
solution fields in case they are smooth. This is a crucial advantage over standard
finite elements based on C0-continuous Lagrange basis functions. In general,
the higher smoothness attained by k-refinement yields considerably lower error
levels, see Schillinger et al. (2013) for a thorough study on this topic. The higher
accuracy of high-order and high-continuity isogeometric analysis allows model
sizes to be reduced in comparison to standard Lagrange-based finite element
analysis, while maintaining a desired error level.
• The combination of order elevation and knot insertion allows building solution
spaces with differing desired orders and continuity between elements for every
solution variable while maintaining the exact geometry. This opens up new pos-
sibilities for mixed finite element methods. However, this point is not covered
within this thesis.
Chapter 5
Conversion of surface values to nodal
values
Surface values and nodal values are connected with a mapping defined by the NURBS
basis functions NkI given in (4.34). The finite element implementation of the shell the-
ory presented in Chapter 3 requires nodal basis systems which have to be interpolated
to basis systems on the shell reference surface. The interpolated basis systems on the
shell reference surface can be computed exactly by making use of the high continuity
of NURBS. In Lagrange-based shell formulations nodal basis systems are commonly
defined according to the surface values at the concerned node. This is not possible in
NURBS-based finite elements due to the separation of the physical mesh and the con-
trol point net. Thus, the choice of these nodal basis systems is not trivial. Two possible
methods are presented in the following. Basing on the nodal basis systems, a method
is proposed which allows nodes to be uniquely classified to be on kinks or in smooth
regions.
5.1 Computation of nodal basis system
All methods for the interpolation of the current director vector and its variations pre-
sented in Chapter 7 require nodal basis systems Ak(ij) = {Akm(ij)}m=1,2,3 at every con-
trol point Bk(ij). The thickness direction is defined by the nodal basis vector A
k
3(ij).
The usage of this nodal basis vector can be avoided by rotating the exactly calculated
director vectors in the integration points, see Section 7.7. In this case the director vec-
tor is not interpolated. However, the two nodal basis vectors Akα(ij) are required to
transform the nodal axial vector of the rotation ∆ωI to the nodal rotations ∆βI . This
reduction from three to two rotational degrees of freedom precludes the zero energy
mode of rotation around the shell normal vector. Thus, numerical problems for smooth
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shells can be avoided without using drilling rotation stabilization. For more details see
Chapter 7.
The computation of the nodal basis systems is a preprocess which has to be performed
once before the mechanical response analysis. The first method presented here is the
closest point projection used in Benson et al. (2010) for an isogeometric Reissner–
Mindlin shell based on the degenerated solid approach. This method can be considered
as a straightforward continuation of the common strategy in Lagrange-based shell finite
elements. The second method is called calculation of optimal nodal basis systems.
This procedure was proposed by the author in Dornisch and Klinkel (2012a). A least-
squares based technique is used to compute an optimal L2-norm fit of surface values to
the NURBS function space. The equation for the computation of nodal basis systems is
always well-defined, and results in the best possible interpolation of the basis systems.
Two studies comparing the closest point projection (CPP) and the optimal nodal basis
systems (ONB) are given in Section 9.1. There, the quality of the interpolated director
vectors and the deformation results are assessed.
5.1.1 Closest point projection
This method computes nodal basis systems Ak(ij) for every control point one by one.
The first step is to find the point on the NURBS surface Xk (ξ1, ξ2) with the smallest
distance to the concerned control pointXk(ij). The pair of parameters (ξ
1
(ij), ξ
2
(ij)) which
minimizes
|Xk (ξ1, ξ2)−Xk(ij)| ∀ (ξ1, ξ2) ∈ [ξ1pk1+1, ξ1nk1+1]× [ξ2pk2+1, ξ2nk2+1] (5.1)
has to be found. This problem cannot be solved in closed form. Therefore a Newton–
Raphson iteration is needed. The stability of the iteration depends on the initial value
for the iterative process. The influence areas of control points given in Section 4.1.3
provide good initial values. However, for coarse meshes with numerous changes of
curvature wrong points may be found. Mesh refinement resolves these problems. The
theory and an efficient algorithm for the point projection is given in Piegl and Tiller
(1997). In the second step, the spatial derivatives
G0α =
∂
∂ξα
Xk(ξ1(ij), ξ
2
(ij)) (5.2)
of the position vectorXk(ξ1(ij), ξ
2
(ij)) in the projected point are computed with the help
of (4.38). Subsequently, the orthonormal basis vectors A0i are computed according
to (3.15). The nodal basis vector in the thickness directionAk3(ij) is defined to be
Ak3(ij) := N =
G01 ×G02∣∣G01 ×G02∣∣ . (5.3)
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The other two nodal basis vectors Akα(ij) have to be chosen in a way that the nodal
basis systemAk(ij) is orthonormal and the basis vectorsA
k
α(ij) are in the tangent plane,
which is spanned by the derivatives of the position vector. They can be defined by
Akα(ij) := A
0
α (5.4)
using the lamina basis system according to (3.15).
The computations in Section 9.1 and the results published in Benson et al. (2010)
reveal similar results for this method to determine nodal basis systems. The quality of
the deformation results deteriorates with rising order p of the NURBS basis functions.
5.1.2 Computation of optimal nodal basis systems
The basic idea of this approach is to compute all nodal basis systems of one patch
with an optimal L2-norm fit in a single computation on patch level. Each nodal basis
system is chosen in a way that the directions of the interpolated basis systems coincide
with those defined by the exact geometry to the greatest possible extent. The proper
description of the thickness direction is of utmost importance in order to make use of
the possibilities offered by high order computations with NURBS. Cast in an equation,
the basic principle of this method is to fulfill
N = Ah3 =
nken∑
I=1
NkIA
k
3(ij) (5.5)
in every integration point. The other nodal basis vectors are determined akin to (5.5).
The interpolated basis vectorsAhα have to be chosen in the tangent plane at the current
location. Their orientation within this plane can be chosen to simplify the imposition
of boundary conditions or simply according to the lamina coordinate system (3.15).
The interpolated basis systems have to be orthonormal.
A similar approach has been proposed in Benson et al. (2011), where a L2-norm fit
on element level is applied to exactly describe the thickness direction for a rotation-
free shell formulation. In Mitchell et al. (2011) a local least-squares method is used
to prescribe non-zero deformation boundary conditions in NURBS-based isogeomet-
ric analysis. It is extended to a general projection of given data onto a finite element
space in Govindjee et al. (2012). A transformation between nodal values and collo-
cated values on boundary lines of NURBS surfaces is presented in Wang and Xuan
(2010). All aforementioned methods, as well as the method proposed here, basically
use an L2-projection of surface values onto the spline function space. If the function
space of the surface values is a subspace of the spline function space, the projection is
exact (Thomas et al. (2015)). In other cases the error of the projection is minimized.
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The method has been called computation of exact nodal basis systems in Dornisch
et al. (2013). Here the term exact is replaced by optimal to denote that the solution
is not exact but optimal if the function space of the surface values is not a subspace
of the NURBS function space. The L2-projector onto the spline function space is
L∞-bounded. Thus, the required matrix inversions are always well-defined. For math-
ematical details see Jia (1987) and Shadrin (2001). Recently, Thomas et al. (2015)
proposed to use Bézier projection to fulfill (5.5).
In every patch k a separate system of equations is established and solved. The com-
ponent n of the basis vector Ahm is referred to as A
h
mn. According to the terminology
defined in Section 4.1.4, Akmn(ij) denotes the component n of the basis vector m at the
control point Bk(ij). The function f defined in (4.30) is not bijective in general, which
prohibits a summation over I . In all integration points r ranging from 1 to
nkgp = n
k
gp · nkel with nkgp =
(
pk1 + 1
) (
pk2 + 1
)
(5.6)
the equations
Ahmn (r) =
nk1∑
i=1
nk2∑
j=1
NkI (r)A
k
mn(ij) with I = f(i, j, k) (5.7)
are established and collected line by line into one system of equations
A¯
h
mn = N¯ kA¯
k
mn (5.8)
for every combination of m and n. The matrix N¯ k is independent of m and n and thus
has to be computed only once for all nine combinations of m and n. It contains the
basis functions NkI (r) arranged in n
k
gp rows and n
k
cp columns. The nine vectors
A¯
h
mn =
[
Ahmn (r)
]
r=1,...,nkgp
(5.9)
are known. They contain the component n of the basis vector Ahm at the integration
point r. The unknown vector
A¯
k
mn =
[
Akmn(ij)
]
I=1,...,nkcp
with I = fp(i, j, k) (5.10)
contains the component n of the vector m of the nodal basis system at the control
pointBk(ij). According to (5.7), every row of the matrix N¯ k contains the linearly
independent basis functions NkI for I = 1, . . . , n
k
cp for one integration point. Each
column of the matrix N¯ k contains a specific basis function NkI . Thus, all columns of
the matrix N¯ k are linearly independent. This implies that the rank of the least-squares
system (5.8) is guaranteed to be
rank N¯ k = n
k
cp , (5.11)
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which is equal to the number of columns. Least-squares systems of this type always
have a unique solution, see Lawson and Hanson (1995). The solution of (5.8) can be
determined uniquely by solving the normal equation
N¯
T
k A¯
h
mn =
(
N¯
T
k N¯ k
)
A¯
k
mn , (5.12)
which transforms (5.8) into a determined system of equations. Finally, the components
of the nodal basis systems
A¯
k
mn =
(
N¯
T
k N¯ k
)−1
N¯
T
k A¯
h
mn (5.13)
can be computed with standard solvers using multiple right hand sides to determine all
nine components of the nodal basis systems with only one matrix inversion. Finally,
the nodal basis vectors
Akm(ij) =
[
A¯
k
mn(f
p(i, j, k))
]
n=1,2,3
(5.14)
can be assembled from the solution of (5.13) stored in the vectors A¯kmn.
Every control point contributes only one unknown in (5.13). Thus, the total number
of unknowns is approximately five times smaller than the number of unknowns within
the concerned patch in the mechanical response analysis. The solution of (5.13) has
to be performed only once per computation as a preprocess. Thus, the computational
costs are negligible in comparison to the mechanical response analysis. Furthermore,
the local support property of NURBS can be used to apply sparse matrix techniques.
The required matrices can be assembled element-wise by
N¯
T
k N¯ k =
nkel⋃
e=1
nkgp∑
r=1
N e(r)⊗N e(r) (5.15)
and
N¯
T
k A¯
h
mn =
nkel⋃
e=1
nkgp∑
r=1
N e(r)Ahmn(r) , (5.16)
where the vector N e(r) contains all non-zero basis functions NkI for the concerned
element. Thus, multiplication of the terms N¯Tk N¯ k and N¯
T
k A¯
h
mn on patch level can be
avoided. If nkgp for the mechanical response analysis is not chosen according to (5.6),
this deviant value should be chosen.
Patches which contain a kink along a line with C0-continuity have to be split up into
pieces along that line, as the director field has to be discontinuous in these regions.
To avoid the classification if a kink occurs or not, patches are split up generally along
lines ofC0-continuity. The necessary operations are trivial and given in Piegl and Tiller
(1997). No additional computational effort for mechanical response analysis turns up
as the newly created control points are merged to one finite element node.
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5.2 Classification of nodes
The exact geometry description and the inter-element continuity of NURBS surfaces
implicitly provide information about the smoothness of the geometry. Smooth regions
and kinks cannot be indicated directly. But it is possible to judge at any surface point
if a kink is present or if its surrounding is smooth. The isogeometric finite element
formulation given in Chapters 6 and 7 requires a distinction between nodes on kinks
and nodes in smooth regions. This distinction avoids numerical problems in smooth
regions while modeling kinks consistently without using drilling rotation stabilization.
Thus, the implicit information about smoothness of surfaces has to be converted to
explicit information available for each node. In the following, a method using the nodal
basis systems computed according to Section 5.1.2 is proposed to perform this task.
The obtained criterion allows an automatic and unique classification of nodes to be in
smooth regions or at kinks. Thus, neither user interaction nor the use of drilling rotation
stabilization is required. This is in strong contrast to standard Lagrange-based finite
element shell formulations with C0-continuity between individual elements, where no
well-defined distinction between smooth nodes and nodes on kinks is possible. This
method to classify nodes was presented by the author in Dornisch and Klinkel (2014).
In general, kinks in NURBS geometries can occur only at C0-continuous points and
lines. On patch boundaries discontinuity prevails as open knot vectors are used. By
using shared finite element nodes for control points with corresponding locations, the
geometry gets C0-continuous at patch intersections. Thus, patch intersections are pos-
sible locations of kinks. Furthermore, kinks can occur within patches along lines with
C0-continuity entailed by repeated knot values. Those patches have to be split up into
separate patches as described in Section 5.1.2. The third possibility for the occurrence
of kinks is repeated control points within a patch. If pkα control points coincide inside
a patch of order pkα, this point is C
0-continuous, which allows spikes and kinks inside a
patch. In these points the normal vector with respect to the shell surface is not defined
uniquely. Thus, in the neighborhood of these points the director vector field cannot be
exact. Those points only occur if the location of control points is modified manually
and should be avoided on the design level. Nevertheless, nodal basis systems com-
puted according to Section 5.1.2 differ for each of the repeated control points if a kink
or a spike is present. Thus, the proposed criterion will correctly classify this kind of
nodes as nodes on kink.
All control pointsBk(ij) with
Xk(ij) = X
k1
(i1j1)
i = 1, . . . , nk1 j = 1, . . . , n
k
2 k = 1, . . . , np (5.17)
are assigned to the same node XI for the finite element analysis as the control
point Bk1(i1j1). The relation between the control points and the finite element nodes
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is given by
I = f (i, j, k) , (5.18)
see Section 4.1.4. Accordingly, the vector of triples
gI =
{
(i, j, k) |Xk(ij) = XI ; i = 1, . . . , nk1; j = 1, . . . , nk2; k = 1, . . . , np
}
(5.19)
contains all #gI triples (i, j, k) that are assigned to the finite element node I , where
#gI is the cardinality of the vector gI . All nodes I which have only one triple (i, j, k)
assigned to them (#gI = 1) are classified as smooth nodes. Thus, the reference global
nodal basis systemAmI is defined to be
AmI = A
k
m(ij) . (5.20)
All finite element nodes I with a cardinality #gI ≥ 2 require a distinction of cases. If∣∣∣cos](Akl3(iljl),Ak13(i1j1))∣∣∣ ≥ cos cangle (il, jl, kl) = gI(l) (5.21)
holds for all l = 1, . . . ,#gI with the limit angle cangle, then node I is classified as
smooth. The reference global nodal basis system
AmI = A
k
m(ij) (i, j, k) = gI(l) (5.22)
has to be chosen with an arbitrary value l ∈ {1, . . . ,#gI}. If (5.21) does not hold, the
finite element node I is classified as a node on kink. In this case the reference global
nodal basis system is not required. Thus, AI can be chosen arbitrarily. Depending on
boundary conditions, a global Cartesian system AmI = em or one of the nodal basis
systems
AmI = A
k
m(ij) (i, j, k) = gI(l) l ∈ {1, . . . ,#gI} (5.23)
of the set of control points can be chosen. A reasonable value for the limit angle cangle
is suggested in Section 9.3.1 with the help of a simple numerical example. The clas-
sification of nodes is needed in Chapter 7 to choose the appropriate equation for the
transformation matrices T 3I and UhI , respectively.
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Chapter 6
Isogeometric finite element shell
formulation
A theoretical framework for the mechanical response analysis of thin structures on the
basis of the Reissner–Mindlin kinematic assumptions is deduced in Chapter 3. It re-
sults in the partial differential equation (3.52) which constitutes the continuous weak
form of the equilibrium. This equation cannot be solved in closed form in general.
Thus, a discretization scheme has to be employed to transform the continuous equa-
tion (3.52) into a set of algebraic equations. A subsequent linearization entails a system
of linear equations which is amenable to efficient numerical solvers. In the frame of
this thesis the finite element method is used to discretize continuous domains. The
essential point of the finite element method is to use basis functions in combination
with discrete values to interpolate the geometry and if required other known values.
At the same time all unknown quantities are approximated with discrete values which
are mapped onto the domain with the help of basis functions. Thus, only results which
can be described by functions contained in the solution space can emerge. More de-
tails about the finite element method can be found in numerous textbooks on the topic,
e.g. in Zienkiewicz et al. (2006), Bathe (2002) or Hughes (2000). A finite element
interpolation in general introduces an approximation of the domain. The isoparametric
concept is the most common – and in Cottrell et al. (2009) also considered the most
important – concept in finite element technology. Its basic principle is to use the same
set of basis functions to interpolate the geometry and to approximate the unknowns.
Commonly piecewise linear functions are used as basis functions. Thus, curved ge-
ometries are approximated by plane faces. The error entailed by the interpolation of
the geometry decreases with mesh refinement.
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6.1 Preliminaries
In order to eliminate the error entailed by the approximation of the geometry, Hughes
et al. (2005) introduced the concept of isogeometric analysis. The paradigm of isoge-
ometric analysis is to use a uniform set of basis functions for the geometry description
in design and analysis. Thus, the geometry is not approximated, but described ex-
actly for every discretization. The unknown variables are approximated with the same
basis functions as the geometry. Thus, the isogeometric concept includes the isopara-
metric concept. The majority of contributions about isogeometric analysis bases on
NURBS surfaces, which is currently the most common geometry description in indus-
trial design. In most CAD tools thick structures are defined by their boundary sur-
faces, whereas thin structures are defined by their mid-surface in combination with an
attributed thickness. Hereby, surfaces are commonly defined by NURBS surfaces. The
description of thin structures with the help of a two-parametrical surface embedded in
the three-dimensional space R3 with a defined thickness ideally suits the kinematic
description of a shell as given in (3.6).
In the following, the geometry is defined by means of NURBS surfaces as defined
in (4.33) in combination with a set of director vectors to define the thickness direction.
The NURBS basis functions of the geometry description defined in (4.34) are used to
interpolate the position vector on the reference shell surface X in the reference con-
figuration. The interpolation of the kinematics, strains and variations of the strains is
given. The main focus of this thesis is the description of rotations in the frame of an
isogeometric shell formulation. Several concepts for the description of rotations are
proposed, described and evaluated. This affects the interpolation of the director vector
d and the variations δd and ∆δd thereof. For the sake of clarity, all aspects pertaining
to the interpolation of the current director vector and the description of rotations are
postponed to Chapter 7, where they are examined in detail. The discretization of all
other quantities is not affected by the rotational concept and thus given in this chap-
ter for all concepts. The interpolated weak form of equilibrium is linearized to attain
the consistent tangent matrix for nonlinear computations with the Newton–Raphson
method. The general matrices for the numerical framework are given at the end of
this chapter with wildcards for quantities depending on the rotational formulation. All
required additional matrices are defined in Chapter 7. The finite element shell formu-
lation follows the lines of Wagner and Gruttmann (2005) and was adapted to isogeo-
metric analysis by the author in Dornisch et al. (2013).
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6.2 Interpolation of geometry and kinematics
The shell middle surface
X =
nen∑
I=1
NIXI x
h =
nen∑
I=1
NIxI (6.1)
is interpolated with the NURBS basis functions NI = NkI defined in (4.34). The
number of nodes having influence on one element may differ from patch to patch. It
is denoted by nken for the patch k. In (6.1) and in the following, all superscripts k are
neglected for better readability. Approximations are denoted by a superscript h in the
following. The derivatives of the NURBS basis functions with respect to the parametric
coordinates ξα are given in (4.36) and (4.37). The presented shell formulation uses the
local Cartesian basis systems Ai defined in (3.15) in the integration points to simplify
the implementation of constitutive models. Following the transformation rule given
in (3.24), the Jacobian
J =
[
G01 ·A01 G01 ·A02
G02 ·A01 G02 ·A02
]
(6.2)
can be computed. The covariant basis vectors G0α at the shell reference surface can be
determined by
G0α =
nen∑
I=1
∂NI
∂ξα
XI (6.3)
using the derivatives of the NURBS basis functions (4.36) and (4.37). With the help of
the inverse of the Jacobian, the derivatives
[
NI,1
NI,2
]
= J−1

∂NI
∂ξ1
∂NI
∂ξ2
 (6.4)
can be transformed from the convective basis system ξα to the local Cartesian basis
system θα. The derivatives of the position vectors on the shell reference surface with
respect to the local Cartesian basis system θα are consequently interpolated by
X ,α =
nen∑
I=1
NI,αXI x
h
,α =
nen∑
I=1
NI,αxI . (6.5)
The interpolation of the director vectors Dh and dh as well as their derivatives Dh,α
and dh,α are given in Chapter 7.
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6.3 Interpolation of strains and strain variations
The evaluation of the weak form of the equilibrium requires computation of the stress
resultants σ, which can be computed from the shell strains ε with the constitutive
relation (3.48). In the frame of a finite element discretization, the shell strains are
interpolated
εh =

εh11
εh22
2εh12
κh11
κh22
2κh12
γh1
γh2

=

1
2
(
xh,1 · xh,1 −X ,1 ·X ,1
)
1
2
(
xh,2 · xh,2 −X ,2 ·X ,2
)
xh,1 · xh,2 −X ,1 ·X ,2
xh,1 · dh,1 −X ,1 ·Dh,1
xh,2 · dh,2 −X ,2 ·Dh,2
xh,1 · dh,2 + xh,2 · dh,1 −X ,1 ·Dh,2 −X ,2 ·Dh,1
xh,1 · dh −X ,1 ·Dh
xh,2 · dh −X ,2 ·Dh

(6.6)
by replacing all variables in (3.31) by their interpolated counterparts. Thus, the in-
terpolated shell strains can be computed from the nodal values of displacements and
rotations. The interpolation of the weak form (3.52) entails the need for the variation
of the Green–Lagrange shell strains δεh, which are also called virtual strains. The
interpolation of the variation is attained by replacing δx and δx,α in (3.53) by their
interpolated counterparts
δxh =
nen∑
I=1
NIδuI δx
h
,α =
nen∑
I=1
NI,αδuI . (6.7)
The same replacement has to be performed for the variation of the current director
vector δd and its derivatives δd,α. For this purpose, the matrices T I and T I,α are in-
troduced. They relate the interpolated variation of the director vector and its derivatives
to the variation of nodal rotations δβI , i.e.
δdh =
nen∑
I=1
T IδβI δd
h
,α =
nen∑
I=1
T I,αδβI . (6.8)
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The formulae for these two matrices depend on the description of rotations and are
given in Chapter 7 for each concept. The interpolated variation of the strains
δεh =

δεh11
δεh22
2δεh12
δκh11
δκh22
2δκh12
δγh1
δγh2

=

δxh,1 · xh,1
δxh,2 · xh,2
δxh,1 · xh,2 + δxh,2 · xh,1
δxh,1 · dh,1 + δdh,1 · xh,1
δxh,2 · dh,2 + δdh,2 · xh,2
δxh,1 · dh,2 + δxh,2 · dh,1 + δdh,1 · xh,2 + δdh,2 · xh,1
δxh,1 · dh + δdh · xh,1
δxh,2 · dh + δdh · xh,2

(6.9)
can be expressed as a function of the variation of the nodal displacement vectors δuI
and the variation of the nodal rotations δβI . TheBI matrix defined by
BI =

NI,1x
hT
,1 0
NI,2x
hT
,2 0
NI,1x
hT
,2 +NI,2x
hT
,1 0
NI,1d
hT
,1 x
hT
,1 T I,1
NI,2d
hT
,2 x
hT
,2 T I,2
NI,2d
hT
,1 +NI,1d
hT
,2 x
hT
,1 T I,2 + x
hT
,2 T I,1
NI,1d
hT xhT,1 T I
NI,2d
hT xhT,2 T I

(6.10)
allows a short notation for the relation
δεh =
nen∑
I=1
BIδvI =
nen∑
I=1
BI
[
δuI
δβI
]
(6.11)
between virtual strains and variations of nodal values. The incremental values of the
shell strains can be computed by
∆εh =
nen∑
I=1
BI∆vI =
nen∑
I=1
BI
[
∆uI
∆βI
]
. (6.12)
akin to (6.11).
6.4 Computation of element matrices
The linearization of the weak form (3.58) is discretized in the following. The consistent
tangent stiffness matrix K arises from the Gâteaux derivative DG · ∆v of the weak
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form given in (3.55). The interpolation of the Gâteaux derivative is given by
DGh ·∆vh =
∫
Ω0
δεhT D∆εh + ∆δεhTσ dA
=
nen∑
I=1
nen∑
K=1
∫
Ω0
(
δvTIB
T
IDBK∆vK + δv
T
IGIK∆vK
)
dA ,
(6.13)
where the relations (6.11) and (6.12) are used. The initial stress matrix GIK requires
interpolation of the second variation of the director vector ∆δdh, which is given in
Section 6.6. For reasons of performance the consistent stiffness matrixK is assembled
element by element. The entries of the element stiffness matrixKe are given by
KeIK =
∫
Ωe
(
BTIDBK +GIK
)
dA , (6.14)
where Ωe denotes the domain of element e in the reference configuration. The interpo-
lation of the weak form (3.52) is given by
Gh =
∫
Ω0
δεhTσ dA−
∫
Ω0
δvhT p¯0 dA−
∫
ΓN0
δvhT t¯0 ds
=
nen∑
I=1
[∫
Ω0
δvTIB
T
I σ dA−
∫
Ω0
δvTI NI p¯0 dA−
∫
ΓN0
δvTI NI t¯0 ds
]
,
(6.15)
where the second and the third term are due to external loads. The nodal entries of the
element load vector are thus defined by
f e,extI =
∫
Ωe
NI p¯0 dA+
∫
ΓNe
NI t¯0 ds . (6.16)
The global residual vector f represents the interpolated weak form Gh. The nodal
residual vector is computed element-wise by
f eI =
∫
Ωe
BTI σ dA− f e,extI . (6.17)
Finally, the finite element approximation of the linearized weak form (3.58) reads
Lh [G (v, δv)] =
nel⋃
e=1
nen∑
I=1
nen∑
K=1
δvTI (K
e
IK∆vK + f
e
IδIK) = 0 . (6.18)
The nodal values ∆vI and δvI are arranged in global vectors
∆vˆ =

∆v1
∆v2
...
∆vnnp
 and δvˆ =

δv1
δv2
...
δvnnp
 . (6.19)
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The assembly procedure defined in (6.18) can be performed separately for every term
with the help of (6.19). Thus, the global stiffness matrix K and the global residual
vector f are obtained. This results in
δvˆTK∆vˆ =
nel⋃
e=1
nen∑
I=1
nen∑
K=1
δvTIK
e
IK∆vK and δvˆ
Tf =
nel⋃
e=1
nen∑
I=1
δvTI f
e
I . (6.20)
Finally, (6.18) can be rewritten to
Lh [G (v, δv)] = δvˆT (K∆vˆ + f) = 0 . (6.21)
The variation of the nodal values δvˆ is arbitrary, which requires that (6.21) holds for
every value of δvˆ. Thus, δvˆ can be dropped. Finally, the global system of equations
K∆vˆ + f = 0 (6.22)
in matrix form arises. The system of equations (6.22) computes incremental nodal val-
ues in the frame of an iterative Newton–Raphson solution to a nonlinear system. Due
to the consistent linearization given in (6.13), the iterative solution process will con-
verge quadratically in the proximity of the solution. This means, that the vector of the
residual forces, which can be interpreted as a vector of unbalanced forces, approaches
the zero vector with its length diminishing quadratically.
6.5 Integration rules for the stiffness matrix
6.5.1 Uniform Gauss integration
The integrals in (6.14), (6.16) and (6.17) have to be determined numerically. In the
frame of this thesis Gauss integration is used. Univariate B-spline basis functions of
the order p can be integrated exactly by using p + 1 integration points in every knot
span. Thus, for the required surface integrals the number of Gauss points is given by
ngp =
(
pk1 + 1
) (
pk2 + 1
)
, (6.23)
where pkα are the orders of the basis functions of the concerned patch k. The usage of
the integration rule (6.23) is denoted by full integration. A more efficient integration
rule is proposed in Hughes et al. (2010). There Gauss integration with
ngp =
(
ceil
pk1
2
+ 1
)(
ceil
pk2
2
+ 1
)
(6.24)
integration points, where ceilx denotes the smallest integer not less than x, is used.
This integration scheme is shown to be a stable choice for the evaluation of the stiffness
matrix. The usage of the integration rule (6.24) is denoted by reduced integration in
the following.
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6.5.2 Non-uniform Gauss integration
In the work of Adam et al. (2014) a non-uniform Gauss integration rule for beam el-
ements with uniform continuity is proposed. Integration rules for quadratic and cubic
B-spline basis functions are provided. The integration rules base on counting the un-
knowns and equations in every parametric direction. The number of integration points
is chosen in a way, that locking is alleviated as well as no zero-energy modes occur.
This approach is extended to shell formulations in Adam et al. (2015). Integration rules
for quadratic and cubic B-spline surfaces are proposed. The application to NURBS sur-
faces in Adam et al. (2015) yields stable computations and locking is alleviated. An
integration rule for higher order NURBS surfaces is proposed in the following based
on the works aforementioned. The number of integration points is defined separately
for each element. The number of Gauss points in parametric direction ξα is given by
ngp = p
k
α − 1 for knot spans at the patch boundary if pkα > 3 holds. If pkα is equal to
two or three, then ngp = pkα is used. In the second and in the penultimate knot span the
number of integration points is given by ngp = max (2,m), where m is the uniform
multiplicity of the interior knot values. In all other interior knot spans ngp = m is used.
If the number of knot spans is nkα − pkα ≤ 4, then ngp = max (1,m) is used for the
interior knot spans. The two-dimensional integration scheme is attained by a tensor
product of the described one-dimensional integration schemes. Due to the nature of
the integration rule, its efficacy slightly depends on the boundary conditions. If no or
almost no boundary conditions are set in one parametric direction, the system response
may be too soft. In this case also in the third knot span from either side ngp = 2 is
used. The proposed integration rule is not able to determine the area of the reference
surface accurately. Thus, the element area Ae =
∫
Ωe
dA is computed using the reduced
integration rule (6.24). With the help of the accurate element area Ae a correction fac-
tor is determined. This rule represents a generalization of the rule established in Adam
et al. (2015). No further investigations on stability and efficacy against locking are
performed here. The aim within this thesis is to demonstrate how each of the proposed
concepts for the description of rotations behaves if measures against locking are taken.
6.6 Interpolation of the second variation of the strains
The initial stress matrix GIK is an essential part of the element stiffness matrixKe.
It is required to obtain quadratic convergence rates for nonlinear computations with
large deformations. The matrixGIK arises from the term ∆δεhTσ in (6.13). Thus, the
second variation of the shell strains given in (3.56) has to be interpolated. The vector
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of the interpolated second variation of the shell strains is given by
∆δεh =

∆δεh11
∆δεh22
2∆δεh12
∆δκh11
∆δκh22
2∆δκh12
∆δγh1
∆δγh2

=

(
δxh,1 ·∆xh,1
)(
δxh,2 ·∆xh,2
)(
δxh,1 ·∆xh,2 + δxh,2 ·∆xh,1
)(
δxh,1 ·∆dh,1 + δdh,1 ·∆xh,1 + xh,1 ·∆δdh,1
)(
δxh,2 ·∆dh,2 + δdh,2 ·∆xh,2 + xh,2 ·∆δdh,2
)(
δxh,1 ·∆dh,2 + δxh,2 ·∆dh,1 + δdh,1 ·∆xh,2
+δdh,2 ·∆xh,1 + xh,1 ·∆δdh,2 + xh,2 ·∆δdh,1
)(
δxh,1 ·∆dh + δdh ·∆xh,1 + xh,1 ·∆δdh
)(
δxh,2 ·∆dh + δdh ·∆xh,2 + xh,2 ·∆δdh
)

. (6.25)
in Voigt notation. The interpolation of the variations of the current position vector
and the current director vector is carried out using (6.7) and (6.8), respectively. The
increments are interpolated analogously. The interpolation of the membrane part does
not depend on the chosen concept for the description of rotations and is given in all
cases by
∆δεhαβ =
nen∑
I=1
nen∑
K=1
1
2
(NI,αNK,β +NI,βNK,α) δu
T
I 1∆uK . (6.26)
The curvature and the shear part contain the interpolated second variation of the di-
rector vector h · ∆δdh and the derivatives h · ∆δdh,α thereof, where h is an arbitrary
vector. The interpolation of these terms is denoted by
∆δγˆhα = x
h
,α ·∆δdh (6.27)
and
∆δκˆhαβ =
1
2
(
xh,α ·∆δdh,β + xh,β ·∆δdh,α
)
. (6.28)
They are derived and given in Chapter 7 for each concept for the description of ro-
tations with the help of the matrices qˆββIK(h) and mˆ
ββ
IK,α(h). With the help of the
matrix qˆββIK(h), the interpolation of the second variation of the director vector can be
expressed by
h ·∆δdh =
nen∑
I=1
nen∑
K=1
δβTI qˆ
ββ
IK(h)∆βK . (6.29)
Akin its derivatives can be expressed by
h ·∆δdh,α =
nen∑
I=1
nen∑
K=1
δβTI mˆ
ββ
IK,α(h)∆βK (6.30)
using the matrix mˆββIK,α(h). The interpolation of the linearized virtual strains is at-
tained by inserting (6.7), (6.8) and the two latter equations into (6.25). Thus, the shear
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part and the curvature part are given by
∆δγhα =
nen∑
I=1
nen∑
K=1
{
δuTI NI,αTK∆βK + δβ
T
I NK,αT
T
I ∆uK
+δβTI qˆ
ββ
IK(x
h
,α)∆βK
} (6.31)
and
∆δκhαβ =
nen∑
I=1
nen∑
K=1
{
1
2
δuTI [NI,αTK,β+ NI,βTK,α] ∆βK
+
1
2
δβTI
[
NK,βT
T
I,α +NK,αT
T
I,β
]
∆uK
+
1
2
δβTI mˆ
ββ
IK,α(x
h
,β)∆βK
}
,
(6.32)
respectively. The multiplication of (6.26), (6.31) and (6.32) with their respective con-
jugate stress resultants yields
∆δεhTσ =
nen∑
I=1
nen∑
K=1
{[
δuI
δβI
]T
GIK
[
∆uK
∆βK
]}
=
nen∑
I=1
nen∑
K=1
δvTIGIK∆vK , (6.33)
where the matrixGIK is given by
GIK =
[
nˆIK1 mˆ
uβ
IK + qˆ
uβ
IK
mˆβuIK + qˆ
βu
IK mˆ
ββ
IK,1(h
1) + mˆββIK,2(h
2) + qˆββIK(h
q)
]
(6.34)
with the entries
nˆIK = n
11NI,1NK,1 + n
22NI,2NK,2 + n
12 (NI,1NK,2 +NI,2NK,1)
mˆuβIK = m
11NI,1TK,1 +m
22NI,2TK,2 +m
12 (NI,1TK,2 +NI,2TK,1)
mˆβuIK = m
11NK,1T
T
I,1 +m
22NK,2T
T
I,2 +m
12
(
NK,1T
T
I,2 +NK,2T
T
I,1
)
qˆuβIK =
(
q1NI,1 + q
2NI,2
)
TK
qˆβuIK =
(
q1NK,1 + q
2NK,2
)
T TI .
(6.35)
The matrices mˆββIK,α(h), qˆ
ββ
IK(h), T I and T I,α are required in (6.34) and (6.35). They
are given in Chapter 7 for each concept for the description of rotations. The former two
matrices are given as functions of arbitrary vectors h. For the computation of (6.34)
the vectors
hq = q1xh,1 + q
2xh,2
h1 = m11xh,1 +m
12xh,2
h2 = m22xh,2 +m
12xh,1
(6.36)
are required.
Chapter 7
Concepts for the interpolation of
director vectors and description of
rotations
The main concern of this thesis is the interpolation of the director vector and the vari-
ations thereof. These interpolations depend on the concept for the description of ro-
tations. A special focus is put on non-smooth transitions between patches. In the
following, several concepts for the description of rotations are proposed. Hereby, all
concepts rely on a rotational formulation using Rodrigues’ formula (3.62) for the com-
putation of the current director vector. A detailed treatise on the computation of the
current director vector and its variations for the employed Rodrigues’ rotational ten-
sor R is given in Section 3.7 for the continuum case. Two update procedures for the
rotational state are discussed in Section 3.8. Other types of shell formulations – such
as the difference vector approach proposed in Echter et al. (2013) – or other rotational
tensors – as proposed in Argyris (1982), Ibrahimbegovic´ (1997) or Betsch et al. (1998)
– are not discussed within this thesis. Due to the used matrix notation, the rotational
tensorR is referred to as rotational matrix in the following.
The concepts proposed in the following emanate all from the rotational formulation
provided in Section 3.7. There are several possible choices for the quantity which is
actually interpolated. Depending on this choice, the interpolation of the current direc-
tor vector differs, and thus different kinds of formulations arise. The interpolation of
the variation of the current director vector δd can be deduced from the interpolation
of the current director vector d. All concepts are formulated to allow for kinks in the
geometry. The higher continuity of NURBS-based isogeometric analysis offers new
possibilities especially for complex and intersected geometries, as the normal vector
is defined exactly in every physical point. Two sets of nodal basis systems are em-
83
84 7 INTERPOLATION OF DIRECTOR VECTORS AND ROTATIONS
ployed in all concepts. One interpolates the director vector, whereas the other one is
used for the definition of nodal rotational axes. The segregation of the interpolation
of the director vector from the interpolation of the rotations allows a consistent and
realistic treatment of kinks. Transitions between patches can be uniquely classified to
be smooth or non-smooth, see Section 5.2. Thus, neither the usage of drilling rotation
stabilization nor user interaction is required. Furthermore, the parametric directions of
neighboring patches do not have to match, they may be arbitrary.
7.1 Preliminaries valid for all concepts
The following definitions hold for all presented concepts for the description of rota-
tions. Thus, they are gathered here in order to avoid unnecessary duplicates.
Interpolation of the reference director vector
The reference director vectorD, introduced in (3.17) to describe the body in the refer-
ence configuration, is generally interpolated by
Dh =
nen∑
I=1
NIDI , (7.1)
where NI are the NURBS basis functions defined in (4.34). For this interpolation a
set of discrete nodal director vectors DI with the following requirements has to be
defined:
• In smooth regions usually at least C1-continuity for the geometrical mapping
prevails. The director vector is computed from the first spatial derivatives and
thus its continuity is one degree lower than the continuity of the geometry.
Hence, the mapping of the nodal director vectors onto the physical space should
be at least C0-continuous within each patch. This property is fulfilled for all
sets of nodal values if they are interpolated with the NURBS basis functions de-
fined in (4.34). In the case of C0-continuous, but nevertheless smooth regions,
no discontinuity of the director vector occurs, and thus the C0-continuous basis
functions can still be used for the interpolation of the director vector.
• At kinks the geometry is C0-continuous. Thus, the mapping of the nodal di-
rectors onto the physical space has to be discontinuous. Kinks can be modeled
in two ways. The first one is by C0-continuous lines within a patch. Thus, the
geometrical mapping and the deformations are C0-continuous. However, the
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associated basis functions are not able to describe the discontinuity which is re-
quired for the interpolation of the director vectors. In the second case, a kink is
described by two patches with a joint edge. Thus, the mapping defined by the
NURBS basis functions is discontinuous. This makes the required discontinu-
ous interpolation of the director vector at kinks possible. Geometries contain-
ing kinks of the first kind can be transformed into geometries containing only
kinks of the second kind by dividing patches along C0-continuous lines with
kinks. C0-continuity of deformations along kinks of the second kind is attained
by assigning shared degrees of freedom for control points with corresponding
locations, see Section 5.2.
The usage of the patch-wise defined nodal basis vectors Ak3(ij) given in Section 5.1 in
combination with the NURBS basis functionsNI ensures a continuous interpolation of
the director vector within each patch, as well as a discontinuous interpolation at kinks.
Thus, the orthogonality of the director vector with respect to the shell surface can be
ensured in smooth regions and at kinks. This approach is akin to the work on shell
intersections in Simo (1993). As mentioned above, patches containing kinks within
have to be split up along this line to fulfill the requirements explained above. The
nodal director vectors
DI = A
k
3(ij) (7.2)
are attained with I = f e (i, j, k, e) for every element node I of the element e. The
derivatives with respect to the local Cartesian system are computed by
Dh,α =
nen∑
I=1
NI,αDI (7.3)
with the derivatives of the NURBS basis functions defined in (6.4).
Rotations around globally defined nodal basis systems
Conventional shell elements as proposed within this thesis do not provide stiffness
against drilling rotations. This means, elements can be rotated around their director
vectors d without internal energy being produced. Thus, rotations around the director
vector have to be fixed in smooth regions to preclude this zero energy mode. This is
achieved by using only two rotations around tangential vectors in smooth regions. In
regions with kinks stiffness against drilling rotations usually arises by the intersection
of shells, and three rotations are required to model these intersections consistently.
Thus, nodal rotations ∆βI are introduced to describe the rotational state. They re-
place the axial vector of the rotation ∆ω, which is used in the continuous theory. The
86 7 INTERPOLATION OF DIRECTOR VECTORS AND ROTATIONS
usage of nodal rotations ∆βI as global degrees of freedom necessitates the defini-
tion of a globally valid basis system for each finite element node I . In the following
AI = {AiI}i=1,2,3 and aI = {aiI}i=1,2,3 denote those discrete nodal basis systems
in the reference configuration and in the current configuration. The nodal rotations
are related to the axial vector of the rotation with the help of the discrete nodal ba-
sis systems aI . The detailed interrelation depends on the chosen concept for the de-
scription of rotations, but to prevent unintended hinge-like behavior, the interpolation
involving the rotations should be C0-continuous throughout the whole domain. This
continuity is achieved by choosing globally valid nodal basis systems aI for the inter-
polation. The set of globally valid nodal basis systems in the reference configuration
A = {AI}I=1,...,nnp is given in Section 5.2. The globally valid nodal basis vectors in
the current configuration aiI are computed by an orthogonal rotation
aiI = RIAiI (7.4)
using Rodrigues’ rotational matrix defined in (3.62). The subscript I denotes thatRI is
computed using nodal valuesωI . The increment of the axial vector of the rotation ∆ωI
needed for the computation of the rotation matrixRI in (7.4) is computed by
∆ωI = T 3I∆βI (7.5)
from the increment of the nodal rotations ∆βI , which are the rotational degrees of free-
dom. Depending on the classification of the node I (see Section 5.2), the matrix T 3I
is defined as:
• Nodes on kinks are assigned three rotational degrees of freedom to allow a con-
sistent coupling of rotations. As long as the angle of the kink does not approach
zero, stiffness against drilling rotations is provided by the intersection of the sur-
faces. Arbitrary nodal basis systems can be used for nodes on kinks, as a unique
transformation between basis systems is at hand. Thus, the transformation ma-
trix T 3I can be chosen to simplify the imposition of boundary conditions. The
transformation matrix can be defined e.g. by
T 3I =
[
a1I a2I a3I
]
(7.6)
using the globally valid nodal basis systems aI . Another possibility is to set
T 3I = 1 which yields three nodal rotations ∆βiI around a global Cartesian basis
system. In this case the nodal axial vector of the rotation ∆ωI and the nodal
rotations ∆βI are equivalent.
• At smooth nodes no stiffness against drilling rotations arises. Thus, two nodal
rotations ∆βαI around the two aligned nodal basis vectors aαI are chosen as
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rotational degrees of freedom to prevent numerical instabilities. The transforma-
tion matrix T 3I is defined as
T 3I =
[
a1I a2I
]
. (7.7)
Rotational update at the nodes
Equation (7.5) in combination with the adequate matrix T 3I provides the nodal incre-
ment ∆ωI . The computation of the globally valid nodal basis systems aI in the current
configuration requires the current rotational matrix RI . Depending on the chosen ro-
tational update strategy (see Section 3.8), it is computed by:
• In additive update formulations the axial vector of the rotation is updated accord-
ing to (3.95). The update
ωiI = ω
i−1
I + ∆ωI (7.8)
is performed for every node. Afterwards the current rotational matrix RI is
computed by insertingωiI into (3.62). The updated axial vector of the rotationω
i
I
has to be stored. It is loaded in the next iteration step as ωi−1I .
• In multiplicative update formulations the incremental rotational matrix ∆RI is
computed by inserting ∆ωiI into (3.62) in every iteration step. Subsequently,
∆RI is multiplied with the total rotational matrix of the last iteration stepRi−1I .
Thus, the current total rotational matrix is given by
RiI = ∆RIR
i−1
I (7.9)
for every node. This update formulation is the nodal equivalent to (3.85). The
updated total rotational matrix RiI has to be stored for every node and loaded in
the next iteration step as Ri−1I . The required amount of storage is three times
higher than for an additive update formulation. However, as is pointed out in
Betsch et al. (1998), the amount of storage could be reduced from nine values
per node to four values per node by using quaternions for the storage ofRi−1I .
7.2 Rotation of nodal director vectors – RND shell
The basic principle of this concept is the interpolation of the current director vector by
dh =
nen∑
I=1
NIdI . (7.10)
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Thus, the variations of the current director vector d described in Section 3.7 have to
be determined for nodal values. This approach is named continuum consistent inter-
polation in Simo et al. (1990). In its diverse forms it is the most common approach in
current rotational shell formulations. The formulation presented here is an isogeomet-
ric adaption of the rotational description proposed in Wagner and Gruttmann (2005).
For the computation of the current rotational matrixRI an additive update formulation
according to (7.8) is chosen. This concept is the fastest out of all presented concepts
for the computation of the stiffness matrix, as will be shown in Chapter 9 with the help
of various numerical examples. The deformation convergence behavior for NURBS
basis functions of low order is good, but for higher orders it is poor in comparison to
the other presented concepts.
Interpolation of the current director vector
The interpolation of the current director vector d is given in (7.10). Its derivatives are
interpolated consequentially by
dh,α =
nen∑
I=1
NI,αdI , (7.11)
where discrete values of the reference nodal director vectors DI are rotated to attain
the current nodal director vectors
dI = RIDI . (7.12)
Thus, nodal values are rotated, which is the eponymous characteristic of this concept.
Subsequently, the rotated nodal values are interpolated to the current director vector.
The rotational matrixRI = RI(ωI) is computed by inserting nodal values of the axial
vector of the rotationωI into (3.62). The required increments ∆ωI are given according
to (7.5) by
∆ωI = T 3I∆βI , (7.13)
where the matrix T 3I has to be chosen according to the geometrical situation, see
Section 7.1. The nodal update given in (7.8) is applied to arrive at ωI . With this
information at hand the nodal rotated director vectors dI can be computed. It is to be
noted, that the inextensibility constraint |dh| = |Dh| does in general not hold for the
proposed interpolation of d.
Interpolation of the variation of the current director vector
The variation of the director vector and the derivatives thereof are given by
δdh =
nen∑
I=1
NIδdI and δdh,α =
nen∑
I=1
NI,αδdI . (7.14)
7.2 Rotation of nodal director vectors – RND shell 89
The nodal variation of the director vector δdI is attained by evaluating (3.69) for each
node I . This yields
δdI = W
T
IHIδωI , (7.15)
where W I = skewdI and HI = HI(ωI) is computed by inserting nodal values of
the axial vector of the rotation ωI into (3.68). Akin to (7.5), the variation of the axial
vector of rotation is related to the variation of the nodal rotations by
δωI = T 3IδβI . (7.16)
Finally, the interpolation of the variation of the director vector and its derivatives can
be expressed by
δdh =
nen∑
I=1
T IδβI and δd
h
,α =
nen∑
I=1
T I,αδβI (7.17)
to be consistent with the isogeometric finite element implementation proposed in Sec-
tion 6. The quantities
T I = NIW
T
IHIT 3I (7.18)
and
T I,α = NI,αW
T
IHIT 3I (7.19)
are required for the computation of theBI matrix (6.10) and theGIK matrix (6.34).
Interpolation of the second variation of the current director vector
The initial stress matrix GIK is derived in Section 6.6 for the general case. The in-
terpolation of the second variation of the director vector ∆δdh is not given there as
it deviates from concept to concept. The interpolation is deduced for this concept as
follows. The second variation is interpolated akin to (7.14) by
∆δdh =
nen∑
I=1
NI∆δdI and ∆δdh,α =
nen∑
I=1
NI,α∆δdI . (7.20)
The second variation of the director vector is solely found in terms of the formh ·∆δd,
where h is an arbitrary, but known vector. The nodal form of the former term, which
contains the second variation of the nodal director vector ∆δdI , is attained by evaluat-
ing (3.75) for each node I . This yields
h ·∆δdI = δwI ·M I(h)∆wI = δωTIHTIM I(h)HI∆ωI , (7.21)
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where the matrixM I(h) is computed by inserting nodal values ωI and dI into (3.76).
The part ∆δκˆhαβ of the second variation of the strains given in (6.28) can be expressed
by
∆δκˆhαβ =
1
2
(
xh,α ·∆δdh,β + xh,β ·∆δdh,α
)
=
1
2
nen∑
I=1
(
xh,αNI,β + x
h
,βNI,α
) ·∆δdI
=
1
2
nen∑
I=1
δωTIH
T
IM I
(
xh,αNI,β + x
h
,βNI,α
)
HI∆ωI
(7.22)
with the help of (7.20) and (7.21). Finally, (7.22) can be transformed to
∆δκˆhαβ =
1
2
nen∑
I=1
δβTI T
T
3IH
T
IM I
(
xh,αNI,β + x
h
,βNI,α
)
HIT 3I∆βI
=
1
2
nen∑
I=1
nen∑
K=1
δIKδβ
T
I T
T
3IH
T
IM I
(
xh,αNI,β + x
h
,βNI,α
)
HIT 3I∆βK
(7.23)
using relation (7.5) and the Kronecker-Delta δIK . The abbreviation
mˆββIK,α(h) = δIKNI,αT
T
3IH
T
IM I(h)HIT 3I (7.24)
allows a compact notation in conformity to Section 6.6. Thus, the final interpolated
form of (6.28) for this concept reads
∆δκˆhαβ =
1
2
nen∑
I=1
nen∑
K=1
δβTI
(
mˆββIK,β
(
xh,α
)
+ mˆββIK,α
(
xh,β
))
∆βK . (7.25)
The shear part ∆δγˆhα is interpolated akin. Repeating the aforementioned steps it is
given by
∆δγˆhα = x
h
,α ·∆δdh =
nen∑
I=1
nen∑
K=1
δβTI qˆ
ββ
IK
(
xh,α
)
∆βK (7.26)
with the abbreviation
qˆββIK(h) = δIKNIT
T
3IH
T
IM I(h)HIT 3I . (7.27)
7.3 Multiplicative update of nodal rotations – ∆RND
shell
This concept keeps the rotation of nodal director vectors as proposed in Section 7.2, but
uses a multiplicative update formulation for the rotational matrix RI . This is denoted
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by the prefixed symbol ∆. The update procedure is defined in (3.85) for the continuous
case. The resulting shell formulation is very similar to the RND concept given in the
previous section. The numerical results are almost identical. Thus, only deviating
important formulae are provided. The current rotational matrixRI is determined by
RI := R
i
I = ∆RIR
i−1
I , (7.28)
where the matrix ∆RI = ∆RI(∆ωI) is computed by inserting incremental values
of the nodal axial vector of the rotation ∆ωI into (3.62). The matrix Ri−1I represents
the rotational matrix from the last iteration step. The matrix HI may be omitted as
elaborated in Section 3.8. Thus, the matrices required to compute the variation of the
director vector and its derivatives reduce to
T I = NIW
T
I T 3I and T I,α = NI,αW
T
I T 3I . (7.29)
The matrix M I(h), which is required for the second variation of the director vector,
is computed by
M I(h) =
1
2
(dI ⊗ h+ h⊗ dI)− (dI · h) 1 , (7.30)
and represents the nodal form of the symmetrized matrix (3.91). More details and a
justification for the symmetrization can be found in Section 3.8. Finally, the matrices
required for the computation of the initial stress matrixGIK are given by
mˆββIK,α(h) = δIKNI,αT
T
3IM I(h)T 3I (7.31)
and
qˆββIK(h) = δIKNIT
T
3IM I(h)T 3I . (7.32)
7.4 Rotation of interpolated director vectors – RIDβ
shell
The eponymous characteristic of this concept is the rotation of the interpolated refer-
ence director vector
dh = RhDh (7.33)
in every integration point. The superscript h of the rotational matrixRh = Rh(ωh) de-
notes that the rotational matrix (3.62) is evaluated with interpolated values of the axial
vector of the rotation ωh. The Greek letter β in the acronym RIDβ signifies that ∆β
is the rotational quantity which is interpolated within this concept. The interpolation
∆βh =
nen∑
I=1
NIU
h
I∆βI (7.34)
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contains the additional transformation matrix UhI , which accounts for the difference
between the interpolated basis systems at the integration points ah and the respective
nodal basis systems aI . The current director vector is not interpolated itself, but it
is traced back to ∆βh, which is interpolated in this case. Thus, the derivatives of
the variations of d are quite complex. This concept for the description of rotations
was initially proposed by the author in Dornisch et al. (2013). The increased accuracy
justifies the higher computational effort per integration point in comparison to the RND
formulation. But the performance of the proposed formulation for geometries with
kinks is questionable, as is shown in Chapter 9.
Interpolation of the current director vector
The computation of the current director vector with an orthogonal rotation entails the
exact fulfillment of the inextensibility condition ‖dh‖ = ‖Dh‖ in every integration
point. The derivatives of the interpolated current director vector are attained by apply-
ing the product rule to (7.33), which results in
dh,α = R
h
,αD
h +RhDh,α . (7.35)
The derivatives of the rotational matrix Rh,α = R
h
,α(ω
h
,α) are given in (3.64) for the
continuous case. Here the derivatives of the interpolated axial vector of the rotationωh,α
have to be used for the evaluation. The interpolated axial vector of the rotation ωh and
its derivatives ωh,α are updated in an additive manner according to (3.95) and (3.96),
respectively. The required interpolated values
∆ωh = T h3∆β
h (7.36)
are expressed as functions of the incremental rotations ∆βh. The matrix T h3 contains
the interpolated current basis vectors ahα , around which the rotations δβ
h
α in the inte-
gration points are defined. Accordingly, the derivatives of ∆ωh are determined by
∆ωh,α = T
h
3,α∆β
h + T h3∆β
h
,α . (7.37)
The differentiated transformation matrix T h3,α requires the computation of the deriva-
tives ahα,β of the interpolated basis vectors. The interpolated basis vectors and their
derivatives in the reference configuration are computed by
Ahα =
nen∑
I=1
NIA
k
α(ij) and A
h
α,β =
nen∑
I=1
NI,βA
k
α(ij) (7.38)
in every integration point of the element e, where I = f e (i, j, k, e) holds. The corre-
sponding interpolated current basis vectors are attained by
ahα = R
hAhα and a
h
α,β = R
h
,βA
h
α +R
hAhα,β . (7.39)
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With these basis vectors at hand the transformation matrices
T h3 =
[
ah1 a
h
2
]
and T h3,α =
[
ah1,α a
h
2,α
]
(7.40)
can be computed.
Interpolation of rotations – in smooth regions and at kinks
For the computation of the current director vector and its derivatives, the rotations ∆β
and ∆β,α remain to be interpolated. The interpolation
∆βh =
nen∑
I=1
NIU
h
I∆βI (7.41)
ensures a consistent coupling of the rotations ∆β under consideration of the differing
orientations of nodal basis systems. The derivatives of the rotations are interpolated by
∆βh,α =
nen∑
I=1
(
NI,αU
h
I +NIU
h
I,α
)
∆βI , (7.42)
where the semi-continuous character of UhI yields an additional term containing the
derivatives UhI,α. Depending on the classification of the node I (see Section 5.2), the
matrix UhI and its derivatives U
h
I,α are defined as:
• Three nodal rotations ∆βiI are used for nodes on kinks for a consistent coupling
of rotations. The matrix
UhI =
[
ah1 · a1I ah1 · a2I ah1 · a3I
ah2 · a1I ah2 · a2I ah2 · a3I
]
(7.43)
establishes the transformation from the current global nodal basis system aI
to the current interpolated basis vectors ahα in the integration point. Rotations
around the director vector in the integration point do not cause stiffness and
can thus simply be omitted. The transformation matrix (7.43) allows the use of
arbitrary basis systems for control points on kinks. The derivatives of UhI read
UhI,α =
[
ah1,α · a1I ah1,α · a2I ah1,α · a3I
ah2,α · a1I ah2,α · a2I ah2,α · a3I
]
. (7.44)
• Two nodal rotations ∆βαI are used for nodes in smooth regions as stiffness
against drilling rotations does not arise. In this case the globally valid nodal
basis systems aI in the transformation matrix
UhI =
[
ah1 · a1I ah1 · a2I
ah2 · a1I ah2 · a2I
]
(7.45)
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have to be chosen aligned to the physical domain and should preferably be com-
puted with the method proposed in Section 5.1.2. The derivatives of UhI are
computed by
UhI,α =
[
ah1,α · a1I ah1,α · a2I
ah2,α · a1I ah2,α · a2I
]
. (7.46)
The derivation of the transformation matrix UhI is shown in detail in Dornisch and
Klinkel (2012b) and Dornisch et al. (2013). There a statical condensation of UhI is
proposed, which may cause numerical problems for strongly curved elements. This
condensation is omitted here, as the numerical results are almost identical.
Interpolation of the variation of the current director vector
The variation of the director vector δd in the continuous case is expressed as a function
of δω in (3.69). For interpolated values this yields
δdh = W hTHhδωh , (7.47)
whereW h = skewdh andHh = Hh(ωh) is attained by inserting interpolated values
into (3.68). Relation (7.36) holds akin for variations, i.e. δωh = T h3δβ
h. In combina-
tion with the interpolation of δβ, which is analogous to (7.41), the interpolation of the
variation of the current director vector reads
δdh = W hTHhT h3δβ
h = W hTHhT h3
nen∑
I=1
NIU
h
I δβI . (7.48)
The derivatives of (7.48) are determined with the product rule and written in short form
as
δdh,α =
nen∑
I=1
[(
W hTHhT h3
)
,α
NIU
h
I
+W hTHhT h3
(
NI,αU
h
I +NIU
h
I,α
)]
δβI .
(7.49)
Finally, the interpolation of the variation of the director vector and the derivatives
thereof can be expressed consistently with the isogeometric finite element implemen-
tation proposed in Chapter 6 by
δdh =
nen∑
I=1
T IδβI and δd
h
,α =
nen∑
I=1
T I,αδβI . (7.50)
The required matrices are given by
T I = NIW
hTHhT h3U
h
I (7.51)
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and
T I,α =
(
W hT,α H
hT h3 +W
hTHh,αT
h
3 +W
hTHhT h3,α
)
NIU
h
I
+W hTHhT h3
(
NI,αU
h
I +NIU
h
I,α
)
,
(7.52)
where the matricesW h,α = W
h
,α(d
h
,α) andH
h
,α = H
h
,α(ω
h
,α) are computed by inserting
interpolated values into (3.71).
Interpolation of the second variation of the current director vector
The initial stress matrixGIK entails the need for the interpolation of terms of the form
h · ∆δd and h · ∆δd,α. The continuous expression for h · ∆δd given in (3.75) is
interpolated by
h ·∆δdh = δωhTHhTMh(h)Hh∆ωh
=
nen∑
I=1
nen∑
K=1
δβTI U
hT
I NIT
hT
3 H
hTMh(h)HhT h3NKU
h
K∆βK ,
(7.53)
where the matrixMh(h) is given in (3.76). Here, again interpolated values have to be
inserted, as is denoted by the superscript h. The abbreviation
qˆββIK(h) = NINKU
hT
I T
hT
3 H
hTMh(h)HhT h3U
h
K (7.54)
allows a compact notation of the term
∆δγˆhα = x
h
,α ·∆δdh =
nen∑
I=1
nen∑
K=1
δβTI qˆ
ββ
IK
(
xh,α
)
∆βK (7.55)
and is required for the computation of the matrix GIK . The continuous expression
for h · ∆δd,α given in (3.84) is more lengthy. To attain a more compact form of its
interpolation
h ·∆δdh,α = δωhT,α HhTMh(h)Hh∆ωh + δωhTHhTMh(h)Hh∆ωh,α
+ δωhT
[
HhT,α M
h(h)Hh +HhTMh,α(h)H
h
+ HhTMh(h)Hh,α
]
∆ωh ,
(7.56)
a couple of abbreviations is introduced
Tˆ
h
I = T
h
3U
h
INI
Tˆ
h
I,α = T
h
3,αU
h
INI + T
h
3U
h
I,αNI + T
h
3U
h
INI,α
Mˆ
h
(h) = HhTMh(h)Hh
Mˆ
h
,α(h) = H
hT
,α M
h(h)Hh +HhTMh,α(h)H
h +HhTMh(h)Hh,α .
(7.57)
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The matrixMh,α(h) is computed by inserting interpolated values into (3.81). With the
help of (7.57), the interpolation (7.56) can be rewritten to
h ·∆δdh,α =
nen∑
I=1
nen∑
K=1
δβTI
[
Tˆ
hT
I,αMˆ
h
(h)Tˆ
h
K + Tˆ
hT
I Mˆ
h
(h)Tˆ
h
K,α
+Tˆ
hT
I Mˆ
h
,α(h)Tˆ
h
K
]
∆βK .
(7.58)
The abbreviation
mˆββIK,α(h) = Tˆ
hT
I,αMˆ
h
(h)Tˆ
h
K + Tˆ
hT
I Mˆ
h
(h)Tˆ
h
K,α + Tˆ
hT
I Mˆ
h
,α(h)Tˆ
h
K (7.59)
ensures a notation in conformity to Section 6.6. The final interpolated form of (6.28)
reads again
∆δκˆhαβ =
1
2
(
xh,α ·∆δdh,β + xh,β ·∆δdh,α
)
=
1
2
nen∑
I=1
nen∑
K=1
δβTI
(
mˆββIK,β
(
xh,α
)
+ mˆββIK,α
(
xh,β
))
∆βK .
(7.60)
7.5 An alternative RID approach – RIDω shell
Akin to the RIDβ approach in Section 7.4, the interpolated reference director vector is
rotated according to
dh = RhDh (7.61)
in every integration point for this approach. Interpolated values ωh have to be inserted
into (3.62) to compute the rotational matrix Rh = Rh(ωh). Here the increment of
the axial vector of the rotation ∆ω is interpolated, which is denoted by the acronym
RIDω. The interpolation
∆ωh =
nen∑
I=1
NI∆ωI =
nen∑
I=1
NIT 3I∆βI (7.62)
relates the interpolated increment of the axial vector of the rotation to the nodal rota-
tions ∆βI . The transformation matrix T 3I has to be chosen according to the geomet-
rical situation as defined in Section 7.1. The rotation of interpolated director vectors is
also discussed in Simo et al. (1990), where this type of rotational description is referred
to as full SO(3) update. The computational effort is higher than for the RND approach
due to the more complicated computation of the derivatives of d and the variations
thereof. Simo et al. (1990) observed no significant advantages over the RND approach
for the employed low-order Lagrange basis functions. Thus, the higher computational
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effort does not pay off. However, in the case of NURBS basis functions with higher
order the situation is completely different. The numerical examples in Chapter 9 show
the superior convergence behavior of this approach in comparison to the RND con-
cept. In contrast to the work of Simo et al. (1990), here an additive update formula-
tion is employed. This proves to be problematic for geometries containing kinks. A
multiplicative update formulation is proposed in Section 7.6 to remedy the situation.
Nevertheless, the additive version is described for the sake of completeness.
Interpolation of the current director vector
The orthogonal rotation of the director vector ensures the inextensibility condition
‖dh‖ = ‖Dh‖ in every integration point. The derivatives of the rotational matrix
Rh,α = R
h
,α(ω
h
,α) given in (3.64) are required for the derivatives of the interpolated
current director vector
dh,α = R
h
,αD
h +RhDh,α . (7.63)
The additive updates of ωh and ωh,α are performed according to (3.95) and (3.96),
respectively. The matrix T 3I relates the nodal values of the axial vector of the rota-
tion ∆ωI and the nodal rotations ∆βI by
∆ωI = T 3I∆βI . (7.64)
For nodes on kinks T 3I may be chosen according to (7.6) or may be an arbitrary
basis system. In smooth regions T 3I has to be chosen according to (7.7). Thus, the
interpolations of the increment of the axial vector of the rotation and the derivatives
thereof are computed by
∆ωh =
nen∑
I=1
NIT 3I∆βI and ∆ω
h
,α =
nen∑
I=1
NI,αT 3I∆βI , (7.65)
respectively.
Interpolation of the variation of the current director vector
The interpolation of the variation of the director vector δd is given by
δdh = W hTHhδωh (7.66)
depending on δωh. The matrix Hh = Hh(ωh) is defined in (3.68), and W h is com-
puted by W h = skewdh. The variation of the axial vector of the rotation δω is
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interpolated akin to (7.65). In combination with the relation between the variation of
the director vector and the variation of the axial vector of the rotation, this yields
δdh = W hTHh
nen∑
I=1
NIT 3IδβI . (7.67)
The derivatives of (7.67) read
δdh,α =
nen∑
I=1
[(
W hT,α H
h +W hTHh,α
)
NI +W
hTHhNI,α
]
T 3IδβI , (7.68)
where the matrices W h,α = W
h
,α(d
h
,α) and H
h
,α = H
h
,α(ω
h
,α) are defined by (3.71).
The definition of the matrices
T I = NIW
hTHhT 3I (7.69)
and
T I,α =
[(
W hT,α H
h +W hTHh,α
)
NI +W
hTHhNI,α
]
T 3I (7.70)
allows expressing (7.67) and (7.68) by
δdh =
nen∑
I=1
T IδβI and δd
h
,α =
nen∑
I=1
T I,αδβI , (7.71)
which is consistent with Chapter 6.
Interpolation of the second variation of the current director vector
For this approach the interpolation of the second variation of the director vector is
given by
h ·∆δdh = δωhTHhTMh(h)Hh∆ωh
=
nen∑
I=1
nen∑
K=1
δβTI T
T
3INIH
hTMh(h)HhNKT 3K∆βK ,
(7.72)
where the matrix Mh(h) given in (3.76) has to be evaluated with interpolated values.
Using
Mˆ
h
(h) = HhTMh(h)Hh , (7.73)
the shear term of GIK related to the second variation of the director vector can be
expressed by
∆δγˆhα = x
h
,α ·∆δdh =
nen∑
I=1
nen∑
K=1
δβTI qˆ
ββ
IK
(
xh,α
)
∆βK , (7.74)
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where
qˆββIK(h) = NINKT
T
3IMˆ
h
(h)T 3K (7.75)
ensures consistency to the isogeometric finite element formulation in Chapter 6. The
spatial derivatives of (7.73) read
Mˆ
h
,α(h) = H
hT
,α M
h(h)Hh +HhTMh,α(h)H
h +HhTMh(h)Hh,α , (7.76)
where Mh,α(h) is given in (3.81). This can be used for a compact expression of the
interpolation
h ·∆δdh,α = δωhT,α Mˆ
h
(h)∆ωh + δωhTMˆ
h
(h)∆ωh,α
+ δωhTMˆ
h
,α(h)∆ω
h
(7.77)
of the term h ·∆δd,α. With the help of (7.65), the interpolation is transformed to
h ·∆δdh,α =
nen∑
I=1
nen∑
K=1
δβTI T
T
3I
[
NI,αMˆ
h
(h)NK +NIMˆ
h
(h)NK,α
+NIMˆ
h
,α(h)NK
]
T 3K∆βK .
(7.78)
The matrix mˆββIK,α(h) required for the computation ofGIK is defined by
mˆββIK,α(h) = T
T
3I
[
(NI,αNK +NINK,α)Mˆ
h
(h) +NIMˆ
h
,α(h)NK
]
T 3K (7.79)
for this approach.
7.6 Multiplicative update and simplification – ∆RIDω
shell
The computation of the current director vector and the variations thereof is performed
akin to the RIDω scheme proposed in Section 7.5. The only difference is the choice
of the update formulation for the computation of the current axial vector of the ro-
tation ωh. Here an multiplicative update is used, which is denoted by the prefixed
symbol ∆ in the acronym ∆RIDω. The interpolation of the multiplicative update
rule (3.85) reads
(Ri)h = ∆Rh(Ri−1)h , (7.80)
where the rotational matrix ∆Rh = ∆Rh(∆ωh) is computed by inserting the interpo-
lated increment ∆ωh of the last iteration step into (3.62). The matrix (Ri−1)h denotes
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the rotational matrix from the last iteration step. The interpolation of the increment of
the axial vector of the rotation
∆ωh =
nen∑
I=1
NI∆ωI =
nen∑
I=1
NIT 3I∆βI (7.81)
is computed in every iteration from the incremental nodal rotations ∆βI . With the help
of the current rotational matrix (Ri)h, the interpolated reference director vector can be
computed by
dh = (Ri)hDh . (7.82)
This approach is very similar to the full SO(3) update, see the notes in Section 7.5.
Here the same multiplicative update formulation as in Simo et al. (1990) is used. The
numerical examples in Chapter 9 show the superior convergence behavior of this ap-
proach in comparison to the RND concept as well as superior behavior in terms of
accuracy and computational costs in comparison to all other RID concepts. Thus, this
concept is given in the following in full length at the risk of being repetitious.
Interpolation of the current director vector
The interpolation of the current director vector (7.82) ensures the inextensibility con-
dition ‖dh‖ = ‖Dh‖. The derivatives of the current director vector
dh,α = (R
i
,α)
hDh + (Ri)hDh,α (7.83)
require the interpolation of (3.86), which yields
(Ri,α)
h = ∆Rh,α(R
i−1)h + ∆Rh(Ri−1,α )
h . (7.84)
The matrix ∆Rh,α = ∆R
h
,α(∆ω
h
,α) is computed by inserting the interpolated deriva-
tives of the increment of the axial vector of the rotation ∆ωh,α into (3.64). The relation
between the nodal values of the axial vector of the rotation ∆ωI and the nodal rota-
tions ∆βI is established with the help of the matrix T 3I given in Section 7.1. Finally,
the required interpolations of ∆ωh and ∆ωh,α are given by
∆ωh =
nen∑
I=1
NIT 3I∆βI and ∆ω
h
,α =
nen∑
I=1
NI,αT 3I∆βI . (7.85)
This relation holds akin for the respective variations.
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Interpolation of the variation of the current director vector
The multiplicative update formulation yields ∆ωh = 0 and ∆ωh,α = 0 in the state of
equilibrium. Thus, the matricesHh andHh,α can be set to
Hh = 1 and Hh,α = 0 (7.86)
according to (3.87). Consequently, the equivalencies
δwh = δωh and δwh,α = δω
h
,α (7.87)
can be used akin to the continuous case proposed in (3.88). For more details see the
explanations in Section 3.8. Due to this simplification, the interpolation of the variation
of the director vector δd is given by
δdh = W hT δωh = W hT
nen∑
I=1
NIT 3IδβI (7.88)
with W h = skewdh. The derivatives of the variation of the director vector can be
computed by
δdh,α =
nen∑
I=1
[
W hT,α NI +W
hTNI,α
]
T 3IδβI (7.89)
with W h,α = skewd
h
,α. Finally, the variation of the director vector and the derivatives
thereof can be written as
δdh =
nen∑
I=1
T IδβI and δd
h
,α =
nen∑
I=1
T I,αδβI (7.90)
in conformity to Chapter 6. The required matrices are given by
T I = W
hTNIT 3I (7.91)
and
T I,α =
[
W hT,α NI +W
hTNI,α
]
T 3I . (7.92)
Interpolation of the second variation of the current director vector
Due to the absence of the matrix Hh, the interpolation of the second variation of the
director vector simplifies to
h ·∆δdh = δωhTMh(h)∆ωh
=
nen∑
I=1
nen∑
K=1
δβTI T
T
3INIM
h(h)NKT 3K∆βK .
(7.93)
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The consistent matrix Mh(h) for the multiplicative rotational update is defined
in (3.91). This matrix is significantly cheaper to compute than its unsimplified coun-
terpart (3.76), which has to be used for additive update formulations. But it is non-
symmetric due to the neglect of the matrixHh. Here the interpolated version
Mh(h) =
1
2
(
dh ⊗ h+ h⊗ dh)− (dh · h)1 (7.94)
of the symmetrized matrix given in (3.92) is used. In the state of equilibrium this
matrix is equal to the matrix (3.76) for the unsimplified case, which justifies the sym-
metrization. More details can be found in Section 3.8. Finally, the shear term
∆δγˆhα = x
h
,α ·∆δdh =
nen∑
I=1
nen∑
K=1
δβTI qˆ
ββ
IK
(
xh,α
)
∆βK (7.95)
can be computed, where the abbreviation
qˆββIK(h) = NINKT
T
3IM
h(h)T 3K (7.96)
ensures consistency to Chapter 6. The term h ·∆δd,α is interpolated by
h ·∆δdh,α = δωhT,α Mh(h)∆ωh + δωhTMh(h)∆ωh,α
+ δωhTMh,α(h)∆ω
h ,
(7.97)
where the matrix Mh,α(h) is given by (3.94). With the help of (7.85) the interpolation
reads
h ·∆δdh,α =
nen∑
I=1
nen∑
K=1
δβTI T
T
3I
[
NI,αM
h(h)NK +NIM
h(h)NK,α
+NIM
h
,α(h)NK
]
T 3K∆βK .
(7.98)
The matrix mˆββIK,α(h) required for the computation ofGIK is defined by
mˆββIK,α(h) = T
T
3I
[
(NI,αNK +NINK,α)M
h(h) +NINKM
h
,α(h)
]
T 3K (7.99)
for this approach.
A remark on computational efficiency
The lower right part of the matrixGIK (6.34) is computed by
GββIK = mˆ
ββ
IK,1(h
1) + mˆββIK,2(h
2) + qˆββIK(h
q) , (7.100)
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adding up the contributions from shear strains and curvatures. This submatrix is quite
complex for the RID schemes, and has to be computed nen×nen times in every integra-
tion point. Thus, an efficient implementation ofGββIK is essential for a competitive shell
formulation. In order to achieve that, the number of matrix multiplications required for
the computation ofGββIK has to be minimized.
Inserting the definitions (7.96) and (7.99) for the current concept into (7.100) yields
GββIK = T
T
3I
[
(NI,1NK +NINK,1)M
h(h1) +NINKM
h
,1(h
1)
]
T 3K
+ T T3I
[
(NI,2NK +NINK,2)M
h(h2) +NINKM
h
,2(h
2)
]
T 3K
+NINKT
T
3IM
h(hq)T 3K ,
(7.101)
which can be transformed to
GββIK = T
T
3I
[
(NI,1NK +NINK,1)M
h(h1) + (NI,2NK +NINK,2)M
h(h2)
+NINK
(
Mh,1(h
1) +Mh,2(h
2) +Mh(hq)
)]
T 3K .
(7.102)
Using this form, all M matrices have to be computed only once in every integration
point, which costs 30 scalar multiplications and 12 scalar additions for each matrix.
The sum of the matrices in the second line of (7.102) can also be computed once per
integration point, which requires 18 scalar additions. Thus, only 32 scalar multiplica-
tions, 20 scalar additions and 2 matrix multiplications have to be performed inside the
nested loops over I = 1, . . . , nen and K = 1, . . . , nen. A multiplication of two 3 × 3
matrices requires 27 scalar multiplications and 27 scalar additions. If T 3I and T 3K are
assumed to be 3×3 matrices, then this requires 86n2en+150 scalar multiplications and
74n2en + 78 scalar additions to compute the contribution of G
ββ
IK in every integration
point. In contrast to that, a computation according to (7.101) requires 214n2en + 150
scalar multiplications and 200n2en + 60 scalar additions under the same assumptions.
It is possible to find a more compact notation forGββIK , e.g.
GββIK = T
T
3I
[
Mh
(
h0
)
+Mh,1(NINKh
1) +Mh,2(NINKh
2)
]
T 3K (7.103)
with
h0 = (NI,1NK +NINK,1)h
1 + (NI,2NK +NINK,2)h
2 +NINKh
q . (7.104)
But the presence of the basis functions inside the M matrices requires their computa-
tion in every nested loop over I = 1, . . . , nen and K = 1, . . . , nen in every integration
point. This compact, but inefficient choice requires 166n2en scalar multiplications and
125n2en scalar additions in every integration point.
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7.7 Rotation of exact director vectors – RED schemes
The exact description of the geometry provided by the isogeometric concept allows
the exact reference director vector D and its derivatives D,α to be computed in every
integration point. The RND concept requires nodal values for the reference director
vector, as those nodal values are rotated. In contrast to that, all RID concepts have in
common that the director vectors in the integration points are rotated. Consequently,
an interpolation of the director vectors is not mandatory for these concepts; it is also
possible to use exact values if available. All RID schemes defined above in Sections 7.4
to 7.6 can be used with the exact director vectors. In this case the respective concepts
are labeled using RED instead of RID. Nevertheless, it is still required to compute
nodal basis systems for the definition of the rotational axes for the nodal rotations ∆βI .
Thus, the methods presented in Section 5.1 still have to be used.
The required first and second derivatives of the position vector with respect to convec-
tive coordinates can be computed in every integration point due to the C∞-continuity
within elements. Formulae are given in (4.38) and (4.21). The director vector can be
computed according to (3.11) from the first derivatives by
D =
Dˆ
|Dˆ| , (7.105)
where
Dˆ = G01 ×G02 =
∂X
∂ξ1
× ∂X
∂ξ2
. (7.106)
The derivatives ofD with respect to convective coordinates
∂D
∂ξα
=
|Dˆ| ∂Dˆ
∂ξα
− Dˆ ∂|Dˆ|
∂ξα
|Dˆ|2 (7.107)
require the second derivatives of the position vector to compute
∂Dˆ
∂ξα
=
∂2X
∂ξ1∂ξα
× ∂X
∂ξ2
+
∂X
∂ξ1
× ∂
2X
∂ξ2∂ξα
(7.108)
and
∂|Dˆ|
∂ξα
=
∂Dˆ
∂ξα
· Dˆ
|Dˆ| . (7.109)
The transformation of the derivatives to the local Cartesian basis system is given
in (3.24). Thus, the final derivatives of the current director vector are determined by
D,α = J
−1
αβ
∂D
∂ξα
. (7.110)
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If D and D,α instead of Dh and Dh,α are inserted into (7.82) and (7.83), then Sec-
tion 7.6 defines the ∆REDω scheme. The analogous replacement in (7.61) and (7.63)
defines the REDω scheme. The REDβ scheme requires, besides the director vectors,
also the interpolated basis vectors ahα to be replaced by exact values aα. These values
can be attained by a differentiation of the formulae given in (3.15) and (3.16) and a
subsequent transformation according to (3.24).
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Chapter 8
Coupling of non-conforming patches
A review of current works which focus on the coupling of NURBS surface patches in
the frame of isogeometric analysis is provided in Section 1.2. All mentioned methods
enhance the weak form. A completely different approach is followed in this work.
The proposed coupling method does not alter the weak form but establishes a relation
between interface degrees of freedom. The main idea is to derive a relation matrix
which allows a connection of patches by substitution, akin to Kagan et al. (2003) and
Cottrell et al. (2007), but for the general case of non-conforming meshes. The relation
matrix is attained with the help of a discretization of the weak matching conditions
along the interface. Thus, in the following the method is named weak substitution
method (WSM). The statical condensation with the derived relation matrix removes
the dependent interface degrees of freedom from the system of equations and at the
same time establishes a natural connection. This method represents an application of
the mortar method as proposed in Bernardi et al. (1993) in the frame of isogeometric
analysis. The derivation and notation used within this work differs from Bernardi et al.
(1993), but the theoretical background is the same. The mortar method proposed in
Bernardi et al. (1993) constrains the basis functions, whereas in this work the global
system of equations is coupled with the help of a statical condensation. The resulting
global systems of equations are equivalent. The problem remains positive definite, and
the variational formulation is not altered. The concept of the weak substitution method
is very simple. Its applicability is limited to a fixed coupling of NURBS patches in
structural or solid mechanics. This method for the coupling of non-conforming patches
was initially proposed by the author in Dornisch et al. (2015). A short excerpt can also
be found in Klinkel et al. (2014). The method is intended for the connection of surface
patches embedded in the spaceR3, which are discretized by the Reissner–Mindlin shell
elements proposed in Chapter 6. Thus, the method has to be derived for two-parametric
domains. Without loss of generality, the two-dimensional continuum is used as model
problem. The character of the method allows a straightforward extension to shells.
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8.1 Domain decomposition of the continuum problem
The weak substitution method is derived for a two-dimensional plane stress model
problem. The formulae of the three-dimensional continuum theory given in Chapter 2
can be used without significant modifications. The dimensional reduction alters the
definition of the stress, the strain and the material tensor. In addition to that, volume
and surface integrals are reduced to surface and line integrals, respectively. The first
step in the derivation of the proposed coupling method is the decomposition of the
domain into two subdomains which correspond to the NURBS patches that will be
used for the discretization later on. The field equations and the resulting discretized
system of equations are established separately for each subdomain in order to attain a
decomposed discrete form.
8.1.1 Domain decomposition
The domain B of the continuum problem is decomposed by
B = B1 ∪ B2 ∪ . . . ∪ Bnp (8.1)
into np subdomains. The derivation is restricted to the case of two subdomains without
loss of generality. The interface between the two subdomains is defined by
∂Bc = B1 ∩ B2 , (8.2)
where the two subdomains may not overlap. Thus, ∂Bc is a curve in the two-
dimensional case and a surface in the three-dimensional case. This decomposition
allows for discretizations which are completely independent from each other. In the
case of a geometry definition with NURBS surfaces, three cases for the coupling of
adjacent patches are defined:
• conforming meshes. If the NURBS degree and the knots along the interface of
two adjacent patches correspond, then the meshes are conforming. The control
points along the interface coincide. The two patches can be coupled by linking
the degrees of freedom of every pair of coinciding control points.
• hierarchical meshes. If one knot vector along the interface is completely con-
tained in its adjacent counterpart and the NURBS degree is equivalent, then the
meshes are hierarchical. This means, that the finer mesh can be attained from the
coarser by knot insertion. An exact relation between the control points on both
sides exists for this case and is given in Kagan et al. (2003) and Cottrell et al.
(2007). The control points on the refined side can be expressed as a function
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of the control points on the coarse side. Thus, the control points of the refined
side can be removed from the system and a natural coupling of the patches is
attained.
• non-conforming meshes. If the NURBS degree along the interface is not equal
on both sides or the knot vectors along the interface are arbitrary, then the meshes
are non-conforming. No exact connection is possible.
The objective of the weak substitution method is to couple adjacent surface patches in
the general case of non-conforming meshes.
8.1.2 Decomposed strong form of the problem
Figure 8.1: Reference and current configuration of the decomposed two-dimensional boundary
value problem.
The strong form of the continuum problem is given in the system of equations (2.44).
The dimensional reduction to two-dimensional elasticity does not alter these formulae.
Only the definitions of stresses, strains and the constitutive law are changed. The do-
main B is decomposed according to (8.1) and (8.2) into the two subdomains B1 and B2.
Boundary conditions, deformations, stresses and tractions are decomposed akin. The
superscript k denotes the domain k on which the respective quantity is defined. The two
subdomains are connected by the interface ∂Bc, which is a piecewise C1-continuous
curve. The reference configuration of the interface is referred to as ∂B0c according to
the notation defined in Section 2.1. The decomposition of the two-dimensional bound-
ary value problem is illustrated in Figure 8.1. The unit normal vector with respect to
the interface ∂Bc is referred to as N˜ in the reference configuration and as n˜ in the cur-
rent configuration. The same symbols are used for the normal vectors with respect to
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the outer boundaries. They are uniquely defined almost everywhere due to the piece-
wise C1-continuity of ∂Bc and ∂B. The boundary value problem (2.44) is divided
along ∂Bc into two independent boundary value problems. This requires additional
coupling conditions along the interface in order to preserve mechanical correctness.
The equality of mutual displacements along the interface
u˜1 = u˜2 on ∂B0c (8.3)
has to be enforced. This constraint transforms the two independent stationary problems
into one constrained stationary problem. The interface tractions have to fulfill
t10 + t
2
0 = 0 on ∂B0c , (8.4)
where the subscript 0 denotes that the interface tractions tk0 are expressed with re-
spect to the reference configuration. This condition holds always if both the boundary
value problem (2.44) is fulfilled inside every subdomain and the equality of mutual
displacements (8.3) holds. Thus, the imposition of (8.4) is not necessary, but may lead
to a smoother distribution of stresses in the context of an isogeometric approximation
with NURBS elements. The equality of tractions between elements is not enforced in
common C0-continuous finite element formulations. Considering the initial boundary
value problem (2.44) on the subdomains and the interface conditions (8.3) and (8.4),
the decomposed boundary value problem is defined by
Div (FS) + ρ0b0 = 0 in B0 = B10 + B20 (8.5a)
FSN˜ = t0 on ∂BN0 = ∂BN10 + ∂BN20 (8.5b)
u˜ = u on ∂BD0 = ∂BD10 + ∂BD20 (8.5c)
u˜1 − u˜2 = 0 on ∂B0c (8.5d)
t10 + t
2
0 = 0 on ∂B0c . (8.5e)
8.1.3 Weak form of the uncoupled problem
The weak form of the boundary value problem (8.5) is derived without consideration
of the interface conditions (8.5d) and (8.5e). Thus, an uncoupled system of equations
arises. The necessary notation is introduced in Chapter 2 in detail. Within this chapter,
a subscript comma denotes derivation with respect to a local Cartesian basis vectorAi.
The standard weak form (2.50) is established separately for every subdomain k and
summed up for k = 1, 2. This results in
G (u˜, δu˜) =
2∑
k=1
(∫
Bk0
S : δE dA−
∫
Bk0
b0 · δu˜ dA−
∫
∂BNk0
t0 · δu˜ ds
)
= 0 (8.6)
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and fulfills (8.5a) and (8.5b). The Dirichlet boundary conditions (8.5c) are incorpo-
rated into the solution space S, which is defined in (2.51). Thus, a value u˜ ∈ S that
fulfills
G (u˜, δu˜) = 0 ∀ δu˜ ∈ S0 (8.7)
solves the uncoupled system of equations (8.5a) – (8.5c). The weak form (8.6) has to
be linearized for nonlinear computations. This results in
DG (u˜, δu˜) ·∆u˜ =
2∑
k=1
(∫
Bk0
(C : ∆E) : δE + S : ∆δE dA
)
, (8.8)
which requires the second variation of the Green–Lagrange strain tensor
∆δE =
1
2
(δx˜,i ·∆x˜,j + ∆x˜,i · δx˜,j) Ai ⊗Aj . (8.9)
The linearized form of (8.7)
L [G (u˜, δu˜)] = G (u˜, δu˜) + DG (u˜, δu˜) ·∆u˜ = 0 (8.10)
has to be solved within the iterative solution process.
8.1.4 Discrete form of the uncoupled problem
The uncoupled model problem (8.10) is discretized with NURBS basis functions ac-
cording to Equations (6.1), (6.5) and (6.7). Within this section an additional superscript
index k is used for position vectors, basis functions and nodal displacements in order
to denote the patch on which the respective quantity is defined. The interpolation of
the variation of the strains for the two-dimensional case reads
δEh =
 δEh11δEh22
2δEh12
 = nken∑
I=1
BIδu˜
k
I =
nken∑
I=1
 NkI,1x˜
k
,1
T
NkI,2x˜
k
,2
T
NkI,1x˜
k
,2
T
+NkI,2x˜
k
,1
T
 δu˜kI . (8.11)
The element stiffness matrices are computed by
KeIK =
∫
Be0
(
BTI CBK +GIK
)
dA , (8.12)
whereGIK denotes the initial stress stiffness matrix
GIK = 1
(
S11NkI,1N
k
K,1 + S
22NkI,2N
k
K,2 + S
12
(
NkI,1N
k
K,2 +N
k
I,2N
k
K,1
))
. (8.13)
The element load vector reads
f eI = f
e,ext
I −
∫
Be0
BTI S dA , (8.14)
112 8 COUPLING OF NON-CONFORMING PATCHES
where the external load vector f e,extI is defined by the second and third term in (8.6).
The incremental and virtual nodal displacements are assembled in the vectors
∆uˆk =

∆u˜k1
∆u˜k2
...
∆u˜knknp
 and δuˆk =

δu˜k1
δu˜k2
...
δu˜knknp
 (8.15)
for each patch k. The stiffness matrix and the load vector are assembled by
δuˆk
T
Kk∆uˆk =
nkel⋃
e=1
nken∑
I=1
nken∑
K=1
δu˜kI
T
KeIK∆u˜
k
K (8.16)
and
δuˆk
T
fk =
nkel⋃
e=1
nken∑
I=1
δu˜kI
T
f eI (8.17)
for each patch k. The patch-wise approximation of (8.10)
L [G (u˜, δu˜)] =
np⋃
k=1
δuˆk
T (
Kk∆uˆk − fk) = 0 (8.18)
results in the uncoupled system of equations[
K1 0
0 K2
] [
∆uˆ1
∆uˆ2
]
=
[
f 1
f 2
]
. (8.19)
The solution spaces for ∆uˆk in (8.19) have to be subspaces of S, which is defined
in (2.51).
8.2 Derivation of a mortar formulation
The basic idea of this patch coupling method is to establish a relation between the
degrees of freedom of adjacent edges. The displacements of one patch are expressed
as a function of the displacements of the other patch. The patches are accordingly
referred to as slave and master patch. For hierarchic knot vectors an analytical relation
exists, see Kagan et al. (2003) and Cottrell et al. (2007). A relation for the general case
is derived in the following. The derivation bases on a weak fulfillment of the equality
of mutual displacements (8.5d). The equality of mutual interface stresses (8.5e) is not
enforced. Akin to the standard procedure for the connection of conforming patches
with shared degrees of freedom, C0-continuity for the deformations at the interface is
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attained. Higher continuity is not required. The interface degrees of freedom of the
slave patch can be removed from the global system of equations with the help of the
attained relation. Thus, the equality of mutual displacements (8.5d) is fulfilled in a
weak sense, and the patches are coupled by shared degrees of freedom without any
further effort. The method can be used for geometrically and physically nonlinear
computations.
8.2.1 Mathematical derivation of the relation
The domain B is decomposed into two subdomains B1 and B2 with the interface ∂Bc.
The tractions t at both sides of the interface must be opposite with an equal absolute
value to fulfill Newton’s third law. Thus, every interface traction distribution which
fulfills
tc(X˜) = (FS)
1 · N˜ 1(X˜) = −(FS)2 · N˜ 2(X˜) ∀ X˜ ∈ ∂B0c (8.20)
along the interface ∂B0c describes the traction distribution along the interface for both
patches. This is depicted in Figure 8.2. The Hilbert space L2 is the space of all func-
tions which are square integrable. The space of all functions which are non-zero along
the interface ∂Bc is denoted by
L = (L2 (∂Bc))2 . (8.21)
Figure 8.2: Interface tractions on an infinitesimal small line element.
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The interface traction tc is not an external load, but only a fictitious internal one yielded
by the domain decomposition. Thus, the work done by tc on the body B must be iden-
tically zero for all tc ∈ Lc, where Lc ⊂ L will be defined in (8.35). This requirement
is expressed by ∫
∂B10c
tc · u˜1 ds−
∫
∂B20c
tc · u˜2 ds = 0 ∀ tc ∈ Lc , (8.22)
where
u˜ ∈ T = {u˜ ∈ S ∣∣(u˜1 − u˜2|∂Bc) ∈ L} (8.23)
has to hold. The restriction u˜ ∈ T , together with tc ∈ L, precludes infinite values
for the integrals in (8.22). The interface tractions tc can be regarded as a test function
due to their fictitious character. Thus, (8.22) constitutes the weak form of the Dirichlet
interface condition (8.5d).
In each patch only one row of control points has influence along the interface ∂Bc. The
set of these control points is defined by
Xˆ
k
c =
{
X˜
k
I
∣∣∣NkI 6= 0 |∂Bkc ; i = 1, . . . , nk1; j = 1, . . . , nk2; I = fp(i, j, k)} (8.24)
for patch k. The number of interface control points thus is given by
nk∂B = #Xˆ
k
c . (8.25)
The displacement vectors along the interface are interpolated by
u˜k =
nk∂B∑
I=1
NkI u˜
k
I (8.26)
using only the nodal displacements of the nk∂B interface control points. The interface
tractions
tc =
n∂B∑
I=1
N tItI (8.27)
are also interpolated by NURBS basis functions. A superscript index t is used to differ-
entiate the interface traction basis functions from the patch basis functions. The set of
basis functions as well as its cardinality n∂B will be defined later on. A classification of
the patches in master and slave is necessary at this point. The superscript ma denotes
the master patch, while sl denotes the slave patch. They replace the superscript k. A
general criterion for the classification is not provided at this point. The two possible
choices are examined in the numerical examples in Section 9.4. Computations with
the weak substitution method using the criterion
nsl∂B = max
(
n1∂B, n
2
∂B
)
nma∂B = min
(
n1∂B, n
2
∂B
)
(8.28)
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are denoted by WSMa, the opposite choice
nsl∂B = min
(
n1∂B, n
2
∂B
)
nma∂B = max
(
n1∂B, n
2
∂B
)
(8.29)
by WSMb. The weak form of the Dirichlet interface condition (8.22) is interpolated
by
n∂B∑
I=1
nsl∂B∑
K=1
tTI
(∫
∂Bsl0c
N tIN
sl
K ds
)
u˜slK =
n∂B∑
I=1
nma∂B∑
K=1
tTI
(∫
∂Bma0c
N tIN
ma
K ds
)
u˜maK (8.30)
using Equations (8.26) – (8.29). The introduction of the assembled vectors
tˆ =

t1
t2
...
tn∂B
 and uˆkc =

u˜k1
u˜k2
...
u˜knk∂B
 (8.31)
as well as the definition of the mortar matrices
Dk =
[
DkIK 1
]
I=1,...,n∂B ;K=1,...,nk∂B
DkIK =
∫
∂Bk0c
N tIN
k
K ds (8.32)
allows a reformulation of (8.30). It reads
tˆ
T
Dsluˆslc = tˆ
T
Dmauˆmac . (8.33)
The traction vector tˆ acts as a test function. Thus, it can be dropped to attain the
relation
Dsluˆslc = D
mauˆmac (8.34)
between the displacements in the master and in the slave patch. The interface degrees
of freedom uˆslc of the slave patch can only be expressed as a function of the interface
degrees of freedom uˆmac of the master patch if the mortar matrix D
sl is square and
invertible. Thus, the number of nodal values for the fictitious interface traction tc has
to be equal to the number of interface control points in the slave patch, i.e. n∂B = nsl∂B.
The function space
Lc =
(
L2
(
∂Bslc
))2
(8.35)
is used for the fictitious interface tractions tc ∈ Lc. This choice uses the NURBS basis
functions of the slave patch along the interface also for the fictitious interface tractions.
Thus, each basis function N tI of the fictitious interface tractions is equal to the basis
function N slI of the slave patch. The definition n∂B = n
sl
∂B ensures that the mortar
matrix Dsl is square. NURBS basis functions are linearly independent, see Piegl and
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Tiller (1997). The n∂B columns of the matrix Dsl contain a product of the NURBS
basis functions. Thus, the n∂B columns are linearly independent which implies that
rankDsl = n∂B · ndim (8.36)
holds, where ndim is the dimension of the problem under consideration. According to
Lawson and Hanson (1995), this is a sufficient condition for the existence of a well-
defined inverse of the matrix Dsl. Thus, Equation (8.34) can be solved for uˆslc . This
allows establishing the final relation
uˆslc =
(
Dsl
)−1
Dma uˆmac = T c uˆ
ma
c (8.37)
between the interface degrees of the freedom of the master and the slave patch. This
relation holds accordingly for the assembled position vector Xˆ
k
c , the assembled varia-
tion δuˆkc and the assembled increment ∆uˆ
k
c .
The influence of the proposed connection method on the mechanical response analysis
depends on the choice of the function space Lc. The choice made within this work
yields non-local support of the interface basis functions on the slave side. The imple-
mentation is simplified, as N tI = N
sl
I holds for I = 1, . . . , n
sl
∂B. The usage of dual
basis functions is proposed in Wohlmuth (2000) in order to recover local support of
basis functions. Dual basis functions are given for linear and quadratic Lagrange basis
functions. This idea is extended to Lagrange polynomials of arbitrary order in Os-
wald and Wohlmuth (2002). An example of dual basis functions for B-splines is given
in Brivadis et al. (2015). The idea of using dual basis functions for the discretization
of tc in (8.22) seems to be promising, but this approach is not followed further in this
work. The enforcement of the equality of mutual displacements (8.5d) with a colloca-
tion scheme instead of the weak form is tested in Dornisch and Klinkel (2013). The
results are not fully satisfying.
8.2.2 Computation of the mortar matrices
The mortar matrices Dsl and Dma are defined in (8.32). Only functions which are
defined on the parametric space of the slave patch are contained in the integral which
has to be evaluated for the computation ofDsl. This is due to the choice of the interface
traction function space Lc to be equal to the slave patch function space. Thus, no
projection is required for the computation of Dsl. The situation is different for the
mortar matrix of the master patch. The integral defining the matrixDma contains basis
functions which are defined in two different parametric spaces. Thus, three projections
are required for its computation. The integral
DmaIK =
∫
∂Bma0c
N tIN
ma
K ds (8.38)
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Figure 8.3: Required projections for the computation of the mortar integral forDma.
is evaluated in the parametric space of the master patch. It contains the basis func-
tions NmaK defined on ∂Bmac , and the basis functions N tI defined on ∂Bslc . The paramet-
ric space of the master patch is spanned by the two knot vectors Ξma1 ⊗ Ξma2 . Every
interface integration point(
ξ1, ξ2
)ma
=
{(
ξ1, ξ2
) ∈ Ξma1 ⊗Ξma2 ∣∣ X˜ma(ξ1, ξ2) ∈ ∂Bma0c } (8.39)
in the parametric space of the master patch has to be projected onto the parametric
space of the slave domain in order to evaluate the basis function N tI . The parametric
spaces are not connected. Thus, the projection has to be performed in the physical
space. This is depicted in Figure 8.3. The physical location X˜
ma
:= X˜
ma
(ξ1, ξ2)
has to be computed for every interface point (ξ1, ξ2)ma. The corresponding physi-
cal point X˜
sl
on the slave patch is computed by a closest point projection; see Piegl
and Tiller (1997) for details. The parameters (ξ1, ξ2)sl of X˜
sl
:= X˜
sl
(ξ1, ξ2) in the
parametric space of the slave patch have to be determined with the help of the point
inversion algorithm given in Piegl and Tiller (1997). Thus, the interface point which
corresponds to (ξ1, ξ2)ma is defined by(
ξ1, ξ2
)sl
=
{(
ξ1, ξ2
) ∈ Ξsl1 ⊗Ξsl2 ∣∣ X˜ma = X˜sl(ξ1, ξ2) ∈ ∂Bsl0c} (8.40)
in the slave parametric space. The equality X˜
ma
= X˜
sl
(ξ1, ξ2) is fulfilled up to
numerical precision for watertight geometries. It can be replaced by a minimization of
the distance X˜
ma − X˜sl(ξ1, ξ2) in case of non-watertight geometries. The algorithmic
treatment is the same in both cases; the closest point projection algorithm is used.
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B-spline basis functions of degree p can be integrated exactly within a knot span using
Gauss integration with p+ 1 integration points. In order to ensure an accurate integra-
tion of Dsl, Gauss integration has to be performed within every interface knot span of
the slave patch. The computation of (8.38) requires that each knot value of the slave
patch along the interface is projected onto the parametric space of the master patch.
These projected knot values together with the knot values of the master patch define
the integration spans ∂Be for (8.38). Thus, the numerical integration of (8.38) can be
accurately performed by
DmaIK =
∑
e
∫
∂Be
N tI
(
(ξ1, ξ2)sl
)
NmaK
(
(ξ1, ξ2)ma
)
ds , (8.41)
where the integrals in (8.41) are computed using Gauss integration.
8.2.3 Isogeometric discretization
The equality of mutual displacements (8.5d) is enforced in an interpolated sense with
the help of the relation matrix T c defined in (8.37). The system of equations (8.19)
is coupled by replacing the interface degrees of freedom of the slave patch with the
interface degrees of freedom of the master patch. Thus, the coupling of the patches is
achieved by a substitution, where the substitution rule is attained with the help of the
weak form of the displacement continuity condition (8.22). The substitution requires
a split of the assembled deformation vectors uˆk into the interface deformation vector
uˆkc =
{
u˜kI
∣∣NkI 6= 0 |∂Bkc ; i = 1, . . . , nk1; j = 1, . . . , nk2; I = fp(i, j, k)} , (8.42)
which contains the displacements of all interface control points, and the domain defor-
mation vector
uˆkd =
{
u˜kI
∣∣NkI = 0 |∂Bkc ; i = 1, . . . , nk1; j = 1, . . . , nk2; I = fp(i, j, k)} . (8.43)
The variations δuˆk, the increments ∆uˆk and the load vector fk are split in the same
manner as the displacements
uˆk =
[
uˆkd
uˆkc
]
. (8.44)
The split defined in (8.44) has to be considered for the assembly of the stiffness ma-
trix (8.16). Thus, the patch-wise defined stiffness matrix
Kk =
[
Kkdd K
k
dc
Kkcd K
k
cc
]
(8.45)
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is decomposed into four submatrices. The connected system of equations finally reads Kmadd Kmadc 0Kmacd Kmacc + T TcKslccT c T TcKslcd
0 KsldcT c K
sl
dd
 ∆uˆmad∆uˆmac
∆uˆsld
 =
 fmadfmac
f sld
 . (8.46)
All degrees of freedom which are assigned to the interface control points of the slave
patch are removed from the global system of equations by the substitution. Thus, the
number of degrees of freedom is always reduced. The final number depends on the
classification of the patches to be master or slave.
8.3 Extension to shell elements
The weak substitution method can be applied to the Reissner–Mindlin shell formula-
tion presented in Chapter 6 without significant changes in the case of smooth geome-
tries. The weak form (3.58) has to be established and discretized separately for each
patch. The load vector f , the deformation vectors ∆vˆ and δvˆ as well as the stiffness
matrixK in Equation (6.21) can be decomposed into boundary and domain parts akin
to (8.44) and (8.45). The rotations ωˆ, which are part of the deformation vector vˆ, are
treated in exactly the same way as the displacements uˆ. The relation matrix T c, which
is derived in (8.37), has to be computed with an adapted unity matrix in (8.32). The ma-
trix T c can be used for the static condensation of the global system of equations (6.22)
of the Reissner–Mindlin shell formulation. The resulting coupled system of equations
ensures the mutual equality of displacements and rotations in a weak sense.
The non-conforming coupling of geometries with kinks is more complex. The nodal
basis vectors aiI , around which the rotations ∆βI are defined, can differ largely
between the patches at kinks. Thus, the contributions of the interface nodal rota-
tions ∆βˆ
ma
c of the master patch cannot be properly related to the interface nodal ro-
tations ∆βˆ
sl
c of the slave patch with the relation matrix T c. The problematic point is
the definition of the nodal axial vector of rotations ∆ωI = T 3I∆βI , where both the
matrix T 3I and the nodal rotations ∆βI have to be substituted. A consistent coupling
along kinks is ensured if the relation matrix T c is used to decompose the slave inter-
face basis functions. The resulting basis functions are assigned to the respective master
interface control points. Due to the broader applicability, this approach is used for the
numerical examples in Section 9.5. It constitutes an isogeometric application of the
mortar method according to Bernardi et al. (1993).
Further definitions and alterations are required for the classification of nodes and the
treatment of kinks. The nodal basis systemsAkm(ij) have to be computed separately for
each patch according to Section 5.1.2. The non-local support of basis functions entails
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an interaction between all control points along the interface. Thus, the classification of
nodes has to be altered. Interfaces have to be classified as a whole to be smooth or with
kink. The nodal director vectors Asl3I of the interface control points I = 1, . . . , n
sl
∂B of
the slave patch are arranged in the matrix
Aˆ
sl
=
[
AˆslIK
]
=

Asl31
T
Asl32
T
...
Asl3nsl∂B
T
 . (8.47)
The nodal director vectors of the interface control points I = 1, . . . , nma∂B of the master
patch are arranged akin in the matrix Aˆ
ma
. The relation matrix T c with 1 = [1] is
used to compute an additional matrix of nodal director vectors for the interface control
points of the slave patch
Aˆ
c
=
[
AˆcIK
]
=

Ac31
T
Ac32
T
...
Ac3nsl∂B
T
 = T cAˆma (8.48)
from the director vectors of the master patch. If all associated director vectors in Aˆ
c
and Aˆ
sl
are equal or opposite, then the interface is classified to be smooth. In other
cases the interface is classified to be non-smooth. This equality has to be checked akin
to (5.21) with a limit angle cangle. The condition for smooth interfaces is that∣∣cos] (Ac3I ,Asl3I)∣∣ ≥ cos cangle (8.49)
holds for every interface control point I = 1, . . . , nsl∂B of the slave patch.
The nodal basis systems of the master patch are chosen as reference global nodal basis
systems
AmI = A
ma
m(ij) (8.50)
for all interface nodes I on the master side. All slave interface nodes are related to
master interface nodes with the help of the decomposed basis functions. The global
nodal basis systems of these master interface nodes are also used for the definition of
the rotational axes in the slave patch.
The extension to shell elements is not treated in detail here. The application of the weak
substitution method for the proposed Reissner–Mindlin shell formulation is given as an
outlook for future works. Numerical examples in Section 9.5 show a first application
of this extension.
Chapter 9
Numerical examples
An isogeometric framework, including the isogeometric shell formulation as well as
the additional methods proposed in Chapter 5 and Chapter 8, has been implemented
into an extended version of the finite element code FEAP. General information about
FEAP can be found in Zienkiewicz et al. (2006). For details about the extended ver-
sion see Wagner (2013). Linear and nonlinear numerical examples are used to verify
the implementation and to show the capability of the proposed formulation. The main
objective is to examine the influence of the model choices given below on the results
of the mechanical response analysis. Special focus is put on a proper treatment of large
deformations and large rotations as well as a consistent coupling of patches with kinks.
Reference solutions given in literature or standard finite element solutions are provided
where possible. The orders of the NURBS basis functions in the two parametric direc-
tions, as well as the orders of all patches, are equal if not specified differently. The or-
der is denoted by p and it holds p = pk1 = p
k
2 for k = 1, . . . , np. All computations use a
linear elastic St. Venant–Kirchhoff material model. Order elevation is performed using
k-refinement. Thus, the highest possible continuity is used in all examples. The patch
coupling examples in Section 9.4 are computed in MATLAB using two-dimensional
plane shell elements. The applicability and accuracy of the presented coupling method
is assessed with the help of these examples. The proposed coupling method is applied
to the isogeometric Reissner–Mindlin shell formulation in Section 9.5.
The following abbreviations are used to identify the employed methods in the numeri-
cal examples:
(i) Computation of nodal basis system: The two methods proposed in Section 5.1
are compared with the help of four examples. The following abbreviations are
used:
CPP: Nodal basis systems are determined according to Section 5.1.1 by using
a basis system constructed in the closest projected point on the shell surface.
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ONB: An L2-projection of surface basis systems onto the control points is ap-
plied on patch level to compute optimal nodal basis system; see Section 5.1.2.
(ii) Concept for the interpolation of the current director vector and the descrip-
tion of rotations: The concepts for the description of rotations presented in
Chapter 7 are compared. The following six abbreviations are used throughout
this section:
RND: The current director vector is interpolated from rotated nodal director
vectors. An additive update of the nodal rotations is applied; see Section 7.2.
∆RND: The current director vector is interpolated from rotated nodal director
vectors. A multiplicative update of the nodal rotations is applied; see Section 7.3.
RIDβ: The current director vector is computed from the interpolated reference
director vector with the help of a rotation. The rotations β are interpolated. An
additive rotational update formulation is applied; see Section 7.4.
RIDω: The current director vector is computed from the interpolated reference
director vector with the help of a rotation. The axial vector of the rotations ω
is interpolated. An additive rotational update formulation is applied; see Sec-
tion 7.5.
∆RIDω: The current director vector is computed from the interpolated ref-
erence director vector with the help of a rotation. The axial vector of the rota-
tionsω is interpolated. A multiplicative rotational update formulation is applied;
see Section 7.6.
∆REDω: The current director vector is computed from the exact reference di-
rector vector with the help of a rotation. The axial vector of the rotations ω
is interpolated. A multiplicative rotational update formulation is applied; see
Section 7.7.
(iii) Integration of the stiffness matrix: Three rules for the integration of the stiff-
ness matrix are considered, see Section 6.5. Their effect on the different concepts
for the description of rotations is studied with the help of several examples.
FI: Full Gauss integration of the stiffness matrix is performed. The number of
integration points is given by ngp = (p+ 1)
2.
RI: Reduced Gauss integration of the stiffness matrix according to Hughes
et al. (2010) is performed. The number of integration points is given by
ngp =
(
ceil p
2
+ 1
)2.
NI, NI*: Non-uniform Gauss integration of the stiffness matrix according to
Section 6.5.2 is performed. This rule bases on Adam et al. (2014, 2015). The
number of integration points is defined separately for each element. For NI,
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the number of Gauss points for knot spans at the patch boundary is given by
ngp = p
k
α − 1 in parametric direction ξα. If pkα = 2 or pkα = 3 holds, then
ngp = p
k
α is used. The second and the penultimate knot span is integrated by us-
ing ngp = max (2,m) integration points. In all other interior knot spans ngp = m
is used. The continuityCp−m between elements has to be uniform. If the number
of knot spans nkα− pkα is equal to three or four, then only one integration point is
chosen in each interior knot span. The two-dimensional integration scheme is at-
tained by a tensor-product of the described one-dimensional integration scheme.
Systems which have no or almost no boundary conditions in one parametric di-
rection may exhibit a too soft mechanical response if this integration scheme is
used. In this case also in the third knot span from either side two integration
points have to be used. The integration rule is denoted by NI* if this applies.
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9.1 Linear benchmarks for the comparison of the pro-
posed concepts for the interpolation of the director
vector
The proposed methods to compute nodal basis systems are compared with the help
of the following three linear benchmark examples. Furthermore, the influence of the
concepts for the description of rotations on the deformation convergence behavior is
tested. Rotation updates are not necessary due to the geometrically linear character of
the examples. The differences between the RIDω and the RIDβ concept are very small
in the linear case. Where not stated differently, the results attained with the RIDω
concept are labeled by RID only as they are in very good correspondence to the RIDβ
results.
9.1.1 Scordelis–Lo roof
The Scordelis–Lo roof is part of the shell obstacle course proposed in Belytschko et al.
(1985). This numerical benchmark problem mainly tests the ability to solve complex
states of membrane strains. A proper treatment of inextensional modes is not required.
Thus, membrane locking has no significant influence in this example (Belytschko et al.
(1985)). The geometrical shape of the Scordelis–Lo roof is an 80 ◦ section of a cylinder
with the radius R = 25 and the length L = 50. Both ends of the cylinder are supported
by a rigid diaphragm. The two other edges are free. Due to symmetry, only one quarter
of the system is modeled. In Figure 9.1 a system sketch and the material parameters are
given. The system is loaded with a uniform gravity load g = 90 of which the direction
yrtemmys
sym
m
etryA
R
R
°04
L/2
Figure 9.1: Scordelis–Lo roof: System sketch and material parameters.
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is defined perpendicular with respect to the shell surface in the intersection of the two
symmetry axes. The support by the rigid diaphragm is modeled by fixing all in-plane
displacements at the concerned edge. The influence of the model choices (i) and (ii)
is studied with the help of this numerical example. Full integration (FI) is used for all
computations.
Interpolation of the reference director vector
The first model choice, denoted by (i), is the method to compute nodal basis systems.
In most cases, the director vector in the reference configuration is interpolated with the
help of these nodal basis systems. Thus, the quality of the reference director vector
Dh =
nen∑
I=1
NIDI (9.1)
depends on the method to compute nodal basis systems and is assessed with the help
of the Scordelis–Lo roof. The L2-error norm
‖N −Dh‖0,Ω0 =
√∫
Ω0
∣∣N −Dh∣∣2 dA (9.2)
is used to quantify the deviation of the interpolated value Dh from the exact nor-
mal vector N throughout the entire shell reference surface Ω0. A comparison be-
tween the closest point projection method (CPP) and the optimal nodal basis systems
method (ONB) is given in Figure 9.2. The L2-error norm entailed by the ONB method
is in the range between 10−14 and 10−11, see Figure 9.2a. The ONB method fulfills
Dh = N up to numerical precision for all discretizations. The director vector can be
represented exactly with the help of the nodal values and the corresponding NURBS
basis functions. The results attained with the CPP method are completely different.
The L2-error norm of the director vectors is several orders of magnitude higher than
for the ONB method in all cases. The graphs of the error norms of all orders decrease
linearly in the double logarithmic diagram for mesh refinement with the exception of
coarse meshes, where the slope is smaller. A larger scale in Figure 9.2b allows taking
a closer look at the convergence rates and the behavior for rising orders. Beginning
with six elements per edge, the graph of order p+ 1 lies above the graph of order p for
all displayed orders. Thus, the error level increases with the order of the basis func-
tions for a fixed number of elements. The accuracy of the interpolated director vector
clearly deteriorates if the order is elevated using k-refinement. This behavior is due to
the high continuity entailed by k-refinement. The number of control points which have
influence on one element nen = (p + 1)2 grows with the order. Rising continuity in-
creases the geometrical distance between the control points and the integration points.
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Figure 9.2: Scordelis–Lo roof: Assessment of methods to compute nodal basis systems in
terms of the deviation of the interpolated director vector from the exact normal vector.
Thus, in the case of curved domains the angles between the individual nodal director
vectorsDI can differ significantly. A graphical illustration of this effect is provided in
Figure 4.5. The control points which have influence on the marked element lie close
to this element for the initial order p = 2 (see Figure 4.5b). In the case of p-refinement
they move closer towards the concerned element, see Figure 4.5c. Thus, the directions
of the nodal director vectors differ only slightly. In Figure 4.5d a k-refined mesh is
given. Here the directions of the nodal director vectors differ largely. The addition
of vectors with deviating directions leads to a deteriorated length and direction of the
interpolated vector; for more details see Section 4.2.4. If p-refinement is used, then the
quality of the interpolation of the director vector improves for order elevation and fixed
mesh size, see a detailed investigation on this topic in Adam et al. (2015). However,
the quality of nodal basis systems determined with the CPP method is still significantly
inferior to the ONB method. The effect of the quality of the interpolated director vector
on the mechanical response analysis is investigated in the following paragraph.
Influence of model choices (i) and (ii) on the deformation convergence behavior
It is not possible to quantify the impact of the model choices (i) and (ii) on the me-
chanical response analysis separately. Thus, the possible choices for (i) and (ii) have
to be combined. All RID schemes yield very similar results. Therefore only the RIDω
scheme is used here. Due to the exact representation of Dh by the ONB method,
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the results of each RED scheme exactly coincide with those of its corresponding RID
scheme. Thus, the two remaining choices within both (i) and (ii) add up to four com-
binations.
Convergence studies comparing these four combinations are given in Figure 9.3 for
orders p = 3 to p = 6. The convergence behavior is assessed on the basis of the
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(d) p = 6
Figure 9.3: Scordelis–Lo roof: Comparison of the deformation convergence behavior for dif-
ferent combinations of model choices (i) and (ii). All computations are performed using full
integration (FI).
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vertical deformation in point A, of which the location is defined in Figure 9.1. The de-
formations in all figures within this example are normalized to uref = −0.30202479,
which was determined by a computation with 200×200 elements of order p = 6 using
the RIDω scheme for the description of rotations and the ONB method to compute
the nodal basis systems. In all displayed orders the combination CPP-RND consti-
tutes the upper limit graph, and the combination ONB-RID the lower limit graph. The
used purely deformation-based formulation should generally entail convergence from
below to the exact solution with a monotonously decreasing approximation error (see
e.g. Bathe (2002)). Only the combination ONB-RID exhibits this behavior. If the CPP
method is used, then the interpolation of the director vector introduces an additional
error. This leads to an underestimation of the stiffness of the system, and thus the
deformations are overestimated. A positive effect for lower orders can be seen in Fig-
ures 9.3a and 9.3b, where this error and the approximation error partly cancel each
other. A similar difference occurs due to the choice between the RND and the RID
scheme. The usage of the more inaccurate RND concept leads to another additional
error which overestimates the deformation and rises with the order of the basis func-
tions. For low orders the error partly cancels with the approximation error. For higher
orders the error entailed by the combination CPP-RND is significantly larger than the
approximation error. Thus, for the order p = 6 in Figure 9.3d this combination per-
forms worst out of all four combinations. Combinations which contain only one of
the additional errors – namely CPP-RID and ONB-RND – yield quite good results for
orders three to five. For an order p = 6 these two combinations outperform all other
combinations for low numbers of elements, but the error level remains quite constant
for an increasing number of elements. Only the combination ONB-RID performs re-
liable for all orders. It converges from below and the error level decreases with rising
order of basis functions in all cases.
The combination CPP-RND represents the most common method to determine nodal
basis systems and to describe rotations in standard Lagrange-based shell formulations.
It is compared to the most accurate combination ONB-RID in Figure 9.4. For the low-
est order p = 2 the results are almost identical. The combination CPP-RND yields
better results than the combination ONB-RID for p = 4 and a low number of elements,
but shows oscillatory convergence behavior. The CPP-RND results for p = 6 are worse
than for p = 4 for every discretization. In contrast to that, a monotonous improvement
of the ONB-RID results for rising orders is clearly visible in Figure 9.4.
The behavior of the particular combinations depending on the order of the basis func-
tions is assessed in Figure 9.5 for p = 3 to p = 12. Order and continuity are elevated
as k-refinement is applied. The deformation errors of three combinations are given in
Figure 9.5 for meshes with 5 × 5, 10 × 10 and 20 × 20 elements. The combination
CPP-RID yields similar results to ONB-RND and is thus not displayed. The combina-
tion ONB-RID clearly shows correct convergence behavior as the error level decreases
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Figure 9.4: Scordelis–Lo roof: Comparison of the deformation convergence behavior for
h-refinement. All computations are performed using full integration (FI).
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Figure 9.5: Scordelis–Lo roof: Comparison of the deformation convergence behavior for order
elevation. All computations are performed using full integration (FI).
with rising order for all examined meshes. The two other combinations obviously di-
verge for rising orders, whereby the error level of the combination ONB-RND is lower
than of the combination CPP-RND beginning from p = 5. The pikes at low orders are
due to the passage of the exact value when the graphs change from underestimation to
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overestimation.
It is not possible to judge which combination performs best in general. Depending on
the ratio between all occurring errors, for each order a different combination produces
the best results. It is not possible to transfer these observations to other problems. Only
the combination ONB-RID converges from below for all orders of basis functions and
the error level monotonously decreases both for rising orders and decreasing element
sizes. In all other cases a reduction of the approximation error, e.g. by eliminating
locking effects, may lead to deteriorated results.
Conclusions of this numerical example
The conclusions drawn from this numerical example are summed up as follows:
• The ONB method is able to reproduce the exact normal vector in this example.
In contrast to that, the CPP method yields interpolated director vectors of which
the accuracy deteriorates with rising order of the basis functions.
• The combination ONB-RID yields the best deformation convergence behavior,
especially for higher orders. Only this combination converges from below for all
orders.
• Computations with the RND concept diverge for rising orders and fixed element
sizes.
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9.1.2 Pinched Cylinder
The pinched cylinder is a further numerical benchmark from the shell obstacle course.
It is a severe test for both inextensional bending modes and complex membrane states
(Belytschko et al. (1985)). The geometrical shape is a cylinder of radius R = 300 and
length L = 600. It is constrained at both ends by a rigid diaphragm. The material
is specified by a Young’s modulus E = 3.0 · 106, a Poisson’s ratio ν = 0.3 and a
wall thickness t = 3. The system is sketched in Figure 9.6. Only one eighth of the
F
2/L
Figure 9.6: Pinched cylinder: System sketch and material constants.
system is sketched and modeled due to symmetry. The rigid diaphragm is modeled by
fixing all in-plane displacements at the concerned edge as well as the rotation around
the tangent vector in circumferential direction. The L2-error norm assessing the devi-
ation of the interpolated reference director vector from the exact normal vector is not
shown for this example. The geometrical shape is the same as in Section 9.1.1. Thus,
the errors entailed by the CPP and the ONB method are qualitatively equivalent to the
results in Figure 9.2. The pinched cylinder is used to show the influence of the various
integration rules, especially in combination with the other two model choices. Fur-
thermore, the accuracy of the presented shell formulation is compared to isogeometric
reference shell formulations. All deformations in Figures 9.7 – 9.9 are normalized to
a deformation uref = 1.840 · 10−5 in direction of the load. This value is the rounded
result of a computation with 200× 200 elements of polynomial order p = 5, where the
combination ONB-RID and full integration (FI) is used.
Influence of the model choices on the deformation convergence behavior
The influence of the integration rules is examined in Figure 9.7. The differences be-
tween the various combinations of model choices (i) and (ii) are very small for this
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example. Results are shown for the combination ONB-RID, but the behavior is akin
for all other combinations of model choices (i) and (ii). Computations with full integra-
tion (FI), reduced integration (RI) and non-uniform integration (NI) are compared in
Figure 9.7. Full integration (FI) yields the worst results for all orders. The convergence
behavior is improved for all three displayed orders by using reduced integration (RI),
whereby the greatest difference occurs for p = 2. The significant improvement of the
accuracy for p = 2 is a clear indicator for the presence of locking, which is, from a
numerical point of view, caused by spurious constraints. The usage of less integra-
tion points reduces the number of constraints in the system, and thus reduces locking
effects (see Adam et al. (2015)). The graphs of full integration (FI) and reduced in-
tegration (RI) for an order p = 5 almost lie on top of each other. The reduction of
the number of integration points from ngp = 6 (FI) to ngp = 4 (RI) is not sufficient to
alleviate locking significantly. Thus, a further reduction of integration points is consid-
ered. The non-uniform integration rule (NI), which is presented in Section 6.5.2 and
bases on the work of Adam et al. (2015), is used. The number of integration points
is significantly reduced if this rule is applied. An overview of the required number
of integration points for all three integration rules considered in this thesis is given
in Table 9.1. The effect of the non-uniform integration rule (NI) on the convergence
behavior can be seen in Figure 9.7. The results of computations with the non-uniform
integration (NI) rule are more accurate than those with reduced integration (RI). Even
in the high order case p = 5 significant improvements are visible if non-uniform in-
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Figure 9.7: Pinched cylinder: Comparison of integration rules. All computations are per-
formed using the RID concept for the description of rotations. The nodal basis systems are
determined with the ONB method.
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Table 9.1: Pinched cylinder: Number of integration points for various discretizations.
elements order FI RI NI
10 × 10 2 900 400 196
30 × 30 2 8100 3600 1156
10 × 10 3 1600 900 196
30 × 30 3 14400 8100 1156
10 × 10 4 2500 900 256
30 × 30 4 22500 8100 1296
10 × 10 5 3600 1600 324
30 × 30 5 32400 14400 1444
10 × 10 6 4900 1600 400
30 × 30 6 44100 14400 1600
Table 9.2: Pinched cylinder: Comparison of computational costs in seconds for 30 × 30 ele-
ments of varying orders. Computations are performed with the RIDω and the RND rotational
scheme. Time is given in CPU seconds on one core of an Intel R© CoreTM i7-3520M CPU.
order p time for stiffness [s] time for
RIDω RND solution [s]
FI RI NI FI RI NI
2 0.39 0.18 0.09 0.17 0.11 0.06 0.25
3 1.34 0.83 0.28 0.76 0.5 0.24 0.45
4 4.00 1.86 0.81 2.57 1.32 0.73 0.67
5 10.27 5.62 2.17 7.21 4.20 2.06 1.00
6 23.23 10.63 5.09 17.80 8.93 4.85 1.66
tegration (NI) is used. Thus, locking occurs even for higher orders. A positive side
effect of non-uniform integration (NI) is a significant reduction of computational costs.
A comparison is given in Table 9.2 for the RIDω and the RND scheme. The time for
solution is independent of the integration rule and the rotational concept. In the case of
full integration (FI), the computational costs for the formation of the stiffness matrix
of the RIDω scheme are between 2.3 times and 1.3 times higher than for the RND
scheme. In the case of non-uniform integration (NI), this ratio reduces to 1.50 times
for an order p = 2, 1.17 times for p = 3 and 1.05 times for p = 6. As a rule of thumb,
it can be said that the computational costs of reduced integration (RI) are about half of
full integration (FI), whereas non-uniform integration (NI) is only about one fifth of it.
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Figure 9.8: Pinched cylinder: Comparison of the combinations of model choices (i), (ii) and
(iii) for an order p = 5.
The interaction between the integration rules and the model choices (i) and (ii) is
shown in Figure 9.8. The comparison between various combinations of (i) and (ii) in
Section 9.1.1 has shown that the combination CPP-RND always yields the upper limit
graph, and ONB-RID the lower limit graph. Only the ONB-RID graph converged from
below for all orders. The alleviation of locking effects by reduced integration (RI), or
by any other method, increases deformations in general. If deformations are overes-
timated due to an error entailed by the rotation description, then the application of
methods to alleviate locking can lead to worse results. For the example at hand, all
combinations of model choices (i) and (ii) underestimate the deformations for an or-
der p = 5 if full integration (FI) is used. Only the two limit combinations CPP-RND
and ONB-RID are displayed for the non-uniform integration (NI) rule, which improves
the results in both cases. The ONB-RID-NI graph still converges from below, whereas
the CPP-RND-NI graph slightly overestimates the deformation for 13 control points
per edge, see Figure 9.8. Thus, all combinations of model choices (i) and (ii) yield
similar results for this example. Non-uniform integration (NI) can be applied for all
combinations in order to alleviate locking, while results are always improved.
Comparison to reference results
The combination ONB-RID-NI is used to compare the accuracy of the presented shell
formulation with the isogeometric Kirchhoff–Love shell proposed in Kiendl et al.
(2009) and the isogeometric Reissner–Mindlin shell of Benson et al. (2010). The ra-
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Figure 9.9: Pinched cylinder: Comparison of the deformation convergence behavior to refer-
ence results. The own computations are performed using the RID concept for the description
of rotations and non-uniform integration (NI). The nodal basis systems are determined with the
ONB method.
tio between radius and wall thickness is R/t = 100, which classifies the system as
thin shell. Thus, transverse shear strains do not cause significant deformations. This
allows a comparison to results attained with Kirchhoff–Love shell formulations. A
comparison of the normalized deformation at the loaded point is given in Figure 9.9.
Computations are performed with order p = 2, p = 3 and p = 5. The presented
results of the combination ONB-RID-NI are slightly superior to the reference results
of Kiendl et al. (2009). Accuracy improves with rising order p of the NURBS basis
functions, which is not the case in the reference computations of Benson et al. (2010).
Conclusions of this numerical example
The conclusions drawn from this numerical example are summed up as follows:
• A reduction of integration points improves the deformation convergence behav-
ior as locking effects are alleviated.
• The newly proposed non-uniform integration scheme (NI) reduces computa-
tional costs while increasing accuracy. Thus, the efficiency is improved sig-
nificantly.
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• The deformation results are slightly better than reference solutions given in re-
cent literature. The combination ONB-RID-NI yields the most accurate results.
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9.1.3 Double curved free form surface
The differences between the results for the different combinations of the model
choices (i) and (ii) are very small in the benchmark examples from the shell obsta-
cle course presented above. Due to the constant curvature of the examples also the
RND concept for the description of the rotations yields accurate results. In contrast to
the two preceding examples, the double curved free form surface has a changing cur-
vature. This system is proposed in order to show the differences between the various
concepts for the model choices (i) and (ii). An accurate interpolation of the director
vector and a proper description of rotations is of huge importance for arbitrarily curved
free form surfaces. A sketch of the system is provided in Figure 9.10. The exact geom-
etry is defined in Appendix B.1. The dimensions of the system in x- and z-direction
are 11 and 15, respectively. This example was initially proposed in Dornisch et al.
(2013). The system is loaded by a line load in y-direction of py = 10 per unit length
x
y
z
A
Figure 9.10: Double curved free form surface: System sketch and material constants.
on the top edge. The lower edge is fully clamped and all other edges are free. The wall
thickness is t = 0.1, and the material properties are defined by a Young’s modulus of
E = 1.2 · 106 and a Poisson’s ratio of ν = 0.3 . Computations are fully linear and
performed for all orders from p = 3 to p = 6.
Interpolation of the reference director vector
The double curved free form surface is used to compare the methods to compute nodal
basis systems for arbitrarily curved geometries. The quality of the interpolated ref-
erence director vector Dh in the integration points is assessed with the help of the
L2-error norm defined in (9.2). The h-refinement study given in Figure 9.11 compares
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Figure 9.11: Double curved free form surface: Assessment of methods to compute nodal basis
systems in terms of the deviation of the interpolated director vector from the exact normal
vector.
the CPP to the ONB method for different orders p. The error entailed by the CPP
method is akin to Section 9.1.1. Only for coarse meshes higher orders perform better
than lower orders. The graphs of all orders have the same slope beginning from 20 el-
ements, whereby the error level increases with the order. The error norms of the ONB
method exhibit a different behavior than in Section 9.1.1. In this example the director
vector cannot be represented exactly with the NURBS basis functions. No choice of
nodal basis systems exists which fulfills Dh = N . The error entailed by the ONB
method decreases monotonically for order elevation and for mesh refinement. The
graphs of all orders are parallel for meshes with more than 20 elements per edge. The
error level of the ONB method is between one and three orders of magnitude smaller
than the error level of the CPP method. The influence of the two methods on the results
of the mechanical response analysis is investigated in the following.
Influence of model choices (i) and (ii) on the deformation convergence behavior
The influence of the model choices (i) and (ii) is assessed with the help of the de-
formation uy in point A, of which the location is given by (x, y, z) = (11, 6, 15).
Normalized deformation results and errors are given in Figures 9.13 – 9.16. The defor-
mation urefy = 1.027862 is used to normalize the values and to compute the errors, re-
spectively. This solution is attained with 180×180 elements of polynomial order p = 6
with the combination ONB-RID.
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Figure 9.12: Double curved free form surface: Comparison between various combinations of
model choices (i) and (ii) and the combination ONB-REDω. All computations are performed
using full integration (FI).
The differences between the various combinations of model choices (i) and (ii) are
shown in Figure 9.12 for the lowest and highest examined orders. It is to be noted,
that here the relative deviation of the deformation results of the respective combination
from the combination ONB-REDω is displayed. All combinations which use the ONB
method to compute nodal basis systems and at the same time rotate the interpolated di-
rector vector in the integration points (ONB-RIDω and ONB-RIDβ) quickly converge
to the results of the combination ONB-REDω. The difference between the results of
these three combinations is by far smaller than their total error. Thus, in the follow-
ing in most cases only results for ONB-RIDω are given and labeled as ONB-RID. The
deformation convergence behavior of all other formulations is different from the ONB-
REDω combination. Thus, the slope of their graphs in the diagrams in Figure 9.12 is
smaller than the slope of the ONB-RID graphs.
Five different combinations of model choices (i) and (ii) are compared in Figure 9.13
for all examined orders. The results of the combination ONB-RED and ONB-RID
coincide very well as described above. All combinations which use the CPP method
overestimate the deformation uy and converge from above. This effect increases with
growing order of the NURBS basis functions. Unlike in Section 9.1.1, here no positive
effect of the overestimation occurs. The results of all computations with the CPP
method deteriorate with rising order p. The best deformation convergence behavior
for p = 3 is attained with the combination ONB-RND. This is due to the fact that
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Figure 9.13: Double curved free form surface: Deformation convergence behavior of various
combinations of model choices (i) and (ii) for different orders and h-refinement. All computa-
tions are performed using full integration (FI).
the error of the rotational description and the approximation error cancel each other
out. But the results of this combination deteriorate for rising orders and fixed number
of elements. Only the combination ONB-RID entails convergence from below for all
orders of basis functions and correct convergence behavior for order elevation. Thus,
only the deformation convergence behavior of this combination can be improved by
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Figure 9.14: Double curved free form surface: Comparison of deformation convergence be-
havior between the RND and the RID concept. All computations are performed using full
integration (FI). The nodal basis systems are determined with the ONB method.
methods against locking. In all other cases the alleviation of locking effects will result
in an even higher overestimation of deformations.
The rotational concepts RID and RND are compared in Figure 9.14, where the ONB
method is used to compute nodal basis systems in both cases. The normalized defor-
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mations in Figure 9.14a show the deterioration of the RND results for rising orders.
Accurate results are attained only for p = 3. The RID results converge from below
and improve with rising orders. A double logarithmic diagram is given in Figure 9.14b
to depict the convergence behavior for mesh refinement. The error entailed by the
RND concept is lower than the error of the RID concept for p = 3. The error level of
both concepts is comparable for p = 4. The RID concept yields more accurate results
than the RND concept beginning from p = 5. The difference is almost one order of
magnitude for p = 6.
Effect of reduced integration
If the continuity between elements is non-uniform, then non-uniform integration (NI)
cannot be applied in the proposed form. In this example multiple entries in the knot
vector for orders p ≥ 4 lead to non-uniform continuity. Thus, only full integration (FI)
and reduced integration (RI) can be applied. Reduced integration (RI) is applied in
order to save computational costs. Locking effects are alleviated as a side effect. A
comparison of the deformation convergence behavior of computations using reduced
integration (RI) is given in Figure 9.15. The deformations of all graphs rise slightly as
the error induced by locking diminishes due to reduced integration (RI). Thus, the re-
sults of the RND concept get worse in most cases, while the results of the RID concept
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Figure 9.15: Double curved free form surface: Comparison of deformation convergence be-
havior between the RND and the RID concept for reduced integration (RI). The nodal basis
systems are determined with the ONB method.
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Figure 9.16: Double curved free form surface: Effect of reduced integration (RI) for the RND
and the RID concept. The nodal basis systems are determined with the ONB method.
improve. Deformations of the RID concept for orders 3 ≤ p ≤ 5 increase monotoni-
cally for h-refinement. In the case of p = 6 deformations are overestimated for coarse
meshes. The effect of reduced integration (RI) is clearly visible in Figure 9.16, where
the deformation errors are compared to full integration (FI). The deformation errors of
the RID concept, which are given in Figure 9.16a, decrease for all orders. The effect
is stronger for even orders than for uneven orders. This is due to the fact, that the
ratio between the integration points of full integration (FI) to reduced integration (RI)
is larger for even orders. Thus, the reduction of locking effects is more pronounced
for even orders. The situation is different for the RND concept given in Figure 9.16b.
Results improve only for order p = 3. In all other cases the error increases. This is
due to the fact that deformations are overestimated using full integration (FI) and grow
further if reduced integration (RI) is applied.
The findings about computational costs in Table 9.2 hold analogously for this example.
Computational costs significantly decrease if reduced integration (RI) is used. If the
RID concept is used, then reduced integration (RI) also improves the accuracy. In
contrast to that, reduced integration (RI) deteriorates the accuracy if the RND concept
is used.
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Conclusions of this numerical example
The conclusions drawn from this numerical example are summed up as follows:
• The ONB method is not able to compute nodal basis systems which interpolate
the director vector exactly for this example. But the error of the interpolated
director vector of the ONB method is at least one order of magnitude smaller
than the error of the CPP method. This difference increases for rising orders.
• All RID and RED concepts yield almost coinciding results for linear computa-
tions. The usage of one of these concepts in combination with the ONB method
is required in order to ensure convergence from below and convergence with
rising orders.
• The usage of reduced integration (RI) is only beneficial for the RID and RED
concepts. Computations with the RND concept converge from above. Thus, the
alleviation of locking effects by reducing the number of integration points yields
a larger absolute error.
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9.2 Nonlinear benchmarks involving finite rotations
and large deformations
Nonlinear benchmark examples are used to show the ability of the shell formulation to
handle large deformations and finite rotations. The interaction between all three model
choices is assessed with the help of three benchmark examples. The hemispherical
shell with hole is a common benchmark example to test the ability of elements to
model inextensional bending behavior and rigid body motions (see Simo et al. (1989)).
The cantilever subjected to end moment allows computations involving large rotations
to be compared to an analytical solution.
9.2.1 Hemispherical shell with hole
The hemispherical shell with hole is used to show the effect of the respective model
choices on the ability of the proposed shell formulation to handle large deformations
and finite rotations. The linear form of this benchmark example was proposed by
Macneal and Harder (1985). The geometry is a hemispherical shell with an 18◦ hole
in the center. The upper and lower edge are free. The system is loaded with radial
point loads 2F on the equatorial edge with alternating orientation every 90◦. Due to
symmetry only one fourth of the system is modeled. A system sketch of the symmet-
ric system used for the computations, a cross-section and the material parameters are
given in Figure 9.17. The radius of the hemisphere is given by R = 10 and the wall
thickness is t = 0.04. A Young’s modulus of E = 6.825 · 107 and a Poisson’s ratio of
ν = 0.3 are used as material parameters. The load F = 100 is applied in ten loadsteps
x
y
z
A
egde eerf
Figure 9.17: Hemispherical shell with hole: System sketch, cross-section through the left
symmetry axis and material constants.
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and yields large deformations and rotations. Nonlinear reference computations with fi-
nite shell elements can be found e.g. in Simo et al. (1990) and Wagner and Gruttmann
(2005). Nonlinear computations with isogeometric shell elements are reported in Hos-
seini et al. (2013, 2014), where results for discretizations with 16 and 256 elements are
provided. The consideration of transverse shear deformations entails a slight singu-
larity in the deformations at the loaded points. Thus, the solution tends to infinity for
decreasing element size. In the range of the considered element sizes, the effect of the
singularity is small in comparison to the differences between the respective rotational
concepts. Thus, a comparison of rotational concepts with the help of a deformation
convergence study is of significance. The deformation uref = 5.86799 is used as ref-
erence value in Figures 9.18 – 9.22 and in Tables 9.3 – 9.7. This value is attained
by determining the mean value of the deformation u computed with the integration
rules FI, RI and NI*, whereby the system is discretized with 200× 200 elements of or-
der p = 6. Nodal basis systems are computed using the ONB method, and the rotations
are described with the ∆RIDω concept.
Influence of model choices (i) and (ii) and comparison to finite element shell for-
mulations
The RND and the ∆RIDω concept are displayed as possible choices within model
choice (ii) for this example. All other concepts yield results which are almost or com-
pletely the same as RND or ∆RIDω. In Table 9.3 results of all six concepts, which
are presented in Chapter 7, are given for computations with the ONB method. Results
can be classified in two categories. The deviations within these groups are too small to
be visible in diagrams. Thus, only the RND and the ∆RIDω concept are displayed in
the diagrams in this section. A comparison of the four relevant combinations of model
choices (i) and (ii) is given in Figure 9.18 exemplary for orders p = 3 and p = 5. The
deformation convergence behavior of all combinations is akin to the linear examples in
Section 9.1. But here the difference between the RND and the ∆RIDω concept is much
larger than the difference between the CPP and the ONB method. Computations with
the combination ONB-∆RIDω converge monotonically from below for all orders. All
combinations using the RND concept converge from above, and thus are potentially
not suited for methods against locking effects.
The deformation convergence behavior of the two combinations ONB-RND and ONB-
∆RIDω is compared in Figure 9.19 for different orders p. Reference computations
with finite element shell formulations basing on linear Lagrange basis functions are
provided. The results of a purely deformation-based nonlinear four node shell element
are referred to as FE-D. This shell element uses the rotational formulation of Sauer
(1998) and the discrete shear gap (DSG) method (see Bletzinger et al. (2000)) to alle-
viate locking effects. Results of a nonlinear mixed hybrid quadrilateral shell element
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Figure 9.18: Hemispherical shell with hole: Comparison of the deformation convergence be-
havior for varying combinations of model choices (i) and (ii). All computations are performed
using full integration (FI).
basing on a Hu–Washizu variational formulation are referred to as FE-H. This element
formulation is described in Wagner and Gruttmann (2005). Both finite shell elements
were provided by Friedrich Gruttmann and are implemented in the same finite element
code as the isogeometric shell elements of this work. The normalized deformation dia-
gram in Figure 9.19a shows that all RND graphs for orders p ≥ 3 converge from above.
Furthermore, results deteriorate with rising order. Computations of order p = 6 with
the RND or the ∆RND concept were not stable for all discretizations, even for smaller
load steps. Thus, no graph of the RND concept is displayed for p = 6. The ∆RIDω
concept yields monotonically increasing accuracy for mesh refinement and order ele-
vation, and the graphs of all orders converge from below. The results of both concepts
are very similar for p = 2. The error level of these computations is significantly higher
than the error level of the reference finite element computations with linear basis func-
tions. This comparison suggests that locking effects seriously deteriorate the results
of isogeometric computations with second order basis functions. The double logarith-
mic diagram in Figure 9.19b provides the error of deformation for both concepts. The
∆RIDω concept requires significantly less elements than the RND concept to attain
an error lower than 0.1 % for orders 3 ≤ p ≤ 6. The number of iterations required
in the nonlinear Newton–Raphson equilibrium iteration is equal for all examined con-
cepts and discretizations. The iteration behavior of an exemplary load step is given in
Table 9.4. Quadratic convergence has been attained in all cases.
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Table 9.3: Hemispherical shell with hole: Relative error of the deformation u with respect to
the reference value uref = 5.86799. All computations are performed with full integration (FI).
The nodal basis systems are determined with the ONB method.
elements
formulation order 10× 10 30× 30
RND 3 -4.28363742155561E-02 4.00087276524252E-03
∆RND 3 -4.28363742155577E-02 4.00087276524430E-03
RIDβ 3 -6.44649256438835E-02 -8.69348649021884E-04
RIDω 3 -6.45244174221173E-02 -8.69705824729894E-04
∆RIDω 3 -6.44473948140103E-02 -8.68993805576190E-04
∆REDω 3 -6.44473948140154E-02 -8.68993805577855E-04
RND 6 divergence divergence
∆RND 6 divergence 7.05706017260654E-03
RIDβ 6 -1.06579855676914E-03 -2.78977424854276E-04
RIDω 6 -1.06597419957055E-03 -2.79213234907427E-04
∆RIDω 6 -1.06635006429157E-03 -2.78303543610914E-04
∆REDω 6 -1.06635006429157E-03 -2.78303543612579E-04
Table 9.4: Hemispherical shell with hole: Iteration behavior for 10 × 10 elements of order
p = 4 using full integration (FI). The load F = 100 is applied in five equal load steps. The
norm of the residual vector of the last load step is given. All computations are performed with
the ONB method to compute nodal basis systems.
iteration ∆RIDω RND
1 2.8284270E+01 2.8284271E+01
2 1.2151599E+05 1.4101331E+05
3 1.5203388E+03 2.0192055E+03
4 2.3697026E+01 3.3985848E+01
5 4.3381543E+02 4.7581465E+02
6 3.3912581E-01 1.8925289E-01
7 1.6487235E+00 1.2015995E+00
8 6.8534165E-06 1.6886424E-06
9 2.6063078E-08 1.4081317E-08
Effect of reduced integration
The reduced integration (RI) scheme is applied in order to save computational costs.
But the presence of strong locking effects for an order p = 2 also suggests the usage
of methods to alleviate locking. Especially for p = 2, reduced integration (RI) is an
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Figure 9.19: Hemispherical shell with hole: Comparison of deformation convergence behav-
ior between the RND and the ∆RIDω concept. All computations are performed using full
integration (FI). The nodal basis systems are determined with the ONB method.
effective mean to reduce locking effects, which will be shown in the following. Double
logarithmic diagrams displaying the error of deformation are given in Figure 9.20,
separately for the ∆RIDω and the RND concept. Reduced integration (RI) improves
the accuracy of computations with the ∆RIDω concept for all orders. The effect is
more pronounced for even orders, due to the higher ratio between integration points
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Figure 9.20: Hemispherical shell with hole: Effect of reduced integration (RI). The nodal basis
systems are determined with the ONB method.
of full integration (FI) to reduced integration (RI). The greatest gain of accuracy is
attained for p = 2. The impact of reduced integration (RI) on computations with the
RND concept is shown in Figure 9.20b. The results for p = 2 are akin to the ∆RIDω
concept. The accuracy improves significantly. In all other cases the accuracy of results
is slightly lower than for full integration (FI). This is due to the fact, that locking is
alleviated by reduced integration (RI), which leads to larger deformations. The RND
concept overestimates deformations and converges from above for higher orders. Thus,
methods to alleviate locking are counterproductive for the RND concept.
Effect of non-uniform integration
The number of integration points is further reduced in order to reduce computational
costs and at the same time alleviate locking effects. The example at hand requires
the usage of the NI* scheme for non-uniform integration as in one parametric direc-
tion no boundary conditions are set. Thus, in the third knot span from either side one
integration point is added. If the unaltered NI scheme is used, then the system re-
sponse is slightly too soft and the deformation convergence behavior is deteriorated.
However, the results of the NI and the NI* scheme converge to the same deforma-
tions. The principal behavior of the ∆RIDω and the RND concept for non-uniform
integration (NI*) is shown in Figure 9.21. The deformations of all computations are
slightly increased. This improves accuracy significantly for low order computations
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Figure 9.21: Hemispherical shell with hole: Comparison of deformation convergence behavior
for non-uniform integration (NI*). The nodal basis systems are determined with the ONB
method.
with p = 2. The graph of the ∆RIDω concept converges from below. The accuracy of
the RND concept is also significantly improved for coarse meshes. But beginning from
25 elements per edge, deformations are overestimated and the graph for p = 2 shows
the same behavior as the RND graphs of higher orders. The isogeometric results for
p = 2 are similar to the results of the displacement-based finite shell element formula-
tion FE-D, but still outperformed by the mixed hybrid finite shell element formulation
FE-H. Thus, locking is not completely removed. High order computations with the
∆RIDω concept slightly overestimate the deformations and converge from above as
well as show some oscillatory behavior. The RND graphs for the orders p = 3 and
p = 4 are akin to their fully integrated counterparts. Computations with the RND or
the ∆RND concept did not converge for all discretizations of order p = 5. Thus, this
graph is not displayed. Double logarithmic diagrams in Figure 9.22 provide the effect
of non-uniform integration (NI*) separately for both concepts. Results for the ∆RIDω
concept are given in Figure 9.22a. A significant gain in accuracy can be seen for the
order p = 2 for all discretizations. The accuracy of computations with p = 4 is only
improved for fine meshes. For p = 5 and p = 6 oscillations lead to the two peaks.
The accuracy is in the same range as for full integration (FI). The oscillations prevent
an improved deformation convergence behavior. Nevertheless, non-uniform integra-
tion (NI*) is also an attractive choice for higher order computations with the ∆RIDω
concept due to the reduction of computational costs. The situation is completely dif-
ferent for the RND concept. The deformation convergence behavior of computations
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Figure 9.22: Hemispherical shell with hole: Effect of non-uniform integration (NI*). The
nodal basis systems are determined with the ONB method.
with p = 3 and p = 4 is slightly deteriorated. Results for order p = 2 initially profit
from the reduction of integration points, but beginning from 30 elements per edge the
deformation is overestimated and the deformation convergence behavior of p = 2 is
akin to higher orders. The efficiency of non-uniform integration (NI*) for the RND
concept has to be judged with the help of computational costs.
Comparison of computational costs
The effect of the various integration rules and concepts for the description of rota-
tions on the deformation convergence behavior is evaluated above. The computational
costs entailed by the various model choices have to be considered in the assessment of
methods. Both costs to compute a given discretization and costs to attain a pre-defined
error level are given in the following. Computational costs are measured in CPU sec-
onds. All formulations are implemented into the finite element framework FEAP. The
formation of the stiffness matrix is performed serially in order to exclude scaling ef-
fects. The global system of equations is solved with the PARDISO solver from the
Intel R© Math Kernel Library. All computations in Tables 9.5-9.7 are performed with
one core of an Intel R© CoreTM i7-3520M CPU. The computational costs for the me-
chanical response analysis of a discretization with 100 elements of varying order is
compared in Table 9.5 between the ∆RIDω and the RND concept. The ∆RIDω con-
cept is the fastest of all RID and RED concepts. The computational costs of the ∆RND
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concept are akin to the RND concept. If full integration (FI) is used, then the compu-
tational costs of the ∆RIDω concept are about 40 % higher than the computational
Table 9.5: Hemispherical shell with hole: Computational costs for 10×10 elements of varying
orders p. The load F = 100 is applied in ten equal load steps. All computations are performed
with the ONB method to compute nodal basis systems.
(a) full integration (FI)
total time per iteration error of
formulation p ngp time stiffness solution deformation
∆RIDω 3 1600 18.59 s 0.16 s 0.01 s 6.4447E-02
∆RIDω 4 2500 49.78 s 0.52 s 0.02 s 8.3283E-03
∆RIDω 5 3600 124.01 s 1.36 s 0.03 s 2.3198E-03
∆RIDω 6 4900 286.54 s 3.20 s 0.04 s 1.0664E-03
RND 3 1600 13.67 s 0.11 s 0.01 s 4.2836E-02
RND 4 2500 35.02 s 0.35 s 0.02 s 2.6963E-02
RND 5 3600 86.63 s 0.94 s 0.03 s 3.6667E-02
(b) reduced integration (RI)
total time per iteration error of
formulation p ngp time stiffness solution deformation
∆RIDω 3 900 13.10 s 0.10 s 0.01 s 5.0965E-02
∆RIDω 4 900 25.28 s 0.24 s 0.02 s 5.5539E-03
∆RIDω 5 1600 67.66 s 0.71 s 0.03 s 2.1253E-03
∆RIDω 6 1600 127.01 s 1.36 s 0.04 s 8.5355E-04
RND 3 900 10.36 s 0.07 s 0.01 s 2.7512E-02
RND 4 900 19.88 s 0.18 s 0.02 s 2.9792E-02
RND 5 1600 51.61 s 0.53 s 0.03 s 3.6976E-02
(c) non-uniform integration (NI*)
total time per iteration error of
formulation p ngp time stiffness solution deformation
∆RIDω 3 256 8.76 s 0.05 s 0.01 s 5.8671E-02
∆RIDω 4 256 15.97 s 0.13 s 0.02 s 2.1354E-03
∆RIDω 5 324 33.12 s 0.32 s 0.03 s 1.1796E-04
∆RIDω 6 400 68.87 s 0.71 s 0.04 s 9.2169E-04
RND 3 256 8.00 s 0.04 s 0.01 s 3.6811E-02
RND 4 256 14.26 s 0.11 s 0.02 s 3.4242E-02
RND 5 324 28.86 s 0.27 s 0.03 s 3.9709E-02
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costs of the RND concept. This increase reduces to about 30 % for reduced integra-
tion (RI). For non-uniform integration (NI*), the ∆RIDω concept entails about 10 %
Table 9.6: Hemispherical shell with hole: Required discretization and computational costs to
attain an error of the deformation u of± 0.10 %. The load F = 100 is applied in ten equal load
steps. All computations are performed with the ONB method to compute nodal basis systems.
(a) full integration (FI)
total time per iteration error of
formulation p nel ngp time stiffness solution deformation
∆RIDω 2 7396 66564 405.70 s 3.13 s 1.48 s -1.0341E-03
∆RIDω 3 784 12544 131.36 s 1.30 s 0.17 s -1.0450E-03
∆RIDω 4 324 8100 154.79 s 1.70 s 0.07 s -9.0866E-04
∆RIDω 5 169 6084 214.24 s 2.35 s 0.05 s -9.8262E-04
∆RIDω 6 121 5929 349.62 s 3.90 s 0.06 s -8.7228E-04
RND 2 5329 47961 207.41 s 1.41 s 0.92 s -1.0302E-03
RND 3 3364 53824 431.79 s 3.72 s 1.20 s 1.0488E-03
RND 4 4761 119025 1807.63 s 17.25 s 3.70 s 1.0451E-03
RND 5 6400 230400 6200.31 s 61.43 s 9.90 s 1.0105E-03
(b) reduced integration (RI)
total time per iteration error of
formulation p nel ngp time stiffness solution deformation
∆RIDω 2 1600 6400 50.60 s 0.36 s 0.19 s -1.0391E-03
∆RIDω 3 729 6561 81.99 s 0.75 s 0.15 s -1.0014E-03
∆RIDω 4 256 2304 61.28 s 0.60 s 0.07 s -1.0496E-03
∆RIDω 5 169 2704 114.99 s 1.22 s 0.05 s -9.2544E-04
∆RIDω 6 100 1600 127.01 s 1.36 s 0.04 s -8.5355E-04
RND 2 1936 7744 50.38 s 0.29 s 0.25 s 1.0299E-03
RND 3 3481 31329 335.87 s 2.55 s 1.25 s 1.0192E-03
RND 4 5329 47961 1199.22 s 9.40 s 4.35 s 1.0331E-03
RND 5 6400 102400 4177.48 s 35.10 s 9.90 s 1.0200E-03
(c) reference finite shell elements
total time per iteration error of
formulation p nel ngp time stiffness solution deformation
FE-D 1 1681 6724 15.57 s 0.09 s 0.06 s -1.0101E-03
FE-H 1 2304 9216 12.16 s 0.11 s 0.09 s -1.0394E-03
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higher computational costs than the RND concept. The computational costs of reduced
integration (RI) are between 50 % and 70 % of the costs for full integration (FI). If non-
uniform integration (NI*) is used, computational costs reduce to about 25 % to 50 % of
the full integration (FI) costs. The efficiency of an element formulation is measured
by the relation between computational costs and entailed error. Thus, computational
costs for a pre-defined error bound are compared for various orders and different model
choices (ii) and (iii). The target error in Tables 9.6 and 9.7 is ±0.1 %. The appropriate
discretization and the computational costs are given for various orders and combina-
tions of model choices. In the case of full integration (FI), the ∆RIDω concept with an
order p = 3 is the most efficient choice. But the total computational time of 131.36 s
is significantly higher than the computational time of the fastest reference finite shell
element with 12.16 s. Reduced integration (RI) increases the accuracy and cuts com-
putational costs. Here the RND and the ∆RIDω concept yield comparable costs of
50.38 s and 50.60 s, respectively. But the computational costs are still about four times
higher than for the reference finite shell elements. The results of the non-uniform inte-
Table 9.7: Hemispherical shell with hole: Required discretization and computational costs to
attain an error of the deformation u of ± 0.10 % for non-uniform integration (NI*). The load
F = 100 is applied in ten equal load steps. All computations are performed with the ONB
method to compute nodal basis systems.
(a) non-uniform integration (NI*)
total time per iteration error of
formulation p nel ngp time stiffness solution deformation
∆RIDω 2 900 1296 20.35 s 0.11 s 0.10 s -9.0700E-04
∆RIDω 3 576 1024 32.13 s 0.23 s 0.11 s -1.0403E-03
∆RIDω 4 225 529 30.40 s 0.26 s 0.06 s 9.8361E-04
∆RIDω 5 361 851 103.78 s 1.01 s 0.15 s 1.0107E-03
∆RIDω 6 400 1024 226.23 s 2.32 s 0.24 s 9.5031E-04
RND 2 4225 5041 101.46 s 0.39 s 0.72 s 1.0395E-03
RND 3 3969 5041 332.10 s 1.24 s 1.55 s 1.0182E-03
RND 4 5929 7225 938.09 s 5.40 s 5.19 s 1.0167E-03
(b) reference finite shell elements
total time per iteration error of
formulation p nel ngp time stiffness solution deformation
FE-D 1 1681 6724 15.57 s 0.09 s 0.06 s -1.0101E-03
FE-H 1 2304 9216 12.16 s 0.11 s 0.09 s -1.0394E-03
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gration (NI*) reveal a completely different picture. The efficiency of the RND concepts
deteriorates for p = 2 and stays almost constant for higher orders. In contrast to that,
the efficiency of the ∆RIDω concept increases significantly and is almost comparable
to the reference finite shell element. The computational costs are only 30.7 % higher
than the costs of the deformation-based finite shell element. It is to be noted, that the
number of integration points of the ∆RIDω concept is significantly lower than for the
finite shell elements FE-D (1296 in comparison to 6724). A more complicated material
law, which entails additional effort at the integration points, is able to change the situ-
ation in favor of the proposed isogeometric shell formulation if the ∆RIDω concept is
used.
Conclusions of this numerical example
The conclusions drawn from this numerical example are summed up as follows:
• Only the usage of the RID rotational concepts in combination with the ONB
method yields correct convergence behavior. The influence of the rotational con-
cepts is significantly larger than the influence of the method to compute nodal
basis systems.
• All RID and RED concepts yield almost coinciding results for nonlinear com-
putations. The accuracy and robustness of RID computations is significantly
superior to RND or ∆RND computations. All concepts converge to the same
value as reference computations with Lagrange-based finite shell elements.
• The usage of reduced integration (RI) and non-uniform integration (NI*) in or-
der to alleviate locking effects is only beneficial for RID concepts. The accu-
racy of computations with the RND concept deteriorates if non-uniform integra-
tion (NI*) is used.
• Computations using the ∆RIDω concept in combination with non-uniform inte-
gration (NI*) are competitive to reference Lagrange-based finite shell elements
in terms of computational costs to attain a given error level.
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9.2.2 Cantilever subjected to end moment
The roll-up of a cantilevered flat plate strip is used to test the handling of large ro-
tations. The existence of an analytical solution favors the usage of this benchmark
example throughout literature on finite rotation shell analysis. It is used e.g. in Simo
et al. (1990) and Sze et al. (2004). Here, a plate strip of length L = 12 and widthB = 1
is chosen. The Poisson ratio is set to ν = 0 in order to allow beam-like behavior. One
end of the plate strip is clamped, whereas the other end is loaded with a uniform line
moment m = M
B
. The thickness of the beam is t = 0.1 and a Young’s modulus of
E = 1.2 · 106 is chosen. A system sketch is given in Figure 9.23. No additional
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Figure 9.23: Cantilever subjected to end moment: System sketch and material constants.
boundary or linking conditions are set. The analytical solution for the displacement u
is given according to beam theory by
u (M) =
[
M0
M
sin
(
M
M0
)
− 1
]
L (9.3)
with M0 = EIL =
25
3
. The plate is fully rolled up for a moment Mmax = 2piM0.
The moment Mmax is applied in ten equal load steps. The resulting deformation u
is given by u (Mmax) = 12. The endpoint rotation of 2pi for M = Mmax requires a
multiplicative update of the rotational tensorR due to the singularity ofR for ω = 2pi.
Thus, only rotational schemes with multiplicative update, i.e. ∆RIDω and ∆RND,
are used for this example. Rotational schemes with purely additional update fail to
converge beginning from about M = 0.3Mmax. The method to compute the nodal
basis systems has no influence for this example as the initial geometry is planar. The
nodal basis systems yielded by the ONB and the CPP method are equivalent. Thus, all
differences in the results are due to the choice of the rotational concept.
Influence of the absolute value of rotations
A sample deformation sequence is provided in Figure 9.24. The initial and four inter-
mediate configurations are plotted in gray, whereas the fully rolled up system is colored
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Figure 9.24: Cantilever subjected to end moment: Plot of the deformed configuration for
M = {0, 0.2, 0.4, 0.6, 0.8, 1.0} ·Mmax. The deformation u for M = Mmax is plotted onto the
deformed configuration.
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Figure 9.25: Cantilever subjected to end moment: Comparison of deformation paths for vary-
ing meshes with order p = 5. All computations are performed using full integration (FI).
according to the final deformation u. The deformation paths of the deformation u of
several discretizations of order p = 5 are given in Figure 9.25. The ∆RIDω concept
yields reasonable results even for the coarsest mesh. The deformation paths for eight
or more elements cannot be distinguished from the exact solution by the eye in Fig-
ure 9.25a. The results entailed by the ∆RND concept in Figure 9.25b are completely
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Figure 9.26: Cantilever subjected to end moment: Comparison of deformation convergence
behavior for varying orders p.
different. Computations with two, four and eight elements do not converge at all. The
deformation paths of the finer discretizations are clearly distinguishable from the exact
solution, even for 64 elements. The effect of the more precise description of rotations,
which is attained by the ∆RIDω concept, grows with the absolute value of the rota-
tion. Small rotations are described accurately by both concepts. The ∆RIDω concept
is considerably superior to the ∆RND concept beginning from M/Mmax = 0.2.
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Comparison of deformation convergence behavior
The endpoint rotation in point A is used to assess the mesh convergence behavior for
several orders of basis functions. Results are provided in Figure 9.26 separately for two
integration schemes. Full integration (FI) is used in Figure 9.26a. Both concepts per-
form comparable for p = 2. If higher orders are used, then the results attained with the
∆RIDω concept converge from below, whereas those of the ∆RND concept converge
from above. The accuracy of computations with the ∆RIDω concept improves with
rising order, and all computations are stable. In contrast to that, computations of coarse
meshes with high orders do not converge if the ∆RND concept is used. Thus, the full
load cannot be applied, even if more load steps are used. Furthermore, the accuracy
deteriorates with rising order of the basis functions. The effect of non-uniform integra-
tion (NI*) is shown in Figure 9.26b. The accuracy of computations with the ∆RIDω
concept improves significantly in comparison to full integration (FI), especially for
lower orders. This is due to the alleviation of locking effects. The usage of non-
uniform integration (NI*) in combination with the ∆RND concept is not beneficial.
The alleviation of locking effects leads to convergence from above for all orders with
a higher absolute error than for full integration (FI). Especially for p = 2, the results
change significantly. Furthermore, finer meshes are required to attain stable computa-
tions. The combination ∆RIDω-NI* requires significantly less elements in this exam-
ple to reach a predefined error level than the combinations ∆RND-FI or ∆RND-NI*. It
Table 9.8: Cantilever subjected to end moment: Iteration behavior for 32×1 elements of order
p = 5 using full integration (FI). The load M = Mmax is applied in ten equal load steps. The
norm of the residual vector of the last load step is given.
iteration ∆RIDω ∆RND
1 2.1375834E+00 2.1375830E+00
2 1.2782489E+04 1.6144596E+04
3 1.9822452E+03 2.7565733E+03
4 9.2875374E+01 1.6766188E+02
5 1.4143263E+00 1.9529231E+00
6 1.8112112E+01 4.1794577E+01
7 5.5100674E-02 9.0978372E-02
8 2.0079937E+00 8.1951355E+00
9 7.0929350E-04 2.1610674E-03
10 1.9334367E-03 2.8348200E-02
11 1.0259616E-09 1.1897684E-07
12 1.5258169E-10
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can be seen clearly that the description of rotations by the ∆RND concept leads to an
overestimation of deformations. Locking yields an underestimation of deformations.
If no measures against locking are taken, then these two errors partly cancel each other
out. But in case locking is alleviated, as is done by using non-uniform integration (NI*),
the alleviation of locking can lead to a deterioration of accuracy. Thus, the usage of
methods against locking is only beneficial if the more precise ∆RIDω concept is used.
The iteration behavior of the last load step of a sample computation is given in Table 9.8
for both considered concepts. The iteration behavior of all other load steps is akin.
All other stable computations showed similar behavior in the nonlinear iteration. The
application of a perturbation force in lateral direction, similar to the numerical example
in Ibrahimbegovic´ et al. (1995), has no significant influence on the iteration behavior.
Conclusions of this numerical example
The conclusions drawn from this numerical example are summed up as follows:
• Only rotational formulations with a multiplicative update are able to compute
this example. The ∆RIDω concept yields more robust computations than the
∆RND concept.
• The accuracy of computations involving large rotations with the ∆RIDω concept
is significantly better than with the ∆RND concept. The difference grows with
rising absolute value of the rotations.
• The usage of reduced integration (RI) and non-uniform integration (NI*) in order
to alleviate locking effects is only beneficial for the ∆RIDω concept.
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9.3 Treatment of geometries containing sharp kinks
and complex intersections
The treatment of geometries which combine smooth surfaces and intersections with
kinks is a delicate topic in shell analysis. The employed shell theory yields stiff-
ness against two rotations in smooth regions, whereas no or almost no stiffness arises
against the third rotational degree of freedom. But, in order to treat shell intersections
in a physically correct way, the usage of three rotational degrees at kinks is mandatory.
It is reasonable to use two rotational degrees of freedom in smooth regions and three
rotational degrees of freedom at kinks in order to obtain stable and realistic computa-
tions. Thus, a distinction between nodes located on kinks and nodes located in smooth
regions is necessary. This distinction cannot be conducted automatically in common
Lagrange-based shell finite elements. Thus, a common remedy is the usage of drilling
rotation stabilization, see e.g. Benson et al. (2010). However, this is at the expense of
inserting artificial stiffness, which influences the deformation results depending on an
empirical parameter. The information about smoothness provided by NURBS surfaces
allows an automatic distinction of nodes. Thus, the computation of shell structures
with kinks without the usage of drilling rotation stabilization is possible. A fully auto-
matic procedure for this distinction is proposed in Section 5.2. It converts the implicit
information about smoothness provided by NURBS surfaces into explicit information
for every node. Nevertheless, a threshold value is required for this distinction.
With the help of the simple shallow truss structure an indicative value for the angle of
tolerance cangle is proposed. This is required as the stiffness against the third (drilling)
rotational degree of freedom approaches zero with diminishing intersection angle. As a
consequence, the condition of the stiffness matrix deteriorates and numerical problems
may arise. The treatment of a kink as smooth introduces at least a minor discretization
error. Thus, the choice of cangle is a compromise between stability and accuracy. The
channel section beam under point load is a numerical benchmark to test the capability
of the presented shell formulation to compute shell structures with kinks. Linear and
nonlinear computations involving large rotations are conducted. Reference computa-
tions with the isogeometric shell elements presented in Benson et al. (2010), which
are implemented in the commercial finite element code LS-DYNA, are provided. The
accuracy of all presented rotational concepts for geometries with large and arbitrary
curvature in combination with kinks is assessed with the help of the free form surface
with arbitrary curvature and kink. The intersection angle of the kink changes from 90 ◦
to almost 0 ◦. Thus, the influence of the angle of tolerance cangle in case of complex
geometries can be studied. The ability of the presented shell formulation to handle
complex intersections with more than two intersecting patches is shown with the help
of the pyramid under surface load.
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9.3.1 Simple shallow truss structure
The aim of this simple numerical example is to propose an indicative value for the
angle of tolerance cangle, which is the threshold value for the distinction if nodes are
located at kinks or in smooth regions. The structure consists of two plane plate stripes
which intersect at a variable angle α at the apex. Stiffness against drilling rotations is
generated solely by the intersection due to the plane character of the patches. Thus,
this geometry represents the worst case for the generation of stiffness against drilling
rotations. The lower ends of both patches are fully clamped. A sketch of the system
is given in Figure 9.27. The Young’s modulus is 2.1 · 105 and the Poisson’s ratio is
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Figure 9.27: Simple shallow truss structure: System sketch and material constants.
ν = 0.3. The wall thickness is chosen to be t = 0.1. The load Fy = 1.0 is distributed
as a constant line load over the whole apex. All degrees of freedom are held at both
clamped ends. The height h is varied between h = 0.001 and h = 1.0. Thus, the angle
α = arctan (h/10) + arctan (h/7) (9.4)
takes values between 0.01391 ◦ and 13.8407 ◦. The stiffness against drilling in the
nodes located at the apex is zero for α = 0 ◦ and grows with rising α. The accuracy of
computations is assessed with the help of the deformations in y-direction of point A at
the apex. In general, the condition of a matrix is judged with the help of the condition
number, which provides a measure for possible errors entailed by arithmetic operations
in the solution process. The ratio between maximum and minimum diagonal entry is
used as an estimate for the condition of the stiffness matrix. All computations are
linear and full integration (FI) is used. The RIDω scheme is used for the description
of rotations. The results do not differ significantly between all proposed rotational
concepts. Thus, the influence of the model choices (i) to (iii) is not studied in this
example.
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(b) Error of deformation at point A for calcula-
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Figure 9.28: Simple shallow truss structure: Influence of the classification of nodes at the
intersection on the condition of the stiffness matrix and on the deformation results. Different
orders p illustrate the effect of k-refinement. All computations use 20× 2 elements.
Two studies about the influence of the value of the intersection angle α on the condition
of the stiffness matrix are provided in the following. In addition to that, the associated
error of the calculation with five degrees of freedom at the intersection is given for
each study. This error is computed relative to the mechanical correct calculation with
drilling degrees of freedom using the same discretization. The interrelation between
the intersection angle α and the order of the NURBS basis functions is exemplified
in Figure 9.28 for meshes with 20 × 2 elements. The condition estimate depending
on the intersection angle α is given in Figure 9.28a. The associated error is plotted
in Figure 9.28b. Corresponding results for the interrelation with the element size are
given in Figure 9.29 for basis functions of order p = 4. The results of both studies are
akin, thus the following conclusion is valid for both kinds of refinement. The condition
estimate for calculations with six degrees of freedom at the apex grows exponentially
for a decreasing intersection angle α, whereas the deformation error decreases expo-
nentially. The condition of calculations with five degrees of freedoms stays more or
less constant. For a constant intersection angle α, the condition deteriorates and the
error decreases with rising order of the NURBS basis functions as well as with mesh
refinement. Depending on the desired accuracy, a limit intersection angle between 1 ◦
and 3 ◦ seems to be reasonable. A value cangle = 2 ◦ is suggested. The computation
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Figure 9.29: Simple shallow truss structure: Influence of the classification of nodes at the
intersection on the condition of the stiffness matrix and on the deformation results. Different
meshes of order p = 4 illustrate the effect of h-refinement.
of this example with α = 2 ◦ as if the intersection would be smooth leads to a relative
error in the range of 10−4 with respect to computations using the correct classification.
This alteration of the results is negligible in comparison to the effects of drilling rota-
tion stabilization. However, further numerical examples should be considered to find
a generally valid limit intersection angle. Within this thesis cangle = 2 ◦ is used as an
indicative value.
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9.3.2 Channel section beam under point load
The ability of the presented shell formulation to compute thin-walled geometries with
intersections is shown with the help of this example. Nonlinear computations allow a
comparison of all proposed rotational concepts. The geometry is a cantilevered beam
modeled by three adjoined plane shell stripes. Geometrical and material data are cho-
sen as proposed in Sauer (1998) and Wagner and Gruttmann (2005). A point load F
is applied at the free end at the intersection of web and upper flange. A system sketch
and the center line model of the cross-section are given in Figure 9.30. The length of
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Figure 9.30: Channel section beam: System sketch, cross-section and material constants.
the beam is L = 900 cm. Young’s modulus and Poisson’s ratio are E = 21000 kN/cm2
and ν = 0.3, respectively. The wall thickness of the web is s = 1.0 cm, whereas the
flanges are t = 1.6 cm thick. All degrees of freedom at the clamped end are fixed. In
the coarsest mesh, the web is discretized with 18 × 3 elements and each flange with
18× 1 elements. All initial elements are equally subdivided in both parametric direc-
tions for mesh refinement studies. Order elevation is performed using k-refinement.
Control points which are located at the intersection are automatically assigned three
rotational degrees of freedom by the classification criterion proposed in Section 5.2.
The convergence behavior is studied for several orders and compared to reference com-
putations in the linear and the geometrically nonlinear case. The applied load yields
large rotations in the nonlinear case, which allows a good comparison of the presented
rotational concepts. The influence of integration rules is assessed. Reference computa-
tions in FEAP with the Reissner–Mindlin shell formulation proposed in Klinkel et al.
(2008) are labeled by reference Lagrange shell in the following. This formulation is
based on linear Lagrange basis functions and describes rotations in the same manner
as the RND concept. Nodes have to be classified manually due to the lack of geomet-
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ric information. Computations in LS-DYNA with the isogeometric Reissner–Mindlin
shell formulation of Benson et al. (2010) serve as a further reference. A current devel-
opment version from January 2014 was used for the calculations. The usage of three
global rotations for every control point in combination with drilling rotation stabiliza-
tion avoids a classification of nodes. But the choice of the drilling rotation stabilization
parameter DRCPRM slightly influences the deformation convergence behavior.
Linear computations
A force F = 1 kN is applied in the linear case. The vertical deformations uz of the
loaded control point are plotted in Figure 9.31. They are normalized to the reference
value urefz = −1.483710 cm, which is attained with 468×130 elements of order p = 6
using the RIDω concept and full integration (FI). The results yielded by the different
rotational concepts do not differ perceptibly from each other. The differences are sev-
eral orders of magnitude smaller than the computed deformation errors. This is due
to the flatness of the patches in combination with the linear character of the computa-
tions. Thus, only one curve is plotted for every order of the proposed shell formulation.
The deformation error with respect to the reference value urefz is plotted in Figure 9.32
with logarithmic axes in order to show the behavior for fine meshes. Figures 9.31
and 9.32 clearly demonstrate that the proposed shell formulation shows correct conver-
gence behavior for h-refinement as well as for order elevation. All conducted reference
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Figure 9.31: Channel section beam: Normalized deformations for linear computations with
F = 1 kN. All computations are performed using the RIDω concept and full integration (FI).
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Figure 9.32: Channel section beam: Error of deformations for linear computations with
F = 1 kN. All computations are performed using the RIDω scheme and full integration (FI).
computations converge to the reference value urefz , too. The deformation convergence
behavior of the reference isogeometric Reissner–Mindlin shell in LS-DYNA slightly
depends on the choice of the drilling rotation stabilization parameter DRCPRM. Thus,
two curves with exemplary choices for DRCPRM are plotted. The computations with
LS-DYNA use reduced integration (RI) as recommended in the LS-DYNA manual. If
a larger value for DRCPRM is chosen, the deformation convergence behavior deterio-
rates. Values of DRCPRM lower than 0.01 do not alter the deformation convergence
behavior significantly, but the condition of the stiffness matrix deteriorates with de-
creasing DRCPRM.
Influence of integration schemes
The influence of the employed integration scheme is shown in Figure 9.33. Besides
full integration (FI) also reduced integration (RI) and non-uniform integration (NI*) is
applied. The normalized deformations are plotted in Figure 9.33a. Reduced integra-
tion (RI) yields more accurate results than full integration (FI), which can be justified
by the alleviation of locking effects. Furthermore, the lower number of integration
points saves computational costs. Non-uniform integration (NI*) yields too soft be-
havior for this example. Deformations are overestimated, especially for coarse meshes,
and the absolute error of the deformation results is higher than for full integration (FI).
This shows that this new integration scheme requires comprehensive numerical test-
ing in order to establish reliable rules for the distribution of integration points. Non-
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Figure 9.33: Channel section beam: Convergence behavior depending on the employed inte-
gration scheme. All computations are linear and the RIDω scheme is used.
uniform integration (NI*) is no longer considered for this example in the following.
A double-logarithmic error diagram is provided in Figure 9.33b in order to show the
effect of reduced integration (RI) for all meshes. The accuracy of all computations
with reduced integration (RI) is superior to their fully integrated (FI) counterparts. It
is to be remarked, that the graph for p = 2 and reduced integration (RI) coincides very
well with the LS-DYNA graph, which is computed with DRCPRM = 0.01 and p = 2.
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Thus, if the same integration rule is chosen and DRCPRM is chosen correctly, then the
proposed shell formulation and the formulation of Benson et al. (2010) yield coincid-
ing results.
Geometrically nonlinear computations
Nonlinear computations involving large rotations allow a good comparison of the abil-
ity of all rotational formulations to handle geometries with kinks. A force F = 15 kN
is applied in 30 uniform load steps. A deformation figure given in Figure 9.34 il-
lustrates the magnitude of the deformations and rotations. A study of the resulting
vertical deformations for NURBS of order p = 2 and p = 4 is given in Figure 9.35.
The results of four different rotational formulations as well as two reference computa-
tions are provided. The RND and the ∆RND concept yield exactly the same results.
Figure 9.34: Channel section beam: Initial and deformed geometry for a load F = 15 kN.
The displacement in z-direction is plotted as isosurface. The computation is performed with
the ∆RIDω scheme and full integration (FI) on a mesh with 72× 20 elements of order p = 2.
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Figure 9.35: Channel section beam: Deformation convergence study of nonlinear computa-
tions with F = 15 kN.
Thus, only the RND results are provided. Both the RND and the ∆RIDω concept
converge to the same deformation value as the reference computations with the La-
grange shell formulation. The characteristics of the RND and the ∆RIDω graphs are
akin to the prior examples. The ∆RIDω computations converge from below, whereas
the RND computations converge from above for p = 4. The deformation results for
360 × 100 elements of fourth order are uz = −209.043 cm for the ∆RIDω concept
and uz = −209.051 cm for the RND concept. Computations with the RIDβ concept
converge to a slightly larger deformation. Here 360 × 100 elements of fourth order
yield uz = −209.981 cm. Computations with the RIDω concept do not converge at
all for mesh refinement. The failure of the two latter concepts to achieve results which
are in accordance to the reference Lagrange shell formulation makes these two con-
cepts unusable for nonlinear computations of geometries with kinks. The cause for
these shortcomings is the matrix Hh, which is required in the integration points for
the computation of T I , see Chapter 7. Nodes on kinks have three nodal rotations. In
case of the RIDω concept, this requires the matrix T 3I to have three columns. In the
linear case Hh = 1 holds and thus the third column of T I = a3 × (Hha3I) is equal
to a zero vector, see Equation (7.69). No stiffness against drilling rotations arises in
the integration points. In the nonlinear case the situation is different. If Hh 6= 1
holds, then the third column of T I contains non-zero entries. This yields artificial
stiffness against drilling rotations in smooth regions. The argumentation for the RIDβ
concept is similar. The usage of a multiplicative update formulation (∆RIDω) cures
these shortcomings as Hh = 1 holds in all cases. The results of computations in LS-
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DYNA depend slightly on the drilling rotation stabilization parameter DRCPRM. The
LS-DYNA graph in Figure 9.35 is computed with DRCPRM = 1. A mesh consisting
of 360 × 100 elements of second order yields a deformation uz = −212.979 cm for
reduced integration (RI). The converged LS-DYNA deformation result is about 1.9 %
larger than the converged result of the proposed shell formulation using the ∆RIDω
concept. This difference can be attributed to differing nonlinear formulations used in
the respective elements. Taken into account that the problem is highly nonlinear and
features large displacements and rotations, the differences are very small.
Influence of reduced integration in the nonlinear case
The effect of reduced integration (RI) is shown for the two rotational concepts which
are able to compute geometries with kinks correctly, namely the RND and the ∆RIDω
concept. Deformation results for computations with p = 2 and p = 4 are given in
Figure 9.36. They are normalized to a reference value urefz = −209.045. Reduced
integration (RI) increases the deformations in all cases. This is due to a slight alle-
viation of locking. This effect is beneficial for computations with order p = 2 for
both rotational concepts. Both graphs are closer to the reference value than their fully
integrated (FI) counterparts. The situation is different for p = 4. The error of compu-
tations with the RND concept increases if the number of integration points is reduced.
This is due to the fact, that the RND graph converges from above for p = 4. In contrast
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Figure 9.36: Channel section beam: Convergence behavior in the nonlinear case depending
on the combination of integration scheme and rotational concept.
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to that, the accuracy of computations with ∆RIDω concept improves slightly, whereby
the deformation convergence behavior changes to convergence from above.
Conclusions of this numerical example
The conclusions drawn from this numerical example are summed up as follows:
• Both the RIDω and the RIDβ concept do not yield correct results for nonlinear
computations of geometries with kinks. A multiplicative update is required for
RID schemes to yield physically correct results.
• Computations using the ∆RIDω, the ∆RND or the RND concept converge to the
same deformation value. This value is in accordance to reference computations
with a Lagrange-based shell formulation proposed in Klinkel et al. (2008).
• Measures to alleviate locking effects are only useful if the ∆RIDω concept is
used. In other cases a deterioration of the accuracy might occur if locking effects
are removed.
174 9 NUMERICAL EXAMPLES
9.3.3 Free form surface with arbitrary curvature and kink
The ability of the presented rotational concepts to compute arbitrarily curved geome-
tries with kinks is compared among each other with the help of this example. Two
patches, which are smooth within, intersect at an angle which changes from 90 ◦ to
almost 0 ◦ along the joint. The influence of the limit intersection angle cangle on the
accuracy and stability of computations can be studied since the angle of the kink ap-
proaches 0 ◦. A sketch of the geometry is provided in Figure 9.37. All boundary curves
y
x
z
A
Figure 9.37: Free form surface with arbitrary curvature and kink: System sketch with coarsest
mesh and material constants.
which are required for the construction of the two patches are defined in Appendix B.2.
This example was initially proposed in Dornisch and Klinkel (2014). The system is
loaded with a line load py = 10 along the upper edge of patch Ω1. Both patches are
fully clamped along the lower edge, which is defined by z = 0. All other edges are free.
The wall thickness is t = 0.1. Young’s modulus and Poisson’s ratio are E = 1.2 · 106
and ν = 0.3, respectively. The coarsest mesh is displayed in Figure 9.37. All initial
elements are equally subdivided in both parametric directions for h-refinement studies.
The subdivision factor is used as abscissa in Figures 9.38 – 9.40. The deformation of
point A in y-direction is used to assess the deformation convergence behavior. The
initial order of the basis functions is p = 3. Refinement studies are given for orders
p = 3 to p = 5. The nodal basis systems are determined with the ONB method. The
influence of the employed integration scheme on the deformation results is very low,
thus full integration (FI) is used in all cases. Control points along the kink are classified
to be smooth or non-smooth with the distinction criterion proposed in Section 5.2.
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Linear computations
A deformation convergence study for linear computations is given in Figure 9.38. The
reference value urefy = 0.600035 is used for a normalization of the deformations in y-
direction. This result is computed with 73728 elements of order p = 5 using the RIDω
concept. In the linear case no rotational update is necessary. Thus, the additive RND
and the multiplicative ∆RND concept coincide. The same applies for the RIDω and
the ∆RIDω concept. Thus, only three different rotational concepts are compared in
Figure 9.38. Computations with all three concepts converge to the reference value urefy
for h-refinement. The graphs of the RIDβ and the RIDω concept cannot be distin-
guished by the eye. They converge to the reference value from below for all orders.
The accuracy of computations with the RIDω concept improves if the order is elevated.
Computations for p = 3 with the RND concept yield slightly lower deformation errors
than the RIDω concept for coarse meshes. But for a subdivision factor of 16 or greater,
the deformations are overestimated and the absolute error is larger than the error en-
tailed by the RIDω concept. Computations with the RND concept converge from above
to the reference value. An elevation of order yields an increased error level. Thus, di-
vergence occurs for pure order elevation using k-refinement. These findings are in ac-
cordance with the convergence behavior observed in prior examples. All computations
plotted in Figure 9.38 are performed with a limit intersection angle cangle = 2 ◦, which
is lower than the smallest value of the angle along the kink. Thus, a small number of
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Figure 9.38: Free form surface with arbitrary curvature and kink: Comparison of normalized
deformations for varying rotational concepts. All computations are linear and full integra-
tion (FI) is used. The nodal basis systems are determined with the ONB method.
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control points along the kink are classified wrongly as smooth node for fine meshes.
The influence of the choice of cangle on the number of wrongly classified nodes and on
the resulting deformation is assessed in Table 9.9, where exemplary values for p = 4
and a subdivision factor of 64 are given. The difference of deformation results between
computations with the correct classification, which is attained for cangle = 0.05 ◦, and
computations with the proposed indicative value cangle = 2 ◦ is in the range of 10−5.
Thus, the influence of the choice of cangle is negligible in the linear case.
Table 9.9: Free form surface with arbitrary curvature and kink: Influence of the limit intersec-
tion angle cangle for a subdivision factor 64 and order p = 4. All computations are linear and
full integration (FI) is used. The nodal basis systems are determined with the ONB method.
cangle smooth nodes y-deformation of point A
on the kink RND RIDβ RIDω
2 ◦ 3 0.60004559 0.60002578 0.60002578
0.2 ◦ 1 0.60003666 0.60001975 0.60001975
0.05 ◦ 0 0.60003562 0.60001974 0.60001974
Nonlinear computations
The deformation convergence behavior in the geometrically nonlinear case is com-
pared between the presented rotational concepts in Figure 9.39 for p = 3. Computa-
tions using one and two load steps are plotted in order to assess the path dependency
of each rotational concept. Results for the ∆RND concept are not provided as they
coincide up to the employed double precision with the RND concept. The RIDβ con-
cept exhibits a strong path dependency. The graphs of computations with one and two
load steps are clearly distinguishable from each other. Several load steps are required
to attain results which are comparable to the other rotational formulations. Exemplary
values for a subdivision factor 16 and order p = 3 are given in Table 9.10. Thus,
the RIDβ concept is not suitable for nonlinear computations of geometries with kinks.
The path dependency of the RIDβ concept can be reduced significantly by the usage
Table 9.10: Free form surface with arbitrary curvature and kink: Influence of the number of
load steps on computations using the RIDβ concept for a subdivision factor 16 and order p = 3.
RIDβ ∆RIDω
load steps 1 2 4 8 16 1
y-deformation 0.40812 0.40986 0.41048 0.41073 0.41084 0.41094
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Figure 9.39: Free form surface with arbitrary curvature and kink: Influence of the number
of load steps on the deformation results for varying rotational concepts. All computations are
nonlinear, full integration (FI) is used, and the order is p = 3. The nodal basis systems are
determined with the ONB method.
of a multiplicative update formulation. The numerical results are very similar to the
∆RIDω concept and thus not provided. All other rotational concepts show no or very
low path dependency. The graphs for one and two load steps are not distinguishable
from each other by the eye. Computations using the RIDω and the ∆RIDω concept
coincide very well and converge from below. In contrast to that, the graph of the RND
concepts converges from above.
In the following, only the ∆RIDω and the ∆RND concept are used, since the RIDω
concept failed to converge for the channel section beam under point load. A conver-
gence study for basis functions with orders from p = 3 to p = 5 is given in Fig-
ure 9.40. If not mentioned differently, a limit intersection angle cangle = 2 ◦ is used.
Computations with both concepts and all orders converge to the same deformation
value urefy = 0.410789 for h-refinement. The value u
ref
y is computed with the ∆RIDω
concept using elements of fourth order and a subdivision factor of 64. Computations
with this concept, a subdivision factor of 64 and p = 5 exceeded the available mem-
ory. The deformation convergence behavior of the ∆RIDω concept is superior to the
∆RND concept. Further properties of computations with the ∆RIDω concept are as
follows: Order elevation yields more precise results. All computations are stable and
show good convergence behavior in the Newton–Raphson equilibrium iteration. In
each case eleven iterations are sufficient. The right column of Table 9.11 suggests that
the choice of cangle has only minor influence on the deformation results of computa-
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Figure 9.40: Free form surface with arbitrary curvature and kink: Comparison of the de-
formation convergence behavior between the ∆RND and the ∆RIDω concept for nonlinear
computations with varying orders. Full integration (FI) is used. The nodal basis systems are
determined with the ONB method.
tions using the ∆RIDω concept. Numerical stability is not affected at all, even for
very small values of cangle. The situation is different for computations with the ∆RND
concept. The graphs of all orders converge from above, and the accuracy of the de-
formation results deteriorates with rising order. Computations with basis functions of
order p = 3 are stable and the results yielded by the RND and the ∆RND concept
are equivalent up to numerical precision. In all cases eleven iterations in the Newton–
Raphson iteration are sufficient, and cangle = 2 ◦ can be used. Computations of order
p = 4 require two load steps for some subdivision factors. Otherwise the equilibrium
iteration diverges. In addition to that, the limit intersection angle has to be increased to
cangle = 5
◦ for a subdivision factor of 64 in order to attain convergence. Computations
of order p = 5 with the RND concept do not converge at all for cangle = 2 ◦, even if
the number of load steps is increased. Convergence in the Newton–Raphson iteration
is attained if the ∆RND concept is used instead, but in some cases two load steps are
required. The numerical instabilities entailed by insufficient drilling rotation stiffness
yield an incorrect deformation result of uy = 0.411487 if cangle = 2 ◦ is used for a
subdivision factor of 64. An increased limit intersection angle of cangle = 10 ◦ yields
a more plausible deformation uy = 0.410996. This value is used for the ∆RND graph
for p = 5 in Figure 9.40.
The choice of the limit intersection angle cangle has a significant influence on the sta-
bility of the Newton–Raphson iteration and the accuracy of results for the ∆RND and
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Table 9.11: Free form surface with arbitrary curvature and kink: Influence of the limit intersec-
tion angle cangle for nonlinear computations with a subdivision factor 32 and order p = 4. All
computations are performed using full integration (FI). The nodal basis systems are determined
with the ONB method.
cangle smooth nodes y-deformation of point A
on the kink RND ∆RND ∆RIDω
2 ◦ 2 0.41096484 0.41096528 0.41079309
1 ◦ 1 0.41094670 0.41094667 0.41078801
0.5 ◦ 0 divergence 0.40829962 0.41078817
RND concept. In contrast to that, if the ∆RIDω concept is used, neither the accu-
racy of results nor the stability of equilibrium iterations depends significantly on the
limit intersection angle cangle. An example is given in Table 9.11. If cangle = 0.5 ◦ is
used, then all nodes on the kink are classified correctly. Computations with the RND
concept diverge, while the ∆RND concept yields an incorrect deformation result due
to numerical issues. In contrast to that, the deformation computed with the ∆RIDω
concept does not deviate significantly from the results for higher values of cangle. This
difference in sensitivity is explained as follows. In the RND and the ∆RND concept
stiffness against drilling arises only due to the intersection of the patches at kinks. If
the intersection angle is very small, almost no stiffness arises. This entails a bad con-
dition of the stiffness matrix, which can deteriorate accuracy or impede convergence in
the equilibrium iteration. If the ∆RIDω concept is used, then stiffness against drilling
rotations also arises due to the curvature of elements which adjoin the kink. If the
vector dh in the integration point deviates from all three nodal basis vectors aiI of the
node on the kink, then every column of the matrix T I in Equation (7.91) has at least
one non-zero entry. Thus, stiffness against all three rotational degrees of freedom of
the node on the kink arises. This improves numerical stability for intersection angles
which approach zero.
Conclusions of this numerical example
The conclusions drawn from this numerical example are summed up as follows:
• The RIDβ concept exhibits strong path dependency for nonlinear computations
of geometries with kinks. Thus, it is not suitable for the computation of such
geometries. The multiplicative ∆RIDω concept has to be used instead.
• Computations using the ∆RIDω, the RIDω, the ∆RND or the RND concept
converge to the same deformation value. All computations with the ∆RIDω and
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the RIDω concept are stable. In the case of the RND and the ∆RND concept, the
multiplicative update of rotations is more robust, especially for higher orders.
• The ∆RIDω concept is superior to the ∆RND and the RND concept in terms
of accuracy and robustness for computations of complex curved geometries con-
taining kinks.
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9.3.4 Pyramid under surface load
The treatment of complex intersections of multiple patches is tested with this example.
The three faces of the pyramid are modeled with three patches each. Thus, the geome-
try contains smooth intersections and intersections with kinks as well as points where
both types intersect. A sketch of the geometry is provided in Figure 9.41. The dimen-
Figure 9.41: Pyramid under surface load: System sketch with coarsest mesh and material
constants.
Figure 9.42: Pyramid under surface load: Top view of the geometry modeled with nine
patches.
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sions are given in Figure 9.42. This geometry was initially proposed in Dornisch and
Klinkel (2014). The front face of the pyramid is colored in light gray in Figure 9.42.
It is loaded with an outward normal surface load n = 2.0 , whereas the two other faces
are loaded with an inward normal surface load n = −2.0 . The three faces of the
pyramid are fully clamped at the base. The height of the pyramid is 5.0, and the wall
thickness is t = 0.1 . Young’s modulus and Poisson’s ratio are given by E = 2.1 · 104
and ν = 0.3, respectively. One element per patch is used in the coarsest discretiza-
tion. The subdivision factor defines how often each initial element is subdivided in
both parametric directions. It is used as abscissa in Figure 9.43. Mesh refinement is
performed up to a subdivision factor of 64 entailing 36864 elements. The order of the
basis functions is elevated using k-refinement. The criterion proposed in Section 5.2 is
used for the classification of nodes.
A geometrically nonlinear convergence study is given in Figure 9.43. The tip displace-
ment urefy = −0.0301372 in y-direction is used as reference value for the normaliza-
tion. This value is obtained with 36864 elements of order p = 4 using the ∆RIDω
concept and full integration (FI). The ∆RIDω and the ∆RND concept proved to be
the most reliable concepts for the description of rotations in the prior examples. Thus,
results are given only for these two concepts. Computations using full integration (FI)
are given in Figure 9.43a. Both considered concepts converge to the reference value
for all orders. The ∆RIDω concept entails good deformation convergence behavior for
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Figure 9.43: Pyramid under surface load: Comparison of the deformation convergence be-
havior between the ∆RND and the ∆RIDω concept for nonlinear computations with varying
orders.
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h-refinement, and converges from below. The error level decreases with rising order.
The situation is different for the ∆RND concept. Computations with order p = 2 show
similar results to the ∆RIDω concept. In case of higher orders, computations with the
∆RND concept converge from above and the error level rises if the order is elevated.
Coarse meshes of order p = 4 require more load steps to find an equilibrium state.
The stability and accuracy of computations with the ∆RND concept decreases if the
order p is elevated. The results of the convergence study for reduced integration (RI)
in Figure 9.43b are akin. All computations converge to the reference value urefy de-
fined above. The reduction of the number of integration points yields slightly higher
deformations for all coarse meshes. This reduces the error level of computations us-
ing the ∆RIDω concept. In contrast to that, the error level of ∆RND computations is
increased for most discretizations.
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9.4 Patch coupling for two-dimensional plane stress
continuum elements
The accuracy of computations of non-conforming discretizations with the weak substi-
tution method, which is proposed in Chapter 8, is assessed with the help of two plane
stress examples. The assessment criteria are the fulfillment of the interface conditions
and the impact on the quality of the global stress distribution. The curved cantilever
subject to tip shear force is a bending example with a known analytical solution. The
geometry is curved and the load is applied as shear force. This example is used to test
the performance of the connection methods for bending states. The elastic plate with
hole is a standard benchmark for in-plane stress analysis with a complex but known
analytical solution. Two different interfaces are considered, assessing both straight and
curved patch intersections. The weak substitution method (WSM) is compared to the
Lagrange multiplier method (LM) for both examples. A standard Lagrange multiplier
formulation, e.g. as presented in Dornisch et al. (2015), is used. All Lagrange mul-
tiplier terms are multiplied with the parameter η in order to control the condition of
the stiffness matrix. In addition to that, reference computations of Apostolatos et al.
(2014) are provided for the second example to allow a comparison to further patch
connection methods. The existence of analytical solutions allows the usage of error
norms for the assessment of the connection methods. The L2-error norm of the global
stress distribution
‖S − Sh‖0,Ω0 =
√∫
Ω0
∣∣S − Sh∣∣2 dA (9.5)
allows quantifying the impact of the connection methods on the stress distribution
throughout the whole domain. The L2-error norms of the Dirichlet and Neumann
interface conditions are analogously defined by
‖u1 − u2‖0,Γ0c =
√∫
Γ0c
|u1 − u2|2 ds (9.6)
and
‖t10 + t20‖0,Γ0c =
√∫
Γ0c
|t10 + t20|2 ds , (9.7)
respectively. They are used to assess the fulfillment of the interface conditions. Com-
putations with the Lagrange multiplier method as presented in Dornisch et al. (2015)
are denoted by LM in the legend. Computations with the weak substitution method
are labeled with WSMa or WSMb. The WSMa scheme classifies the patch with less
interface control points as master patch, whereas the WSMb scheme classifies this
patch as slave patch. The label conf. is used to denote computations with conforming
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meshes having comparable mesh sizes. In this case, shared degrees of freedom are
used to connect the patches. All error norm integrals are evaluated numerically using
element-wise Gauss integration with
ngp =
(
max
(
pkα
)
+ 1
)ndim , α = 1, 2 , k = 1, 2 (9.8)
integration points, where ndim is the dimension of the concerned integral. The stiff-
ness matrices are computed using full integration (FI). More numerical examples, in-
cluding geometrically nonlinear computations, can be found in Dornisch et al. (2015).
An application of the method to geometrically nonlinear three-dimensional problems
modeled by shell elements is given in Section 9.5.
9.4.1 Curved cantilever subject to tip shear force
The curved cantilever is a quarter of an annulus which is fixed at one end and loaded
with a shear force q(r) at the other end. This creates a state of stress which is dom-
inated by in-plane bending. An analytical solution for the stress distribution is given
in Apostolatos et al. (2014). The inner and outer radius of the annulus are defined by
rmin = 4 and rmax = 5, respectively. Possible values of the angle θ are 0 ◦ ≤ θ ≤ 90 ◦.
A system sketch with boundary conditions and the material constants are given in Fig-
ure 9.44. The system is modeled with two patches which are connected by a curved
interface. The interface is defined in Table 9.12. The shear load p = 10 is applied
Figure 9.44: Curved cantilever subject to tip shear force: System sketch and material con-
stants.
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Table 9.12: Curved cantilever subject to tip shear force: Control points and knot vector of the
unrefined NURBS connection line with order p = 2.
Control point Coordinates (x , y , w)
1 (2.828427124746190 , 2.828427124746190 , 1)
2 (2.500000000000000 , 3.741657387000000 , 1)
3 (3.535533905932737 , 3.535533905932737 , 1)
knot vector: Ξ = [0, 0, 0, 0.5, 1, 1, 1]
according to the analytical solution. Its distribution q(r) is given by
q(r) =
p
N0
(
r +
r2minr
2
max
r3
− r
2
min + r
2
max
r
)
(9.9)
with
N0 = r
2
min − r2max +
(
r2min + r
2
max
)
ln
rmax
rmin
. (9.10)
The wall thickness is t = 1. A Young’s modulus of E = 1.0 · 105 and a Poisson
ratio of ν = 0 are used. Computations are performed with linear kinematics. The
influence of the connection methods on the global stress distribution can be assessed
with the help of the L2-error norm ‖S − Sh‖0,Ω0 due to the existence of an analytical
solution. Deformation convergence studies are provided for three different types of
non-conforming discretizations. In all cases computations with conforming meshes
(conf.) are compared to the non-conforming computations. In the first two cases an
element ratio j : 2j+ 1, where j is the refinement factor, is chosen along the interface.
In the third case both subdomains are discretized by j2 elements. The orders are chosen
in a way that meaningful comparisons are possible.
Mesh refinement study for an element ratio j : 2j + 1
An element ratio j : 2j + 1 along the interface is used for the first two discretization
types, whereby the employed orders of the basis functions differ. The coarsest mesh is
displayed in Figure 9.45a. The number of elements in the subdomain Ω1 is given by j2,
and by (2j + 1)2 in subdomain Ω2. The factor j ∈ {1, . . . , 25} defines the refinement
strategy for h-refinement. The resulting mesh for j = 2 is given in Figure 9.45b. For
the results in Figures 9.46a – 9.48a an equal order p = 2 is used for all parametric
directions in both patches, whereas in Figures 9.46b – 9.48b the orders p11 = 4, p
1
2 = 3,
p21 = 5 and p
2
2 = 4 are used.
The error of the mutual displacements of the two j : 2j + 1-refined discretizations is
given in Figure 9.46. In both cases the WSMb scheme and the LM method yield very
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(a) j = 1 (b) j = 2
Figure 9.45: Curved cantilever subject to tip shear force: Discretization for j = 1 and j = 2.
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Figure 9.46: Curved cantilever subject to tip shear force: L2-error norm of the Dirichlet inter-
face condition for j : 2j + 1 refinement.
similar results. The WSMb and the LM graphs show small oscillations in the higher
order case in Figure 9.46b, but for an increasing number of elements a linear trend
is visible. The WSMa scheme yields a smaller error level than the WSMb scheme.
However, the slope of all graphs is the same in the fine limit. The traction interface
condition is assessed in Figure 9.47. Computations with conforming meshes (conf.)
also yield a traction interface error due to the C0-continuity along the interface. The
traction interface error of the WSM schemes and the LM method is about one order of
magnitude higher than the traction interface error for computations with conforming
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Figure 9.47: Curved cantilever subject to tip shear force: L2-error norm of the Neumann
interface condition for j : 2j + 1 refinement.
meshes. The results of the LM method and the WSMb scheme are not distinguishable
from each other by the eye. The results of the WSMa scheme are very similar to those
of the WSMb scheme. The influence of the connection methods on the distribution of
the stresses throughout the whole domain is the crucial point in the assessment of con-
nection methods. This is examined with the help of the L2-error norm ‖S − Sh‖0,Ω in
Figure 9.48. It is important to note, that unlike in the preceding figures, the number of
elements within the respective subdomain is used as abscissa. Thus, the error levels of
the non-conforming computations can be compared to conforming computations of the
same order within this patch. The results of the low order case in Figure 9.48a are ex-
plained as follows. The graphs of the error levels of conforming and non-conforming
computations with all three methods overlap very well in subdomain Ω1. The results
in the coarser meshed subdomain are not influenced negatively by the employed con-
nection methods. The error level yielded by the LM method and the WSMb scheme
in subdomain Ω2 is, beginning from 100 elements, the same as for conforming com-
putations. The global stress distribution is not significantly disturbed by the WSMb
scheme and the LM method for this discretization. The stress error in subdomain Ω2
of computations with the WSMa scheme is slightly larger than in the conforming case.
Thus, the WSMa scheme has a negative impact on the global stress distribution. No
connection method has a negative impact on the error distribution in subdomain Ω1
in the higher order case in Figure 9.48b. All graphs overlap very well. The situation
is different in subdomain Ω2. The error levels yielded by the WSMb scheme and the
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Figure 9.48: Curved cantilever subject to tip shear force: L2-error norm of the stress distribu-
tion throughout the subdomains Ωk0 for j : 2j + 1 refinement.
WSMa scheme are similar for coarse discretizations. The WSMb scheme approaches
the error level of conforming computations for finer meshes, but does not reach it. In
contrast to that, the graph of the WSMa scheme in Ω2 almost has the same slope as
in subdomain Ω1, where the order of the basis functions is lower. The results of the
WSMb scheme and the LM method coincide very well.
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Mesh refinement study for an element ratio j : j and differing orders
The influence of connection methods on the global stress distribution can ideally be
assessed with the help of a discretization with conforming number of elements in the
two subdomains, but differing orders. An element ratio j : j is chosen along the in-
terface, and j2 elements are used both in subdomain Ω1 and Ω2. The orders p11 = 4,
p12 = 4, p
2
1 = 6 and p
2
2 = 6 are used. The influence of the connection methods on the
distribution of the stresses throughout the whole domain is shown in Figure 9.49. The
approximation power of the NURBS basis functions is lower in subdomain Ω1 than in
subdomain Ω2. The results are more precise in Ω2. The slope of the conforming graph
in Ω2 is steeper than in Ω1. The results of all connection methods in subdomain Ω1
coincide very well with the corresponding results of conforming computations. The
situation in subdomain Ω2 is similar to Figure 9.48b. The results of the LM method
and the WSMb scheme coincide very well. The WSMa scheme performs better than
the WSMb scheme for coarse meshes, but its slope improves only slightly for mesh
refinement. In contrast to that, the performance of the WSMb scheme improves signif-
icantly beginning from around 100 elements, and the graph is closer to the conforming
case. The slopes of WSMb and WSMa are almost the same in the fine limit. All three
connection methods cannot fully use the approximation power of the higher order basis
functions in Ω2. The results of the WSMb scheme and the LM method are superior to
the WSMa scheme.
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Conclusions of this numerical example
The conclusions drawn from this numerical example are summed up as follows:
• The LM method and both WSM schemes influence the global stress distribution
in the finer discretized patch (referring to more elements and higher order). The
influence is not significant and decreases with mesh refinement in the case of
equal orders in all subdomains. If the orders of the patches along the interface
are not equal, then the approximation power of the higher orders can only be
exploited partly.
• The results yielded by the WSMb scheme coincide very well with the LM re-
sults. The accuracy of the WSMb scheme and the LM method is superior to the
accuracy of the WSMa scheme.
192 9 NUMERICAL EXAMPLES
9.4.2 Elastic plate with hole
The elastic plate with hole is a common benchmark in isogeometric analysis. It is
possible to model the geometry with a single NURBS patch if control points with
coinciding location are used. The objective of this numerical example is to test the
proposed connection method and to compare it to reference results. Thus, the do-
main is discretized with two regular NURBS surface patches. An analytical solution is
available for an infinite plane with hole loaded with a constant traction Tx. It is given
e.g. in Apostolatos et al. (2014), providing the analytical displacements and resulting
forces. The application of the tractions from the exact solution at the free boundaries
allows the exact solution to be used also for the problem under consideration. The
geometry and the boundary conditions are given in Figure 9.50. The wall thickness
 
 
 
 
Figure 9.50: Elastic plate with hole: System sketch, boundary conditions and material proper-
ties for the two different computed discretization types.
is t = 1 and the boundary tractions are computed with Tx = 10. The radius of the
hole is R = 1. Studies on the convergence behavior of the interface conditions and
the global stress distribution are conducted for two different geometric models. In the
first case the geometry is divided into two subdomains of the same size with a straight
interface. The subdomains and their parametric directions are given in Figure 9.51a.
A Young’s modulus E = 1.0 · 105 and a Poisson ratio of ν = 0 are used. In the sec-
ond case a curved interface is used. The subdomains and their parametric directions
are given in Figure 9.51b. The interface curve is specified in Table 9.13. A Young’s
modulus E = 1.0 · 102 and a Poisson ratio of ν = 0.3 are used. In both cases mesh
refinement is defined by the parameter j. All computations are performed with linear
kinematics.
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(a) Straight interface (b) Curved interface
Figure 9.51: Elastic plate with hole: Subdomains and interfaces for the two different computed
discretization types. The parametric directions as well as the coarsest meshes are given.
Table 9.13: Elastic plate with hole: Control points and knot vector of the unrefined NURBS
connection line with order p = 4.
Control point Coordinates (x , y , w)
1 (−1/√2 , 1/√2 , 1)
2 (−1 , 1 , 1)
3 (−0.9 , 1.8 , 2)
4 (−2.9 , 2.4 , 2)
5 (−3.5 , 3.5 , 1)
6 (−4 , 4 , 1)
knot vector:
Ξ = [−5.2686,−5.2686,−5.2686,−5.2686,−5.2686,−2.6343, 0, 0, 0, 0, 0]
Mesh refinement study for straight interface and j : 2j + 1-refinement
The straight interface allows a comparison to the numerical results of Apostolatos et al.
(2014). Geometry, boundary conditions, discretization and material parameters are
chosen accordingly to allow a precise comparison. The discretization in Apostolatos
et al. (2014) uses j × j elements in Ω1, and (2j + 1) × (2j + 1) elements in Ω2.
This refinement pattern produces an element ratio j : 2j + 1 along the interface. The
resulting meshes are highly irregular. According to Apostolatos et al. (2014), two dis-
cretization schemes are studied. The orders along the interface are equal in the low
order discretization, where p11 = 1, p
1
2 = 2, p
2
1 = 2 and p
2
2 = 1 is used. Results are
given in Figures 9.52a – 9.54a. In contrast to the low order case, the orders along
the interface differ from each other by one in the high order discretization, where
p11 = 4, p
1
2 = 3, p
2
1 = 4 and p
2
2 = 5 holds. Results for this case are given in Fig-
ures 9.52b – 9.54b. Reference results for computations with the Lagrange multiplier
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Figure 9.52: Elastic plate with hole with straight interface: L2-error norm of the Dirichlet
interface condition (mutual displacements) along the interface. Reference values are taken
from Apostolatos et al. (2014).
method and with Nitsche’s method are taken from Apostolatos et al. (2014). They are
denoted by Ref. LM and Ref. Nitsche, respectively. Computations with the Lagrange
multiplier method as presented in Dornisch et al. (2015) are denoted by LM. The re-
sults of the weak substitution method using the WSMb scheme and the results yielded
by the LM method agree to a precision of 10−10 for the current example. The differ-
ence is not distinguishable by the eye. Thus, a single data line is used to represent
the results of the LM method and the WSMb scheme in Figures 9.52 – 9.54. The LM
computations are performed with η = E = 1 · 105 for this discretization. The multi-
plicative parameter η can be chosen from a large interval η ∈ [1 · 100, 1 · 105] without
significant influence on deformation and stress results.
The L2-error norm of the mutual displacements of the subdomains Ω1 and Ω2 along
the interface Γc is given in Figure 9.52. The WSMa scheme performs better than the
LM method and the WSMb scheme in both discretizations. This is in accordance
to the findings of Section 9.4.1. The coarsest mesh, which arises for j = 1, is a
hierarchical mesh. In this case an exact substitution relation according to Kagan et al.
(2003) exists. The WSMa scheme is able to reproduce this exact substitution relation.
Thus, the error norm of the mutual displacements is in the range of the numerical
precision for the coarsest mesh. Higher values of j produce non-conforming meshes,
where no exact substitution is possible. Thus, a kink occurs in the WSMa graphs
in Figure 9.52. The graph of the reference Lagrange multiplier method (Ref. LM)
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Figure 9.53: Elastic plate with hole with straight interface: L2-error norm of the Neumann
interface condition along the interface. Reference values are taken from Apostolatos et al.
(2014).
from Apostolatos et al. (2014) is between the values for WSMa and LM/WSMb in the
low order case. The deviation between the Ref. LM results and the own computations
with the LM method is due to differing parametrizations of the Lagrange multiplier
field. The Ref. LM and the LM/WSMb graphs almost coincide in the high order case
in Figure 9.52b. The reference computations with Nitsche’s method (Ref. Nitsche) are
slightly more accurate than the Lagrange multiplier computations. The deformation
error norm converges with almost the same slope for all connection methods. The
error level is very small in all cases.
The error of the mutual interface tractions is displayed in Figure 9.53. All considered
connection methods perform comparably for the respective discretization. The slopes
and error levels are similar. The Ref. LM results are the most accurate in the low
order NURBS discretization case in Figure 9.53a, whereas the LM/WSMb results are
the most accurate in the high order case in Figure 9.53b. The traction interface error
yielded by the WSMb scheme is smaller than the error of the WSMa scheme in all
calculations.
The impact of the connection methods on the global solution is assessed with the help
of the L2-error norm of the stress distribution over the whole domain. Results for each
subdomain Ωk and for the complete domain Ω are given in Figure 9.54 for both dis-
cretizations. The error of computations with the WSMa scheme is slightly higher than
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Figure 9.54: Elastic plate with hole with straight interface: L2-error norm of the stress distri-
bution throughout the whole domain.
of those using the WSMb scheme or the LM method. This holds for all subdomains
in both discretizations. The orders along the interface are equal in both subdomains in
the low order case in Figure 9.54a. Thus, the slopes of all graphs are almost the same.
The situation is different in the high order case in Figure 9.54b. The order of the basis
functions in subdomain Ω2 is in each parametric direction higher than in subdomain Ω1.
The slope of the WSMa graph for subdomain Ω2 is approximately the same as for Ω1,
despite the higher approximation power in Ω2, which is entailed by the higher order
of the basis functions. Thus, the WSMa scheme impairs the global stress convergence
rate. In contrast to that, the WSMb scheme yields a higher convergence rate in Ω2.
The results of both WSM schemes in subdomain Ω1 coincide very well. This behavior
can be explained as follows. The WSMa scheme yields a lower number of degrees
of freedom along the interface than the WSMb scheme. Thus, despite the more ac-
curate connection of deformations (see Figure 9.52b), the lower number of degrees of
freedom along the interface slightly impairs the global stress convergence behavior as
well as the Neumann interface condition (see Figure 9.53b). The convergence rate in
the finer discretized subdomain is not higher than the convergence rate in the coarser
subdomain. The WSMb scheme, which uses the set of interface control points with the
highest cardinality as master set, is able to describe the stresses more accurately due to
the higher number of degrees of freedom. The convergence rate in the finer discretized
subdomain is higher than the convergence rate in the coarser subdomain.
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Mesh refinement study for curved interface and 10j : 12j-refinement
The ability of the presented connection method to model complex states of stress at
a curved interface is shown with the help of the elastic plate with hole using the dis-
cretization given in Figure 9.51b. The system is discretized with 5j × 10j elements
in subdomain Ω1 and 5j × 12j elements in Ω2. The ratio of elements along the in-
terface thus is 10j : 12j. The order p = 4 is chosen in both parametric directions
in Ω1 and Ω2. This discretization allows a good comparison to conforming compu-
tations with 5j × 10j elements in subdomain Ω1 and 5j × 10j elements in Ω2. No
reference computations exist in the literature. The results of the weak substitution
method (WSM) are compared to conforming computations (conf.) and to computations
using the Lagrange multiplier method (LM) as described in Dornisch et al. (2015). The
multiplicative parameter η = E = 100 is used for the LM computations.
The L2-error norms of the interface conditions along Γc are given in Figure 9.55. The
error of the mutual displacements is given in Figure 9.55a. The convergence rates
entailed by the WSMa scheme and the WSMb scheme are almost the same. The error
level of the WSMa scheme is slightly lower than of the WSMb scheme. The LM results
and the results for the WSMb scheme match very well. The mutual interface tractions
in Figure 9.55b reveal a similar picture. The slope of all computations is almost equal,
but here the WSMb scheme is slightly more accurate than the WSMa scheme. These
findings are akin to prior examples. The higher number of degrees of freedom along
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Figure 9.55: Elastic plate with hole with curved interface: L2-error norms of the deformation
and traction interface conditions.
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Figure 9.56: Elastic plate with hole with curved interface: L2-error norms of the interface
tractions with respect to the analytical interface tractions.
the interface entails a more accurate approximation of stresses for the WSMb scheme,
whereas the WSMa scheme constrains mutual displacements more accurately. The
mutual interface traction error arising for conforming meshes with shared degrees of
freedom (conf.) is around one order of magnitude lower than in the non-conforming
case.
The computed interface tractions are compared to the analytical solution in Figure 9.56.
The graphs are given separately for the subdomains Ω1 and Ω2 in Figures 9.56a
and 9.56b, respectively. All methods perform equally well with very small differences.
The comparison between Figure 9.55b and Figure 9.56 reveals that the conforming
computations are superior in comparison to the non-conforming computations in terms
of fulfilling the Neumann interface condition, but not in terms of deviation from the
exact solution.
The error norm of the global stress distribution over the whole domain is given in
Figure 9.57a. The two WSM schemes and the LM method coincide very well. The
graph of the computations with conforming meshes (conf.) is not distinguishable by
the eye from the non-conforming graphs. Thus, it is to be noted, that the global so-
lution is not impaired by the usage of non-conforming meshes in combination with
the presented patch coupling methods for this example. The employed element ra-
tio of 10j : 12j along the interface is a realistic scenario for patches with a common
edge but non-conforming parametrization. In general, the interface conditions are of
no further interest as the integration points for the global stiffness matrix do not lie
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Figure 9.57: Elastic plate with hole with curved interface: Global stress distribution and con-
dition of the stiffness matrix.
on the interface. Thus, global results are not significantly influenced by admitting
non-conforming meshes. The condition number of the stiffness matrix influences the
accuracy of direct solvers and the rate of convergence of iterative solvers; see Wriggers
(2008). A condition number study is given in Figure 9.57b for both WSM schemes,
the LM method and conforming computations. The condition number is determined in
MATLAB with the function cond(). Both WSM schemes do not deteriorate the con-
dition of the stiffness matrix in comparison to a direct connection using shared degrees
of freedom. The condition number entailed by the LM method depends on the choice
of the multiplicative parameter η. The choice η = E increases the condition number
about one order of magnitude in comparison to the direct connection for this example.
The negative influence of the Lagrange multiplier method on the condition number can
be eliminated by using preconditioning; see e.g. Kunoth (1995). The global system of
equations is solved with the MATLAB routine mldivide(), which yielded the same
numerical results for all examined choices of η.
Conclusions of this numerical example
The conclusions drawn from this numerical example are summed up as follows:
• The LM method and the WSMb scheme yield exactly the same results in terms
of fulfillment of the interface condition and in terms of global stress convergence
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behavior.
• The WSMa scheme fulfills the Dirichlet interface conditions more exactly than
the WSMb scheme, but performs worse in terms of Neumann interface condi-
tions. The higher number of degrees of freedom yielded by the WSMb scheme
is beneficial for the global stress convergence behavior.
• If conforming orders are used, then the global stress convergence behavior is not
impaired significantly.
• The condition of the stiffness matrix is shown to be not influenced negatively by
the weak substitution method.
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9.5 Patch coupling for complex geometries modeled by
shell elements with non-conforming interfaces
The applicability of the proposed weak substitution method to the Reissner–Mindlin
shell formulation is shown with the help of two numerical examples. In both cases
computations with non-conforming discretizations using the WSMb scheme are com-
pared to conforming computations with similar mesh sizes. The influence of the cou-
pling method on the numerical results is shown with two examples, which have already
been used for the assessment of the shell formulation. The Scordelis–Lo roof and the
Free form surface with kink are introduced in Section 9.1.1 and 9.3.3, respectively. The
influence of the non-conforming coupling is shown in case of smooth intersections and
in case of intersections with kinks. All computations are performed using the ∆RIDω
concept and reduced integration (RI). The nodal basis systems are obtained with the
ONB method. The intention of the examples in this section is to show the extension
of the weak substitution method to shell elements. A comprehensive assessment of the
weak substitution method is given in Section 9.4. Computations of conforming meshes
are labeled as conf., whereas the non-conforming computations are labeled as WSMb
in the following.
9.5.1 Scordelis–Lo roof with non-conforming discretization
The Scordelis–Lo roof has been introduced in Section 9.1.1. The geometry, boundary
conditions and material constants are given in Figure 9.1. The load g = 90 is used in
the linear case, whereas in the nonlinear case g = 900 is used. Within this section,
the system is modeled by two patches in order to allow non-conforming discretiza-
tions. The two subdomains Ω1 and Ω2 are shown in Figure 9.58, where the coarsest
A
Figure 9.58: Scordelis–Lo roof with non-conforming discretization: Coarsest mesh of the
non-conforming discretization.
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Figure 9.59: Scordelis–Lo roof with non-conforming discretization: Comparison of the de-
formation convergence behavior for p = 3 between conforming computations and non-
conforming computations with the WSMb scheme. The ∆RIDω concept and reduced inte-
gration (RI) is used for all computations.
mesh for non-conforming computations is displayed. In both subdomains p = 3 is
used. The element ratio of 5 : 4 along the interface allows a good comparison to
conforming computations with 4 : 4 elements along the interface in both patches. A
deformation convergence study for linear and geometrically nonlinear computations is
given in Figure 9.59. The initial elements are equally subdivided in both parametric
directions for mesh refinement. The y-displacements in point A are used to assess the
deformation convergence behavior. The results for the linear case in Figure 9.59a are
normalized to uref = −0.30202479, which is taken from Section 9.1.1. The results
show a very good correspondence between the conforming and the non-conforming
computations. Thus, the deformation convergence behavior is not impaired by the us-
age of the weak substitution method. The results for the geometrically nonlinear case
in Figure 9.59b are normalized to uref = −1.291504, which has been computed with
100×100 conforming elements of fourth order using the ∆RIDω concept and reduced
integration (RI). The behavior is akin to the linear case. The graphs for conforming
and non-conforming computations correspond very well. The convergence behavior
in the nonlinear Newton–Raphson iteration is shown in Table 9.14 for two exemplary
discretizations. The convergence behavior of conforming and non-conforming compu-
tations is akin. Thus, the applicability of the weak substitution method for geometri-
cally nonlinear problems is shown. Neither the accuracy of the resulting deformations
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Table 9.14: Scordelis–Lo roof with non-conforming discretization: Iteration behavior for con-
forming computations with 8 × 8 elements and for non-conforming computations with 5 × 8
elements in subdomain Ω1 and 4 × 8 elements in subdomain Ω2. The order is p = 3 in all
cases. The ∆RIDω concept and reduced integration (RI) is used for all computations. The
load g = 900 is applied in one load step. The norm of the residual vector of the last load step
is given.
iteration conforming non-conforming (WSMb)
1 3.7662481E+04 3.5964099E+04
2 3.0437499E+07 3.0298340E+07
3 1.6369328E+06 1.6290313E+06
4 3.1906817E+05 3.1650599E+05
5 2.5056798E+06 2.5105014E+06
6 5.9219156E+04 5.9226453E+04
7 2.0020486E+06 1.9998600E+06
8 1.0565477E+04 1.0562266E+04
9 8.9237945E+04 8.9074216E+04
10 1.5148671E+02 1.5121958E+02
11 1.7351268E+01 1.7285236E+01
12 1.4057818E-05 1.2901637E-05
nor the convergence behavior in the nonlinear iteration is influenced negatively.
204 9 NUMERICAL EXAMPLES
9.5.2 Free form surface with non-conforming discretization along
the kink
The free form surface with kink has been introduced in Section 9.3.3. The geome-
try, boundary conditions and material constants are given in Figure 9.37. The coarsest
mesh for the non-conforming discretization of the two subdomains Ω1 and Ω2 is shown
in Figure 9.60. In both subdomains p = 3 is used. The element ratio of 15 : 12 along
A
Figure 9.60: Free form surface with non-conforming discretization: Coarsest mesh of the
non-conforming discretization.
the interface allows a good comparison to conforming computations with 12 : 12
elements along the interface in both patches. A deformation convergence study for
geometrically nonlinear computations is given in Figure 9.61. The initial elements
are equally subdivided in both parametric directions for mesh refinement. The y-
displacements in point A are used to assess the deformation convergence behavior.
The results in Figure 9.61 are normalized to uref = 0.410789, which has been com-
puted with a conforming mesh consisting of 73728 elements of fourth order using the
∆RIDω concept and reduced integration (RI). The accuracy of the deformation results
of the non-conforming computations is slightly higher than of the conforming compu-
tations. The reason for this is that in the non-conforming case the patch Ω1, onto which
the load is applied, is finer meshed than Ω2. Thus, a higher percentage of the total el-
ements are located in Ω1. This allows the accuracy of non-conforming computations
to be superior to conforming computations for a given number of total elements. The
finer discretization in patch Ω1 is taken advantage of. No negative influence of the
non-conforming coupling is observed. The computational costs are compared between
a coupling by shared degrees of freedom and the WSMb scheme in Table 9.15. Both
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Figure 9.61: Free form surface with non-conforming discretization: Comparison of the
deformation convergence behavior for p = 3 between conforming computations and non-
conforming computations with the WSMb scheme. The ∆RIDω concept and reduced inte-
gration (RI) is used for all computations.
cores of an Intel R© CoreTM i7-3520M CPU are used for the computation of the stiffness
matrix and the solution with the PARDISO solver from the Intel R©Math Kernel Library.
The usage of the WSMb scheme for conforming discretizations entails the same non-
local support of the master basis functions in the slave patch as for non-conforming
discretizations, whereby all but one substitution factors are in the range between 10−9
and 10−15. Thus, the same additional computational costs as for non-conforming dis-
Table 9.15: Free form surface with non-conforming discretization: Comparison of computa-
tional costs between a coupling with the WSMb scheme and by shared degrees of freedom. In
both cases conforming discretizations are chosen in order to allow a good comparison. The
order is p = 3 in all cases. The ∆RIDω concept and reduced integration (RI) is used for all
computations. The load py = 10 is applied in one load step. Computational costs are provided
separately for the computation of the stiffness matrix and the solution of the global system of
equations.
elements shared degrees of freedom WSMb
stiffness [s] solution [s] stiffness [s] solution [s]
1152 10.42 2.68 12.72 2.53
4608 42.38 12.88 62.62 13.54
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Table 9.16: Free form surface with non-conforming discretization: Iteration behavior for con-
forming computations with 12×12 elements in each subdomain and for non-conforming com-
putations with 15× 12 elements in subdomain Ω1 and 12× 12 elements in subdomain Ω2. The
order is p = 3 in all cases. The ∆RIDω concept and reduced integration (RI) is used for all
computations. The load py = 10 is applied in one load step. The norm of the residual vector
of the last load step is given.
iteration conforming non-conforming (WSMb)
1 2.4901715E+01 2.4901717E+01
2 6.6604825E+04 6.5844987E+04
3 1.0577834E+04 1.0533780E+04
4 8.9783712E+02 8.8522605E+02
5 5.4650895E+02 5.3810478E+02
6 1.3917877E+02 1.3871280E+02
7 5.4338941E+01 5.1025977E+01
8 3.3524691E+00 3.4261782E+00
9 5.3912348E-02 5.0440803E-02
10 7.4917665E-05 8.3617466E-05
11 5.3530201E-09 6.7279903E-09
cretizations occur. The comparison to a conforming discretization which is coupled by
shared degrees of freedom allows a good assessment of the additional computational
costs entailed by the usage of the WSMb scheme. The computational costs for the
computation of the stiffness matrix are increased by the usage of the WSMb scheme,
whereby the global solution costs are almost unchanged. This is due to the non-local
support of the basis functions on the slave side. All master interface nodes have influ-
ence in all elements along the interface on the slave side. Thus, the number of nodes
per element in these elements grows with mesh refinement. The costs for the compu-
tation of the respective element stiffness matrices grow exponentially. A possible rem-
edy is the usage of dual basis functions as proposed in Oswald and Wohlmuth (2002).
The convergence behavior in the nonlinear Newton–Raphson iteration is shown in Ta-
ble 9.16 for two exemplary discretizations. The iteration convergence behavior of
conforming and non-conforming computations is akin. Thus, the applicability of the
weak substitution method for geometries with arbitrary curvature and kinks is shown.
Neither the accuracy of the resulting deformations nor the convergence behavior in the
nonlinear iteration is influenced negatively. A shown drawback is the higher computa-
tional costs. The usage of dual basis functions, which yield local support of the basis
functions, might be able to increase efficiency. Also with regard to an implementation,
a limited number of nodes per element is desirable.
Chapter 10
Outlook and conclusion
This thesis is concerned with the development of an efficient isogeometric Reissner–
Mindlin shell formulation for the analysis of thin-walled structures. The geometry is
described with the help of a reference surface and a director vector field, which are both
interpolated by NURBS basis functions and nodal values. These nodal values have to
be computed from the curvature of the reference surface in the case of the director
vector field. A new method for the computation of nodal director vectors, named
computation of optimal nodal basis systems (ONB), has been proposed. Numerical
examples have shown that the usage of nodal basis systems which are computed with
this method yields precise and reliable deformation results, especially for arbitrarily
curved geometries.
The kinematics is formulated in a Lagrangean description. The use of Green–Lagrange
strains in combination with second Piola–Kirchhoff stresses facilitates realistic compu-
tations of large deformation problems. A rotational formulation based on Rodrigues’
tensor for the computation of the current director vector allows the treatment of finite
rotation problems. The usage of two rotational degrees of freedom in smooth regions
ensures numerical stability without using drilling rotation stabilization. At shell inter-
sections with kinks three rotational degrees of freedom are used to allow a consistent
coupling of rotations. The exact curvature provided by NURBS surfaces in every point
is used for the proposed criterion for an automatic classification of nodes to be in
smooth regions or located at kinks. Thus, numerically stable computations of geome-
tries with kinks are possible. Neither the usage of drilling rotation stabilization nor a
manual user interaction is required.
Several concepts for the interpolation of the current director vector and its deriva-
tives and variations have been presented. In all cases Rodrigues’ tensor is used for
the rotation of nodal basis systems. Concepts which interpolate rotated nodal director
vectors (RND and ∆RND) have shown to overestimate deformation results for coarse
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meshes. Convergence from above occurs. It is to be noted that the deformation results
entailed by these concepts diverge with rising order of the basis functions. The behav-
ior of concepts which rotate interpolated director vectors (RIDβ, RIDω and ∆RIDω)
is completely different. Convergence from below and convergence with rising order of
the basis functions has been observed in all smooth numerical examples. The differ-
ences of the results between the RND and the RID concepts grow with rising order of
the basis functions and with increasing absolute values of the rotations. Furthermore,
the differences are more pronounced for arbitrarily and strongly curved geometries.
This shows that the high continuity of NURBS surfaces requires a more accurate de-
scription of the rotations. The application of an additive rotational update formulation
for concepts which rotate interpolated director vectors (RIDβ and RIDω) has shown
severe deficiencies for geometries with kinks. The combination of a multiplicative
update formulation with the rotation of interpolated director vectors (∆RIDω) yields
correct deformation convergence behavior. The ∆RIDω rotational concept yields the
most precise results in all numerical examples. Furthermore, computations of curved
geometries with coarse meshes are significantly more robust if the ∆RIDω concept is
used instead of the ∆RND concept. Computations with the RND or the ∆RND con-
cept are more sensitive to numerical instabilities due to shell intersections under a small
angle than computations with RID concepts. The computational costs entailed by the
∆RIDω concept are about 30 % to 40 % higher in comparison to computations with
the ∆RND concept. But it has been shown that the higher precision and robustness
of the ∆RIDω concept are worth the additional computational costs. The efficiency
of the ∆RIDω concept is significantly superior to the ∆RND concept. No significant
difference has been observed if the exact director vector (∆REDω) was used instead
of the interpolated director vector (∆RIDω).
Three different integration rules have been used within the numerical examples. Be-
sides the commonly used full and reduced Gauss integration, also non-uniform Gauss
integration has been considered. The non-uniform Gauss integration rule is proposed
following Adam et al. (2015) with minor modifications. The reduction of the num-
ber of integration points from full integration to reduced integration has shown to be
beneficial in all cases if the ∆RIDω concept was used. Besides a reduction of compu-
tational costs to about 50 % to 75 % of the costs of full integration, reduced integration
also slightly alleviates locking effects and thus improves the accuracy. This is not the
case for the RND concepts, where the alleviation of locking effects further increases
the overestimation of results. The effect of non-uniform integration is similar. The
computational costs are reduced to about 25 % to 50 % of the costs of full integration.
The accuracy of computations with RND concepts deteriorates, whereas the accuracy
of computations with the ∆RIDω concept is improved. However it is to mention, that
the non-uniform integration rule did not yield accurate results for all examples. In
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some cases a severe overestimation of deformations occurred. The system response is
too soft. This new integration rule requires a more detailed evaluation of a broad set of
numerical examples. A more conservative choice of the number of integration points
in combination with mixed methods to alleviate locking effects, as proposed in Wagner
and Gruttmann (2005), is advised for future research in order to attain both efficient
and reliable computations. Within this thesis, the non-uniform integration scheme is
applied in order to show the behavior of each rotational concept in combination with
methods to alleviate locking. The numerical examples show that the alleviation of
locking effects is only beneficial if the ∆RIDω concept is used.
The efficiency of computations with the ∆RIDω concept and non-uniform integration
has been shown to be slightly lower but in the same range than computations with fi-
nite element shell formulations with linear Lagrange basis functions. Here efficiency is
measured in computational costs to attain a pre-defined error level. The isogeometric
computations with the ∆RIDω concept require significantly less integration points in
comparison to the reference finite element shell elements. This situation offers high
potential for the isogeometric shell formulation. If the numerical effort in every in-
tegration point grows, then the situation could be reversed. Possible examples are
the usage of nonlinear material laws or multi-scale computations (e.g. Kohlhaas and
Klinkel (2015)). An isogeometric shell formulation based on the mixed variational for-
mulation proposed in Wagner and Gruttmann (2005) could further improve efficiency
by alleviating locking effects and reducing the number of equilibrium iterations.
A new method for the coupling of non-conforming NURBS patches has been pre-
sented. It bases on the mortar method according to Bernardi et al. (1993). The cou-
pling is achieved by a static condensation without altering the variational formulation.
The global stiffness matrix remains positive definite and the number of degrees of
freedom is reduced in comparison to the uncoupled problem. The condition of the
stiffness matrix is not deteriorated. The substitution relation is derived from the weak
fulfillment of the Dirichlet interface condition. It has to be computed once as a pre-
process and does not change within nonlinear iterations. The high accuracy and the
robustness of the method have been shown with the help of two numerical examples.
Two choices for the master/slave classification and the resulting parametrization of the
interface traction field have been assessed. The numerical results suggest the patch
with the highest number of interface degrees of freedom to be used as master patch.
In this case the results are very similar to computations using the Lagrange multiplier
method with the same parametrization for the Lagrange multiplier field. The method
is applicable to the presented Reissner–Mindlin shell formulation with minor modi-
fications. Due to the description of rotations by nodal rotations around nodal basis
systems, it is preferable to substitute the slave basis functions along the interface by
their respective contributions to basis functions on the master side. The character of
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the method remains unchanged by this alteration. Geometrically nonlinear examples of
complex shell geometries show that the usage of the coupling method does not impair
the global convergence behavior of the Reissner–Mindlin shell formulation. Future re-
search might use dual function spaces according to Oswald and Wohlmuth (2002) for
the parametrization of the interface traction field. Further extensions are required for
the coupling of trimmed NURBS surfaces.
Appendix A
Elementary vector and tensor algebra
operations
• Vector in co- and contravariant form:
a = ai g
i = ai gi (A.1)
• Second-order tensor in co- and contravariant form
C = Cij g
i ⊗ gj = Cij gi ⊗ gj (A.2)
• Fourth-order tensor in co- and contravariant form
C = Cijkl g
i ⊗ gj ⊗ gk ⊗ gl = Cijkl gi ⊗ gj ⊗ gk ⊗ gl (A.3)
• Scalar product of two vectors
a · b = (ai gi) · (bj gj) = aibj (gi · gj) = aibjδij = aibi (A.4)
• Length of a vector
|a| = √a · a (A.5)
• Commutativity of the scalar product of two vectors
a · b = aibi = biai = b · a (A.6)
• Dyadic product of two vectors (exemplary with contravariant basis vectors)
C = a⊗ b = (ai gi)⊗ (bj gj) = aibj gi ⊗ gj = Cij gi ⊗ gj (A.7)
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• Linear mapping, that assigns to each vector d a vector a, where C is a second-
order tensor (product of a tensor and a vector)
a = Cd = [ai]i=1,3 = [Cijdj]i=1,3
= (b⊗ c)d = (c · d) b
(A.8)
• Product of two second-order tensors (single contraction)
A = BC = (a⊗ b) (c⊗ d) = (b · c) (a⊗ d) (A.9)
• Vector product of two vectors
a× b = Ab with A = skewa =
 0 −a3 a2a3 0 −a1
−a2 a1 0
 (A.10)
• Scalar product of two second-order tensors (double contraction)
A = B : C = (a⊗ b) : (c⊗ d) = (a · c) (b · d) = C : B (A.11)
• Linear mapping, that assigns to each second-order tensorB a second-order ten-
sorA, where C is a fourth-order tensor
A = C : B (A.12)
Appendix B
Geometry definition of curved
benchmark examples
B.1 Geometry of the double curved free form surface
The double curved free form surface used in Section 9.1.3 is defined by one Gordon–
Coons surface patch. It can be constructed uniquely from four boundary B-spline
curves. The control points for all four boundary curves are given in Table B.1. As
w = 1 holds for all control points, a B-spline surface is formed. The knot vector
Ξ =
[
0, 0, 0, 0,
1
3
,
2
3
, 1, 1, 1, 1
]
(B.1)
is identical for all boundary curves. The order of the B-spline basis functions is p = 3
and the number of control points is n = 6. Thus, the coarsest mesh consists of 3 × 3
elements. The line load py = 10 acts on the straight line between X1 = (0, 0, 15)T
andX2 = (11, 6, 15)T .
Table B.1: Double curved free form surface: Control points of the four boundary curves.
top bottom left right
Control points (x,y,z) 0,0,15 0,0,0 0,0,0 11,0,0
11
9
,2
3
,15 5,0,0 0,0,5 11,0,8
3
11
3
, 2,15 5,5,0 0,2,7 11,2
9
,62
9
22
3
,4,15 10,5,0 0,2,10 11,17
9
,101
9
88
9
,16
3
,15 10,0,0 0,0,12 11,13
3
,41
3
11,6,15 11,0,0 0,0,15 11,6,15
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B.2 Geometry of the free form surface with arbitrary
curvature and kink
The free form surface with arbitrary curvature and kink used in Section 9.3.3 consists
of two Gordon–Coons surface patches with changing curvature. Each patch is defined
uniquely by its four boundary B-spline curves. The control points for all boundary
curves are given in Table B.2. As w = 1 holds for all control points, B-spline surfaces
are formed. The knot vector
Ξ =
[
0, 0, 0, 0,
1
3
,
2
3
, 1, 1, 1, 1
]
(B.2)
is identical for all boundary curves. The order of the B-spline basis functions is p = 3
and the number of control points is n = 6. Thus, the coarsest mesh consists of 3 × 3
elements for each patch. The line load py = 10 acts on the straight line between
X1 = (0, 0, 15)
T andX2 = (11, 6, 15)T .
Table B.2: Free form surface with arbitrary curvature and kink: Control points of the boundary
curves.
Patch Ω1 top bottom left right
Control points 0,0,15 0,0,0 0,0,0 11,0,0
(x,y,z) 11
9
,2
3
,15 5,0,0 0,0,5 11,0,8
3
11
3
, 2,15 5,5,0 0,2,7 11,2
9
,62
9
22
3
,4,15 10,5,0 0,2,10 11,17
9
,101
9
88
9
,16
3
,15 10,0,0 0,0,12 11,13
3
,41
3
11,6,15 11,0,0 0,0,15 11,6,15
Patch Ω2 top bottom left right
Control points 11,6,15 11,0,0 11,0,0 20,3,0
(x,y,z) 12.8,4.8,15 11,3,0 11,0,8
3
20,2,3
14.6,3.6,15 12,5,0 11,2
9
,62
9
20,4,7
16.4,2.4,15 15,5,0 11,17
9
,101
9
20,8,10
18.2,1.2,15 17,2,0 11,13
3
,41
3
20,4,13
20,0,15 20,3,0 11,6,15 20,0,15
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This work is concerned with the development of an efficient and robust isogeometric 
Reissner–Mindlin shell formulation. Thin-walled structures are usually defined by NURBS 
surfaces in industrial design software. Common shell formulations require the definition of a 
reference surface in combination with a director vector field. The usage of isogeometric 
shell elements can avoid costly conversions from NURBS surfaces to other surface or 
volume geometry descriptions. The shell formulation presented in this thesis uses an 
orthogonal rotation described by Rodrigues’ tensor to compute the current director vector. 
Large deformations and finite rotations can be described accurately. A new method for the 
definition of the required nodal basis systems is derived. Basing on this, a criterion for the 
automatic assignment of the correct number of rotational degrees of freedom for each 
node is proposed. Various concepts for the interpolation of the current director vector are 
derived and compared with the help of numerical examples. Three different integration 
schemes and their interaction with rotational concepts are assessed. A further main 
concern of this thesis is the coupling of non-conforming NURBS surface patches.  The 
proposed method bases on a substitution relation which is derived from the weak 
fulfillment of the equality of mutual displacements along the interface. A static 
condensation can be performed with the help of this substitution relation in order to attain a 
coupled global system of equations. The applicability of the coupling method for the 
presented Reissner–Mindlin shell formulation is shown with the help of examples. 
