Abstract: This paper describes the implementation o f both Point of Collapse PoC methods and continuation methods for the computation of voltage collapse points saddle-node bifurcations in large ac dc systems. A comparison of the performance of these methods is presented for real systems of up to 2158 buses. The paper discusses computational details of the implementation of the PoC and continuation methods, and the unique challenges encountered due to the presence of high voltage direct current HVDC transmission, area interchange power control, regulating transformers, and voltage and reactive p o wer limits. The characteristics of a robust PoC power ow program are presented, and its application to detection and solution of voltage stability problems is demonstrated.
INTRODUCTION
During the last few years several methodologies for detecting saddle-node bifurcations in dynamic systems using steady state analysis techniques 1 , have been tailored and applied to the determination of loadability limits of power systems. In this paper dynamic saddlenode bifurcations, or voltage collapse points, will be considered to be detectable by looking only for singularities of the steady state power ow Jacobian, since, under certain assumptions, saddle-node bifurcations of ac dc dynamic systems with algebraic constraints can be shown to occur when the corresponding power ow Jacobian becomes singular 6, 7 .
One simple alternative to nd loadability limits is to use an ordinary power ow and to gradually increase loads until convergence is no longer obtained. In addition to the need for manual intervention, this approach often su ers from convergence di culties and one is never certain where the limits actually are. A more precise determination of the proximity of a limit is essential when one is interested in e ects of various possible control actions on the location of these limits. In addition, the conventional power ow method is generally not able to reliably nd low v oltage solutions that are necessary for some of the direct energy function methods, or to directly determine the direction of maximum security increase. The Point of Collapse PoC method 2, 3 , 4 , 5 i s o n e w ay of performing a direct computation of these limits. The method has been shown to be computationally feasible and well suited for determining proximity t o v oltage collapse in integrated ac dc dynamic networks 6, 7 . Continuation methods have also proven to be a good way of calculating bifurcation points in ac power systems 5, 8, 9 . This paper presents brief quantitative and qualitative descriptions of these two methods, and describes the additional modi cations needed to handle an arbitrary number of ac limits and dc links. A detailed account of the implementation of these methods in C code and the characteristics of the resulting program are also presented. This tool is then used for determining voltage pro les and loadability margins for several ac dc systems.
THE POINT OF COLLAPSE METHOD
A general one-parameter nonlinear dynamic system can be represented by the vector eld _ z = fz; 1 where z 2 R n and 2 R. This system presents a bifurcation at the equilibrium point z 0 ; 0 when the corresponding linearization Jacobian is singular. Saddlenode bifurcations are typical in practice 1, 1 0 , 1 1 , and are characterized by the steady state Jacobian The solution to these equations yields the saddle-node bifurcation point. This paper tests this concept using the ordinary power ow equations for f. The bifurcations that are computed for the load ow equations can be directly related to bifurcations of certain dynamic equations of the form 1 as shown in 12 . These dynamic equations include generator swing dynamics, which depend only on frequency and the real and reactive p o wer balance at the load. Some dynamic power system models particularly those with detailed generator models do not have this form. In these cases, the use of the standard load ow equations is not appropriate see 13 and 14 . However, our approach can be extended without di culty if the right hand side of the dynamic equations is substituted for the load ow equations. The paper also recognizes that some features of load modeling are crucial in computing voltage collapse points see for example 15 . Attention is restricted to loads whose incremental behavior is that of classic constant PQ models. Once again, the approach extends easily to encompass changes in the load models. Load models appropriate to voltage collapse computations remain controversial. For power system dynamic models, the parameter typically stands for load increase throughout the network. One can solve equations 2 or 3 to determine the maximum loading factor 0 and the point o f v oltage collapse z 0 . Equations 2 are used by Seydel in 1 to determine saddle-node bifurcations of general dynamic systems, and have been applied to voltage stability analysis of ac systems in 2, 3, 5 . A variation of equations 3 was used in 4 to determine voltage collapse points of purely reactive ac systems; here as in 16 the nonzero condition for the left eigenvector, k w k 6 = 0, is replaced by the saddle-node bifurcation condition 4 depicted below. In all these cases the Jacobian can be shown to be nonsingular at the bifurcation point 7 . This makes these methods numerically appealing. Margin switching at the inverter side is assumed.
maximumloadability margin for a 173 bus ac dc system is illustrated later. When these methods are applied to real sized ac dc systems, there are several factors that have t o b e t a k en into account in order to obtain consistent and reliable results. Good initial guesses for the system variables, particularly the eigenvectors, are essential, otherwise a Newton-Raphson approach for obtaining the solution to the PoC equations either yields undesirable results or does not converge. This becomes important for large systems with an arbitrary number of ac dc state variable limits.
AC limits considered in this paper are voltage regulating transformer and phase shifter tap limits, and voltage and reactive p o wer limits at generator buses. The HVDC system introduces additional limits: commutation transformer tap limits, converter angle limits, and current and power limits. Enforcing ac system limits does not present major di culties if all system variables, including reactive p o wer at PV generator buses, are explicitly represented in the power ow equations. However, when a variable reaches an operational limit in the HVDC link, the system changes control mode, which can be modelled by a c hange in the state variables used to simulate the dc steady state behavior. A scheme has to be devised to accurately represent the dynamic control logic at both converter stations. Figures  1 and 2 depict the transition logic used to simulate the switching between di erent control modes for the rectier and inverter when the ac bus voltage at either side of the dc line changes. The boxes represent the four dc active control variables.
It is also possible to control, for example, Q at the inverter instead of , o r t o c o n trol P at the recti er instead of I d . In both cases, the control is performed by means of an outer loop. The control of Q, in particular, has the advantage of helping regulate the ac voltage in the vicinity of the inverter. However, as the system approaches an extreme point it is more than likely that both the inverter tap position a i and the extinction angle i will be pushed to their limits to provide the maximum amount of reactive support possible. This results in switching out of constant Q mode and into constant mode, as shown in gure 2. Thus, whether reactive p o wer control is represented or not, the collapse point limits found are likely to be identical. For power control, substitute active p o wer for dc current i n both gures. The notation in these gures is as follows: r stands for recti er and i for inverter; is the ring angle and is the extinction angle; I d is the dc link current and V d is the corresponding dc voltage; N represents a nominal value, M is a maximum value, and m is a minimum value. The reader is referred to 18, 19 for more details. is initially set to zero. These initial guesses are unreliable when limits are reached. To improve the convergence characteristics of the method, new values for the eigenvectors are calculated every time the ac dc system reaches a limit. This is done by applying a few iterations of the inverse power method to the Jacobian of the new set of ac dc equations evaluated at the switching point.
For systems far from the bifurcation point, the initial guesses described above are not su cient to obtain consistent results. By initially stressing the system beyond the base case one can resolve this di culty. This initial load can be calculated using the tangent v ector to the system branch 1 , 10 at the base case see gure 3, which i s a t e c hnique used in continuation methods to nd system voltage pro les 8, 9, 5 . This tangent vector, dz=d, can be found by a factorization and a repeat solution of the base case power ow Jacobian, The scaling constant k in equations 6 denotes relative system loading. When k = 0, the system is at base case conditions. As mentioned above, it is usually better to start the solution for some k 0. The initial choice of k a ects the performance of the method. This choice does not a ect the nal result. An a-priori optimal choice for initial k for all cases simply does not exist. However, experiments with a variety of practical systems suggests that the degree of loadability o f a system beyond a normal" base case increases somewhat less than linearly with the number of generators in the system. That is, the more generators a system has available for dispatch, the greater the loadability. The following entirely empirical initial choice for k gave good results in most of our experiments and permitted reliable hands-o " solutions:
where n g is the number of generators. If some of the generators in the system are at their limit in the base case, this number must be reduced. Several variants of this idea were tested.
Experience with the PoC method has demonstrated that the left eigenvector equations yield better results than their right eigenvector counterpart. Using an innite norm condition as the third PoC equation in 3,
i.e., k w k 1 = maxfw i g = 1, proves to be a more reliable way for nding the voltage collapse point.
CONTINUATION METHODS
Continuation methods present another way of determining proximity to saddle-node bifurcations in dynamic systems. These methods are thoroughly described in 1 for general systems, and were applied to the analysis of voltage collapse in ac only systems in 8, 9 , 5 . References 9, 5 show a direct application of the parameterized continuation methods to the ac power ow equations. In 8 , although the authors do not use the parameterization approach, a perpendicular intersection is utilized to improve the convergence characteristics of these methods. The software presented in this paper uses both techniques, i.e., parameterization and perpendicular intersection, to trace the branch voltage pro les of realistic ac dc networks. Continuation methods consist of a three step approach to tracing the equilibrium points as one parameter in the system changes, i.e., nd the solutions to the power ow equations fz; = 0 for a given set of parameter values. Normally the loading factor is the varying parameter; however, as the system gets closer to bifurcation the classical power ow Jacobian becomes ill-conditioned. A parameterization e.g., switching from to, for example, a bus voltage z i 2 z makes the power ow Jacobian nonsingular at the voltage collapse point. Figure 3 shows graphically how these methods work. The manifold, depicted as a boldface curve, represents the system equilibria as the system parameter changes. Assuming that the system is initially at the state z 1 ; 1 , one can predict the new equilibria z 2 ; 2 by using and the scaled tangent v ector z 1 de ned in equations 6 and 7, respectively, since for a small step z 2 z 1 + z 1 and 2 1 + . To obtain the actual values of z 2 and 2 , one can use the perpendicular hyperplane to the tangent v ector to nd the desired point in the branch. Mathematically this can be summarized in the following three steps:
1. Predictor: Find the step ẑ and p in state space and parameter space by solving equation 8. Dẑfẑ 1 ; p 1 dẑ dp = , @f
Hence, one can arbitrarily chose the length of the step to take, i.e., p = k k dẑ=dp k ẑ = p dẑ dp The parameter p is initially set to , and the state variablesẑ are equivalent t o z. As the process approaches the bifurcation, p is likely to change to one of the ac bus voltages see step 3, with the loading factor becoming part ofẑ. Although the constant k is user de ned, k = 1 yields good results. ; ; ẑ n z n ; p p Experience with the method has demonstrated that as the process approaches the bifurcation, p changes from to the system bus voltage that is varying the most, and after a few iterations of the method it returns back t o . H o wever, in all the cases tested, one can obtain good results even without switching parameters. Using this automated approach for the choice of the parameter p, resulted in no di culties even in highly compensated systems. By changing the parameter p from to a state variable z i 2 z, one guarantees that the Jacobian of equations 8 is nonsingular at the bifurcation point 1 . At the bifurcation point the tangent v ector dz=d is a scaled version of the right eigenvector v. It can be shown that the Jacobian of equations 9 is also nonsingular at the voltage collapse point, even for p = singular power ow Jacobian. Notice that approximate right eigenvector information can be obtained from this method when close to the point o f v oltage collapse.
The method naturally goes around the collapse point, allowing the user to trace the unstable" side of the branch. This turning point m ust be detected in order to change the sign of p in equations 8. For p = , the bifurcation point can be detected by a sign change in the determinant o f t h e p o wer ow Jacobian, which i s a b y-product of its factorization. On the other hand, for p = z i , the turning point is detected by a sign change in .
THE POINT OF COLLAPSE POWER FLOW
This program is a portable C code implementation o f the methods described above. It has been successfully tested in several Unix workstations, namely, SUN, HP and DELL, and is also running in PC machines under DOS 3.3 a Windows 3.0 version is currently under development. The program is capable of handling any size system, limited only by the available memory and swap space. It reads WSCC 21 , EPRI 22 , and Common Format 23 input les, and produces a variety o f ASCII and binary les, depending on the user de ned options. It was designed to be a production type software for research and commercial applications, hence, speed and versatility w ere the main concerns during the development of this program.
The program solves the ac dc power ow using a Newton-Raphson iterative process with automatic stepsize adjustment. The factorization routines were taken from the Sparse Matrix Manipulation System SMMS 24 . The PoC and continuation methods were implemented with all the practical details explained in the two previous sections. A solution to the voltage collapse problem can be obtained for any ac dc systems with a variety of operational limits.
To test the validity and performance of the program, results were compared against three commercial software packages: EPRI's power ow v ersions 3 and 5 21, 22 , and Electrocon's power ow v ersion 3.10 25 . The results and performance yielded by this program are shown and discussed in the next section. Figure 4 shows some of the user de ned options of the PoC power ow. Notice that the load distribution factors DPl, DQl and the generator participation factors DPg de ned using the -K option, give a direction in demand space and generation space to realistically solve the voltage collapse problem. However, these directions can also be used to solve the base case power ow problem with a distributed slack-bus and di erent loading levels.
RESULTS
The program was tested in a variety of ac dc systems, ranging from 14 to 2158 buses. Figure 5 depicts a 14 bus system designed to replicate some of the characteristics of electric networks in the western part of the United States. The 173 bus network is a reduced version of a real 2158 bus system developed jointly with CEPEL. A 133 bus system, which is a modi cation of the 173 bus system, was also used.
Figures 6 and 7 show t wo di erent set of voltage proles obtained by applying the continuation method to the 173 and 2158 ac dc bus systems, respectively. The rst pro le shows the sharp voltage changes due to the reactive p o wer limits at the generation buses. This is an issue reported in 4 , and is produced by the loss of reactive support throughout the network when a generator or group of generators reach a Q limit, hence, sharply reducing the maximumloadability margin 0 of the system. For example, 0 for the 173 bus system without Qlimits is 6.0725 above the initial system load, whereas when these limits are included 0 = 2 :0275. Figure 7 shows another interesting phenomenon where the system becomes immediately unstable when a generator reaches a reactive limit. This was also observed in the 133 bus system. This seems to occur rather close to the bifurcation. For a detailed explanation of this kind of instability the interested reader is referred to the work by Dobson et al in 26 .
The nose" of the curves in Figure 7 requires some explanation. When obtaining these curves it is assumed that P Vgeneration buses are operated at constant V until the limit for Q is reached, and only then is the value of Q xed at its limit. For these curves, the system does not, strictly speaking, reach a bifurcation based on this operating regime. This is because the point of maximumloadability occurs at the point where a Q limit is reached. If the Point of Collapse method is applied to the equations considering this limit, no solution possible and the method fails. However, if one were to permit Q to reach its limit, and then ask the question of where is the nearest bifurcation point with Q xed at this limit, then one would discover that this bifurcation point occurs at a slightly higher voltage, and that this point allows a slightly larger power transfer capability than the solution based on holding the voltage constant u n til the Q limit is reached. This is the meaning of the incomplete upper third solution" near the nose. The point is not entirely ctitious: a different operating policy for the system, based on extra Q injection at the bus, rather than constant V , w ould permit this point to be reached. However, in every case tested the di erence in the loadability level attainable with either method was virtually negligible.
It was con rmed that constant active p o wer control in the HVDC link, as opposed to constant dc current control, reduces the loadability margin of the ac dc system 27, 28 . For the 14 bus system, changing the HVDC control mode form constant p o wer to constant current in both dc links, increases 0 from 11.269 to 11.568.
Another important feature of the PoC method is that it yields the right or left eigenvectors corresponding to the zero eigenvalue at the bifurcation point. For the 173 bus system, the maximum element v alues of the saddle-node right eigenvector shows that a lack of reactive p o wer support in the area conformed by buses 74, 75 and 76 is the source of the voltage stability problem. Hence, increasing the shunt reactive support from the original 550 MVAR to 850 MVAR in bus 75, moves the collapse point from 0 = 2 :0275 to 0 = 2 :3117. For examples on possible applications of the left eigenvector see 17 . Table 1 shows the maximum loading factors 0 , and the time performance for di erent ac dc and ac systems obtained in a SUN-SPARC IPC Unix workstation. The times shown include all program operations, including input and output, which in a dedicated Unix workstation correspond to real times. The ac only systems in this table were simulated by treating the HVDC links as constant active and reactive p o wer injections. For the 2158 bus system, several types of regulating transformers, area interchange power control, bus voltage and reactive limits are included. Limits signi cantly increase the computation time.
The convergence problems observed in the last two entries of table 1 when using the continuation method are due to the sharp turning point and the step cutting technique used. The predictor, when applied to a sharp" nose curve close to the bifurcation, yields a large step. Thie creates convergence problems for the corrector part of the method indicated by z in the table, since there is no crossing with the bifurcation branch of the equilibria.
Step cutting would produce the right answer; however, if the step is cut below the convergence tolerance of the Newton solver, the program will take this slightly incorrect value as the solution.
The PoC method consistently performed faster, by Corner points correspond to Q-limit instabilities. The PoC is only slightly beyond. about a factor of 2, than the continuation method. This method also generates right and left eigenvector information that can be used to increase loadability margins. However, continuation methods have the advantage of producing voltage pro les, and as a by-product yield unstable equilibrium points that can be useful for system stability analysis. Another advantage of the continuation methods is that they are able to detect immediate instabilities due to reactive p o wer limits, although in practice these points and the bifurcations are very close. Finally, the step cutting technique used in the continuation methods to improve convergence can lead to slightly incorrect results in cases of sharp turning points.
CONCLUSIONS
A detailed description of the implementation of the PoC and continuation methods is presented, including the practical considerations that allow to obtain consistent results in a diversity of ac and ac dc systems. A brief description of the computational characteristics and requirements of these methods is also shown. Finally, some of the test cases and results are discused, in particular those related to a real ac dc 2158 bus network with a variety of operational limits and controls.
The PoC method yields voltage sensitivity information and time performances that justify its use as a production tool. The performance of this method can be signi cantly enhanced by using specialized sparse matrix techniques to reduce computation times, like block factorization as suggested in 4 . On the other hand, continuation methods, although slower, produce additional information that can be used in the analysis of other stability issues. For these two reasons the authors believe that these two methods complement each other, particularly for systems where one of the methods might fail in producing the desired results.
