A symmetric
kernel G is said to symmetrize the kernel K by composition on the left in case the product GK is symmetric -i.e. in case GK = KTG. It follows at once that, if G is a left symmetrizer of K, so are GK, GK2, GK3, etc., and that the linear manifold spanned by these kernels consists entirely of left symmetrizers of K. It also follows that G-1, when it exists, satisfies KG~1 = G-1KT, so that the inverse of G is to be sought among the right symmetrizers of K. The integral equations of first kind of classical potential theory, namely (1) f(P) = f G(pq),x(q)dSq, In this notation, G(p, q) = l/(2irrpq) is the potential at p(q) of a unit mass at q(p), and is symmetric, while D(p, q) = (d2/dnpdnq)G(pq) represents the normal component of force at p(q) due to a unit normal dipole at q(p) and is likewise symmetric. The given boundary values relevant to the (interior or exterior) Dirichlet and Neumann problems are/(p) and g(p), respectively. In this paper, the concepts of the first paragraph above are applied to the solution of the equations (1) and (2) solution, and has worked out the case of a circle. These methods have been extended to the three-dimensional case by Fenyo [3] , who illustrates his results in the case of a sphere. Blumer [2] converts (1), in the three-dimensional case, to each of three integral equations of second kind by a complicated process based upon integro-differential operators analogous to those of M. Riesz. Thus it appears that the symmetrizing property of D and the equivalence of (1) and (2) with equations of second kind with kernels K2 and (2Cr)2 are new results. The following development, however, owes much to the work of Liapounoff [8] 
2. A function V(P) harmonic in the region R interior, or R' exterior, to 5 is said to possess a regular normal derivative on 5 [9, §2, p. 246, §16, p. 285] in case limP"peSidV/dn)iP) is taken uniformly on 5 as P->p along the normal to 5 at p. (The normal n is defined throughout as the interior normal to S, and determines the positive (interior) and negative (exterior) sides of 5. See, e.g. equations (6) and (8 (8) into (7) is permissible and leads directly to the formula (see also Plemelj, loc. cit.) (10) GKu = KTGu.
Similarly, since V[pt] admits a regular normal derivative on S, so does W[F], and substitution from the first of equations (8) into (9) is also permissible, to obtain (6) into (9), and applying this relation, the formula (12) DKTv = KDv is obtained. Similar substitution into (7) leads to
4. It is well known (Plemelj, loc. cit. §2) that X= +1 is an eigenvalue of the kernel K of the Fredholm-Poincare integral equations, and that, correspondingly, the homogeneous equations KTvi -vi = Q, Kui -p.i = 0 each admit a single eigenfunction.
The eigenfunction vi is constant, while ui represents the equilibrium distribution of charge on 5. It follows from (10) that, with appropriate normalization, vi = Gui. On the other hand, since pi is continuous, V[pi] has a regular normal derivative on 5 whence, U/[F] = PF^i] has also. However, Dvi = 0^fii.
The identities K2p-p = Kp-p+K(Kp-p) and (KT)2v-v = KTv -v-\-KT(KTv -v), together with the fact that X= -1 is not an eigenvalue of K or KT, show that m and vi are also the only eigenfunctions of K2 and (KT)2 respectively. Thus, it follows from (13) that Dp = 0 implies v = constant.
These remarks, together with Fredholm's third theorem, show that the integral equations (3) and (4) admit solutions when, and only when, /D/dS = 0 and /gGpidS = 0, respectively;
and that these solutions are not unique but contain an added arbitrary multiple of the corresponding eigenfunction.
5. Theorem 1. A necessary and sufficient condition that the integral equation (1) (8)and (9) it follows that /u satisfies (3).
When Df exists, equation
(3) may be formulated and, since fsDfdS = 0 this equation admits a continuous solution ju =/i0 + C/-HFor each such solution it follows from (1) that DGp = Df, whence Gp,-f = Gpo-\-CGpi-f is constant on 5. But Gpi = vi is itself constant, thus C may be uniquely chosen such that (1) is satisfied.
Q.E.D. Theorem 2. A necessary and sufficient condition that the integral equation (2) shall admit a continuous solution v, unique to within an additive constant, for any given continuous function g, is (14) f gdS = 0. Proof. 1. When p0 satisfies (2), so that Dv0 = g = d/dnW[v0] then g satisfies (14) . Moreover, from (13), GDp0 = Gg = (KT)2v0 -Vo, whence po satisfies (4). Since v0 lies in the domain of D, p0 = Gp for some continuous p., and p. satisfies (3) with D/ replaced with g, by Theorem 1. These same conclusions are clearly valid for v = v0 + Cvi, which also satisfies (2).
Given a continuous
function g satisfying (14) , it follows that /piGgdS = /pigdS = vi/gdS = 0, whence (4) possesses a continuous solution p = v0 + Cpi. Similarly (3) with D/ replaced with g possesses a continuous solution p. = p,o-\-Cp.i, whence Gfj. = Gpo + CGpi = Gn0 + Cvi and it follows from (10) that v = Gp and that every solution of (4) has this form. Thus, W[v] has a regular normal derivative on S, and from (13) it follows that GDv = Gf, whence Dv=f. Q.E.D.
Since IF^i] is constant in R and zero in R' this theorem is in accordance with the known fact that the Neumann problem possesses an unique, regular solution in R', but that the solution is only determined to within an additive constant in R.
A second integral equation may, in certain circumstances, be formulated for the Dirichlet problem as follows:
Corollary.
Suppose that ffuidS = 0. Then, the solution p. of (1) and (3) may be written u = Dv where v is a continuous solution of (4) with Gg replaced with f.
Proof. 1. When u satisfies (1), 0 = fuifdS = JuiGudS = JvipidS = vifpdS so that, by Theorem 2, Dv=n possesses a continuous solution v. This function satisfies (4) with Gg replaced with /.
2. Following the arguments of Theorem 2, it is seen that (4), with Gg replaced with/, possesses continuous solutions v for which W [v] admits an unique normal derivative on S. From (13), GDv =/ whence p. = Dv is the solution of (1).
Q.E.D.
