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Regularization of linear and nonlinear ill-posed
problems by mollification
Walter Cedric Simo Tao Lee∗
Abstract
In this paper, we address the problem of approximating solutions of ill-posed problems using mollifica-
tion. We quickly review existing mollification regularization methods and provide two new approximate
solutions to a general ill-posed equation T (f) = g where T can be nonlinear. The regularized solutions
we define extend the work of Bonnefond and Mare´chal [2], and trace their origins in the variational
formulation of mollification, which to the best of our knowledge, was first introduced by Lannes et
al. [18]. In addition to consistency results, for the first time, we provide some convergence rates for a
mollification method defined through a variational formulation.
Keywords: Mollification, ill-posed problems, regularization, consistency, convergence rates.
1 Introduction
Let T : H1 → H be a bounded linear operator with non-closed range mapping elements of an infinite
dimensional Hilbert space H1 into another infinite dimensional Hilbert space H. In such a case, the
equation
Tf = g, (1)
is known to be ill-posed in the sense that the best-approximate solution f † of (1) does not depend
continuously on g. Due to the ill-posedness of equation (1), we need to apply a regularization method
in order to recover stable approximation of f † given g. Several regularization methods exist among
which Tikhonov, Landweber, asymptotic regularization, conjugate gradient, spectral cut-off, (see, e.g.
[5, 8, 15, 39] and the references therein). In this paper, we consider regularization via mollification.
Indeed, given that by definition, mollification extinguishes high frequency components which are usually
responsible of the instability in ill-posed problems, it is therefore natural to use mollification in the
regularization of ill-posed problems. In this respect, several authors developed various regularization
methods based on mollification. In all these methods, despite the different formulations, an essential
aspect is preserved: the attempt to reconstruct, not the original object f †, which is non-attainable
given the ill-posedness of equation (1), but a smooth version of f † defined via a mollifier. Depending
on their formulation and the procedure of regularization, these regularization methods can be divided
into three main classes.
A first class developed by Vasin [40], Murio [27, 28], Manselli and Miller [21] and Ha`o et al.
[9]. This formulation was designed and applied to few problems only, namely, numerical (fractional)
differentiation, Abel integral equation and inverse heat conduction problems. Here the regularization
of equation (1) consists in pre-smoothing the data g prior to the resolution of the equation. More
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precisely, the regularization procedure is the following: First, we define a mollifier operator Mα which
converges point-wise to the identity operator as α goes to 0. This operator Mα is nothing but a
convolution by a mollifier function mα. Next, using operator Mα, we define a mollified version Mαg
of the data g and show that the new operator equation Tf = Mαg is stable with respect to the
data g. Notice that this method is equivalent to introduce regularization by pre-multiplication of the
Moore-Penrose inverse T † of T by Mα before applying it to the data g. That is, the approximate
solution of (1) is nothing but fα = T
†Mαg. It is important to notice that Murio [28] also designed a
very similar regularization procedure for the resolution of inverse heat conduction problems where the
mollifier operator Mα, instead of being applied to the data g is applied on the unknown solution f
†.
Here, the procedure of regularization consists first to compute an operator equation Tαf = g satisfied
by the mollified version Mαf
† of the solution f † of equation (1) and then show that this new equation
is actually stable. Finally, the approximate solution is defined as the solution of the stable equation
Tαf = g. In [9, 27, 28, 40], we can observe the effectiveness of this regularization scheme through
the simulations carried out. However, a major drawback of this method is its poor generalization to a
wider class of inverse problems beyond the numerical differentiation, Abel integral equation and inverse
heat conduction problems. Hegland and Anderssen [11] attempt such a generalization using the semi-
group theory of Hille and Phillips [12]. Yet, their generalization is still weak as their generalization
incorporates only problems Tf = g where T is translational invariant. Moreover, another significant
drawback of this generalization is the computation of the approximate solution fα, which requires
direct inversion of operator T which is known to be ill-posed, coupled with the fact that an explicit
expression of the inverse of T is generally unavailable.
A second class of mollification method refers to the so-called approximate inverse developed by
Louis and Mass [19, 20]. Here the philosophy of regularization of equation (1) is the following. Due to
the ill-posedness of equation (1), it is difficult to determine the solution f † accurately. Given that, one
might try instead to recover a smooth version Eγf
† of f †, where Eγ is a suitable mollifier operator.
Obviously, operator Eγ must satisfies some conditions which guarantee that Eγf
† is a reasonable
approximation of f †. In [20], this condition is merely the weak convergence of Eγf toward f for all
f ∈ H1 as γ tends to 0. That is,
Eγf ⇀ f ∀f ∈ H1, as γ → 0.
Provided that H1 is a suitable function space, the operator Eγ is defined via a mollifier eγ as follows:
(Eγf) (x) := 〈eγ(x, ·), f〉 .
Next, if eγ lies in the range of the adjoint T
∗ of T , that is, there exists vx,γ ∈ H such that
T ∗vx,γ = eγ(x, ·), (2)
we can easily compute the approximate solution Eγf
† as
Eγf
† :=
〈
eγ(x, ·), f †
〉
=
〈
T ∗vx,γ , f
†
〉
=
〈
vx,γ , T f
†
〉
= 〈vx,γ , g〉 .
Hence the approximate solution fγ of the approximate inverse method is nothing but fγ = 〈vx,γ , g〉,
where vx,γ is the solution of equation (2). Therefore, the resolution of equation (1) reduces to the one
of equation (2) which is also ill-posed. However, on the contrary to equation (1), the data eγ(x, ·) in
equation (2) can be considered noiseless given that the chosen eγ is generally defined analytically. In
the case equation (2) does not have a solution, the function vx,γ is computed as the solution of the
optimization problem
min
v∈H
‖T ∗v − eγ(x, ·)‖2,
which is equivalent to the equation
TT ∗vx,γ = Teγ(x, ·).
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In [20], the authors pointed out some advantages of the method, among which the avoid of discretiza-
tion of f , the fact that the regularization parameter appears only on the right hand side of equation
(2) and the adaptability of the method to parallel processing. Yet, the computation of the reconstruc-
tion kernel vx,γ remains a critical step given the ill-posedness of equation (2). Indeed, even-though,
eγ(x, ·) might have an analytic expression, in the numerical resolution, we still have round-off error
and possibly truncation errors when eγ(x, ·) is expressed as a series. Thus, practically, except when
explicit pair of reconstruction kernel - mollifier (vx,γ , eγ) is known, the approximate inverse method
has a main drawback which is the computation of the reconstruction kernel vx,γ . Rieder and Schuster
[31, 32, 33] deeply investigated the method and applied it to tomography using explicitly known pair of
reconstruction kernel - mollifier (vx,γ , eγ). A comprehensive study of the approximate inverse method
and some applications can be found in [36].
The third class is the variational formulation which to the best of our knowledge was first introduced
in the late 80’s by Lannes et al. [18] in signal and image processing. Later on, Alibaud et al. [1] defined
a variational formulation of mollification to solve the Fourier synthesis problem. Finally, Bonnefond
and Mare´chal [2] generalizes the variational formulation to the inversion of linear compact operator. In
this formulation, the target object is Cβf
† where Cβ is a convolution operator. Given that the target
object Cβf
† should stay close to f †, the family of operator (Cβ)β>0 is defined as an approximation of
unity i.e.
∀f ∈ H1, Cβf → f as β ↓ 0. (3)
Having defined the target object Cβf
†, they define the new equation satisfied by the target object.
Provided there exists a continuous operator Φβ solution of the so-called intertwining equation
TCβ = ΦβT, (4)
the equation satisfied by the target object Cβf
† is Tf = Φβg. On the other hand, given that we aim
that Cβf
† stay close as possible to f †, a natural penality term is ‖(I − Cβ)f ‖2H1 . Thus provided a
continuous operator Φβ solution of (4) exists, the variational formulation
min
f
‖Φβg − Tf ‖2H + ‖(I − Cβ)f ‖2H1 , (5)
is legitimate. The formulation (5) is exactly the one considered by Alibaud et al. in [1] where T is a
truncated Fourier operator. However, formulation (5) is actually limiting on the class of operator T .
Indeed it is only in few cases that a solution Φβ of equation (4) is known (differentiation, deconvolution,
Fourier synthesis, inversion of Radon transform). In the general case of a linear operator T , such a
bounded operator Φβ need not exist. In order to cope with this problem, whenH1 = L
2(Rp), Bonnefond
and Mare´chal [2] replaced equation (4) by the optimization problem
(Lβ) Φβ = argmin{‖TCβ −XT|E‖2B(E,H) |X ∈ B(H), X = 0 on
(
RanT|E
)⊥},
where E is the intersection of a Sobolev space Hs(Rp) and a subspace L2(V ) of functions in L2(Rp)
compactly supported in the subset V of Rp. Nevertheless, as the authors of [2] pointed out, in most
cases of interest, (Lβ) is an ill-posed optimization problem. On the other hand, numerical experiments
on problem where Φβ is well known (e.g. deconvolution problem) tend to show that the resulting
regularized solutions obtained from the variational formulation (5) with and without operator Φβ are
quite similar.
In this paper, we focus on variational formulation of mollification. Given the aforementioned fact
and the problem linked to the existence and computation of operator Φβ, we consider in the sequel
the following variational formulation which omits operator Φβ
min
f
‖g − Tf ‖2H + ‖(I − Cβ)f ‖2H1 . (6)
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Compared to all other mollification methods, this formulation has the first advantage to be applicable
to a very general operator equation Tf = g irrespective of operator T associated. To the best of
our knowledge, such a mollification method applicable to general operator equation has not yet been
investigated up to now. In the sequel, based on the formulation (6), we derive two approximate
solutions of equation (1). For each approximate solution, we provide consistency results and some
convergence rates. Furthermore, we extend one of these regularized solutions to the nonlinear case
where T is replaced by a nonlinear operator F .
The paper is organized as follows: Section 2 is about important ingredients which will be useful
throughout the paper. In this section, the mollifier operator Cβ is defined and its convergence analysis
is carried out. A first approximate solution is defined Section 3, consistency is proven and a brief
application to two specific ill-posed problems yielding convergences rates is provided. Section 4 exhibits
a second approximate solution for which consistency is proven and a convergence rate given. In Section
5, we applied the approximate solution defined in Section 4 to the regularization of nonlinear ill-posed
problems. In particular, by adapting the estimates and proofs of Section 4, we establish stability and
consistency of the regularized solution. Finally, under assumptions very similar to classical ones, we
prove a convergence rate related to the one given in Section 4 corresponding to linear case.
In the sequel, T is assumed to be injective, fˆ or U(f) represents the Fourier transform of f and
U−1f represents the inverse Fourier transform of f . Moreover, for simplicity of exposition, we consider
H1 = L
2(Rp) and every occurrence of || · || without a subscript refers to the L2-norm. In order to make
the presentation more fluent, most of the proofs from Section 2 to Section 5 are deferred to appendix.
2 Basic ingredients
Let Jβ(f, g, T ) be the functional defined by:
Jβ(f, g, T ) := ‖g − Tf ‖2H + ‖(I − Cβ)f ‖2L2(Rp). (7)
We consider the family (Cβ)β>0 defined via the convolution as follows:
∀ f ∈ L2(Rp), Cβf = φβ ⋆ f, with φβ(x) = 1
βp
φ
(
x
β
)
(8)
where φ ∈ L1(Rp) satisfies ∫
Rp
φ(x) dx = 1. Recall that, in such a setting, the following classical
convergence result justifies that the family (Cβ)β>0 defined in (8) is indeed an approximation of unity:
∀ f ∈ L2(Rp), φβ ⋆ f → f as β → 0.
Having defined operator Cβ, it is necessary to assess the asymptotic behavior of Cβ as β goes to 0
and if possible, exhibit rates of convergence of Cβ toward the identity operator on L
2(Rp). First, notice
that without imposing an additional condition on the convolution kernel function φ, the convergence
of Cβ toward the identity might be arbitrarily slow as shown in the following proposition whose proof
is deferred to appendix.
Proposition 1. Let the family (Cβ)β>0 be defined by (8) with φ ∈ L1(Rp) satisfying
∫
Rp
φ(x) dx = 1.
Then the point-wise convergence of Cβ toward the identity operator on L
2(Rp) is arbitrarily slow. That
is, there does not exist a non-decreasing function µ : R+ → R+ such that limβ↓0 µ(β) = 0 and
∀ f ∈ L2(Rp), ‖(I − Cβ)f ‖L2(Rp) ≤ µ(β) ‖f ‖L2(Rp), (9)
where I denotes the identity operator on L2(Rp).
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Due to Proposition 1, we need to impose an additional assumption on the function φ in order to
establish a convergence rate of the penality term ‖(I−Cβ)f ‖L2(Rp) towards 0. In the sequel, we assume
that the function φ satisfies the following condition
|1− φˆ(ξ)| ∼ |ξ|s, as ξ → 0, (10)
where s is a positive number.
With condition (10), we can establish convergence rates of I−Cβ towards 0 in operator norm on a
dense subspace of L2(Rp). On the other hand, we can also defined a lower bound of the operator norm
of I − Cβ on a subspace of L2(Rp). Given a bounded subset V of Rp, let us introduce the subspace
L2(V ) of L2(Rp) of functions supported in V i.e.
L2(V ) =
{
f ∈ L2(Rp) ∣∣ supp f ⊂ V } .
The following Lemma which will be very useful in the sequel is about the asymptotic behavior of the
mollifier operator Cβ defined in (8) when the kernel function φ satisfies condition (10).
Lemma 1. Let φ be a function in L1(Rp) satisfying (10) and such that
∫
Rp
φ(x) dx = 1. Let
mβ = min
|ξ|=1
|1− φˆ(βξ)|2, and Mβ = max
|ξ|=1
|1− φˆ(βξ)|2. (11)
Then the following hold:
i) 0 < mβ ≤Mβ ≤ (1 + ||φ||L1(Rp))2,
ii) Mβ → 0 as β → 0 and supβ∈(0,1] Mβmβ <∞,
iii) there exist positive constant ν0 and C0 such that, for all β ∈ (0, 1] and every ξ ∈ Rp \ {0},
ν0
(
|ξ|2s1{|ξ|≤1/β} +
1
Mβ
1{|ξ|>1/β}
)
≤ |1− φˆ(βξ)|
2
|1− φˆ(βξ/|ξ|)|2 ≤ C0|ξ|
2s,
iv) ∀ β ∈ (0, 1], ∀f ∈ L2(V ) where V is a bounded subset of Rp, ∃C1 > 0 such that
C1mβ||f ||2L2(Rp) ≤ ||(I − Cβ)f ||2L2(Rp). (12)
Furthermore if f ∈ Hs(Rp), then ∃C2 > 0 such that
||(I −Cβ)f ||2L2(Rp) ≤ C2Mβ||f ||2Hs(Rp), (13)
v) For all f ∈ H2s(Rp), there exists C3 > 0 such that
||(I − Cβ)∗(I − Cβ)f ||L2(Rp) ≤ C3Mβ ||f ||H2s(Rp), (14)
vi)
mβ = O
(
β2s
)
and Mβ = O
(
β2s
)
as β → 0. (15)
The proof of Lemma 1 is deferred to the appendix. Under condition (10), estimate (13) of Lemma
1 exhibits a convergence rate of the mollifier operator Cβ restricted to the Sobolev space H
s(Rp).
Estimates (12) and (13) allow to characterize the asymptotic behavior of the penality term in the
variational formulation (6). Notice that on the contrary to Tikhonov regularization for instance, we
need to impose smoothness condition on f in order to derive convergence rates of the penality term in
(6). With Lemma 1, we are ready to define and study approximate solutions of equation (1).
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3 A natural approximate solution
In this section, we define a first approximate solution of equation (1), prove consistency and establish
convergence rates in some ill-posed problems.
3.1 Definition of the regularized solution
From Section 1, given g ∈ H, a natural way to define an approximate solution of equation (1) is to
minimize the functional Jβ(f, g, T ) on f ∈ L2(Rp). Thereupon, let fβ be defined as follows:
fβ := argmin
f∈L2(Rp)
‖g − Tf ‖2H + ‖(I − Cβ)f ‖2L2(Rp). (16)
By noticing that fβ = argminf∈L2(Rp) Jβ(f, g, T ), it follows from the smoothness of the functional
Jβ(·, g, T ) that fβ satisfies the first order optimality condition ∂Jβ∂f (fβ, g, T ) = 0 i.e.
fβ = [T
∗T + (I − Cβ)∗(I − Cβ)]−1 T ∗g. (17)
From (17), we deduce the following proposition.
Proposition 2. Let the mapping Rβ : H → L2(Rp) be defined by Rβ(g) = fβ, where fβ is defined by
(16) or (17). Then Rβ is linear and bounded provided that there exists γ > 0 such that
∀f ∈ L2(Rp), ‖Tf ‖2H + ‖(I − Cβ)f ‖2L2(Rp) ≥ γ‖f ‖2L2(Rp). (18)
That is, if (18) is fulfilled, then the estimator fβ depends continuously on the data g.
Proof. The linearity of Rβ follows immediately from (17). Moreover, we get
[T ∗T + (I − Cβ)∗(I − Cβ)] fβ = T ∗g. (19)
By taking the inner product with fβ in both sides of (19) and using triangular inequality, we get that
‖Tfβ‖2H + ‖(I − Cβ)fβ‖2L2(Rp) ≤ ‖T ∗g‖H‖fβ‖L2(Rp). (20)
Hence if (18) is satisfied, we get
γ‖fβ‖2L2(Rp) ≤ ‖T ∗g‖H‖fβ‖L2(Rp) ⇒ ‖Rβg‖L2(Rp) ≤ (1/γ)‖T ∗‖‖g‖H
and thus proves the boundedness of operator Rβ. 
3.2 Convergence analysis
Let us state the following results about the consistency of fβ defined in (17).
Theorem 1. Let g = Tf † with f † ∈ L2(Rp) and fβ be defined by (16) or equivalently (17). Then fβ
converges strongly to f † as β goes to 0.
Proof. From (17), we get that
‖fβ‖L2(Rp =
∥∥∥ [T ∗T + (I − Cβ)∗(I − Cβ)]−1 T ∗Tf †∥∥∥
L2(Rp
≤ ‖f †‖L2(Rp . (21)
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This proves the boundedness of the family (fβ)β>0. Next let fn = fβn where (βn)n is an arbitrary
sequence converging to 0. From the boundedness of the family (fβ)β>0, we deduce that there exists a
weakly converging subsequence (fnk)k of (fn)n. Let f˜ be the limit of (fnk)k. Since T is bounded, then
T ∗Tfnk ⇀ T
∗T f˜ . On the other hand, since (I−Cβnk ) converges pointwise to 0 and (fnk)k is bounded,
then (I − Cβnk )∗(I − Cβnk )fnk ⇀ 0. Hence[
T ∗T + (I − Cβnk )
∗(I − Cβnk )
]
fnk ⇀ T
∗T f˜ . (22)
But for all k, [
T ∗T + (I − Cβnk )
∗(I − Cβnk )
]
fnk = T
∗Tf †,
so that equation (22) yields
T ∗T f˜ = T ∗Tf †,
which implies that f˜ = f † from the injectivity of T . Thus the sequence (fn)n converges weakly to f
†.
Next, from the weak convergence of (fn)n toward f
† and (21), we get
‖f †‖L2(Rp ≤ lim inf
n
‖fn‖L2(Rp ≤ lim sup
n
‖fn‖L2(Rp ≤ ‖f †‖L2(Rp .
Thus the sequence (fn)n converges strongly to f
† and since the sequence (βn)n was arbitrary, this
proves that fβ converges strongly to f
† as β goes to 0. 
Now consider a noisy data gδ ∈ H satisfying the classical noise level condition∥∥g − gδ∥∥
H
≤ δ, (23)
and let f δβ be the approximate solution corresponding to the noisy data g
δ . That is
f δβ = argmin
f∈L2(Rp)
Jβ(f, g
δ, T ),
or equivalently
f δβ = [T
∗T + (I − Cβ)∗(I − Cβ)]−1 T ∗gδ . (24)
From the linearity of the mapping Rβ, we deduce that
fβ − f δβ = argmin
f∈L2(Rp)
Jβ(f, g − gδ , T ). (25)
Equation (25) implies that
‖(I − Cβ)(fβ − f δβ)‖2L2(Rp) ≤ Jβ(fβ − f δβ, g − gδ, T ) ≤ Jβ(0, gδ , T ) = ‖g − gδ‖2H ,
which yields the following result.
Proposition 3. Let gδ be a noisy data satisfying the noise level condition (23). Let fβ and f
δ
β be
defined through (16) corresponding respectively to g and gδ. Then
‖(I − Cβ)(fβ − f δβ)‖L2(Rp) ≤ δ. (26)
Moreover if for all β ∈ (0, τ ] with τ > 0, fβ − f δβ is compactly supported in a fixed subset V , then
‖fβ − f δβ‖L2(Rp) ≤
δ√
C1mβ
. (27)
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The proof of (27) is merely application of (12) in Lemma 1. 
It is important to notice that there is no reason for the family (fβ)β>0 to fulfill that fβ − f δβ is
compactly supported in a fixed subset V . Hence the bound in (27) is not expected to be valid in
practice. Nevertheless, we can still prove convergence of the estimator in noisy case thanks to [5,
Proposition 3.4].
Proposition 4. Let g = Tf † with f † ∈ L2(Rp) and gδ be a noisy data satisfying the noise level
condition (23). Let f δβ be defined in (24) corresponding to the noisy data g
δ. Then there exists an
a-priori parameter selection rule β(δ) such that
f δβ(δ) → f † as δ → 0. (28)
The proof if merely application of [5, Proposition 3.4] using Theorem 1. 
Notice that in Proposition 4, we are unable to define explicit a-priori converging parameter selection
rule β(δ) due the fact that there is no lower bound of the operator norm ||I−Cβ||B(L2(Rp)) in function of
the regularization parameter β. Now we are going to see that, in some ill-posed problems, we can easily
prove stability of the approximate solution fβ, provide bounds on the error propagated term fβ − f δβ
and even establish convergence rates of fβ and f
δ
β towards f
† under Holder type source conditions.
3.3 Application to some specific problems
Here, we apply the approximate solution fβ defined in (17) to two ill-posed problems namely the
deconvolution problem [4, 24] and Fourier synthesis problem [1, 16, 17]. All the proofs of this section
are deferred to appendix.
A - Deconvolution problem
Let γ ∈ L1(Rp) be such that ∫
Rp
γ(x) dx 6= 0. Let Tγ be the convolution operator of kernel γ on
L2(Rp) i.e. Tγ : L
2(Rp) → L2(Rp), f 7→ f ⋆ γ. Given g ∈ RanTγ + RanTγ⊥, we want to approximate
the minimal-norm solution of equation
Tγf = g. (29)
It is rather straight forward to prove the ill-posedness of equation (29) (see, e.g. [24]). Let fβ be the
approximate solution defined in (17) for the operator Tγ , that is,
fβ =
[
T ∗γTγ + (I − Cβ)∗(I − Cβ)
]−1
T ∗γ g (30)
The following stability and consistency results hold.
Proposition 5. The mapping Rβ : L
2(Rp)→ L2(Rp) defined by Rβg = fβ where fβ is defined in (30),
is linear and bounded.
Moreover, if g = Tγf
† with f † ∈ L2(Rp) and the set {ξ ∈ Rp |γˆ(ξ) = 0} is negligible then the
following consistency result holds:
fβ → f †as β ↓ 0. (31)
From Proposition 5, we see that the regularized solution fβ defined in (30) is stable with respect
to the data g and convergence toward the solution f † of (29) is guaranteed. The condition that the set
{ξ ∈ Rp |γˆ(ξ) = 0} is negligible just ensures the injectivity of operator Tγ . The next step consists in
establishing rates of convergence. The two next propositions emphasize the fact that on the contrary
to the general case, we are able to establish rates of convergence of fβ (resp. f
δ
β) towards f
† in some
specific cases.
Proposition 6. Let g = Tγf
† with f † ∈ L2(Rp) and assume that the set {ξ ∈ Rp |γˆ(ξ) = 0} is negligible.
Let fβ be defined by (30). If f
† satisfies the source condition f † = (T ∗γTγ)
µw with w ∈ H2s(Rp) and
µ ∈ (0, 1], then
‖f † − fβ‖L2(Rp) = O
(
β2sµ
)
as β ↓ 0. (32)
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Let gδ be a noisy data satisfying the noise level condition (23) and f δβ be the approximated solution
corresponding to the noisy data gδ, i.e.
f δβ =
[
T ∗γTγ + (I − Cβ)∗(I − Cβ)
]−1
T ∗γ g
δ. (33)
Let us find a precise bound of the error propagated term fβ − f δβ in order to deduce convergence rate
of f δβ toward f
† in the noisy case.
Proposition 7. Consider the setting of Proposition 6. Let gδ be a noisy data satisfying (23) and f δβ
be defined in (33), then there exists a constant C > 0 independent of δ and β such that
||fβ − f δβ||L2(Rp) ≤ C
δ
βs
. (34)
From Propositions 6 and 7, we deduce convergence rates in inexact setting.
Theorem 2. Let g = Tγf
† with f † = (T ∗γ Tγ)
µw, w ∈ H2s(Rp) and µ ∈ (0, 1]. Let gδ be a noisy data
satisfying (23) and f δβ be defined in (33). By choosing β(δ) such that β(δ) = O
(
δ1/((2µ+1)s)
)
as δ → 0,
we get
||f † − f δβ|| = O
(
δ
2µ
2µ+1
)
, as δ → 0. (35)
The proof of Theorem 2 is merely application of Propositions 6 and 7. 
Remark 1. Notice that the rate given in (35) is order-optimal under the source condition x† =
(T ∗γTγ)
µw. However we used an additional assumption that w ∈ H2s(Rp) in order to establish (35).
That extra condition on w actually allows to extract a rate in the term ‖(I − Cβ)∗(I − Cβ)w‖.
B- Fourier synthesis
The problem of Fourier synthesis consists in recovering a function f from an inexact and incomplete
knowledge of its Fourier transform fˆ on a bounded domain. More precisely, in this problem, the
operator T is defined as TW : L
2(Rp) → L2(W ), f 7→ 1W fˆ , and we are interested in computing the
best-approximate solution to the equation
TW f = g, (36)
where g is a square integrable function supported in W . This problem has several applications among
which, aperture synthesis [17], analysis of signal [3], tomography [7, 22] and more generally has a great
importance in the field of image and signal processing. The major challenge in solving equation (36)
is its ill-posedness (see, e.g. [1]).
By taking the inverse Fourier transform in equation (36), we fall onto the following deconvolution
problem U−1(1W ) ⋆ f = U
−1(g) of kernel γ = U−1(1W ). So, we can apply the results established for
the deconvolution problem to deduce stability, prove consistency and convergence rates for the Fourier
synthesis problem.
Remark 2. From Proposition 3, we see that for a general operator T , without imposing an additional
condition on the regularized solution fβ (resp. f
δ
β) defined via (16), we are unable to extract an upper
bound of ‖fβ − f δβ‖L2(Rp) from (26), since 0 is an accumulation point in the continuous spectrum of
I − Cβ for each β > 0. However if both fβ and f δβ are compactly supported in a fixed bounded subset
V , then we can establish the bound (27) on the error propagation term fβ − f δβ.
The above remark motivates the study of a new regularized solution fβ,2 which, on the contrary
to fβ, is compacted supported in a fixed bounded subset of R
p.
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4 A convenient approximate solution
In this section, we assume that the unknown solution f † of equation (1) has a bounded support, say, V .
Given that f † is supported in V while Cβf
† is supported in a larger subset and possibly has unbounded
support. We choose to reconstruct the object in L2(V1) for some bounded subset V1 containing V (i.e.
V1 ⊃ V ) such that the target object energy is essentially contained in V1. In this way, the regularized
solution is compactly supported in a fixed bounded domain V1 and from Proposition 3, one might hope
to be able to bound the error propagated term and hopefully deduce some convergence rates.
4.1 Definition of the regularized solution
Let fβ,2 be the solution of the following minimization problem:
fβ,2 = argmin
f∈L2(V1)
‖g − T f ‖2H + ‖(I − Cβ)f ‖2L2(Rp). (37)
Given that fβ,2 is defined as the solution of a constrained optimization problem, we are going to define
a Hilbert structure on the subspace L2(V1) of L
2(Rp) in order to easily characterize and study fβ,2.
For a fixed β > 0, consider the following bi-linear mapping on L2(V1)
∀ f1, f2 ∈ L2(V1), 〈f1, f2〉β :=
∫
Rp
|1− φˆβ(ξ)|2fˆ1(ξ)fˆ2(ξ) dξ. (38)
Lemma 2. The bi-linear mapping 〈·, ·〉β is an inner product which turns L2(V1) into a Hilbert space.
Moreover, the corresponding norm || · ||β is equivalent to the natural L2-norm.
Lemma 2 corresponds to Lemma 7 in [1] and the proof is given there. Using the Parseval identity,
the optimization problem (37) can be rewritten as
fβ,2 = argmin
f∈L2(V1)
∥∥g − T f∥∥2
H
+
∥∥f∥∥2
β
(39)
That is, Jβ(f, g, T ) = ‖Tf − g‖2H + ‖f ‖2β. Hence, from first order optimality condition and the Hilbert
structure of the space L2(V1), we deduce that the unique solution fβ,2 of the optimization problem
(39) satisfies
∀h ∈ L2(V1),
〈
T ♮
(
Tfβ,2 − g
)
+ fβ,2 , h
〉
β
= 0, (40)
where T ♮ is the adjoint of T with respect to the inner product 〈·, ·〉β . Now let us state the following
stability result on the new regularized solution.
Proposition 8. For all β > 0, the mapping Rβ,2 : H → L2(V1), g 7→ fβ,2, with fβ,2 defined by (37) is
linear and bounded.
Proof. Linearity: Let β > 0, g1, g2 ∈ H, fi = argminL2(V1) Jβ(f, gi, T ), i = 1, 2 and λ ∈ R.
Then from (40), we get that for all h ∈ L2(V1){〈
T ♮ (Tf1 − g1) + f1 , h
〉
β
= 0 (∗)〈
T ♮ (Tf2 − g2) + f2 , h
〉
β
= 0. (∗∗)
Multiplying (∗) by λ and adding to (∗∗) yields〈
T ♮ (T (λf1 + f2)− (λg1 + g2)) + λf1 + f2 , h
〉
β
= 0,
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which proves that λf1 + f2 = argminL2(V1) Jβ(f, λg1 + g2, T ) and thus the linearity of the mapping
Rβ,2. Boundedness: Since 0 ∈ L2(V1) then ‖fβ‖2β ≤ Jβ(fβ, g, T ) ≤ Jβ(0, g, T ) = ‖g‖2H which proves
the boundedness of the mapping Rβ,2. 
Notice that on the contrary to Proposition 2, the stability of fβ,2 with respect to g is obtained with-
out imposing any condition on the operator T . It remains now to do convergence analysis of the
approximation fβ,2 toward the solution f
† of equation (1).
4.2 Consistency results
The establishment of consistency of the second regularized solution fβ,2 is not as easy as the one of
the first regularized solution fβ defined in Section 3. Indeed, on the contrary to fβ, we do not have a
clear and simple expression of fβ,2 in function of g. We are only left with the variational formulation
(37) or the characterization (40). Using the idea of the proof of [1, Theorem 11] we can establish the
following consistency result.
Theorem 3. Asssume that (10) is satisfied and that the exact solution f † satisfies f † ∈ L2(V1) ∩
Hs(Rp). Let g = Tf † and consider the approximate solution fβ,2 defined in (37). Then
1. for all β ∈ (0, 1],
||fβ,2||2L2(Rp) ≤
C2
C1
Mβ
mβ
||f †||2Hs(Rp), (41)
which implies that the family (fβ,2)β∈(0,1] is bounded in L
2(V1).
2. (fβ,2)β∈(0,1] is weakly compact in L
2(V1). Moreover, for every sequence (βn)n converging to 0.
i) fβn,2 ⇀ f
†,
ii) limR→∞ supn∈N
∫
||x||>R |fβn,2(x)|2 dx = 0,
iii) supn∈N ||T∆fβn,2 − fβn,2||2L2(Rp) → 0, as ∆→ 0 where T∆ is the translation operator of
step ∆.
Hence from Frechet-Kolmogorov theorem, the sequence fβn,2 converges strongly to f
† as n tends
to ∞. Since the sequence (βn)n is arbitrary, we deduce that
fβ,2 → f † as β ↓ 0.
The proof of Theorem 3 is deferred to the appendix.
Let us now state the second consistency result under general approximated setting where both the
operator T and the data g are approximated.
Theorem 4. Consider the setting of Theorem 3. Let T δ and gδ be approximations of T and g verifying
T δf † → Tf †, and gδ → g as δ → 0.
with T δ injective for every δ > 0. Let f δβ,2 := argminL2(V1) Jβ(f, g
δ , T δ) be the approximation of f †.
Consider the following intermediar term
f δ,†β,2 := argmin
L2(V1)
Jβ(f, T
δf †, T δ).
Then
i) ||f † − f δ,†β,2||L2(Rp) → 0 as β ↓ 0,
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ii) ||f δ,†β,2 − f δβ,2||L2(Rp) ≤ C¯β−s
(||(T δ − T )f †||H + ||g − gδ||H) for small parameter β, C¯ being a
constant independent of β and δ.
Consequently, there exists a parameter choice rule β(δ)→ 0 as δ → 0 such that
||f † − f δβ(δ),2||L2(Rp) → 0, as δ → 0. (42)
As illustration, if ||(T − T δ)f †|| = ||g − gδ|| = O (δ), then β(δ) = δτ/s with τ < 1 is a converging
a-priori selection rule.
Proof. The proof of i) follows from Theorem 3 at the only difference that, the operator T
is replaced by T δ. From the linearity of the mapping g → argminL2(V1) Jβ(f, g, T δ), we deduce that
f δ,†β,2 − f δβ,2 = argminL2(V1) Jβ(f, T δf † − gδ, T δ), then
‖ (I − Cβ)
(
f δ,†β,2 − f δβ,2
)
‖2L2(Rp) ≤ Jβ(f δ,†β,2 − f δβ,2, T δf † − gδ, T δ) ≤ Jβ(0, T δf † − gδ, T δ)
= ‖T δf † − gδ‖2H ,
which from (12) implies that
||f δ,†β,2 − f δβ,2||L2(Rp) ≤
1√
C1mβ
‖T δf † − gδ‖H ≤ 1√
C1mβ
(
‖(T δ − T )f †‖H + ‖g − gδ‖H
)
. (43)
From (15) and (43), we deduce ii). By choosing β(δ) such that ||T δf †−Tf †||L2(Rp)+ ||Tf †− gδ||L2(Rp)
converges to 0 faster than β(δ)s, we get that both ||f † − f δ,†β(δ),2||L2(Rp) and ||f δ,†β(δ),2 − f δβ(δ),2||L2(Rp)
converge to 0 as δ tends to 0. Thus equation (42) is proved by triangular inequality.
In particular if ||(T −T δ)f †|| = ||g−gδ || = O (δ), and β(δ) = δτ/s with τ < 1, then we get β(δ)→ 0
and
||f δ,†β(δ),2 − f δβ(δ),2||L2(Rp) = O
(
δ1−τ
)→ 0 as δ → 0.

Remark 3. On the contrary to Proposition 4, Theorem 4 establishes consistency when both the data g
and the operator T are approximated. Moreover Theorem 4 also provides a-priori converging parameter
selection rules β(δ).
Remark 4. It is important to notice that the regularization method yielding the approximate solution
fβ,2 is not a spectral method. Moreover, there is no explicit expression of fβ,2 apart from the charac-
terization (40). Consequently the study of convergence rates, which is generally based either on tools of
spectral theory or on the expression of the regularized solution, becomes tricky for the approximate so-
lution fβ,2. In this respect, notion of qualification is non-applicable. Furthermore, classical techniques
used to establish convergence rates of linear regularization methods fail to provide rate of convergence
of the regularization error term f † − fβ,2.
The next section uses a strategy applied in [5, Theorem 10.4] and [6, Theorem 2.4] for establishing
convergence rates of Tikhonov method in regularization of nonlinear ill-posed problems.
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4.3 A convergence rate
Following the idea applied by Engl et al. in the proof of [6, Theorem 2.4], we can prove the following
convergence rates provided that the natural adjoint T ∗ of the operator T commutes with the operator
Cβ.
Theorem 5. Assume that the natural adjoint T ∗ of operator T commutes with Cβ. Let g
δ be an
inexact data satisfying the noise level condition ||g − gδ|| ≤ δ with g = Tf †. Let fβ,2 (resp. f δβ,2) be
the approximated solution defined via (37) corresponding to the exact data g (resp. inexact data gδ).
If f † ∈ L2(V1) satisfies f † = T ∗w with w ∈ H2s(Rp), then for β(δ) = O
(
δ1/2s
)
as δ → 0, the following
convergence rates hold 
||f
† − f δβ(δ),2|| = O
(√
δ
)
||g − Tf δβ(δ),2|| = O (δ)
as δ → 0. (44)
The proof of Theorem 5 is deferred to appendix.
Remark 5. Notice that following the same technique as in the proof of Theorem 5, we can also show
the following convergence rates under the setting of Theorem 5:{
||fβ,2 − f †|| = O (βs)
||Tfβ,2 − g|| = O
(
β2s
) (45)
Remark 6. Notice that the rate given in (44) is order-optimal under the source condition f † =
T ∗w. However we used an additional assumption that w ∈ H2s(Rp) in order to extract a rate in
‖(I − Cβ)∗(I − Cβ)w‖.
Remark 7. Theorem 5 can be applied to the deconvolution problem since in this case, T ∗γ commutes
with Cβ . It is also important to notice that the rates given in (44) is not only restricted to the case
where T ∗ commutes with Cβ. An example is the Fourier synthesis problem. Indeed if the function φ is
even, then we get that CβT
∗
W = T
∗
WU(φβ) which implies that (I −Cβ)∗(I −Cβ)T ∗ = T ∗(1−U(φβ)))2.
Hence according to the proof of Theorem 5, if we replace condition w ∈ H2s(Rp) by U−1w ∈ H2s(Rp)
and use the fact that ||(1−U(φβ))2w|| = ||(I −Cβ)2U−1w||, we get the convergence rates (44) for the
Fourier synthesis problem.
5 Application to nonlinear problems
In this section, we are interested in computing stable regularized solutions for an ill-posed equation
F (f) = g (46)
where F : D(F ) ⊂ L2(Rp) → H is a continuous nonlinear operator from L2(Rp) to a Hilbert space
H. Moreover, we assume that F is weakly sequentially closed. In the sequel, we are going to show
that the approximate solution fβ,2 proposed in Section 4 can be extended to the case of nonlinear
operator equation (46). We stress that our purpose is not to do a comprehensive study of mollification
for regularization of nonlinear problems (what is beyond the scope of this paper) but rather to point
out that the variational formulation of mollification presented in Section 4 can be customized for the
regularization of some nonlinear ill-posed problems.
Hereafter, we assume that the solution f † of equation (46) is unique. At first sight, this condition
may seem too harsh. However uniqueness condition can be obtained in several problems including
gravimetry problem [30], inverse conductivity problem [38], parameter identification [35, Example 2.5]
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and nonlinear electrical impedance tomography [10]. It is to be noted that similar assumption of
uniqueness of solution of (46) was considered by Seidman and Vogel [37].
Besides the uniqueness of the solution f † of equation (46), we assume that f † has a bounded support,
that is f † ∈ L2(V ), for some bounded subset V of Rp. As in Section 4, we choose to reconstruct the
target object in L2(V1) where V1 is a bounded subset of R
p containing V . The approximation fβ,2 of
f † is defined as a minimizer of the following optimization problem:
min
f∈L2(V1)
∥∥F (f)− g∥∥2
H
+
∥∥(I − Cβ)(f − f∗)∥∥L2(Rp), (47)
where f∗ is an initial guess.
The next proposition establishes the stability of regularized solutions fβ,2 defined as a minimizer
of the optimization problem (47) with respect to the data g.
Proposition 9. Let β > 0 be fixed, g = F (f †) with f † ∈ L2(V1) and (gn)n be a sequence in H
converging to g. Let fn be an approximate solution defined as a minimizer of problem (47) with g
replaced by gn. Then the sequence (fn)n admits a converging subsequence and each such subsequence
converges to a solution fβ,2 of problem (47).
The above proposition very similar to [5, Proposition 10.2] is proven in appendix using the same
idea.
5.1 Consistency result
In the next theorem, we show that the approximate solution fβ,2 defined via the minimization problem
(47) is consistent in approximated setting.
Theorem 6. Asssume that (10) is satisfied and that the solution f † of equation (46) is unique and
satisfies f † ∈ L2(V1) ∩Hs(Rp). Let f∗ ∈ Hs(Rp), g = F (f †) and gδ be an approximate data satisfying
||g − gδ || ≤ δ. Consider the regularized solution f δβ,2 defined as a minimizer of (47) with g replaced by
gδ. If β(δ) satisfies β(δ)→ 0 and δ/β(δ)s → 0 as δ → 0, then
f δβ(δ),2 → f † as δ → 0. (48)
The proof of Theorem 6 which is deferred to the appendix, uses both the ideas of the proofs of [5,
Theorem 10.3] and [1, Theorem 11]. From Theorem 6, we can exhibit converging a-priori parameter
selection rules such as β(δ) = δκ/s with k < 1. Having provided consistency result, let us turn to a
convergence rate analysis.
5.2 A convergence rate
In the next theorem, we are going to establish a convergence rate similar to the one obtained in
Theorem 5 for linear ill-posed problems. As in the classical case, in order to establish convergence
rates, we need to impose some additional regularities on the functional F . Here we consider the
classical regularity assumptions used in the literature, namely the Frechet-differentiability of F and
the Lipschitz-continuity of F ′ (see, e.g. [6, 29, 34]). Moreover, we assume that the adjoint F ′(f †)∗ of
the differential of F evaluated at f † commutes with the mollifier operator Cβ. It is important to notice
that, Remark 7 also applied for nonlinear ill-posed problem. That is, the assumption of commutation
of F ′(f †)∗ and Cβ may be relaxed to a weaker condition depending on the property of F
′(f †)∗.
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Theorem 7. Asssume that (10) is satisfied and that the solution f † of equation (46) is unique and
satisfies f † ∈ L2(V1) ∩ Hs(Rp). Let f∗ ∈ Hs(Rp), g = F (f †) and gδ ∈ H be a noisy data satisfying
‖g − gδ‖H ≤ δ. Let fβ (resp. f δβ,2) be defined as a minimiser of problem (47) with exact data g (resp.
approximate data gδ). Let f †−f∗ = F ′(f †)∗w with w ∈ H2s(Rp). Assume that F ′(f †)∗ commutes with
operator Cβ and that F
′ is γ- Lipschitz, i.e.
‖F ′(f1)− F ′(f2)‖ ≤ γ‖f1 − f2‖ for all f1, f2 ∈ L2(Rp), (49)
with γM‖w‖H2s < C1/C2 where M = supβ∈(0,1]Mβ/mβ. Then for β(δ) ∼ δ1/2s, we get∥∥∥f † − f δβ(δ),2 ∥∥∥ = O (√δ) as δ → 0. (50)
Moreover, we also get ∥∥∥g − F (f δβ(δ),2)∥∥∥
H
= O (δ) as δ → 0. (51)
In the appendix, we give a proof of Theorem 7 which uses the idea of the proof of [5, Theorem
10.4] and [14, Theorem 1].
Remark 8. Notice that the rate
√
δ obtained in (50) would be order optimal if the additional condition
w ∈ H2s(Rp) was not assumed. Indeed the condition w ∈ H2s(Rp) was assumed in order to derive a
convergence rate of ‖(I − Cβ)∗(I − Cβ)w‖ in (113). Any other condition that enables to get a rate of
convergence c(β) of ‖(I − Cβ)∗(I − Cβ)w‖ toward 0 will yields the same rates obtained in (50) and
(51) for β(δ) ∼ c−1(δ).
6 Conclusion
The variational formulation of mollification introduced in 1987 by Lannes et al. [18] brought up various
numerical setup (see, e.g. [17, 23, 22, 26]). Alibaud et al. [1] established consistency of this formulation
for the specific problem of Fourier synthesis. Later on, Bonnefond and Mare´chal [2] generalized the
result of Alibaud et al. [1] to the inversion of compact operators. However, the authors in [2] pointed
out the ill-posed optimization problem (Lβ) which is part of the regularization procedure. In this
paper, we extended the work of the aforementioned authors in two ways. First we defined new simple
regularized solutions applicable to a general linear ill-posed problem and proved the consistency of those
approximations. Second, throughout Section 5, we showed that the regularized solution proposed in
Section 4 can be adapted to the regularization of some nonlinear ill-posed problems. We also established
some convergence rates under Holder type source conditions both for linear and nonlinear problems.
We point out that, although the variational formulation of mollification was introduced for over 30
years, to date, no convergence rates were ever established.
For a comparison of mollification to some classical regularization methods (including Tikhonov
regularization), the reader may refer to [24, 25].
Appendix
Proof of Proposition 1
Assume that there exists a function µ : R+ → R+ such that limβ↓0 µ(β) = 0 and (9) holds. Then for
all f ∈ L2(Rp) such that ‖f ‖ = 1, using the Parseval identity we get
‖(1− φˆβ)fˆ ‖ ≤ µ(β) i.e.
∫
Rp
|1− φˆ(βξ)|2|fˆ(ξ)|2 dξ ≤ µ(β)2. (52)
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Since φˆ(ξ)→ 0 as |ξ | → ∞, we get that |1− φˆ(βξ)| → 1 as as |ξ | → ∞. This means that there exists
nβ > 0 such that
|ξ | ≥ nβ ⇒ |1− φˆ(βξ)| ≥ 1/2. (53)
Now for n ≥ nβ + 1, let
fn = U
−1
(
c 1B(ne1,1)
)
, (54)
where e1 is the first vector in the canonical basis of R
p, B(ne1, 1) is the ball of radius 1 centered at
n e1 and c
2 is a normalization coefficient equal to the inverse of the volume of the unit sphere in Rp.
We have
∀ ξ ∈ B(ne1, 1), nβ ≤ n− 1 = |ne1 | − 1 ≤ |ne1 | − |ξ − n e1 | ≤ |ξ |. (55)
From (54), we deduce that {
‖fn‖ = 1
U(fn) = fˆn = c 1B(ne1,1).
(56)
Applying (52) with f = fn and using (53),(55) and (56) yields
µ(β)2 ≥
∫
Rp
|1− φˆ(βξ)|2|fˆn(ξ)|2 dξ = c2
∫
B(ne1,1)
|1− φˆ(βξ)|2 dξ ≥ c
2
4
∫
B(ne1,1)
dξ =
1
4
By letting β goes to 0, we get that 0 ≥ 1/4. Whence the contradiction. 
Proof of Lemma 1
i), ii) and iii) can be found in [1, Lemma 12].
iii) Let f ∈ L2(V1) and β ∈ (0, 1],
||(I − Cβ)f ||2L2(Rp) =
∫
Rp
|1− φˆ(βξ/|ξ|)|2 |1− φˆ(βξ)|
2
|1− φˆ(βξ/|ξ|)|2 |fˆ(ξ)|
2 dξ
≥ mβν0
∫
Rp
(
|ξ|2s1{|ξ|≤1/β} +
1
Mβ
1{|ξ|>1/β}
)
|fˆ(ξ)|2 dξ from (11) and iii)
≥ mβν0
∫
Rp
(
|ξ|2s1{1<|ξ|≤1/β} +
1
Mβ
1{|ξ|>1/β}
)
|fˆ(ξ)|2 dξ since 1/β > 1
≥ mβν0
∫
Rp
(
1{1<|ξ|≤1/β} +
1
Mβ
1{|ξ|>1/β}
)
|fˆ(ξ)|2 dξ
≥ mβν0(1 + ||φ||L1(Rp))−2
∫
Rp
1{|ξ|>1}|fˆ(ξ)|2 dξ from i)
= mβν0(1 + ||φ||L1(Rp))−2||TBc1f ||2L2(Rp), (57)
where TBc
1
: L2(V1) → L2(Rp) defined by TBc
1
f = 1Bc
1
fˆ is the truncated Fourier operator on the
complement of the unit ball in Rp. It is shown in [1, Proposition 5] that the operator TBc
1
has a
bounded inverse T−1Bc
1
. Hence, we have ||f ||2L2(Rp) ≤ ||T−1Bc1 ||
2||TBc
1
f ||2L2(Rp) which together with (57)
yields
||f ||2β ≥ C1mβ||f ||2L2(Rp), with C1 = ν0(1 + ||φ||L1(Rp))−2||T−1Bc
1
||−2.
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Let f ∈ Hs(Rp), then
||(I − Cβ)f ||2L2(Rp) =
∫
Rp
|1− φˆ(βξ/|ξ|)|2 |1− φˆ(βξ)|
2
|1− φˆ(βξ/|ξ|)|2 |fˆ(ξ)|
2 dξ
≤ MβC0
∫
Rp
|ξ|2s|fˆ(ξ)|2 dξ from (11) and iii)
≤ MβC0
∫
Rp
(1 + |ξ|2)s|fˆ(ξ)|2 dξ
= MβC0||f ||2Hs(Rp) which proves (13) with C2 = C0.
v) Let f ∈ H2s(Rp), then
||(I − Cβ)2f ||2L2(Rp) =
∫
Rp
|1− φˆ(βξ/|ξ|)|4 |1− φˆ(βξ)|
4
|1− φˆ(βξ/|ξ|)|4 |fˆ(ξ)|
2 dξ
≤ M2βC20
∫
Rp
|ξ|4s|fˆ(ξ)|2 dξ from (11) and iii)
≤ M2βC20
∫
Rp
(1 + |ξ|2)2s|fˆ(ξ)|2 dξ
= M2βC
2
0 ||f ||2H2s(Rp) which proves (14) with C3 = C20 .
vi) Estimate (15) follows readily from (10). 
Proof of Proposition 5
Let g ∈ L2(Rp), then using the Parseval identity, we have
‖Rβg‖2L2(Rp) = ‖fβ‖2L2(Rp) = ‖
[
T ∗γ Tγ + (I − Cβ)∗(I − Cβ)
]−1
T ∗γ g‖2L2(Rp)
=
∥∥∥∥∥
(
γˆ
|γˆ |2 + |1− φˆβ |2
)
gˆ
∥∥∥∥∥
2
L2(Rp)
≤ c(β)‖gˆ‖2L2(Rp) = c(β)‖g‖2L2(Rp),
where
c(β) := sup
ξ∈Rn
Ψβ(ξ) with Ψβ(ξ) =
(
γˆ
|γˆ |2 + |1− φˆβ |2
)
. (58)
Using the Riemann-Lebesgue Lemma, for all β > 0 the function Ψβ vanishes at infinity. Moreover, the
function Ψβ is continuous on R
p. Therefore, it admits a finite supremum over Rp. So in summary, we
get
‖Rβg‖L2(Rp) ≤
√
c(β)‖g‖L2(Rp), (59)
which proves that Rβ is bounded. Finally equation (31) is merely application of Theorem 1. The
condition that the set {ξ ∈ Rp |γˆ(ξ) = 0} is negligible just ensures injectivity of operator Tγ . 
Proof of Proposition 6
Proof. By the commutation of convolutions, we get that Tγ and Cβ commutes and thus
f † − fβ =
[
T ∗γTγ + (I − Cβ)∗(I − Cβ)
]−1
(I − Cβ)∗(I − Cβ)(T ∗γ Tγ)µw
=
[
T ∗γTγ + (I − Cβ)∗(I − Cβ)
]−1
(T ∗γ Tγ)
µ(I − Cβ)∗(I − Cβ)w (∗)
= (T ∗γ Tγ)
µ
[
T ∗γ Tγ + (I − Cβ)∗(I − Cβ)
]−1
(I − Cβ)∗(I − Cβ)w. (60)
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If µ = 1, then we use (∗) and deduce that ||f †− fβ|| ≤ ||(I −Cβ)∗(I −Cβ)w|| = O
(
β2s
)
from (14) and
(15). Now, assume µ < 1. From (60), we get that
f † − fβ = (T ∗γTγ)µhβ,
with hβ defined by
hβ =
[
T ∗γTγ + (I − Cβ)∗(I − Cβ)
]−1
(I − Cβ)∗(I − Cβ)w. (61)
From the interpolation inequality, we have
||f † − fβ|| = ||(T ∗γ Tγ)µhβ|| ≤ ||T ∗γ Tγhβ ||µ||hβ ||1−µ. (62)
But
||T ∗γ Tγhβ || =
[
T ∗γTγ + (I − Cβ)∗(I − Cβ)
]−1
(T ∗γTγ)(I − Cβ)∗(I − Cβ)w||
≤ ||(I − Cβ)∗(I − Cβ)w||, (63)
and
||hβ || = ||
[
T ∗γTγ + (I −Cβ)∗(I − Cβ)
]−1
(I − Cβ)∗(I − Cβ)w|| ≤ ||w||. (64)
Hence from (62), (63), (64) and (14), we deduce that
||f † − fβ|| ≤
(
C3Mβ||w||H2s(Rp)
)µ ||w||1−µ,
which together with (15) prove (32). 
Proof of Proposition 7
Let fβ (resp. f
δ
β) be defined by (30) (resp. (33)), then
||fβ − f δβ||2 = ||
[
T ∗γTγ + (I − Cβ)∗(I − Cβ)
]−1
T ∗γ (g − gδ)||2
=
∥∥∥∥∥
∣∣∣∣∣ γˆ|γˆ|2 + |1− φˆβ |2
∣∣∣∣∣ (gˆ − gˆδ)
∥∥∥∥∥ by Parseval identity
=
∫ ∣∣∣∣∣ |γˆ(ξ)||γˆ(ξ)|2 + |1− φˆ(βξ)|2
∣∣∣∣∣
2
|gˆ(ξ)− gˆδ(ξ)|2 dξ
=
∫
|ξ|≤r
Ψβ(ξ)
2 |gˆ(ξ)− gˆδ(ξ)|2 dξ +
∫
|ξ|>r
Ψβ(ξ)
2 |gˆ(ξ)− gˆδ(ξ)|2 dξ, (65)
where r is a positive number and Ψβ is defined by
Ψβ(ξ) =
|γˆ(ξ)|
|γˆ(ξ)|2 + |1− φˆ(βξ)|2 . (66)
Now fix r such that |γˆ(ξ)| > 12 |γˆ(0)| for all |ξ| ≤ r.
For |ξ| ≤ r, we have Ψβ(ξ) ≤ 1/|γˆ(ξ)| ≤ 2/|γˆ(0)| which implies that∫
|ξ|≤r
Ψβ(ξ)
2 |gˆ(ξ)− gˆδ(ξ)|2 dξ ≤ 4|γˆ(0)|2
∫
|ξ|≤r
|gˆ(ξ)− gˆδ(ξ)|2 dξ. (67)
On the other hand, since |1− φˆ(βξ)| → 0 as ξ → 0 and |1− φˆ(βξ)| → 1 as |ξ| → ∞, there exists r¯ ≤ r
and ξ¯ such that:
∀ |ξ| > r, |1− φˆ(βξ)| ≥ |1− φˆ(βξ¯)|,
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where ξ¯ ∈ Rp is such that |ξ¯| = r¯. Hence for |ξ| > r,
Ψβ(ξ) ≤
ˆγ(ξ)
2|γˆ(ξ)||1 − φˆ(βξ)| ≤
1
2|1 − φˆ(βξ¯)| .
This implies that∫
|ξ|>r
Ψβ(ξ)
2 |gˆ(ξ)− gˆδ(ξ)|2 dξ ≤ 1
4|1− φˆ(βξ¯)|2
∫
|ξ|>r
|gˆ(ξ)− gˆδ(ξ)|2 dξ. (68)
From (65), (67) and (68), we deduce that
||fβ − f δβ||2 ≤ max
{
4
|γˆ(0)|2 ,
1
4|1− φˆ(βξ¯)|2
}
||gˆ − gˆδ ||2. (69)
Since |1 − φˆ(βξ¯)| → 0 as β goes to 0, we deduce that for small β, |γˆ(0)|2/4 > 4|1 − φˆ(βξ¯)|2 which
together with (69) and (23) shows that
||fβ − f δβ||2 ≤
δ2
4|1− φˆ(βξ¯)|2 . (70)
To end the proof, notice that from (10), since ||βξ¯|| = r¯β, the following holds
|1− φˆ(βξ¯)| = O (βs) as β ↓ 0. (71)
Finally, (34) follows immediately from (70) and (71). 
Proof of Theorem 3
1. By the definition of fβ,2, since f
† ∈ L2(V1) and g = Tf †, then
||fβ,2||2β ≤ Jβ(fβ,2, g, T ) ≤ Jβ(f †, g, T ) = ‖f †‖2β ≤ C2Mβ ||f †||2Hs(Rp).
Hence from (12), we deduce that
||fβ,2||2L2(Rp) ≤
C2
C1
Mβ
mβ
||f †||2Hs(Rp). (72)
From ii) of Lemma 1, we deduce that the right hand side in (72) is bounded by a constant independent
of β. This proves that the family (fβ,2)β∈(0,1] is bounded in L
2(Rp).
2. From the weak compactness of bounded subsets in a Hilbert space, we deduce that the family
(fβ,2)β∈(0,1] is weakly compact. Let (βn)n be a sequence converging to 0, then there exists a weakly
converging subsequence (fβnk )k of the sequence (fβn,2)n. From the variational formulation (37), we get
||Tfβnk − g||
2
H ≤ ||Tfβnk − g||
2
H + ||(I − Cβnk )fβnk ||
2
L2(Rp)
≤ ||Tf † − g||2H + ||(I − Cβnk )f
†||2L2(Rp)
= ||(I − Cβnk )f
†||2L2(Rp)
= ||f †||2βnk
≤ C2Mβnk ||f
†||2Hs(Rp) → 0 as k →∞.
From the weak lower semi continuity of the norm on H, we get that the limit f˜ of the sequence (fβnk )k
verifies
||T f˜ − g||H ≤ lim inf
k
||Tfβnk − g||H = 0.
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So ||T f˜ − g||H = 0 and from the injectivity of T , we deduce that f˜ = f †. Thus the sequence (fβn,2)n
converges weakly to f † and i) is proved. ii) easily follows from the fact that, for all n the function fβn,2
is supported in the bounded subset V1.
iii) Let ∆ ∈ Rp \ {0},
∥∥T∆fβn,2 − fβn,2∥∥2 = ∥∥U (T∆fβn,2 − fβn,2) ∥∥2
=
∫
Rp
∣∣∣e−2iπ〈∆,ξ〉 − 1 ∣∣∣2 ∣∣∣ fˆβn,2(ξ) ∣∣∣2 dξ
= I1 + I2,
with
I1 :=
∫
‖ξ‖≤1/βn
∣∣∣e−2iπ〈∆,ξ〉 − 1 ∣∣∣2 ∣∣∣ fˆβn,2(ξ) ∣∣∣2 dξ, (73)
and
I2 :=
∫
‖ξ‖>1/βn
∣∣∣e−2iπ〈∆,ξ〉 − 1 ∣∣∣2 ∣∣∣ fˆβn,2(ξ) ∣∣∣2 dξ. (74)
Following the lines of step 3 of the proof to Theorem 11 in [1], we get that there exist a constant K
such that
I1 ≤ K‖∆‖2s′
(
||fβn,2||2L2(Rp) +
∫
‖ξ‖≤1/βn
‖ξ‖2s
∣∣∣ fˆβn,2(ξ) ∣∣∣2 dξ
)
, (75)
where s′ := min{1, s}. From the proof of Lemma 1, we get by the way that∫
‖ξ‖≤1/βn
‖ξ‖2s
∣∣∣ fˆβn,2(ξ) ∣∣∣2 dξ ≤ 1ν0mβn ||fβn,2||2βn . (76)
On the hand from (39) and (13), we have
||fβn,2||2βn ≤ ||Tfβn,2 − g||2H + ||fβn,2||2βn
≤ ||Tf † − g||2H + ||f †||2βn
= ||f †||2βn
≤ C2Mβn ||f †||2Hs(Rp). (77)
From (76) and (77), we deduce that∫
‖ξ‖≤1/βn
‖ξ‖2s
∣∣∣ fˆβn,2(ξ) ∣∣∣2 dξ ≤ CMβnmβn ||f †||2Hs(Rp), with C =
C2
ν0
. (78)
From (78) and (72), and ii) of Lemma 1, we deduce that there exists a constant K1 independent of n
such that
I1 ≤ K1||∆||2s′ . (79)
From the proof of Lemma 1, we also get that
ν0
mβn
Mβn
∫
Rp
1{|ξ|>1/βn}|fˆβn,2(ξ)|2 dξ ≤ ||fβn,2||2βn , (80)
which implies using (77) that∫
Rp
1{|ξ|>1/βn}|fˆβn,2(ξ)|2 dξ ≤Mβn
C2
ν0
Mβn
mβn
||f †||2Hs(Rp). (81)
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Thus, from (74), ii) of Lemma 1, and the fact that |1− e−2iπ〈∆,ξ〉|2 ≤ 4, we deduce that there exists a
constant K2 independent of n such that
I2 ≤ K2Mβn . (82)
In summary, from (79) and (82), we get∥∥T∆fβn,2 − fβn,2∥∥2 ≤ K1||∆||2s′ +K2Mβn . (83)
By ii) of Lemma 1, for every ǫ > 0, there exists n0 ∈ N such that for all n ≥ n0, K2Mβn ≤ ǫ. From
(83), we have
sup
n∈N
||T∆fβn,2 − fβn,2||2L2(Rp) ≤ max
{
max
n≤n0
||T∆fβn,2 − fβn,2||2L2(Rp),K1||∆||2s
′
+ ǫ
}
. (84)
Since the translation is continuous in L2(Rp), and the fact that the set {n < n0} is finite, we deduce
that deduce that
max
n≤n0
||T∆fβn,2 − fβn,2||2L2(Rp) → 0 as ∆→ 0.
Consequently, we finally get
lim
∆→0
sup
n∈N
||T∆fβn,2 − fβn,2||2L2(Rp) ≤ ǫ,
which proves that
lim
∆→0
sup
n∈N
||T∆fβn,2 − fβn,2||2L2(Rp) = 0,
since ǫ is arbitrary. The strong convergence of fβn,2 toward f
† then follows by application of the
Frechet Kolmogorov theorem (see [13, Theorem 3.8]). 
Proof of Theorem 5
Since f δβ,2 is the minimizer of Jβ(f, g
δ , T ) on L2(V1) and f
† ∈ L2(V1), we get
||Tf δβ,2 − gδ ||2 + ||f δβ,2||2β ≤ ||Tf † − gδ||2 + ||f †||2β.
This implies that
||Tf δβ,2 − gδ ||2 + ||f δβ,2 − f †||2β
≤ δ2 + ||f †||2β − ||f δβ,2||2β + ||f δβ,2 − f †||2β
= δ2 + 2〈f † − f δβ,2, f †〉β
= δ2 + 2〈(I − Cβ)(f † − f δβ,2), (I − Cβ)T ∗w〉
= δ2 + 2〈f † − f δβ,2, (I − Cβ)∗(I − Cβ)T ∗w〉
= δ2 + 2〈f † − f δβ,2, T ∗(I − Cβ)∗(I − Cβ)w〉 by commutation of T ∗ and Cβ
= δ2 + 2〈T (f † − f δβ,2), (I − Cβ)∗(I − Cβ)w〉
= δ2 + 2||g − Tf δβ,2|| ||(I − Cβ)∗(I − Cβ)w||
≤ δ2 + 2||g − gδ|| ||(I − Cβ)∗(I − Cβ)w||
+ 2||gδ − Tf δβ,2|| ||(I − Cβ)∗(I − Cβ)w||.
This implies that
||Tf δβ,2 − gδ ||2 − 2||gδ − Tf δβ,2|| ||(I −Cβ)∗(I −Cβ)w||+ ||f δβ,2 − f †||2β ≤ δ2 + 2δ ||(I −Cβ)∗(I −Cβ)w||,
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which is equivalent to
(
||Tf δβ,2 − gδ || − ||(I − Cβ)∗(I − Cβ)w||
)2
+ ||f δβ,2 − f †||2β ≤ (δ + ||(I −Cβ)∗(I − Cβ)w||)2 . (85)
From (85) and (12), we deduce that

||f δβ,2 − f †|| ≤ 1√C1mβ (δ + 2||(I −Cβ)
∗(I − Cβ)w||)
||Tf δβ,2 − gδ || ≤ δ + 2||(I − Cβ)∗(I −Cβ)w||.
(86)
Next, from (14), we get that
||(I − Cβ)∗(I − Cβ)w|| ≤ C2Mβ ||w||H2s(Rp). (87)
From (86), (87) and (15), we deduce that there exist three positive constants K1, K2 and K3 indepen-
dent of β and δ such that {
||f δβ,2 − f †|| ≤ K2βs +K2 δβs
||Tf δβ,2 − gδ || ≤ δ +K1β2s,
(88)
from which we deduce (44) when choosing β(δ) = O (δ1/2s). 
Proof of Proposition 9
Let f ∈ L2(V1), by definition of fn, we get that ‖F (fn)−gn‖2H+‖fn−f∗‖2β ≤ ‖F (f)−gn‖2H+‖f−f∗‖2β
which implies (from the convergence of the sequence (gn)n) that both the sequences (fn)n and (F (fn))n
are bounded. Therefore there exists a subsequence (fm)m of (fn)n such that fm ⇀ f¯ and F (fm) ⇀
F (f¯). By the continuity of operator Cβ, we deduce that{∥∥F (f¯)− g∥∥2
H
≤ lim infm
∥∥F (fm)− gm∥∥2H∥∥(I − Cβ)(f¯ − f∗)∥∥2 ≤ lim infm ∥∥(I − Cβ)(fm − f∗)∥∥2 . (89)
So, for all f in L2(V1), we have∥∥F (f¯)− g∥∥2
H
+
∥∥(I − Cβ)(f¯ − f∗)∥∥2 ≤ lim inf
m
(∥∥F (fm)− gm ∥∥2H + ∥∥fm − f∗∥∥2β
)
≤ lim sup
m
(∥∥F (fm)− gm∥∥2H + ∥∥fm − f∗∥∥2β
)
≤ lim
m
(∥∥F (f)− gm∥∥2H + ∥∥f − f∗∥∥2β
)
=
∥∥F (f)− g∥∥2
H
+
∥∥f − f∗∥∥2
β
.
This shows that f¯ is a solution of problem (47) and that
lim
m
∥∥F (fm)− gm∥∥2H + ∥∥fm − f∗∥∥2β = ∥∥F (f¯)− g∥∥2H + ∥∥ f¯ − f∗∥∥2β . (90)
Now, assume that fm 9 f¯ , then (I − Cβ)fm 9 (I − Cβ)f¯ . Indeed, if (I − Cβ)fm → (I − Cβ)f¯ , then
((I −Cβ)fm)m is a Cauchy sequence, and from (12), we deduce that (fm)m is also a Cauchy sequence
in L2(Rp). Thus (fm)m Cauchy sequence and fm ⇀ f¯ implies that fm → f¯ .
Let τ = lim supm ||(I − Cβ)(fm − f∗)|| > ||(I − Cβ)(f¯ − f∗)||. There exists a subsequence (fmk)k
of (fm)m such that
fmk ⇀ f¯, F (fmk)⇀ F (f¯) and
∥∥(I − Cβ)(fmk − f∗)∥∥→ τ.
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Hence,
lim
k
∥∥F (fmk)− gmk ∥∥2H = limk
(∥∥F (fmk)− gmk ∥∥2H + ∥∥(I − Cβ)(fmk − f∗)∥∥)
− lim
k
∥∥(I − Cβ)(fmk − f∗)∥∥
=
∥∥F (f¯)− g∥∥2
H
+
∥∥(I − Cβ)(f¯ − f∗)∥∥− τ
<
∥∥F (f¯)− g∥∥2
H
,
which contradicts (89). Consequently, we deduce that fm → f¯ . 
Proof Theorem 6
Let (δk) be a positive sequence converging to 0 and βk := β(δk) satisfying β(δk)→ 0 and δk/β(δk)s → 0
as k →∞. Let fδk be a minimizer of ‖F (f)−gδk ‖2H+‖(I−Cβ(δk))(f−f∗)‖2 over L2(V1). By definition
of fδk and the fact that f
† ∈ L2(V1), we get
‖F (fδk)− gδk ‖2H + ‖(I − Cβ(δk))(fδk − f∗)‖2 ≤ ‖g − gδk ‖2H + ‖(I − Cβ(δk))(f † − f∗)‖2,
which implies
‖F (fδk)− gδk ‖2H ≤ δ2k + ‖(I − Cβ(δk))(f † − f∗)‖2, (91)
and
‖(I − Cβ(δk))(fδk − f∗)‖2 ≤ δ2k + ‖(I − Cβ(δk))(f † − f∗)‖2. (92)
From (91), we deduce that
lim
k→∞
F (fδk) = g. (93)
From (92), (12), (13) and (15), we get the existence of a constant C such that
‖fδk − f∗‖2 ≤ C
δ2k
β(δk)2s
+
C2Mβ(δk)
C1mβ(δk)
‖f † − f∗‖2Hs(Rp), (94)
which implies the boundedness of the sequence (fδk)k using ii) of Lemma 1. Since the sequence (fδk)k
is bounded, then there exists a weakly converging subsequence that we denote (fn)n. Let f˜ be the
limit of the subsequence (fn), i.e.
fn ⇀ f˜ as n→∞. (95)
The weak convergence (95) together with (93) and the fact that F is weakly sequentially closed implies
that f˜ ∈ D(F ) and F (f˜) = g. Since f † is the unique solution of equation F (f) = g, we deduce that
f˜ = f †. Hence every weakly converging subsequence of (fδk)k weakly converges to f
†, which implies
that the whole sequence (fδk)k weakly converges to f
† i.e.
fδk ⇀ f˜ as k →∞. (96)
Similarly to the proof of Theorem 3, we are going to prove strong convergence using the Frechet-
Kolmogorov theorem. We already have the weak convergence and the fact that
lim
R→∞
sup
k∈N
∫
||x||>R
|fδk(x)|2 dx = 0,
given that all the fδk are supported in the bounded subset V1. It only remains to establish that
supn∈N ||T∆fδk − fδk ||2L2(Rp) → 0, as ∆ → 0 where T∆ is the translation operator of step ∆. Let
∆ ∈ Rp \ {0}, following the steps of the proof of iii) of Theorem 3, we get that∥∥T∆fδk − fδk ∥∥2 = I1 + I2, (97)
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with
I1 :=
∫
‖ξ‖≤1/βk
∣∣∣e−2iπ〈∆,ξ〉 − 1 ∣∣∣2 ∣∣∣ fˆδk(ξ) ∣∣∣2 dξ, (98)
and
I2 :=
∫
‖ξ‖>1/βk
∣∣∣e−2iπ〈∆,ξ〉 − 1 ∣∣∣2 ∣∣∣ fˆδk(ξ) ∣∣∣2 dξ. (99)
Moreover,
I1 ≤ K‖∆‖2s′
(
||fβk ||2L2(Rp) +
∫
‖ξ‖≤1/βk
‖ξ‖2s
∣∣∣ fˆβk(ξ) ∣∣∣2 dξ
)
, (100)
where s′ := min{1, s} and ∫
‖ξ‖≤1/βk
‖ξ‖2s
∣∣∣ fˆβk(ξ) ∣∣∣2 dξ ≤ 1ν0mβk ||fβk ||2βk . (101)
But by definition of fδk , we have∥∥fδk − f∗∥∥2βk ≤ ‖F (fδk)− gδk ‖2H + ‖(I − Cβ(δk))(fδk − f∗)‖2
≤ ‖g − gδk ‖2H + ‖(I − Cβ(δk))(f † − f∗)‖2
≤ δ2k + C2Mβk
∥∥∥f † − f∗∥∥∥2
Hs(Rp)
,
which together with (13) implies that∥∥fδk ∥∥2βk ≤ 2δ2k + 2C2Mβk‖f † − f∗‖2Hs(Rp) + 2‖f∗‖2βk
≤ 2δ2k + 2C2Mβk
(
‖f † − f∗‖2Hs(Rp) + ‖f∗‖2Hs(Rp)
)
. (102)
From (101) and (102), we deduce that∫
‖ξ‖≤1/βk
‖ξ‖2s
∣∣∣ fˆδk(ξ) ∣∣∣2 dξ ≤ 2 δ2kν0mβk + 2(C2/ν0)
Mβk
mβk
(
‖f † − f∗‖2Hs(Rp) + ‖f∗‖2Hs(Rp)
)
. (103)
From (15), and the fact that δk/β
s
k → 0, we deduce that the first term in the right hand side of (103)
converges to 0 thus is bounded. From ii) of Lemma 1, we get the the second term in (103) is also
bounded. Hence from (100), (103) and the boundedness of the sequence (fδk)k, there exists a constant
K ′ such that
I1 ≤ K ′||∆||2s′ . (104)
From the proof of Lemma 1, we get that
ν0
mβk
Mβk
∫
Rp
1{|ξ|>1/βk}|fˆδk(ξ)|2 dξ ≤ ||fδk ||2βk ,
which together with (102) implies that∫
Rp
1{|ξ|>1/βk}|fˆδk(ξ)|2 dξ ≤ 2Mβk
C2
ν0
Mβk
mβk
(
‖f † − f∗‖2Hs(Rp) + ‖f∗‖2Hs(Rp)
)
+ 2
Mβk
ν0mβk
δ2k
≤ K ′′Mβk , (105)
where
K ′′ = 2
(
C2
(
‖f † − f∗‖2Hs(Rp) + ‖f∗‖2Hs(Rp)
)
+ sup
k∈N
δ2k
Mβk
)
× 1
ν0
× sup
β∈(0,1)
Mβ
mβ
. (106)
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From (15) and the fact that the sequence (δk/β
s
k)k converges, implies that supk∈N δ
2
k/Mβk is finite.
From (99), (106) and the fact that |1− e−2iπ〈∆,ξ〉|2 ≤ 4, we deduce that
I2 ≤ 4K ′′Mβk . (107)
Therefore, from (97), (104) and (107), we deduce that∥∥T∆fδk − fδk ∥∥2 ≤ K ′‖∆‖2s′ + 4K ′′Mβk . (108)
By using the same argument as in the end of the proof of Theorem 3, the estimate (108) yields
lim
∆→0
sup
k∈N
||T∆fδk − fδk ||2L2(Rp) = 0.
By application of the Frechet-Kolmogorov theorem, we deduce the strong convergence of the sequence
(fδk)k toward f
†. Finally, since the sequence (δk)k is an arbitrary sequence converging to 0, we get
that the whole family (f δβ(δ),2)δ>0 converges to f
† as δ goes to 0. 
Proof of Theorem 7
By definition of f δβ,2, we get ‖F (f δβ,2) − gδ‖2H + ‖f δβ,2 − f∗‖2β ≤ ‖F (f †) − gδ‖2H + ‖f † − f∗‖2β ≤
δ2 + ‖f † − f∗‖2β which implies that
‖F (f δβ,2)− gδ‖2H+‖f δβ,2 − f †‖2β (109)
≤ δ2 + ‖f † − f∗‖2β − ‖f δβ,2 − f∗‖2β + ‖f δβ,2 − f †‖2β
≤ δ2 + 2
〈
f † − f δβ,2 , f † − f∗
〉
β
≤ δ2 + 2
〈
f † − f δβ,2 , F ′(f †)∗w
〉
β
≤ δ2 + 2
〈
(I − Cβ)(f † − f δβ,2) , (I − Cβ)F ′(f †)∗w
〉
≤ δ2 + 2
〈
f † − f δβ,2 , (I − Cβ)∗(I −Cβ)F ′(f †)∗w
〉
≤ δ2 + 2
〈
f † − f δβ,2 , F ′(f †)∗(I − Cβ)∗(I − Cβ)w
〉
as F ′(f †)∗ commutes with Cβ
≤ δ2 + 2
〈
F ′(f †)
(
f † − f δβ,2
)
, (I − Cβ)∗(I − Cβ)w
〉
≤ δ2 + 2
〈
F (f †)− F (f δβ,2)− r(f †, f δβ,2) , (I − Cβ)∗(I − Cβ)w
〉
(110)
where
−r(f †, f δβ,2) = F (f δβ,2)− F (f †)− F ′(f †)
(
f δβ,2 − f †
)
= −
∫ 1
0
[
F ′
(
f † + t
(
f δβ,2 − f †
))
− F ′(f †)
] (
f δβ,2 − f †
)
dt. (111)
From (109), we get that
‖F (f δβ,2)− gδ‖2H + ‖f δβ,2 − f †‖2β ≤ δ2 + 2
〈
g − gδ , (I − Cβ)∗(I − Cβ)w
〉
+ 2
〈
gδ − F (f δβ,2) , (I − Cβ)∗(I −Cβ)w
〉
+
〈
− r(f †, f δβ,2) , (I − Cβ)∗(I − Cβ)w
〉
≤ δ2 + 2δ‖(I − Cβ)∗(I − Cβ)w‖
+ 2‖gδ − F (f δβ,2)‖ ‖(I − Cβ)∗(I − Cβ)w‖
+ 2‖r(f †, f δβ,2)‖ ‖(I − Cβ)∗(I − Cβ)w‖. (112)
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Let
‖(I −Cβ)∗(I − Cβ)w‖ ≤ C2Mβ‖w‖H2s(Rp) := Γβ from (14) (113)
From (112), we have
‖F (f δβ,2)− gδ‖2H + ‖f δβ,2 − f †‖2β ≤ δ2 + 2δΓβ + 2Γβ‖gδ − F (f δβ,2)‖+ 2Γβ‖r(f †, f † − f δβ,2)‖. (114)
From (111), (49), we get that
‖r(f †, f δβ,2)‖ ≤
γ
2
‖f † − f δβ,2‖2. (115)
Thus from (114), (115), (113) and (12) we deduce that
‖F (f δβ,2)− gδ‖2H − 2Γβ‖gδ − F (f δβ,2)‖+ C1mβ‖f δβ,2 − f †‖ − γΓβ‖f † − f δβ,2‖2 ≤ δ2 + 2δΓβ ,
which is equivalent to(
‖F (f δβ,2)− gδ‖H − Γβ
)2
+ (C1mβ − γΓβ)‖f δβ,2 − f †‖2 ≤ (δ + Γβ)2 . (116)
But
γΓβ
C1mβ
=
γC2Mβ‖w‖H2s(Rp)
C1mβ
<
γC2‖w‖H2s(Rp)
C1
sup
β∈(0,1]
Mβ
mβ
< 1. (117)
From (113), (116) and (117), we deduce that
‖F (f δβ,2)− gδ‖H ≤ δ + 2C2Mβ‖w‖H2s(Rp), (118)
and
‖f δβ,2 − f †‖ ≤
δ + C2Mβ‖w‖H2s(Rp)√
C1mβ − γC2Mβ‖w‖H2s(Rp)
. (119)
From (118), (119) and (15), we deduce that there exist constant K1,K2 K3 independent of β and δ
such that {
‖F (f δβ,2)− gδ‖H ≤ δ +K1β2s
‖f δβ,2 − f †‖ ≤ K2 δβs +K3βs.
(120)
Hence from (120), choosing β(δ) such that β(δ) ∼ δ1/2s yields (50) and (51). 
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