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In the development of the character theory of finite groups, one of the key 
facts used in proving the orthogonality relations is the invariance property 
of cg E kG. (See, e.g., the proofs of Lemma 5.1.3 in [2] and of Eq. (31.8) in 
[l].) Since finite-dimensional Hopf algebras [5] and the dual algebras of 
certain infinite-dimensional Hopf algebras [7] contain elements with proper- 
ties analogous to those of Cg, it is reasonable to expect that an orthogonality 
relation will hold for characters of such Hopf algebras. In Section 2 of this 
paper we prove such an orthogonality relation. 
In order to include a character theory for infinite dimensional Hopf 
algebras, we must consider characters as elements of the Hopf algebra which 
are associated with comodules over the Hopf algebra, rather than as func- 
tionals on the Hopf algebra which are associated with modules over the Hopf 
algebra. This point of view allows a simultaneous treatment of the characters 
of compact Lie groups and completely reducible affine algebraic groups 
(taking as the Hopf algebra the algebra of representative functions), of the 
characters of semisimple Lie algebras over an algebraically closed field of 
characteristic 0 (taking U(L)” as the Hopf algebra; the characters studied here 
differ from those of Expose 18 of [6] by a scalar multiple), and of the characters 
of finite groups (taking as the Hopf algebra the dual Hopf algebra to the group 
algebra). 
We then use our results to prove that the dimension of a simple comodule 
of an involutory cosemisimple Hopf algebra over an algebraically closed field 
is not divisible by the characteristic of the field. In Section 3 we prove that 
the antipode y of a cosemisimple Hopf algebra is bijective, and that y2 maps 
each simple subcoalgebra onto itself. In Section 4 we give a generalization 
of Maschke’s Theorem: If the characteristic of the field does not divide the 
dimension of a finite dimensional involutory Hopf algebra, then the Hopf 
algebra and its dual are semisimple; if the characteristic does divide the 
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dimension, then the Hopf algebra and its dual cannot both be semisimple. 
In Sections 5 and 6 we use our results in a detailed study of finite-dimensional 
semisimple Hopf algebras, paying particular attention to the antipode of such 
a Hopf algebra. It is known that the antipode of a commutative or cocommuta- 
tive Hopf algebra is of order 2 [8, p. 741; it is also known that there exist 
(infinite-dimensional) Hopf algebras with antipodes of arbitrarily high order 
(see [4] and [8, p. 891. S weedler also has an unpublished example of a Hopf 
algebra of dimension 4 with antipode of order 4). We give a bound for the 
order of the antipode of a finite-dimensional semisimple Hopf algebra, and 
give various conditions for the antipode to be order 2 or of order 4. 
Throughout this paper we will use freely the techniques and results of 
[5] and [7]. 
1. COALGEBRAS AND HOPF ALGEBRAS 
A coalgebra over the field K is a vector space C together with maps 
S : C + C @ C and E : C + k satisfying 
(I @ 6)s = (6 @ 1)s 
and 
I = (I @ E)S = (c @ 1)s. 
The maps S and E are sometimes called the structure maps of the coalgebra C. 
If c E C, we will usually denote S(c) by C c(r) @ ccz) , (I @S) S(c) by 
C CQ) 0 ct2) 0 ~(3) j etc. 
If C is a coalgebra, then C* = hom(C, k) is an algebra, with multiplication 
defined by (c*d*)(c) = (c* @ d*) S(c), where c*, d* E C*, c E C. The map E 
is an identity for this algebra. The coalgebra C is called simple if there are no 
proper subcoalgebras contained in C. C is simple if and only if the algebra C* 
is simple. The coalgebra C is called (co)semisimpZe if it is spanned by its simple 
subcoalgebras. If C is semisimple, then it is the direct sum of its simple 
subcoalgebras, and the algebra C* is the direct product of finite-dimensional 
simple ideals. 
Denote the map from V @ ... @ V (n times) to itself which sends 
z)i @ ... @ ~1, to vi @ vi @ ... @ vlc by (i, j,..., k). The coalgebra C is called 
(co)commututive if S = (2, I)S, that is, if Cc(r) @ ct2) = C ct2) @c(r) . 
The coalgebra C is commutative if and only if the algebra C* is commutative. 
A left C-comodule is a vector space V together with a map # : V -+ C @ V 
satisfying 
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and 
If v E V we will usually denote 4(v) by C 7~~) @v(,) , (I @ #) 4(v) by 
C v(,) @ V(~) @ v(,. , etc. If V and W are left C-comodules, a linear map 
f : V + W is a C-comodule morphism if (10 f) tiV = &,f. Right C-comodules 
and morphisms of right C-comodules are defined in an analogous fashion. 
If V is a left C-comodule, then defining v . c* = C c*(u~~)) v(,) , where 
c* E C*, v E V, makes V into a right C*-module. In a similar fashion, right 
C-comodules have a left C*-module structure. Sometimes the name rational 
C*-module is used for a P-module whose module structure arises from 
a C-module structure. The following Lemma is immediate. 
LEMMA 1.1. Let V and W be left (right) C-modules. The linear map 
f : V --f W is a C-comodule morphism if and only if it is a C*-module morphism. 
Note that 8 : C -+ C @ C makes C into both a left C-comodule and a right 
C-comodule. Therefore we have a right C*-module and a left C*-module 
structure on C. We will denote these actions of C* on C by c < c* and 
c* > c. That is, 
and 
c < c* = 2 c*(cd C(z) 
c* > c = c C”(C(,)) C(1) . 
Since (C @ V) @ (C @ W) g C @ (V @ W), if V and W are left 
C-modules, then V @ W has a natural left C-comodule structure. A nonzero 
C-comodule is called simple if the only subcomodules of V are 0 and V. 
V is called completely reducible if V is the direct sum of simple subcomodules. 
By [7, p. 3261, the coalgebra C is semisimple if and only if every C-comodule 
is completely reducible. 
Let V be a simple left C-comodule. It follows from the discussion on 
p. 326 of [7] that there exists a unique minimal subcoalgebra D C C satisfying 
4(V) C D @ V. The comodule V and the subcoalgebra D are finite dimen- 
sional. Consider V as a right D*-module. The fact that D is minimal with 
respect to the property $(V) C D @ V implies that D* acts faithfully on V. 
The fact that V is a simple comodule implies that V is an irreducible 
D*-module. These facts imply that D* is a simple algebra, which implies that 
D is a simple coalgebra. Call D the simple subcoalgebra associated with V, and 
call V a simple left comodule associated with D. It is easily seen that two simple 
left comodules are isomorphic if and only if they are associated with the same 
simple subcoalgebra. 
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Now suppose that K is algebraically closed, and let (vl ,..., vd} be a basis 
for I’. Let eij E D* satisfy vk . eij = &vj . Then {eij} is a basis for D*. 
Let (aij} be the basis of D dual to the basis {eij}. We have proved: 
LEMMA 1.2. Let C be a coalgebra over the algebraically closed field k, let V 
be a simple left C-comodule, and let D be the simple subcoalgebra associated with 
V. Then for each basis {vl ,..., vd} of V, there is a basis {Q} of D such that 
and 
E(Uij) =s,j . 
The basis {qj} is called a matric basis of the coalgebra D. 
Let V be a left C-comodule. Pick a basis {vi ,..., vd} for V and let 
(vl*,..., vd*} be the basis of V* dual to this basis. Define x(V) E C by 
x(V) = c (I 0 vi*) Wi). 
It easily checked that x(V) does not depend on the particular choice of basis 
{Vl >.*a, vd}. Call x(V) the character of the comodule V. Note that x( V @ W) = 
xv> + x(W). If v is a simple left C-comodule, then x(V) is called an 
irreducible character, and x(V) = XL, aii , where {Q} is a matric basis of 
the simple coalgebra associated with V. Call d = dim V the degree of x(V). 
A bialgebra over k is a vector space H together with an algebra structure 
(with unit) on H and a coalgebra structure on H such that the coalgebra 
structure maps are (unit-preserving) algebra homomorphisms. A bialgebra 
will be called semisimple if it is semisimple as an algebra, cosemisimple if it is 
semisimple as a coalgebra, commutative if it is commutative as an algebra, 
and cocommutative if it is commutative as a coalgebra. 
If H is a bialgebra, the set of maps hom(H, H) form a semigroup with 
multiplication defined by (f *g)(h) = Cf (h(1))g(h(2)). The map h F+ e(h)1 is 
an identity for this semigroup. If I E hom(H, H) has a two-sided inverse y, 
then H is called a Hopf algebra, and y is called the antipode of H. It can be 
shown [g] that y : H + H is an algebra and coalgebra antiendomorphism, 
and that if H is commutative or cocommutative, y2 = 1. A Hopf algebra for 
which ya = I is called involutory. 
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LEMMA 1.3. Let H be a Hopf algebra over thejeld k, and let K/k be a jeld 
extension. Then H is cosemisimple if and only if K @ H is cosemisimple. 
Proof. This follows immediately from Eq. (3.2) of [7]. 
2. CHARACTERS 
In this section we prove the basic orthogonality relations for matric bases 
and characters of a cosemisimple Hopf algebra over an algebraically closed 
field. These are used to prove that the dimension of a simple comodule of 
an involutory cosemisimple Hopf algebra over an algebraically closed field 
is not divisible by the characteristic of the field. 
Let A be a Hopf algebra, and let V be a finite dimensional left A-comodule. 
The map V* -+ hom(V, A) given by v* t+ C v*(v(~)) w(i) , where v E V, 
v* E V*, can be identified using the canonical isomorphism hom( V, A) E 
V* @ A with a map V* ---f I/‘* @ A. It is easily checked that this map gives 
a right A-comodule structure on V*. (This comodule structure is the 
comodule structure giving the left A*-module structure on V* which is 
adjoint to the right A*-module structure on V.) If V is a simple left 
A-comodule with basis {vi}, let aij E A satisfy +(vJ = C aij @ vj , as 
described in Lemma 1.2. Let (vi*} be the basis of V* dual to {vi}. Then 
#(Vi*) = C Vj* @ aji . 
Let V, W be left A-comodules with V finite dimensional. We identify 
hom(V, W) with V* @ W by the canonical isomorphism. Define the map 
* y.w : hom(K W) +hom(V, W)@A by 
~v,w(v* 0 w> = c (v(l)* 0 W(z)) 0 w*Y(wd (2-l) 
It is easily checked that +y,w makes hom(V, W) into a right A-comodule. 
If f E hom( V, W) then (identifying hom( V, W) @ A with hom( V, W @ A)) 
we have (using C v*(v(,)) v(r) = C v(,)*(v) v(s)*) that 
(~v,ivfW = c (f(%)))(2) 0 %I r((f bYz)Nd* (2.2) 
PROPOSITION 2.3. Let V, W be left A-comodules with VJinite dimensional, 
and let f E hom( V, W). Then the following statements are equivalent: 
(a) f: V --+ W is a left A-comodule morphism; 
(b) f: V---f W is a right A*-module morphism; 
(4 &,wf = f 0 1; 
(4 a* * f = a*(l)f for all a* E A*. 
Proof. Clearly (a) is equivalent to (b) and (c) is equivalent to (d). We will 
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show that (a) and (c) are equivalent. Suppose f is a comodule morphism. 
This means that Cf(v)(i) @f(v)(a) = C o(i) @ f(vc,)). From (2.2) we get 
that 
Conversely, suppose that #v,wf = f @ 1. This says that 
Applying (1 @ pA)(2, 3, l)(&, @ 1) to both sides of this equation we get 
or 
c fhh 0 O(l) r(f(V(Z)))(l))(f(V(Z)))(2) = c fWkJ) OfWc1, 
which implies that f is an A-comodule morphism. This completes the proof 
of the Proposition. 
Assume now that k is algebraically closed, and that the Hopf algebra A 
is cosemisimple. The latter assumption implies by the results of [7] that there 
existsanelementhEA*suchthata*X =a*(l)Xforalla*~A*,andh(l) = 1. 
Let V, W be nonisomorphic simple left A-comodules. If f E hom( V, W), 
then h . f satisfies a* . (X . f) = a*(l)@ . f) for all a* E A*, so by Proposi- 
tion 2.3 h . f: V--f W is an A*-module morphism. Similarly, if g E hom( I’, I’) 
then h . g: V --+ V is an A*-module morphism. Since V and Ware irreducible 
A*-modules and K is algebraically closed, Schur’s Lemma implies that 
X . f = 0 and that X . g is a scalar which we will denote z(g). 
Fix bases {vi} and {wk} of V and W, let {vi*} and (wk*} be the bases of V* 
and W* dual to these bases, and let {Q}, {b,,} be the sets of elements of A 
described in Lemma 1.2 satisfying #(vi) = Cj aij @ vi and #(wk) = 
x1 b,, @ w1 . Consider the linear map from V to W identified with v,* @ w, . 
We have shown that h . (v,* @ w,) = 0. Computing directly, we get 
h * (v,* 0 wn) = 1 ~(%~(u) vi* 0 wi . i,i 
We conclude that 
G&d&a,)) = 0. (2.4) 
Consider now the map from I’ to itself identified with v,* @ v, . Denote 
4v,n* 0 vn) by xm, . A similar argument yields that 
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From Eq. (2.5) we get 
1 = h(4%1)1) = h (c %Y(~m1)) = c %wn - 
?n WL 
From Eq. (2.4) we get 
(2.6) 
From Eqs. (2.5) and (2.6) we get 
Y,(V) Y(X( w = h ( c Gwr#(ann)) = 1 %m = 1. 
m,n rn 
We have proved: 
THEOREM 2.7. Let A be a cosemisimple Hopf algebra over the algebraically 
closed$eld k, and let h E A* satisfy a*h = a*(l)h and h(1) = 1. If V, W are 
simple nonisomorphic left A-comodules then 
and 
X(x(V) Y(XWN = 0 
h(X(V) Y(XVN = 1. 
Suppose now that A is involutory. Since y2 = I, 
44 = ~(441) = AC ~(1) r(4) = C ah) y(w)- 
In particular, 
&ml = 4%7$ = c %Y(%i)* 
This fact together with Eq. (2.9, gives 
In particular we have 1 = zll dim V, which proves: 
THEOREM 2.8. Let A be an involutory cosemisimple Hopf algebra over 
the algebraically closed field k of characteristic p. If V is a simple left A-comodule, 
then p does not divide dim V. 
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3. THE SQUARE OF THE ANTIPODE 
In this section we prove that if A is a cosemisimple Hopf algebra, then y2 
maps each simple subcoalgebra of A onto itself. This allows us to derive 
a description of the automorphism y2 in terms of the matrix (z,,) which 
appears in the orthogonality relation Eq. (2.5). 
Let A be a Hopf algebra over Fz. Call a E A invariant if C a(,) @a(,) = 
C a(,) @ a(,) . Denote the set of all invariant elements of A by i(A). Since 
C (ub)~,, @ (&)(a, = C a(,$~,) @ a(,#~,) , i(A) is a subalgebra of A. It is 
easily checked that the character of a comodule is invariant. 
LEMMA 3.1. Let A be a cosemisimple Hopf algebra over the algebraically 
closed$eld k. The set of characters of the simple comodules of A is a basis for i(A). 
If C is a simple subcoulgebru of A, then C n i(A) is one-dimensional, and 
consists of all scalar multiples of the character of a simple comodule associated 
with C. 
Proof. We first show that the set of characters of simple comodules of A 
is linearly independent. Suppose t,xl + ... + t,Xn = 0, where the xi are 
characters of non-isomorphic simple comodules. Then 
0 = A((&& + ... + tnxn) Y(XiN = 4 P 
by Theorem 2.7. 
Suppose that a E i(A). Write a = a, + ... + a, , where the ai lie in distinct 
simple subcoalgebras. Since the linear span of a set of distinct simple sub- 
coalgebras is the direct sum of these subcoalgebras, each ai E i(A). We will 
complete the proof by showing that ui is a scalar multiple of the character 
of the simple comodule associated with the simple subcoalgebra Ci containing 
ui . Cd* is a finite-dimensional simple algebra over k, and since ui is invariant 
the functional it induces on Ci* satisfies u,(c*d*) = u,(d*c*) for all 
c*, d* E Ci*. This implies that a, is a multiple of the trace map on C,*, or 
equivalently, that ui is a multiple of the character of a simple comodule 
associated with Ci . This completes the proof of the Lemma. 
COROLLARY 3.2. Let A be a cosemisimple Hopf algebra over the algebraically 
closed$eld k. If a E i(A), then a = C h(q(x))x. 
THEOREM 3.3. Let A be a cosemisimple Hopf algebra over k. Then the 
antipode y of A is bijective, and for each simple subcoulgebru C C A, y2(C) = C. 
Proof. We first show that y is injective. By [7] pp. 330-331, the map 
j: A + A* defined by j(u)(b) = h(y(u)b) is injective. If r(u) = 0 then 
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j(a)(a) = X(Ob) = 0, and the injectivity of i implies that a = 0. Now consider 
y*: A* + A*, the algebra antiendomorphism which is the transpose of 
y: A + A. Since y is injective, y * is surjective. Therefore, for any (I* E A*, 
a* = y*(b*) for some b* E A*, so y*(X) a* = y*(h) y*(b*) = y*(b*h) = 
b*( 1) y*(h) = a*( 1) y*(A). Also y*(h)( 1) = h(y( 1)) = h( 1) = 1. Therefore 
A = y*(X)h = y*(h). 
We now show that for each simple subcoalgebra C C A, y”(C) = C. Since 
A is spanned by its simple subcoalgebras, this will imply that y is surjective. 
Suppose first that K is algebraically closed. Since y is injective and is a 
coalgebra antiendormorphism, y(C) is a simple subcoalgebra. Similarly y2(C) 
is a simple subcoalgebra. Let xc be the character of a simple comodule 
associated with C. Then y(xc) is the character of a simple comodule 
associated with y(C), and y2(xc) is the character of a simple comodule 
associated with y”(C). In particular y2(xc) is invariant, so by Corollary 3.2 
Y2(Xc) = c 4Y2(Xc) Y(XNX 
= c Y *(4(XY(XcNX 
= c %xr(xcNx = xc . 
Therefore by Lemma 3.1, C n i(A) = y”(C) n i(A). Since C and y2(C) are 
simple subcoalgebras, this implies that y”(C) = C. If R is not algebraically 
closed, let K be its algebraic closure. If C is a simple subcoalgebra of A, then 
K ol, C = C,’ @ ... @ C,‘, where the Ci’ are simple subcoalgebras of 
the Hopf algebra K ok. A. The above argument shows that y2(Ci’) = Ci’, 
which implies that y2(K ol, C) = K Ok C. Since A is the direct sum of its 
simple subcoalgebras, it follows that y”(C) = C for each simple subco- 
algebra C. 
The following fact from the proof will be used in the sequel: 
COROLLARY 3.4. Let A be a cosemismple Hopf algebra over k. For each 
a E A, there exists b E A such that h(ab) # 0. 
PROPOSITION 3.5. Let A be a cosemisimple Hopf algebra over the algebrai- 
cally closed$eld k. Let C be a simple subcoalgebra of A, and let {aij} be a matric 
basis of C with h(ai,y(a,j)) = z,, 6.. . Then the matrix (zii) is invertible with 23 
inverse (.Q, and 
y2&) = c ~k&Z~kZ . 
k,Z 
Proof. The coalgebra automorphism y2 1 C induces an algebra auto- 
morphism of C*, which by the Noether-Skolem Theorem is inner. That is, 
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there exists a matrix (+) with inverse (%cj) such that (y2 j C)* (~2) = 
c k.1 xki%l”~l * (Recall that {a$} is the basis of C* dual to the basis {aij}.) This 
says ~a(+) = & ~~~~~~~~~ . Now, since y*(X) = A, it follows that 
A(ys(aJ ~(a&) = h(a,,y(uij)). This implies that 
This in turn implies x1 ~~~~~~~~~ = z,Jmj . Multiplying both sides of this 
last equation by xjk and summing on j, we conclude that xinzKm = z&&k . 
If xij = 0 for all i, j we would have X(cy(d)) = 0 for all c, d E C which 
would imply that h(cu) = 0 for all c E C, a E A, which would contradict 
Corollary 3.4. Therefore some z,, # 0. Now xin = (zilxsr) Z,i. Since 
the matrix (xij) is invertible, x,, 5 0, and zni = (a&~~~) xi,, . The inverse to 
the matrix (zij) is given by gij = (,z;~xs~) xii . It now follows that 
Y2(%j) = C ZkiZjZu7cZ * Q.E.D. 
k,l 
COROLLARY 3.6. Let A be a cosemisimple Hopf algebra over the algebraically 
closed Jield k. Then the following conditions are equivalent: 
(a) A is involutory 
(b) For every simple subcoulgebra C, ;\(ai,y(anj)) = (l/d) 6,,J& , where 
{aij} is a mutric basis of C and d is the dimension of a simple comodule associated 
with C. 
(4 YC a(2w(wN = 44 for all a E A. 
Proof. We will prove (a) implies (c), (c) implies (b), and (b) implies (a). 
Suppose A is involutory. Then 
4X a(2w(ad) = Y*@)(C a(2)Aad) 
= h(C Y2h)) Y@(z))) 
= XC aw(a(2))) = 44 
so (a) implies (c). 
Now suppose condition (c) holds. Then 
dx,, = C h(“im?4uni)) 
= fi (C (anm)c2&hJcd) 
= &m) = hm ,
so z,, = (l/d)&, . Therefore condition (b) holds. 
If zii = (l/d) &. , then gij = d& , so by the Proposition, y2(aij) = Uij , 
so condition (b) implies condition (a). 
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4. MASCHKE’S THEOREM 
Maschke’s Theorem states that the group algebra of a finite group is 
semisimple if and only if the characteristic of the field does not divide the 
order of the group. A more or less direct Hopf algebraic translation of this 
(Theorem 3.2 of [3]) would be: Let A be a cocommutative (therefore in- 
volutory) cosemisimple Hopf algebra over h. Then A is semisimple if and 
only if the characteristic of K does not divide the dimension of A. In this 
section we prove: Let A be an involutory cosemisimple Hopf algebra over K. 
Then A is semisimple if and only if the characteristic of k does not divide 
the dimension of A. 
Let A be a finite-dimensional cosemisimple involutory Hopf algebra over 
the algebraically closed field k. Then the Hopf algebra A* is semisimple, 
so by Proposition 3 of [5] there exists a nonsingular integral fl* in A* with 
/‘I*( 1) = 1. Let /l be a left integral in A. Since A is involutory and A* is 
unimodular (Proposition 4 of [5]), by the second Corollary to Proposition 8 
of [5] C .4(a) @ /I,,, = C flo) @ A(a) . Therefore by Lemma 3.1 /l is a linear 
combination of characters. This implies that y(A) is a linear combination of 
irreducible characters, say y(A) = x:i cixi . Now consider 
But A*(x/l) = &) (1*(n) = d/‘l”(fl), where dj is the degree of the irre- 
ducible character xj . Therefore cj = fl*(fl) di . Now 
A = r”(J = c W(Xi> 
= A*(A) 1 d&xi) = A*(A) c 4x,, 
z z 
since the irreducible characters xi and r(xJ have the same degree. By 
Proposition 7 of [5] we may pick fl with A*(A) = 1. We have proved 
PROPOSITION 4.1. Let A be a jinite-dimensional cosemisimple involutory Hopf 
algebra over the algebraically closedJield k. Then C d,x, the sum ranging over all 
irreducible characters of A, is a nonsingular left integral in A, where d, is the 
the degree of the irreducible character x. 
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COROLLARY 4.2. Let A be aJinite-dimensional cosemisimple involutory Hopf 
algebra. Then A is u&nodular. 
THEOREM 4.3. Let H be a Jinite-dimensional involutory Hopf algebra over 
the $eld k. 
(1) If the characteristic of k does not divide the dimension of H, then H is 
semisimple. 
(2) If H and H* are semisimple, then the characteristic of k does not divide 
the dimension of H. 
Proof. (1) By Proposition 9 of [5] T E H defined by p(T) = Tr(L(p)), 
where L(p): H* - H* is defined by L(p)(q) = pq, is an integral in H, so 
T = t/l for some t E k. Since E(T) = Tr(L(E)) = (dim H)l, if char k does 
not divide dim H, 0 f E(T) = k(A) so then E(A) # 0. Therefore by 
Proposition 3 of [5] H is semisimple. 
(2) Suppose first that k is algebraically closed. If H* is semisimple, 
then C d,x is a nonsingular integral in H. If H is semisimple, then 
0 f c(C d,x) = C d,<(x) = C dx2 = (dim H)l, so char k does not divide 
dim H. 
Now suppose k arbitrary, and let K be the algebraic closure of k. The 
semisimplicity of H and H* imply that K Ok Hand (K & H)* = K Ok H* 
are semisimple. Therefore char k = char K does not divide dim, K ol, H = 
dim, H. 
5. FINITE-DIMENSIONAL HOPF ALGEBRAS 
Using the techniques of Section 7 of [5], we prove that if y is the antipode 
of a finite-dimensional unimodular Hopf algebra, then y4 is the inner auto- 
morphism induced by a grouplike element. In particular, this implies that 
the order of the antipode is < 4(dim H). With suitable restrictions on the 
characteristic of k, this result can be used to prove that the matrix (,zmJ 
which appears in the orthogonality relation (2.5) can be made diagonal by 
a suitable choice of a basis of the simple comodule. 
Let H be a finite-dimensional unimodular Hopf algebra over k. Let A be 
a two-sided integral in H, and let A* be a left integral in H*. By Proposition 
7 of [5] we can assume that A*(A) = 1. Ifp, q E H*, thenp(A*q) = E(p)(A*q), 
so by the uniqueness of the left integral, A*q is a scalar multiple of A*. 
Therefore there exists a E H such that A*q = q(a) A*. It is easily checked 
that the map H* F+ k defined by q+ q(a) is an algebra homomorphism. 
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Therefore a satisfies s(a) = a @ a. The set of elements which are powers of a 
is a linearly independent set by Proposition 3.2.1 of [8]. Since H is finite- 
dimensional this implies that the order t of a is < dim H. If t = dim H then H 
is a group algebra, and so H* is unimodular. That is, a = 1 and so 
1 = t = dim H. We have shown that the order of a is < dim H except when 
dimH= 1. 
Let b be the bilinear form on H* associated with /I, and let b* be the 
bilinear form on H associated with ./I*. Note that b*(rl, 1) = b(ll*, 1) = 
b(1, A*) = /l*(A) = 1. Therefore 
PM4) = NP < ?@h A*) 
= KP, A* -=c 4 = p(U*(4), 
so 
Also 
Y(h) = h&*(4 for all h E H. 
so 
P(P(W = c PaWW) Pd4 
= &I*, p < y-l(h)) 
= 4-l” -=c A, P) = p(wh*(h)), 
y-l(h)u = b,b,*(h) for all h E H. 
(5.1) 
(5.2) 
Since H is unimodular, Ah = l (h)fl. It follows that 
so 
p(P)@) = b*(A h < r-‘(P)) 
= b*(fl < p, h) = b,*&(p)(h), 
r-‘(P) = bl*uP) for all p E H*. (5.3) 
Again using the fact that H is unimodular, we conclude from the first 
Corollary to Proposition 8 of [5] that &I) = A. Then 
d&(P)) = WPT Q) = Pm = Pdr(4 
= (Y(4) r(P))W = &+7)~ r(P)) 
= dY~vY(P)), 
so b,(p) = &y(p). This implies 
k’(P) = MP) for all p E H*. (5.4) 
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Since 8(a) = a @ a, r(a) = a-l. Now consider 
a-lhu = y-l(y(h)u)u 
= blh*b4&) 
= b,b,*(Y-%+))4 
= blb$*blbl*yyh) 
= b,y-lbl*y2(h) 
= Yh-bl*Y2w 
= y4(4, 
the second and fourth equalities following from Eq. (5.2), the fifth equality 
from Eq. (5.3), the sixth equality from Eq. (5.4), and the seventh equality 
from Eq. (5.1). We have proved 
THEOREM 5.5. Let H be a finite-dimensional unimodular Hopf algebra, 
let A* be a nonsingular left integral in H*, and let a E H satisfy A*p = p(a) A* 
for all p E H*. Then y4(h) = &ha for all h E H. 
COROLLARY 5.6. Let H be a finite-dimensional unimodular Hopf algebra. 
Then the order of the antipode of H is < 4(dim H). 
COROLLARY 5.7. Let H be a finite-dimensional Hopf algebra. If H and H* 
are unimodular, then the order of the antipode of H is 1,2, or 4. 
Suppose now that K is algebraically closed, and let A be a finite-dimensional 
cosemisimple Hopf algebra over k. A has a basis (a~~‘}, t = I,..., r; 
i,j= 1 ,..., d, with 
S(& = c a$ @ ug 
k 
and 
<(a::‘) = Sij . 
If A* is an integral in A* with A*( 1) = 1, then 
A*(a!?y(a’“‘)) = ~9s. S 13 k2 )k 11 tu * 
For t = l,..., r, let (c!:‘) be an invertible dt x dt matrix with inverse (E::)), and 
let a’,‘,“’ = Ci,j -(t) ($) (t) ck( cjl u,~ . Then {ui:“‘} is a basis of A satisfying 
S(aiF)) = C a$) @ a$‘, 
k 
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Thus, replacing the matric basis {uif’} by the matric basis {a;?‘} has the effect 
of conjugating the matrices (z::‘) by the transpose of the matrices (c::‘). 
Therefore we may assume that the matrices (z::‘) are in the Jordan Canonical 
Form. Considering the basis of A * dual to the basis {u::‘}, we see that 
A* = CL, 0 M(d,), where M(d) denotes the ring of d x d matrices over k. 
Proposition 3.5 implies that the automorphism y2:A* -+ A* is conjugation 
by the element (..., tZ(t) ,...) in A*, where tZ denotes the transpose of the 
matrix 2. Let f be the order of the automorphism y2. By Corollary 5.6, 
f < 2(dim A). Note that (tZ(t))f is a scalar matrix. Since .W is assumed to be 
in the Jordan Canonical Form, if char k = 0 or is > f we can conclude that 
.Zo) is a diagonal matrix with z:j”’ = Si+3~t’u(t), where the 0:’ are f-th roots of 1. 
From Eq. (2.6) we get that 
1 = c ZI:) = 1 #$)u(t), 
z z 
so u(t) = (c @y. 
2 
This proves 
THEOREM 5.8. Let A be a jZte-dimensional cosemisimple Hopf algebra 
over k with antipode y and integral A* E A* satisfying A*(l) = 1. Let f be 
the order of the automorphism y2. Assume that the$eld k is algebraically closed, 
and that the characteristic of k = 0 or is > f. Then A has a basis {a::‘}, 
t = I,..., r; i, j = I,..., dt such that 
where the 0:’ are f-th roots of 1. The automorphism y2: A -+ A is given by 
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6. DUALITY 
If H is a finite-dimensional Hopf algebra, then the bilinear form b on H* 
gives rise to isomorphisms b, and b, between H* and H. In this section we 
show that if H is semisimple, then b,(i(H*)) and b,(i(H*)) are translates of 
the center of H, and equal the center if and only if H is involutory. Also 
b,(i(H*)) = b,(i(H*)) if and only if y4 = I. 
Let H be a finite-dimensional semisimple Hopf algebra over the algebrai- 
cally closed field k. By Proposition 3.5 there exists an invertible element c E H 
such that y2(h) = c-%c for all h E H. If x E i(H*), then C xc2) @ x(r) = 
c X(l) 0 X(2) > so h > x: = x < h for all h E H. Let /l be a nonsingular 
two-sided integral in H, and let b be the bilinear form on H* associated with 
fl. The fact that II is a left integral in H implies that b(p < y(h), q) = 
b(p, 4 < h), which implies that b,(p < r(h)) = hb,(p) and r(h) b,(q) = b,(q < h). 
The fact that /l is a right integral implies that b(h > p, q) = b(p, y(h) > q), 
which implies that b,(h > p) = b,(p) r(h) and b,.(q)h = b,(y(h) > q). 
Let x E i(H*), and consider 
and 
b,(x < r(h)) = h(x) 
bdr(4 > 4 = b&4 y2(h). 
Since x < y(h) = y(h) > X, we conclude that hb,(x) = b,(x) y2(h), or 
hb,(x) = b,(x) c-lhc. This implies that hb,(x) c-l = b,(x) c-Vz, which implies 
that b,(x) c-l E Z(H), the center of the algebra H. Since dim i(H*) = dim Z(H) 
is the number of simple components of the algebra H, we conclude that 
b,(i(H*)) = Z(H)c. Similarly, b,(i(H*)) = c-lZ(H) = Z(H) c-l. We have 
proved 
PROPOSITION 6.1. Let H be a Jinite-dimensional semisimple Hopf algebra 
over the algebraically closed field k, and suppose y2(h) = c-lhc for all h E H. 
Then 
b,(i(H*)) = Z(H)c 
and 
b,(i(H*)) = Z(H) c-l 
COROLLARY 6.2. Let H be a jinite-dimensional Hopf algebra over the 
algebraically closed$eld k. Then the following statements are equivalent: 
(a> WW*)) = Z(H); 
(b) b,(i(H*)) n Z(H) contains an invertible element; 
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(4 b,(i(H*)) = Z(H); 
(d) b,(i(H*)) n Z(H) contains an invertible element; 
(e) H is invobtory. 
Proof. It is clear that (a) implies (b). If u E b,(i(H*)) n Z(H) is invertible, 
then u = zc with z E Z(H) invertible. Therefore c = z-ru E Z(H), so 
y2(h) = c-Vzc = h. Therefore (b) implies (e). If y2 = 1, then c E Z(H), which 
implies b,(i(H*)) = .Z(H)c = Z(H). Th ere ore f (e) imples (a). In a similar 
fashion, (c), (d), and (e) are equivalent. 
COROLLARY 6.3. Let H be a finite-dimensional semisimple Hopf algebra 
over the algebraically closed$eld k. Then the following statements are equivalent: 
(4 W(H*N = UW*N 
(b) b,(i(H*)) n b,(i(H*)) contains an invertible element. 
(c) y” = I. 
Proof. It is clear that (a) implies (b) and that (c) implies (a). If u = zic = 
zac-l is invertible, zi E Z(H), then zr is invertible, and c2 = z;rza E Z(H), 
which implies that y4 = I. Thus (b) implies (c). 
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