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Summary
1. Introduction
One of the main goals of functional genomics
is to unravel the functions of genes. The most relia-
ble way to assign a function to a gene product is to
perform a biological experiment. By inhibiting a ge-
ne, the resulting loss-of-function phenotype con-
tributes to infer its biological function. The assum-
ption behind this approach is that genes involved
in the same biological process show similar loss-
of-function phenotypes. This principle is used by
the GO Consortium to annotate genes with terms
from the biological process domain (i.e. annota-
tions with evidence code IMP: Inferred from Mu-
tant Phenotype).
Over the past decade, reverse genetics
(sequence-specific genetic perturbations) has in-
creasingly been performed, allowing large-scale
targeted knock-down of genes. One of these techni-
ques is RNA interference (RNAi) (Fire et al., 1998),
a post-transcriptional gene perturbation mecha-
nism. At a large scale, RNAi screens allow the sys-
tematic exploration of the effects of gene silencing
and have become essential for assigning functions
to genes due to their comparatively low cost and
easiness compared to other techniques. Thousands
of genes have been silenced in large RNAi screens
(Neumann et al., 2010; Fuchs et al., 2010; Simpson
et al., 2012).
In this context, Systems Microscopy approa-
ches allow for systematic exploration of the gene
loss-of-function phenotypic space, since it combi-
nes recent developments in microscopy automa-
tion with automated image analysis and data mi-
ning (Lock and Strömblad, 2010). These approa-
ches differ from the traditional experiments: whi-
le typically the study focuses in a single phenoty-
pe tightly associated with a function, this novel ap-
proach uses phenotypic profiling to describe phe-
notypes by means of multi-parameter measure-
ments. It yields much more profitable data since
one single gene is linked to several measurements,
yet the functional associations become less evi-
dent.
As a consequence, phenotypic annotations are
usually manually converted into functional anno-
tations. Given that the phenotypes are commonly
based on free-text descriptions, the manual pro-
cess is prone to errors and time-consuming, which
leads to a low number of experimentally sup-
ported annotations with cellular functions. With
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plenty of phenotypic annotations derived from
high-throughput experiments, some of the gene
functions have been revealed. However, this re-
source still remains highly under-exploited. RNAi
screens in human cells are not commonly used to
annotate genes in Gene Ontology with terms from
the biological process domain. Thus, the number
of experimentally-supported annotations is lower
than the number of reported functional assays.
Apart from the drawbacks derived from the
manual annotation process (e.g. time-consuming,
error-prone, etc.), a second challenge is to assess
the phenotypic similarity, particularly when inte-
grating data from several experiments in which dif-
ferent variables are measured. Unlike the sequen-
ces or structures of gene products where the align-
ment algorithms provide a straightforward measu-
re, finding a similarity value between two phenoty-
pes that allows us to infer the same function is not
always obvious.
The difficulties to functionally annotate each
single gene product from high-throughput experi-
ments make computational methods decisive for
this task. Within this framework, several studies fo-
cused on the functional prediction indicates that
genes predicted to be functionally related also
show similar phenotypes (Lee et al., 2008; Qi et al.,
2008; Hu et al., 2009; Rojas et al., 2012; Hériché
et al., 2014).
Making data computationally tractable is a ma-
jor requirement for automation. To deal with the
data organisation and standardisation, ontologies
are a key part. At the cellular level, the recently de-
veloped Cellular Phenotype Ontology (CPO, Hoehn-
dorf et al. (2012)) and Cellular Microscopy Phenoty-
pe Ontology (CMPO, Jupp et al. (2016)) organise ce-
llular phenotypes into a structured vocabulary. On-
tologies are a way to represent knowledge that fa-
cilitates the automatic treatment of data, allowing
reasoning and data exchange between different re-
sources. Having a standardised set of phenotypic
terms has an advantage over free-text phenotypic
descriptions as it facilitates the automatic evalua-
tion of phenotypic similarity.
On the basis of the abundance and heteroge-
neity of the experiments, if the conversion from
phenotypic to functional annotations becomes au-
tomatic, then the wealth of data from the experi-
ments could improve the understanding of biologi-
cal and clinic knowledge.
2. Hypothesis and Goals
The automatic conversion from phenotypic an-
notations (in form of phenotypic profiles) to fun-
ctional annotations requires to understand how
phenotypes and functions are related. As a rule,
loss-of-function phenotypes are widely used to in-
fer gene function, but converting phenotypic to
functional annotations demands a careful interpre-
tation of phenotypic descriptions and assessment
of phenotypic similarity. Understanding how fun-
ctions and phenotypes are related provides insight
into the development of methods for the automatic
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conversion of gene loss-of-function phenotypes to
gene functional annotations.
Most screens report hit lists of genes that are
usually involved in the same biological process
when looking for enrichment, i.e., similar GO an-
notations. In this way, genes phenotypically similar
seem to be related to similar functions. We expect
the phenotypic similarity to be indicative of parti-
cipation in similar cellular processes. We wondered
how integrated phenotypic profiles from multiple
screens could be exploited to automate and/or re-
fine the process of functional annotation.
Making use of the ontological structures as well
as the computer tools for the interpretation of bio-
logical data, this work establishes the following
goals to verify the hypothesis:
➊ Comparison of several phenotypic similarity
measures and selection of the most appro-
priate to represent the functional relations-
hip between gene pairs described through
their phenotypic profiles.
➋ Study of the relationship between functional
and phenotypic similarities of gene pairs to
observe how phenotypic annotations can be
derived from functional annotations and vi-
ce versa.
➌ Exploration of an alternative organisation to
the ontological structure that relates both
the phenotypic and functional spaces.
3. Methods
In this work, we make use of several lar-
ge siRNA-based experiments performed in hu-
man cells. We used genome-wide screens: Cell-
Morph (Fuchs et al., 2010), which is focused on the
morphological changes after the inhibition of each
human gene; MitoCheck (Neumann et al., 2010),
which study genes that might be involved in the
chromosome segregation in HeLa cells; EMBL se-
cretion, that analyses the transport from ER to the
plasma membrane of the ts045G protein secre-
tion. From the GenomeRNAi (Schmidt et al., 2013),
we have used data from two genome-wide expe-
riments: GR00053 (Paulsen et al., 2009) y GR00290
(Balestra et al., 2013), that analysed genome stabi-
lization by phosphorylation of the histone H2AX in
HeLa cells and the regulation of centriole biogene-
sis, respectively. These large screens were comple-
mented by screens performed over specific subsets
of genes to study the cellular response after ioni-
sing radiation in HeLa and U2OS cells (Copenhagen
DNA damage Ubiquitin, (Moudry et al., 2012)) and
the chromosome condensation (EMBL chromoso-
me condensation, Hériché et al. (2014)).
The outcomes of these screens have been an-
notated with terms from the Cellular Microscopy
Phenotype Ontology (CMPO) 1 (Jupp et al., 2016).
The annotations were recorded in the Cellular Phe-
notype Database2 (Kirsanova et al., 2015). Overall,
1http://www.ebi.ac.uk/cmpo
2http://www.ebi.ac.uk/fg/sym
X13866 links were obtained between 8109 genes and
the following 36 unique phenotypes:
✧ abnormal chromosome segregation
✧ abnormal nucleus shape
✧ absence of mitotic chromosome deconden-
sation
✧ binuclear cell
✧ bright nuclei
✧ cell death
✧ cell with projections
✧ decreased cell number
✧ decreased cell size
✧ decreased centriole replication
✧ decreased duration of mitotic prophase
✧ decreased number of site of double-strand
break
✧ decreased rate of intracellular protein trans-
port
✧ elongated cells
✧ graped micronucleus
✧ increased cell movement distance
✧ increased cell movement speed
✧ increased cell size
✧ increased cell size in population
✧ increased centriole replication
✧ increased duration of mitotic prophase
✧ increased nucleus size
✧ increased number of actin filament
✧ increased number of site of double-strand
break
✧ increased rate of protein secretion
✧ increased variability of nuclear shape in po-
pulation
✧ metaphase arrested
✧ metaphase delayed
✧ mild decrease in rate of protein secretion
✧ mitosis delayed
✧ mitotic metaphase plate congression
✧ more lamellipodia cells
✧ prometaphase delayed
✧ proliferating cells
✧ round cell
✧ strong decrease in rate of protein secretion
As the list of phenotypes illustrates, the cellular
functions covered by these screens are wide: cellu-
lar proliferation, cell death, mitosis, protein secre-
tion, DNA damage and centriole biogenesis. Howe-
ver, some other phenotypes not directly related to
the process studied in the screen are also annota-
ted, as in MitoCheck, where some phenotypes not
directly related to the studied processes could ap-
pear.
It is noteworthy that the screens do not overlap
in terms of phenotypes, which enriches the phe-
notypic profiles since the genes have been analy-
sed from a wider variety of screens. All this data was
integrated into a binary matrix with genes as rows
and phenotypes as columns. Each cell of the ma-
trix records the presence (value 1) or absence (va-
lue 0) of a phenotype for each gene. Given that not
all screens are genome-wide, there are genes that
have not been tested which are also represented in
the matrix with value 0. This fact could affect our re-
sults, hence we tested the effect of sparsity by repla-
cing a proportion (5, 10, 20 and 30%) of randomly
selected 1s by 0s.
To perform our study, we used a second formal
ontology, Gene Ontology (GO) (Ashburner et al.,
2000), from which we selected the branch of ce-
llular processes, whose root term is cellular pro-
cess (GO:0009987). The selection of this branch has
been determined by the fact that the experiments
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address cellular phenotypes. It is important to indi-
cate that neither the genome-wide screens nor the
screens performed over a specific subset of genes
have been used to annotated genes in GO, as evi-
denced by the fact that none of the experiments ar-
ticles is cited as a source of annotation in GO.
Genes were selected from the RNAi screens,
considering that they were annotated in both GO
and CMPO, i.e., only those with functional and phe-
notypic evidences have been included. In the cellu-
lar process GO branch we found 14080 annotated
genes, of which 4198 are also annotated in CMPO.
However, annotations in GO of genes with phenoty-
pes may be biased. For instance, genes might be an-
notated with low informative GO terms or might be
biased towards a particular branch due to the inter-
est raised by disease genes or some widely studied
biological processes. Thus, to ensure that the silen-
ced genes showing phenotypes do not form a bia-
sed set of GO annotations, we compared two distri-
butions of the information content (IC).
On one side, we calculated the IC distribution
of the terms under the cellular process branch. This
distribution showed how specific are the terms in
which 14080 genes are annotated. On the other
side, we computed the same IC distribution only
for the functional terms under cellular process in
which the 4198 studied genes are annotated (tho-
se with phenotypic annotations in CMPO).
The comparison of these two distributions re-
vealed that both were very similar, but the one re-
presenting all the genes (14080) annotated in cellu-
lar process registered a higher density for low IC va-
lues (IC ⩽ 2.5). A possible cause is a phenomenon
called “shallow annotation problem”. This issue ari-
ses when genes whose function is unknown end up
being annotated to very unspecific terms of the on-
tology. In short, the 4198 genes showing phenoty-
pes are annotated in the ontology following a dis-
tribution similar to the original annotations in GO.
Once we verified that our set of genes was not
biased, we measured the similarity between phe-
notypic profiles. This similarity is usually measu-
red by applying vector-based measures such as Eu-
clidean, correlation (Laufer et al., 2013; Bakal et al.,
2007) or cosine (Loo et al., 2007; Wang et al., 2012).
The Euclidean and correlation measures were cal-
culated using the R package stats. For the cosine si-
milarity the package lsa2015 was used.
We also applied special similarity measures for
binary characters such as Hamming and Jaccard.
We used the R package prabclus (Hennig and Haus-
dorf, 2015) to calculate the Jaccard similarity and
we implemented Hamming in R.
However, some phenotypes might be more in-
formative than others within a phenotypic profile.
This can be stated using similarities based on the
information content. In this context, the informa-
tion content refers to the specificity of a phenoty-
pe within a framework of annotations. The com-
mon basis to determine the specificity of a given
phenotype relies on the low-frequency observation
of this phenotype. For instance, çell death" (a wi-
dely observed phenotype), is considered less speci-
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fic than "mitotic delay", which is observed only in
some specific cases.
Among the vector-based measures that con-
sider the specificity of phenotypes we applied
Cohen’s kappa and TF-IDF (Robertson, 2004)), both
implemented in R. In order to take advantage of
the ontological structure of the phenotypes, we al-
so calculated some semantic similarity measures
(Jiang, Lin, Schlicker and Resnik) using the R pac-
kage dnet (Fang and Gough, 2014).
All of the above mentioned measures were ap-
plied on the original matrix of genes and phenoty-
pes. Nevertheless, when working in a highly dimen-
sional space, it is sometimes beneficial to apply
the vector-based similarities in a smaller dimen-
sionality space. In our case, the phenotypic space
contains 36 components or dimensions. Thus, we
applied a dimensionality reduction method. Given
that the matrix is binary (and hence the phenotypic
profiles) the most appropriate method is the logis-
tic PCA. After this, some of the similarity measures
can be recalculated over the reduced space.
For dimensionality reduction of the matrix
gene-phenotype, the logisticPCA() function of the
logisticPCA package was applied, extracting the ten
main components of the matrix. In this new spa-
ce the Euclidean, correlation and cosine similarities
were calculated.
Having this wide set of phenotypic similarities;
we first evaluated the potential dependence bet-
ween them. For this, we calculated the similari-
ties between the values of each gene pairs for each
measure. With these values, we computed the de-
gree of relationship or similarity between the mea-
sures according to the Pearson correlation coeffi-
cient (PCC ). Once the similarities between mea-
sures were obtained, they were organised into a
hierarchical clustering structure using the average-
linkage method of the R function hclust.
In addition to studying how measures relate to
each other, these were also ranked by the ability to
detect the functional relationship between genes.
For this purpose, protein interaction networks were
used as a proxy.
First, similarity measures were ranked using
their ability to distinguish between interacting
(true positive) and non-interacting (true negative)
pairs by calculating the area under the ROC curve
(AUC, Area Under the Curve).
As a positive set in the evaluation, we used
the physical interactions of Intact (Orchard et al.,
2014), MIPS (Pagel et al., 2005), DIP (Salwinski et al.,
2004) and BIOGRID (Stark et al., 2006). From all re-
sources, only those pairs identified by at least two
different experimental methods were selected, or
because they were curated interactions in Reacto-
me ((Milacic et al., 2012; Fabregat et al., 2016)), re-
sulting in 27689 relationships between genes in to-
tal.
As negative interaction set, we used the cura-
ted collection of interactions in the MIPS Negato-
me (Blohm et al., 2014) and Trabuco et al (Trabuco
et al., 2012), which compose a set of 895790 nega-
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tive relationships between gene pairs. To calculate
the AUC, we used the R package pROC.
As a second approach to rank the similarities,
we calculated the number of genes whose most
phenotypically similar partner was also an inter-
acting pair in iRef index (version 14.0, 04/04/2015)
(Razick et al., 2008). The network of interactions
consists of 22921 genes connected through 220926
relationships. In this approach, the method con-
sists in identifying, for each measure and gene, the
nearest neighbour (ties were broken at random).
Only in the case that both genes were interacting
partners in iRef index (in addition to being phe-
notypically close), will be considered to score the
measure. In this way, the set of pairs with higher
phenotypic similarities is expected to be enriched
in physically interacting pairs.
A third alternative is the matrix comparison
using the Mantel statistical test (Mantel, 1967). In
this approach, the comparison between any phe-
notypic similarity matrix and the iRef index matrix
was calculated using the mantel function of the ve-
gan package.
With the appropriate measure between phe-
notypic profiles chosen, we studied how functional
annotations were derived from the phenotypic pro-
files and vice versa.
Finally, following the alternative approach ad-
dressed by Glass and Girvan (Glass and Girvan,
2015), a bipartite graph was built with the GO fun-
ctional terms and the phenotypes in CMPO, linked
by the genes annotated in both domains. By projec-
ting the bipartite graph, two possible networks we-
re obtained: one graph composed of GO functional
terms and a second one composed by CMPO phe-
notypical terms, where the link between two terms
exists only in the case where they share at least one
gene. The edge weight was given by the number of
genes sharing both terms.
4. Results
Goal 1: Comparison of phenotypic similarity
measures
Provided the different methods in which the
phenotypic similarity can be measured, we wonde-
red whether those measures would be orthogonal
to each other. To answer this, we computed the co-
rrelation coefficient (PCC) between the phenotypic
similarities, for all gene pairs and measures. Then,
we represented them in a hierarchical clustering
structure.
The resulting dendrogram showed that the si-
milarity measures fell separated into two groups:
first, those measures based on semantic simila-
rity (Jiang, Lin, Schlicker and Resnik) and a second
group formed by vector-based measures (cosi-
ne, Euclidean, correlation, Jaccard and Hamming),
with Cohen’s kappa occupying an intermediate po-
sition. This confirmed the idea that these groups of
measures evaluate the phenotypic similarity quite
differently.
The dendrogram assesses the relationship bet-
ween phenotypic similarities. In order to know
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which of the measures shows the highest corre-
lation with the functional information, we tested
them using protein interaction networks. One way
to do it is to consider the interactions between pro-
teins as positive cases of the functional relationship
between genes. This means that when two proteins
interact, the corresponding genes can be conside-
red to be participating in the same function (Sha-
ran et al., 2007). Thus, for a relevant measure, it is
expected that phenotypically similar genes are en-
riched in interactions between proteins.
Three different tests were used here. The first
one verifies the ability of each measure to dis-
tinguish between interacting and non-interacting
pairs by calculating the area under the ROC cur-
ve (AUC). In a second approach, the nearest neigh-
bour was identified –the most phenotypically si-
milar gene– for each similarity measure and gene,
and we checked whether those two genes were al-
so interacting pairs in a protein interaction net-
work. Finally, with the Mantel statistical test, we
evaluated the correlation between the protein in-
teractions matrix and each of the phenotypic simi-
larity matrices.
After addressing these three approaches, Res-
nik’s semantic similarity measure in CMPO onto-
logy was the most consistent by associating similar
phenotypes with interacting proteins, since it ap-
pears in all three cases at the top positions of the
ranking of measures.
The rest of semantic similarities did not per-
form well. They may have been negatively influen-
ced by the dispersion of the CMPO ontology sin-
ce these measures take the topology into account
more than Resnik do. Lin (Lin, 1998) and Jiang
(Jiang and Conrath, 1997) are particularly sensiti-
ve to variations in the ontology, unlike Resnik (Res-
nik, 1995). This means that for a pair of terms, Res-
nik computes the IC of the most informative com-
mon ancestor (MICA), regardless of the distance
to which that ancestor is from the pair of terms.
However, Lin and Jiang take this distance into ac-
count, and therefore these two methods are more
sensitive to the topological variations of the onto-
logy. Since CMPO is an ontology with few levels,
Resnik seems to be comparatively more robust.
Goal 2: Study of the relationship between functio-
nal and phenotypic similarities
Once the most appropriate metric to measu-
re the similarity between phenotypic profiles was
selected, we explored how the genes’ functions re-
lated to the experiments in a more explicitly way.
If phenotypes predict biological functions, it is ex-
pected that gene pairs with similar phenotypes sha-
re similar functions.
As the functions of the genes have been stan-
dardised using GO, the functional similarity bet-
ween genes was computed using Resnik’s semantic
similarity between GO terms. This method seems
to be the most appropriate to calculate the simila-
rity in GO (Guzzi et al., 2012).
To evaluate the relationship between the phe-
notypic and functional similarities of genes in
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GO, we plotted Resnik’s semantic similarity in GO
against Resnik’s semantic similarity in CMPO for all
gene pairs obtained in RNAi screens, excluding tho-
se genes without functional annotation in GO.
The distribution of the functional similarity va-
lues obtained remained constant for all levels of
phenotypic similarity, except for high values co-
rresponding to the range (6, 7.61], where a slight
trend towards high values of functional similarity
appeared. These pairs of phenotypically similar ge-
nes are also functionally related. However, we ex-
pected a clearer correlation between the functional
and phenotypic similarities.
The weak trend that appears for high values of
functional similarity could be due to chance. To ve-
rify it, we performed 1000 randomizations of the
values with high similarity in CMPO (those with
the phenotypic similarity that falls within the ran-
ge (6, 7.61]). We computed the average semantic
similarity for the original distribution and obtai-
ned 2.98. After the randomization of the values as-
signed to each pair of genes, a distribution with a
mean of 1.53 was obtained. This indicates that the
slight trend observed when evaluating the correla-
tion between CMPO phenotypic similarity and GO
functional similarity GO was not due to chance.
However, despite not being by chance, the
number of genes responsible for this trend is
low: there are only 20 unique genes for the ran-
ge (6,7.61]. Therefore, taking into account that the
overall set consists of 4198 genes, the proportion
of genes with very specific phenotypes linked with
specific functions is small. It seems that overall
phenotypes are not a good predictor of biological
function.
We also evaluated the effect of the evidence co-
des used when annotating the genes in GO. When
a gene is linked to a term in GO by automated met-
hods, the evidence code is IEA (Inferred from Elec-
tronic Annotation). The annotations with this non-
curated evidence are usually discarded as they are
generally considered less reliable, although in most
cases, they have a positive or null effect on the re-
sults (Guzzi et al., 2012). In this particular case, we
thought that these evidences could be influencing
the absence of a trend, but when evaluating and
including these IEA annotations, the trend did not
significantly improve. Therefore, we can state that
annotations with IEA evidence code do not affect
the results obtained in a remarkable way.
Since the protein interactions have been con-
sidered as a proxy for the functional relationships
between genes, it might be thought that the trend
can become more pronounced when only keeping
phenotypic similarity values for those pairs with a
verified physical interaction. However, this did not
happen, although in general the levels of seman-
tic similarity in GO were slightly increased, the gro-
wing trend remained unchanged. Thus, the signal
was still insufficient to establish a correlation bet-
ween the two measures.
Up to this point, the analyses have been focu-
sed on the study of the relationships between the
semantic similarity in GO –the most appropriate
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way to measure the functional similarity between
genes–, and the phenotypic similarity in CMPO. In
parallel, we tested some of the above-mentioned
phenotypic similarities between phenotypic profi-
les. Among all the phenotypic measures, the only
one showing a weak trend was TF-IDF, while the
rest of the measures did not present any kind of
trend. In fact, the behaviour of TF-IDF is quite simi-
lar to the one shown by Resnik’s phenotypic simila-
rity in CMPO, because both works similarly: Resnik
in CMPO selects the most specific common term
and TF-IDF selects the common phenotype with
the highest IDF (the most specific common phe-
notype).
One possible explanation for the lack of trend
found in several tests is that some functions might
be sharing the same phenotype. This would mean
that one single phenotype is obtained when genes
involved in different functions are silenced. As an
example, this makes sense when knocking down a
cell cycle gene and a gene involved in protein secre-
tion, both resulting in the same phenotype (e.g. cell
death).
If that were the case, similar functions should
still lead to similar phenotypes. We would then ex-
pect that genes involved in the same cellular pro-
cess would have similar phenotypes. When plotting
the phenotypic similarity versus the functional si-
milarity, we observed that it does not happen: ge-
nes with high functional similarity do not usually
conduct to high phenotypic similarity.
So far, the results are not very promising. To re-
ject the possibility that the high dimensionality of
the matrix could be introducing noise, we applied
PCA to the original gene-by-phenotype matrix. In
this new space, we computed some vector-based
similarities, but the results did not change either.
With the analysis performed so far –the selec-
tion of the most informative phenotypic term and
the complete profile–, we have not found any in-
dication of a significant relationship between phe-
notype and function. This result is contrary to in-
tuition since most screens are based on the tenet
that genes with the same biological function result
in the same phenotypic description.
The experiments based on the phenotypic pro-
filing states that each phenotype is indicative of an
individual function. Therefore, the hypothesis for-
mulated here is that single phenotypes are more in-
formative than the phenotypic profiles.
To test this, we computed the average semantic
similarity in GO for all gene pairs showing a given
phenotype. Once this was done, this average was
compared with the one obtained by randomising
100 times the associations between genes and phe-
notypes, while preserving the number of edges per
phenotype.
A total of 8 out of 36 phenotypes (around
25%) gave a statistically significant signal (FDR-
corrected p-value <= 0.01) for having their functio-
nal similarity between gene pairs above the one ob-
tained by randomization. More than half of them
correspond to CMPO terms with high information
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content, indicating that only the most specific phe-
notypes tend to be associated with high similar fun-
ctional annotations in GO.
The main conclusion we reached is that the au-
tomatic conversion of phenotypic annotations to
functional annotations is only possible for highly
specific phenotypes.
In order to discard that significant phenoty-
pes were the only cause of the trend that appears
to represent functional versus phenotypic simila-
rity, the group of significant phenotypes was tem-
porarily excluded from the gene-phenotype ma-
trix. If these phenotypes significantly influence the
trend, the weak tendency should fade after exclu-
ding them. However, in the results the outcome re-
mains practically unchanged, indicating that the
observed trend is not only an effect of these highly
specific phenotypes, indicating that there is still in-
formation on function in the remaining phenoty-
pes.
Goal 3: Exploration of an alternative organisation
to the ontological structure
The results obtained so far suggest that the GO
structure does not adequately reflect the functional
relationships underlying the phenotypic similarity
of RNAi screens. In this regard, an alternative way
of organising GO terms has recently been proposed
(Glass and Girvan, 2015).
The hypothesis is whether this approach would
allow finding a relationship –stronger than that ob-
tained so far– between functions and phenotypes.
To test this hypothesis, we first grouped 7470 terms
from the GO branch cellular process, in a total of
140 clusters. These 140 clusters represented groups
of annotation-driven clusters of co-occurring GO
terms, changing the definition of function to an in-
tegrated set of terms.
One way to evaluate whether this new defini-
tion of function relates to the phenotypic simila-
rity is to measure Resnik’s semantic similarity bet-
ween the CMPO terms associated –through genes–
to each cluster. As a null model, the associations
between terms and clusters were randomised 1000
times. Regardless of functional clusters not linked
to phenotypical terms, 77% (45/58) of the functio-
nal groups showed a high phenotypic similarity
that can not be explained by chance.
Changing the approach by defining cellular
functions as clusters of co-occurring GO terms allo-
wed us to recover a stronger link between phenoty-
pes and functions.
To verify the opposite assertion, i.e., whether si-
milar phenotypes reflect similar functions, a graph
of phenotypic terms was defined in an analogous
way but in the CMPO ontology. This time, since
the number of CMPO terms is 361, we define 13
clusters. The criterion here was to select a suitable
number of clusters with more than one term.
The perspective is the opposite now: each phe-
notypic cluster can be seen as a phenotype charac-
terized by a signature of co-occurring phenotypic
descriptions. Resnik’s semantic similarity between
GO terms within clusters was calculated and again,
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except for clusters that do not have GO annota-
tions, it was observed that functional similarity was
higher in phenotypic clusters than can be expected
by chance. This demonstrates that this definition of
phenotype allows recovering the functional simila-
rity in GO.
Defining cellular phenotypes as groups of co-
occurring CMPO terms also provided a link with
functions. Thus, we can conclude that the cellular
functions generated from the shared annotations
were associated with the phenotypic similarity in
CMPO.
5. Conclusions
In this work, we have explored how the phe-
notypic annotations of the genes from RNAi
screens in human cells are related to the functio-
nal annotations in GO. After selecting the most ap-
propriate measure to compare phenotypic profiles,
we compared the similarities of gene pairs using
GO and CMPO. We found that phenotypic simila-
rity and functional similarity in GO do not corre-
late. However, by redefining functions as groups
of co-occurring GO terms we were able to recover
a stronger relationship between phenotypes and
functions.
Therefore, several conclusions may be drawn
from this Doctoral Thesis:
➊ The comparison of different similarity mea-
sures between phenotypic profiles determi-
nes that Resnik on the CMPO ontology is the
measure that best represents the functional
relationship between gene pairs.
➋ At a cellular level, it is not possible to derive
the GO functional annotations of genes from
the experimental phenotypic profiles or vice
versa.
➌ Annotation-driven clustering of the ontolo-
gical terms provides an alternative and com-
plementary structure to the ontologies in
which the phenotypic and functional spaces
converge.
These results are particularly useful in data
analysis and during the curation process after RNAi
screens because the phenotypic similarity is used
as a proxy for inferring gene function. For example,
building annotation-driven clusters of phenotypes
instead of grouping genes by phenotypic similarity
(which have a low correlation with functional simi-
larity) and then looking at the functional enrich-
ment in those phenotypic clusters could be more
informative.
Also, our results have implications when inte-
grating the phenotypic data with other informa-
tion resources for candidate gene selection. These
methods are based on the combination of multi-
ple sources to improve accuracy and coverage. Phe-
notypic information is often not used in these sche-
mes but could be incorporated by using supervised
machine learning methods. The training set might
be defined by a two-inputs vector <gene, phenoty-
pe> and the expected output would be <function>.
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The problem that arises here is that this association
phenotype-function needs to be previously stated
and has to be reliable because the result of the al-
gorithm greatly depends on the quality of the trai-
ning set. A proper design and quality of the trai-
ning set are important when designing a kernel (e.g.
for a kernel-based method, like SVM). Being con-
sistent with the results presented here, using the
usual vector-based measures for phenotypic simi-
larity leads to poor performance in finding functio-
nally related genes. According to our results, bet-
ter phenotype kernels can be obtained if indivi-
dual phenotypes are replaced by clusters of CM-
PO terms. Moreover, if diseases are seen as phe-
notypes, the functional similarity derived from the
phenotypical clusters –guided by GO annotations–
might be more useful for predicting disease-related
genes than the usual functional similarity, which
is based only on semantic similarity of individual
CMPO terms.
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The saddest aspect of life right now is that science gathers knowledge faster than
society gathers wisdom.
Isaac Asimov (1920 – 1992)
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En los últimos años ha surgido una revolución en el campo de la biología, provocada prin-
cipalmente por la adquisición de una ingente cantidad de datos a través del desarrollo de nue-
vas tecnologías. Las medidas y observaciones recogidas a través de estas nuevas técnicas son,
además de extensas, complejas. Surge, por tanto, la necesidad del procesamiento automático
de datos que, de ser llevado a cabo de forma manual, sería un proceso laborioso y altamente
propenso a errores. Este tratamiento, junto con el análisis y la interpretación de los resultados,
desempeña un papel crucial en los avances de la investigación biomédica.
El fenómeno del «big data» ha contribuido de manera fundamental a la aplicación de téc-
nicas informáticas en el campo de la biología, pero no es la única razón para su uso. Las ne-
cesidades de procesamiento que requiere la inteligencia artificial se han beneficiado de la pa-
ralelización, fruto del abaratamiento de la supercomputación. Esto, sumado a la madurez que
han adquirido la inteligencia artificial y el aprendizaje automático o «Machine Learning» (Defi-
nición 1), ha facilitado el auge de la bioinformática o informática aplicada a diversos ámbitos
biológicos.
Definición 1. Aprendizaje automático o «Machine Learning»: rama de estudio de las Cien-
cias de la Computación que explora la construcción de algoritmos para el aprendizaje a partir
de datos, permitiendo así generalizar y predecir datos futuros.
Las aplicaciones bioinformáticas a menudo se solapan con la Biología de Sistemas moder-
na –definida por (Kitano, 2002)–, que también avanza a pasos agigantados gracias al desarrollo
de las técnicas «ómicas» (Definición 2). La capacidad de procesar grandes cantidades de datos
hace posible abordar la complejidad de los sistemas biológicos, particularmente en el ámbito
celular. Las técnicas «ómicas» proporcionan una valiosa información a distintos niveles, pero de
forma independiente no tienen la capacidad de revelar completamente el funcionamiento de
los sistemas celulares (Lock and Strömblad, 2010). Con una aproximación sistémica, se pueden
combinar todas estas técnicas y considerar, por ejemplo, las variaciones inter-celulares, espa-
ciales y dinámicas en el tiempo. Estos parámetros son fundamentales en la organización y el
5comportamiento de un sistema celular (Lock and Strömblad, 2010). Por ello, se hace necesario
integrar y complementar estas aproximaciones para cuantificar los procesos a escala celular.
Definición 2. Técnicas «ómicas»: conjunto de disciplinas y áreas de investigación que estu-
dian los sistemas biológicos a distintos niveles moleculares. Entre algunas de estas técnicas
se encuentran la genómica, la proteómica, la transcriptómica, la metabolómica, la interactó-
mica, la epigenómica y la metagenómica.
El desarrollo de nuevas técnicas de microscopía –junto con el análisis cuantitativo de las
imágenes que se generan y la minería de estos datos– permite la detección, integración, análisis
estadístico y modelado de eventos dinámicos que ocurren simultáneamente a diferentes nive-
les de resolución, desde la escala molecular hasta la celular. Este procedimiento y conjunto de
técnicas es lo que se conoce como «Microscopía de Sistemas» (Lock and Strömblad (2010)).
La fase analítica es vital porque, como ocurre con las tecnologías «ómicas», la «Microscopía
de Sistemas» debe estar dirigida a la integración de datos y conocimiento procedentes de distin-
tos experimentos, para lograr así un entendimiento en profundidad de los sistemas celulares.
La principal ventaja que la «Microscopía de Sistemas» aporta sobre las técnicas «ómicas» es la
posibilidad de integrar las dimensiones temporal y espacial en el análisis. Esta integración es
especialmente útil para poner de relevancia fenómenos emergentes de auto-organización que
aparecen como resultado de la interacción de moléculas dentro de las células (Lock and Ström-
blad, 2010).
Los estudios más habituales enfocados en la «Microscopía de Sistemas» suelen abordar el ex-
perimento en dos ámbitos distintos. Por un lado, están aquellos enfocados en el análisis de un
sistema sub-celular específico; y por otro, los ensayos biológicos de alto rendimiento que intro-
ducen perturbaciones de forma discreta para identificar actores moleculares clave y su impacto
funcional dentro de los procesos celulares complejos.
La visión más global la aportan los ensayos de alto rendimiento que, por lo general, aplican el
mecanismo de inhibición mediante siRNA («small interference RNA»). Esta técnica ha supuesto
en los últimos años un avance en las aproximaciones para decodificar las funciones de los genes,
con numerosas aplicaciones a nivel terapéutico (Hannon and Rossi, 2004). Sin embargo, esta
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aproximación, aunque más completa, puede dar lugar a asociaciones difusas entre la función
de un gen y el fenotipo observado tras su inhibición.
Dado que la cantidad de datos que se genera en estos experimentos es alta –y posiblemente
contenga ruido–, su análisis ha de ser sistemático, para lo cual es necesaria la organización y
clasificación de dichos datos. Para cubrir esta necesidad son útiles las ontologías (Definición 3),
cuya función es definir un esquema de relaciones conceptuales a través de un vocabulario es-
tructurado que favorezca la comunicación y el intercambio de información entre distintas fuen-
tes. El uso que se le da actualmente a una ontología permite que se acceda a dichas entidades de
forma computacional. Semánticamente, se trata de una forma de representar el conocimiento
que facilita el tratamiento automático de los datos.
Definición 3. Ontología: Descripción de un dominio de la realidad (biológica, por ejemplo) a
través de un lenguaje estandarizado para clasificar y relacionar entidades.
La organización de la información proporciona numerosas ventajas. Por un lado, ayuda a
clasificar los eventos celulares para facilitar su estudio. Y por otro, permite determinar la cerca-
nía o lejanía entre los conceptos que clasifican un conjunto de genes. Esto último es particula-
mente útil para agrupar los resultados procedentes de experimentos de silenciamiento usando
siRNA en función de los procesos en que un grupo de genes está involucrado. La agrupación se-
mántica permite inferir relaciones desconocidas entre genes y plantear nuevas hipótesis a partir
de resultados computacionales que arrojen luz sobre un determinado sistema celular.
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1.1. Estado del arte
La secuenciación del genoma completo de muchos organismos ha propiciado la identifica-
ción de genes pero no necesariamente su caracterización funcional (Hancock (2014), Chapter
1). Asignar una función a dichos genes sigue siendo aún un reto, aunque las aproximaciones
experimentales más recientes ponen el foco en encontrar la relación entre las características
genómicas y los fenotipos. A esta disciplina se le llama «fenómica» (Hancock (2014)).
Definición 4. Fenómica: área de estudio que describe los fenotipos de un organismo bajo la
influencia de factores genéticos y ambientales.
Gracias al desarrollo de la secuenciación de alto rendimiento, de la anotación del genoma
mediante técnicas computacionales y de la proteómica, la mayoría de los componentes básicos
de la célula se han identificado (Hancock (2014), Chapter 5). Pero esto no es suficiente, es fun-
damental analizar cómo estos componentes interactúan para entender los procesos celulares.
El método tradicional para la caracterización de fenotipos celulares se basa en los experi-
mentos de perturbación genéticos (Campbell and Bennett, 2016). Estas perturbaciones pueden
venir dadas por distintas técnicas (Liberali et al., 2014) dependiendo de si actúan sobre el DNA
(como el knockout de genes por ejemplo), sobre el RNA (a nivel post-transcripcional, como es
el caso de los experimentos de RNAi) o bien a nivel de proteína (en la etapa post-traduccional,
como en el compound screening). Cualquiera de estos métodos pueden aplicarse para estable-
cer relaciones causales entre genes y fenotipos, además de proporcionar un método fiable para
asignar funciones a genes. Por tanto, el fenotipado de células permite comprender las funciones
celulares.
Para abaratar costes y abordar el problema de forma automatizada se aplican dos formas
distintas de fenotipado sistemático que permiten ampliar el conocimiento del funcionamiento
celular: una consiste en identificar todos los genes que contribuyen a un proceso biológico;
mientras que otra posibilidad se basa en estudiar simultáneamente un rango de fenotipos.
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En esta sección se describirán los últimos avances en el ámbito de desarrollo de esta Tesis
Doctoral, abordando el proceso completo desde el silenciamiento génico para la observación de
los fenotipos hasta su vinculación con la función que dichos genes desempeñan a nivel celular.
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1.1.1. Definición de fenotipo
El término fenotipo (Definición 5) puede usarse en diversos ámbitos y a distintos niveles,
abarcando desde un único rasgo hasta el conjunto completo de características de un organismo.
Por ejemplo, en un contexto médico, al referirse a un fenotipo patológico se describe una carac-
terística distinguible de una población considerada normal. En el otro extremo, puede conside-
rarse un fenotipo al perfil de expresión de una célula o a la concentración de un determinado
metabolito en un medio.
Definición 5. Fenotipo: conjunto de características observables de un organismo, compren-
diendo su morfología, fisiología a nivel de célula, órgano u organismo, y su comportamiento
(Nachtomy et al., 2007).
Aunque los fenotipos celulares se pueden definir a niveles muy distintos, desde la invención
del microscopio se vienen describiendo mediante microscopía óptica. El desarrollo de técnicas
para marcar moléculas dentro de la célula ha facilitado la obtención de dichas imágenes a escala
celular. Aquí nos centraremos en los fenotipos obtenidos mediante microscopía óptica que se
producen en la Biología Celular como resultado del silenciamiento génico.
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1.1.2. Silenciamiento génico
El descubrimiento del RNA de interferencia (RNAi, «RNA interference») podría catalogarse
como uno de los eventos más importantes de los últimos años en el campo de la biología (Fire
et al., 1998). La capacidad de silenciar un gen ha revolucionado la habilidad para decodificar
la función de los genes, con las implicaciones que ello conlleva tanto a nivel terapéutico como
para el desarrollo de la investigación básica.
El objetivo de los experimentos de inhibición de genes es la obtención de fenotipos que
puedan ser ilustrativos de su función. Antes de la aparición de la técnica de inhibición RNAi, los
experimentos de fenotipado se basaban en la sobrexpresión de proteínas usando cDNA («com-
plementary DNA») (Okayama and Berg, 1982). Sin embargo, una de las limitaciones de esta téc-
nica es que la sobrexpresión de una proteína no tiene por qué ser indicativa de una disfunción.
Por ejemplo, podría ser que la función habitual del gen produzca un aumento de expresión, por
lo que no sería distinguible de una ganancia de función.
Por estos motivos, por su sencillez de aplicación y por su bajo coste, el RNAi se ha conver-
tido en la vía más común para producir fenotipos derivados de la pérdida de función (Liberali
et al., 2014). Otras técnicas alternativas para el silenciamiento génico son TALEN («Transcrip-
tion Activator-Like Effector Nuclease») (Gaj, 2014) y CRISPR («Clustered Regularly Interspaced
Short Palyndromic Repeats») (Sternberg and Doudna, 2015). Esta última es tremendamente ver-
sátil y podría terminar imponiéndose en el futuro (Shalem et al., 2015), aunque actualmente
coexisten y la utilización de una u otra viene dada por las necesidades del estudio (Boettcher
and McManus, 2015).
El silenciamiento de la expresión génica mediante siRNA actúa de manera específica sobre
una secuencia concreta cuya longitud oscila entre los 21 y 23 pares de bases (Figura 1.1). El me-
canismo se inicia con la transfección de una doble cadena de RNA exógena (dsRNA o «double-
stranded RNA») en células eucariotas que silencia la expresión de un determinado gen, evitando
que los mecanismos antivirales de la célula se activen, lo que induciría la célula a la apopto-
sis. Una vez introducido el dsRNA en la célula (Figura 1.1a), esta molécula es troceada por una
enzima Dicer (Figura 1.1b), convirtiéndolo así en un siRNA funcional (Figura 1.1c), que se in-
corporará a un complejo de silenciamiento llamado RISC («RNA-Induced Silencing Complex»)
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Figura 1.1: Silenciamiento génico usando siRNA. Partiendo de un dsRNA exógeno (a) que se introduce en la célula
mediante transfección, la enzima Dicer digiere dicho dsRNA (b) y lo fragmenta en siRNAs funcionales (c). Este
siRNA funcional se incorpora al complejo RISC (d) que silencia al RNA mensajero (e).
(Figura 1.1d), encargado de identificar y silenciar un RNA mensajero (mRNA, «messenger RNA»)
complementario, causando su degradación y/o la inhibición de la traducción (Figura 1.1e). Es,
por tanto, un mecanismo de silenciamiento génico post-transcripcional.
Uno de los principales problemas que pueden surgir es que la especificidad del silencia-
miento no sea completa. Al igual que en el caso del micro RNA (miRNA, «micro RNA»), las dia-
nas son reconocidas con un cierto valor de tolerancia en la complementariedad. Esto puede
dar lugar a una inhibición no deseada de un RNA mensajero. Durante la síntesis de proteínas
también podrían darse estas imprecisiones, que pueden deberse a la calidad de los reactivos,
la muestra elegida, o incluso a una respuesta global de la célula. Esto es lo que se conoce co-
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mo efectos «off-target» (Definición 6; Jackson and Linsley (2010)) y pueden reducirse usando
distintos controles para minimizar los falsos positivos (Echeverri et al., 2006). Otra posible solu-
ción consiste en aplicar distintos siRNAs que inhiban el mismo gen. Así, la probabilidad de que
varios siRNAs con secuencias completamente distintas –pero diseñados para inhibir al mismo
mensajero– compartan los mismos efectos off-target es muy baja. Por todos estos motivos, es
fundamental partir de un buen diseño experimental (Boutros and Ahringer, 2008).
Definición 6. Efecto «off-target»: conjunto de consecuencias fenotípicas detectables proce-
dentes de interacciones no deseadas, ya sean dependientes de la secuencia de nucleótidos o
no, entre las moléculas silenciadoras y diversos componentes celulares.
No obstante, las ventajas que esta técnica ofrece –principalmente derivadas de la facilidad
de su aplicación– son mucho mayores que el grado de imprecisión asociado.
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1.1.3. Anotación automática de fenotipos a partir de imágenes
Aunque los fenómenos que pueden darse en un sistema –desequilibrio de concentraciones
de enzimas, marcadores, anotación de malformaciones detectadas por un médico, etc.– pueden
registrase mediante su inspección directa, en las ciencias de la vida se usa a menudo la captura
de imágenes. Así, se pueden determinar tanto la composición estructural y molecular, como la
dinámica de las células, tejidos y organismos.
Los fenotipos detectables visualmente son muy útiles porque pueden ayudar a determinar
la especificidad del efecto que produce un gen. Este proceso se ha automatizado en los últi-
mos años gracias a los avances tecnológicos y se ha usado para observar el efecto de grandes
bibliotecas de compuestos con potencial uso terapéutico (Li, 2003; Wilson, 2005; Granas, 2006;
Gururaja et al., 2006; Richards et al., 2006), o para identificar y caracterizar la función de los ge-
nes (Lee et al., 2008; Qi et al., 2008; Hu et al., 2009; Rojas et al., 2012; Moreau and Tranchevent,
2012; Hériché et al., 2014). A este tipo de experimento se le denomina High-Content Screening
(HCS) (Definición 7).
Definición 7. High-Content Screening (HCS): técnicas que combinan la microscopía auto-
mática junto con el posterior análisis de las imágenes adquiridas para el estudio de células
vivas.
El resultado de estos experimentos no sólo es un conjunto de imágenes con un tamaño que
varía desde megabytes hasta terabytes, sino que también se almacena el procedimiento que se
ha llevado a cabo para la obtención de dichos datos (esto es lo que se conoce como metadatos,
Definición 8). Por ejemplo, la placa y el pocillo donde se ha llevado a cabo el silenciamiento
serían metadatos que identificarían un gen y el siRNA que lo ha inhibido.
Definición 8. Metadato: información que se provee sobre otros datos con el objetivo de des-
cribirlos, organizar su estructura o ayudar a gestionarlos.
Una base de datos que almacena información fenotípica derivada de experimentos de si-
lenciamiento génico es GenomeRNAi (Schmidt et al., 2013): en su versión del año 2013 contiene
170 experimentos en Drosophila y 127 en Homo sapiens. Además de los fenotipos, incluye me-
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tadatos sobre los reactivos, junto con la eficiencia y especificidad como medidas de la calidad
del experimento.
Una vez realizados los experimentos y almacenados los resultados, es necesario analizar de
forma sistemática las imágenes obtenidas para extraer información sobre el proceso biológico
en estudio.
El procedimiento seguido habitualmente consiste en anotar manualmente el fenómeno ob-
servado en la imagen. Esta anotación suele considerarse un criterio de referencia o gold stan-
dard. Sin embargo, esto presenta una alta propensión a errores. Uno de ellos es que la anotación
varía dependiendo de la persona que observe el fenotipo. Para minimizar esta variabilidad, en
algunos experimentos, una única persona da uniformidad a los resultados finales, aunque va-
rias personas hayan anotado las imágenes previamente (Sönnichsen et al., 2005). No obstante,
también pueden aparecer inconsistencias cuando la anotación la hace la misma persona en
distintos días (Zhong et al., 2012). Otro sesgo se debe al conocimiento previo de la persona que
anota. Por ejemplo, si se inhibe un gen que es conocido por estar involucrado en un proceso ce-
lular concreto, es posible que aunque el fenotipo no aparezca de una forma extendida en toda
la muestra, la imagen sea anotada contando con la presencia del fenotipo esperado.
A la hora de detectar cambios cuantitativos en una imagen surge otra dificultad, ya que el
ojo humano tiene limitaciones para percibir pequeñas variaciones en la iluminación, color, etc.
Otro efecto bien conocido es debido a la saturación por el hecho de recibir información secuen-
cial a través de la vista en forma de imágenes de imágenes (Miller, 1956). El canal visual posee
una capacidad finita y muy limitada de procesar información de forma acertada, por lo que la
anotación de las imágenes previas tiene influencia sobre la anotación en curso.
Aunque parece haber razones suficientes para el procesamiento automático de imágenes, el
principal motivo para la automatización es la restricción temporal, ya que la alta cantidad de
imágenes que se genera hace que no sea viable analizarlas de forma manual. Por ello, los al-
goritmos de visión artificial para el análisis de imágenes biológicas desempeñan un papel fun-
damental en el diseño de un proceso completamente automático que permita interpretar los
experimentos biológicos más rápidamente y desde una perspectiva más objetiva.
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1.1.3.1. Análisis de imagen
El método tradicional de análisis de imágenes distingue varias etapas que constan princi-
palmente de la segmentación y la extracción de características, para finalmente clasificar e in-
terpretar las imágenes en función de su contenido.
Durante la etapa de segmentación se establece un valor umbral para una función dada (de-
tección de bordes, regiones, texturas, etc.), que permite subdividir la imagen en dos componen-
tes homogéneos, esto es, separa el elemento de interés del fondo (Figura 1.2). Este valor umbral
no tiene por qué aplicarse a toda la imagen por igual (global), sino que su valor puede variar por
zonas de la imagen (dinámico) o depender de los píxeles vecinos (local).
Figura 1.2: Ejemplo de clasificación de células usando segmentación. Células humanas sin procesar (izquierda)
e imágenes tras la segmentación automática (derecha, donde cada letra corresponde a un tipo celular). Imágenes
extraídas de Boutros and Ahringer (2008).
Una segunda etapa se centra en la extracción de características, en la que se consideran
valores de un conjunto de funciones que caracterizan la imagen: iluminación, bordes, formas,
texturas, etc.
La extracción de características abarca un concepto más amplio que la segmentación, ya
que no se centra en la búsqueda de un objeto de interés, sino que proporciona un conjunto de
descriptores que caracterizan la imagen. La segmentación es por ello dependiente del experi-
mento: por ejemplo, para un ensayo donde se analiza un proceso que tiene lugar en el núcleo, la
segmentación irá dirigida a esa parte de la célula, obviando el resto. En cambio, al extraer las ca-
racterísticas de la imagen completa, se obtiene un conjunto de valores que facilita la detección
16 CAPÍTULO 1. INTRODUCCIÓN
de fenómenos que no se habían contemplado en el diseño experimental. Además, es importan-
te destacar que los experimentos de alto rendimiento miden generalmente la señal promedio
de todas las células dentro de un pocillo, por lo que no se tienen en cuenta las diferencias que
podrían existir en las respuestas de células a nivel individual (Boutros et al., 2015).
La última etapa es la clasificación de las imágenes, para lo que se usan técnicas de aprendiza-
je automático, como los algoritmos de agrupamiento (o «clustering») en función de la similitud
entre las imágenes, entre otras (Sommer and Gerlich, 2013).
1.1.3.2. Extracción de características de imágenes
Los resultados del análisis de imagen suelen estar compuestos por características morfoló-
gicas, geométricas, de intensidad y basadas en texturas (Figura 1.3).
Figura 1.3: Proceso de extracción de características. (a) Experimento de silenciamiento génico. (b) Obtención de
imágenes. (c) Extracción de características. Figura extraída de Reisen et al. (2013).
Existe una gran diversidad de herramientas para extraer características de imágenes de mi-
croscopía. Dos de ellas con amplio recorrido en el ámbito biológico son Phenoripper (Rajaram
et al., 2012) y WND-CHARM (Shamir et al., 2008; Orlov et al., 2008). La primera es una aplicación
de código abierto implementada en MATLAB y diseñada para facilitar tanto el análisis como la
exploración de imágenes. Aunque es una herramienta muy versátil que permite comparar imá-
genes en base a su similitud fenotípica, el principal inconveniente que presenta es la carencia
de una interfaz basada en línea de comandos, dificultando así su incorporación a flujos de tra-
bajo para la ejecución en un entorno de supercomputación. WND-CHARM además de extraer
las características de una imagen, también permite su clasificación. En este caso, sí que hay una
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interfaz mediante línea de comandos y además, está parcialmente integrada en la plataforma
OMERO1.
El objetivo de la extracción de características es representar con valores numéricos el conte-
nido de una imagen, para lo que se usa un conjunto de funciones matemáticas que completan
un vector de 2659 características distintas clasificadas en:
A Características de alto contraste (Tabla 1.1): estadísticas sobre el número de objetos, dis-
tribución espacial, tamaño, forma, etc.
B Descomposiciones polinomiales (Tabla 1.2): polinomio que aproxima el contorno de for-
mas detectadas en la imagen con cierta fidelidad y los coeficientes se usan como descrip-
tores del contenido de las imágenes.
C Texturas (Tabla 1.3): variaciones de intensidad entre píxeles en distintas direcciones y re-
soluciones.
D Parámetros estadísticos sobre los valores de los píxeles (Tabla 1.4): distribución de las
intensidades de los píxeles representados en histogramas, incluyendo también el cálculo
de los momentos de dicha distribución (véase la Tabla 1.3).
Función Longitud Características
Bordes 28 Media, mediana, varianza, histograma, número total de píxeles ocupados por bordes, etc.
Objetos 34
Resultado de aplicar una máscara binaria sobre la imagen y buscar los 8 elementos conectados
en la máscara binaria resultante. También se calcula el mínimo, máximo, media, mediana,
varianza e histograma.
Gabor 7 Detección de texturas y patrones periódicos.
TABLA 1.1: Grupo A. Características de alto contraste. Representa valores estadísticos de la imagen, como
el número de objetos que contiene, la distribución espacial, el tamaño, la forma, etc.
1www.openmicroscopy.org/site/products/partner/wnd-charm
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Función Longitud Características
Estadísticas de Chebys-
hev
32 * 2
Aproximación usando un polinomio aplicado a la imagen original y a la transformada de Fou-
rier.
Estadísticas de
Chebyshev-Fourier
32 * 2
Se aplican dos transformaciones 2D en distancia y ángulo, donde la distancia se aproxima
mediante un polinomio de Chebyshev y el ángulo mediante ondas de Fourier. De esta forma,
se detectan grandes áreas con transiciones de intensidad suaves.
Polinomios de Zernike 72 * 2
Coeficientes de la aproximación polinomial de la imagen calculados sobre la imagen original
y la transformada de Fourier.
TABLA 1.2: Grupo B. Descomposiciones polinomiales. La imagen es aproximada mediante un polinomio
en dos variables cuyos coeficientes son representados en un vector.
Función Longitud Características
Cálculo de los 4 momen-
tos
48 * 6
Media, varianza, asimetría y curtosis (grado de concentración en torno a la media) donde cada
imagen se divide en franjas en 4 orientaciones distintas (0◦, 90◦, 45◦ y -45◦).
Texturas de Haralick 28 * 6
Se computa sobre la imagen original y sobre 5 transformadas (Fourier, Chebyshev, Wavelet,
Wavelet y Chebyshev de la transformada de Fourier).
Histograma multi-escala 24 * 6
Histogramas variando el número de cajas (3, 5, 7, 9). Se aplica a 6 imágenes distintas: la imagen
original, la imagen transformada de Fourier, la imagen transformada de Chebyshev, la trans-
formada Wavelet y la Wavelet y Chebyshev de la transformada de Fourier.
Texturas de Tamura 6 * 6
Contraste (rango de intensidades de los píxeles), tosquedad (escala de la textura) y direcciona-
lidad (dirección) para la imagen original y las 5 transformadas.
TABLA 1.3: Grupo C. Estadísticas y texturas.
Función Longitud Características
Características del Grupo
C
Incluye todas las transformaciones del Grupo C (tabla 1.3).
Transformada de Radon 12 * 4
Información espacial a través de la transformada de Radon, que calcula una proyección de las
intensidades de los píxeles en una línea radial desde el centro de la imagen hasta el borde de
la misma según un ángulo dado (0◦, 45◦, 90◦y 135◦).
TABLA 1.4: Grupo D. Estadísticas, texturas e información espacial.
Aunque se aplica un rango variado de funciones a la imagen original y en algunos casos
también a las transformadas de las mismas, el espacio de valores que se genera asociado a las
características no es ortogonal, lo que implica que ciertas características pueden variar de forma
dependiente. Tampoco es un conjunto completo, así que puede haber aspectos de la imagen
que no se analicen. Además, las características pueden presentar patrones no informativos o
variables correlacionadas, por lo que puede ser necesario reducir las dimensiones. Para una
descripción de los métodos de reducción de dimensiones, véase la sección 1.1.11.1.
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1.1.3.3. Limitaciones de la anotación de fenotipos
El análisis automático de imágenes no es una estrategia infalible. Están descritos en la lite-
ratura algunos artefactos que pueden surgir durante la aplicación de esta técnica. Por ejemplo,
en Shamir (2011), se seleccionaron experimentos ya publicados en los que se clasificaban imá-
genes en función de su contenido biológico. Con el objetivo de analizar la eficiencia de esta
clasificación, se sustituyeron regiones de la imagen con alta intensidad (como pueden ser las
células) por cuadrados de color blanco con área similar (Figura 1.4). Cuando se clasificaron de
nuevo las imágenes en función de su morfología, la precisión en la predicción (47%) fue muy
similar a la obtenida con las imágenes originales (52%). Esto se traduce en que un artefacto
en una imagen podría hacerse pasar por una célula. Los histogramas con las intensidades de
los píxeles tampoco son adecuados para discriminar los artefactos en este caso, puesto que la
distribución de los niveles de intensidad se mantiene al sustituir la célula por el artefacto. Este
experimento pone de manifiesto la importancia de que los descriptores de imágenes proceden-
tes de microscopía sean los adecuados. De no ser así, ciertos artefactos podrían ser clasificados
por el algoritmo generando falsos positivos. El análisis computacional podría, por tanto, estar
sesgado por los artefactos en vez de venir guiado por su contenido biológico.
Figura 1.4: Ejemplo de fenotipo y su correspondiente conversión en artefacto. Ejemplo de una imagen procedente
de un conjunto de datos de RNAi (izquierda) y la misma imagen modificada sustituyendo cada punto de la imagen
original por un cuadrado blanco de 60x60 píxeles (derecha). Figura extraída de Shamir (2011).
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Otro sesgo importante derivado del diseño experimental es el conocido como efecto «batch»
(Definición 9), que se da cuando las condiciones de laboratorio afectan a los resultados del ex-
perimento.
Definición 9. Efecto «batch»: fenómeno por el cual un conjunto de muestras producidas
conjuntamente se parecen más entre sí que aquellas producidas en lotes distintos, con inde-
pendencia de las variables científicas en estudio.
Aunque este efecto no es exclusivo de los experimentos de alto rendimiento, se detecta más
fácilmente cuando hay más datos y puede paliarse mediante el tratamiento computacional de
los resultados (Leek et al., 2010). Entre estos métodos para paliar la heterogeneidad de lotes dis-
tintos se encuentra el análisis de componentes principales o PCA («Principal Component Analy-
sis») junto con algoritmos de visualización como el agrupamiento jerárquico o el «MultiDimen-
sional Scaling» (MDS) (véase la sección 1.1.11.1).
Ya se han descrito en secciones anteriores otras posibles inconsistencias que podrían deri-
varse de la intervención humana en el proceso de anotación. Esto también ocurre en el ajuste
de parámetros a la hora de tomar las muestras, lo que podría hacer que una imagen se clasifique
erróneamente por pequeñas diferencias en dichos ajustes en vez de por su contenido biológico.
Por todos estos motivos, es importante partir de un diseño del flujo de trabajo y de los algo-
ritmos consistente, con la ayuda parcial que proporciona la inspección visual de las imágenes.
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1.1.4. Perfiles fenotípicos
En los experimentos de alto rendimiento que generan y analizan imágenes se ha produci-
do una transformación en la aproximación –usando la misma tecnología– para cuantificar el
contenido biológico: desde la identificación de fenotipos previamente conocidos (escaneo o
«screening») hacia la captura de características de forma imparcial (evaluación por perfiles o
«profiling») (Caicedo et al., 2016).
El «screening» es el enfoque tradicional, donde el experimento busca cuantificar un único
proceso o función celular midiendo sólo algunas características de interés. Esos fenotipos per-
miten elegir un subconjunto de genes para un estudio en mayor profundidad. Como se conoce
de antemano el fenómeno a medir, este método depende de la experiencia previa del investiga-
dor que diseña el experimento, pues interrogará el fenómeno de una forma u otra.
El segundo enfoque se denomina «profiling» y en él no se estudia ningún proceso concreto,
sino que se recopila un amplio rango de mediciones, sin hacer uso de ningún tipo de cono-
cimiento previo que guíe el proceso. Desde esta perspectiva, se aborda el proceso en estudio
desde una posición más distante, dotando así al resultado de un menor sesgo y de un mayor
potencial para detectar mecanismos desconocidos (Caicedo et al., 2016).
En ambos enfoques, el resultado de la anotación de los fenotipos procedentes del análisis
de imagen se puede concretar en un vector de características multiparamétrico con valores
cuantitativos que describen la observación obtenida de una imagen o muestra. Por ejemplo, en
el «profiling» morfológico se extraen grandes cantidades de mediciones morfológicas (Figura
1.5b) para describir aspectos sobre la forma, el tamaño, la intensidad, textura, etc. de distintos
compartimentos celulares.
Una de las dificultades que surgen en el «profiling» morfológico es la complejidad de los
datos resultantes. Normalmente, este tipo de experimentos suele constar de cientos de placas,
cada una de ellas con 384 pocillos. De cada pocillo se obtiene al menos una imagen –pueden ser
también varios fotogramas de un vídeo– y de cada imagen se obtiene un vector de característi-
cas –a veces altamente correlacionadas entre sí– que refleja de forma cuantitativa los valores de
distintos aspectos morfológicos de una célula (Figura 1.5). A esto hay que añadir que una mues-
tra procedente de un pocillo contiene distintas células, por lo que se hace necesario obtener
un perfil común que refleje el comportamiento general de todas las células de la muestra. La
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variabilidad en un pocillo puede deberse a la adaptación dinámica de las células individuales al
microentorno del experimento. Por ello, también es importante prestar atención al contexto de
la célula: si se encuentra aislada, con un área de contacto grande con otras células, etc. ya que
no siempre se mantiene la consistencia entre réplicas de experimentos de RNAi que inhiben el
mismo gen (Snijder et al., 2012).
Figura 1.5: Evaluación por perfiles para imágenes celulares. (a) Adquisición de imágenes de microscopía. (b) Ex-
tracción de características. (c) Análisis computacional de las mediciones obtenidas.
El método más utilizado para generar un vector de características común a la muestra con-
siste en calcular la media de la observación para cada característica. Usar el promedio resulta
muy ilustrativo cuando la población de células es homogénea, pero no siempre se dan dichas
circunstancias. La variabilidad de los fenotipos es muy común en los procesos biológicos y pue-
de deberse al ruido con respecto a un único estado fenotípico medio. Por ello, los métodos que
generalizan usando la media suelen dar peor resultado que aquellos en los que se tiene en cuen-
ta la variabilidad en las muestras u observaciones (Ljosa et al., 2013).
Una forma de abordar esta dificultad de forma computacional es considerar el espacio fe-
notípico de una muestra como una respuesta variada y compleja. Aplicando un método no su-
pervisado de aprendizaje automático se pueden agrupar las células en categorías fenotípicas no
definidas a priori. El reto en este caso aparece cuando hay que asignar un significado biológico
a esos grupos, aunque en algunos trabajos ha funcionado detectando variaciones morfológicas
para las etapas de la mitosis (Zhong et al., 2012).
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Para sortear este inconveniente, el usuario podría definir las categorías fenotípicas de an-
temano, en vez de ser detectadas mediante aproximaciones no supervisadas. Una opción es
tratar a las poblaciones celulares heterogéneas como si fuesen mezclas de subpoblaciones dis-
tintas fenotípicamente, donde un modelo mixto Gaussiano («Gaussian Mixture Model», GMM)
permite agrupar las células en un espacio de características multidimensional. Así lo considera
(Slack et al., 2008) en la caracterización de respuestas de células cancerosas a distintos fárma-
cos. Otro algoritmo supervisado muy común en este campo es Support Vector Machine (SVM,
Ben-Hur et al. (2008)), que presenta una buena capacidad de generalización, aunque para ello
necesita un conjunto de entrenamiento representativo que haya sido anotado previamente de
forma manual, con los inconvenientes ya mencionados que ello conlleva. Aunque esto dota de
una gran facilidad de interpretación de los fenotipos, asume que cada célula debe pertenecer a
una de las categorías previamente representadas, tomadas como clases discretas, lo que puede
dar lugar a grandes pérdidas de información al obviar fenotipos existentes en la muestra pero
no definidos en las categorías (Liberali et al., 2014).
Muchos de los problemas computacionales que aparecen podrán posiblemente resolverse
en un futuro cercano gracias a las técnicas de «deep learning» (LeCun et al., 2015). Estos métodos
se usan para resolver problemas de visión por computador y se empiezan a aplicar en el campo
de las imágenes biológicas.
A pesar de todas las complicaciones ya mencionadas, son muchas las ventajas que presenta
el fenotipado a través de vectores de características. Primero, se trata de un método más com-
pleto que la anotación de una única observación, ya que al ser multiparamétrico, se capturan
distintas características simultáneamente. Además, cuando el vector de características consta
de muchos parámetros medidos, el impacto de los efectos «off-target» se reduce, simplemen-
te porque la probabilidad de que los genes afecten siempre a las características que capturan
artefactos del mismo modo es baja. La forma habitual de etiquetar los experimentos suele ser
puntuar las muestras con respecto a uno o varios fenotipos ya conocidos (por pertenecer a la
misma ruta metabólica por ejemplo). Sin embargo, los vectores de características capturan fe-
notipos no conocidos previamente, lo que permite detectar respuestas celulares más sutiles. Por
ello, el método es particularmente útil cuando los fenotipos no se conocen a priori, como ocu-
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rre en la caracterización de fármacos (Perlman et al., 2004; Feng et al., 2009; Johannessen et al.,
2015).
Tanto la aproximación no supervisada –agrupaciones sin significado fenotípico previo– co-
mo la supervisada –definición categorías fenotípicas de antemano– ayudan a asignar determi-
nados fenotipos a los genes silenciados. Se puede representar esta asignación como un vector
asociado a un gen cuyos valores indican cuantitativamente el nivel de aparición de un fenotipo.
A este vector se le denomina perfil fenotípico.
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1.1.5. Métodos estadísticos para el análisis de datos multidimensionales
La necesidad de la aplicación de métodos estadísticos al análisis de datos multidimensio-
nales nace del tamaño y la complejidad de los datos a procesar en el análisis de imágenes. Si
cada imagen se caracteriza con un vector de n dimensiones y un microscopio puede producir
miles de imágenes de forma automática; extraer conclusiones directas no siempre es un proce-
dimiento trivial.
Para facilitar y dar fiabilidad al estudio estadístico es fundamental seguir un diseño experi-
mental adecuado (Malo et al., 2006). Normalmente, el objetivo de un experimento es detectar
una serie de genes cuyas respuestas se espera que sean diferentes de un control negativo, o bien,
que sean similares al control positivo. En el caso de los RNAi, los controles positivos son dsRNA
conocidos por inhibir un cierto gen, mientras que los negativos son dsRNA diseñados de forma
sintética para que no inhiban ningún gen. Lo ideal es que los controles se distribuyan aleatoria-
mente sobre toda la placa, pero normalmente se destina la primera columna para los controles
positivos y la última para los negativos (Figura 1.6a).
Figura 1.6: Distribución de controles en una placa de 96 pocillos. (a) En una placa de 96 pocillos se suelen ana-
lizar unos 80 compuestos distintos (siRNAs, fármacos, etc.), que se sitúan en la parte central de la placa (gris). En
la primera columna se sitúan los 8 controles positivos (rojo) y los controles negativos (azul) ocupan las 4 primeras
posiciones de la última columna (12). Las 4 posiciones siguientes se quedan vacías. (b) Aunque la forma ideal de
distribuir los controles sería aleatoriamente sobre toda la placa, con esta distribución aleatoria sobre las colum-
nas 1 y 12 se controlan los sesgos causados por la evaporación de líquidos en los bordes debido al gradiente de
temperatura. Figura extraída de Malo et al. (2006).
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Una alternativa –respetando la restricción de colocar los controles sólo en las columnas 1 y
12– consiste en colocar de forma alternada los controles positivos y negativos (Figura 1.6b), pa-
ra paliar así los sesgos que pueden aparecer debidos al gradiente de temperatura de los bordes
(Birmingham et al. (2009), Figura 1.7). Este efecto tiene una particular importancia en los con-
troles de experimentos celulares, ya que el agrupamiento de células o la evaporación en ciertas
áreas de la placa puede llevar a distintas condiciones de crecimiento celular (Lundholt et al.,
2003). Esto puede hacer que los controles sean menos fiables, lo que repercutirá en la calidad
de los resultados, ya que los valores de cada muestra son relativos a dichos controles.
Figura 1.7: Visualización de la salida de un experimento. Mapa de calor correspondiente a una placa de 384 poci-
llos donde se muestran los valores obtenidos en un experimento hipotético sometido a los efectos del gradiente de
temperatura. Figura extraída de Birmingham et al. (2009).
No obstante, aún con una distribución de controles óptima y con condiciones muy con-
troladas, el proceso de transfección de la doble cadena exógena es una fuente de variabilidad.
Además, puede causar estrés en las células y afectar a la viabilidad de las mismas, dando lugar a
fenotipos indirectos como la muerte celular.
En cuanto a las similitudes entre los perfiles, los genes que se espera que manifiesten cierto
fenotipo estarán cerca de los controles positivos, pues son éstos los que manifiestan los fenoti-
pos de manera clara. La duda surge en el momento de decidir un valor umbral a partir del cual
se considera un perfil significativamente similar al control positivo. Además, esta significancia
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sería matemática pero realmente la que se quiere comprobar es la significancia biológica, y no
siempre ambas coinciden, debido principalmente al problema de los falsos positivos (Echeverri
et al., 2006).
Otro mecanismo de control de errores se centra en el uso de réplicas independientes para
un mismo compuesto y bajo las mismas condiciones. Contando con un número adecuado de
ellas –una práctica extendida es obtener al menos tres réplicas– se puede exigir un cierto grado
de redundancia que confirme los resultados obtenidos (Echeverri et al., 2006). Aunque pueda
parecer costoso o difícil de gestionar, se trata de una forma de asegurar la reproducibilidad y
eliminar falsos positivos. Pero no sólo es importante la reproducibilidad de distintas réplicas,
sino que también es necesario dotar al experimento de robustez en cuanto a los fenotipos ob-
tenidos. Para ello, se suele inhibir el mismo gen con varios RNAi distintos. Una opción es hacer
una segunda validación experimental con los genes identificados en la primera, así se garantiza
que no ha habido ningún problema estadístico.
Al generarse tantos datos de forma automática, hay una alta probabilidad de que aparezcan
artefactos ajenos al proceso en estudio. Usar esta información puede dar lugar a conclusiones
incompletas o erróneas, por lo que se hace necesario un control de calidad previo al análisis
estadístico, que si bien suele ser automático, depende en gran medida de la inspección visual
del resultado (Hancock (2014), Chapter 5). Una herramienta útil en este caso son los mapas de
calor, más comúnmente conocidos como heat maps (Definición 10). Representar con colores
los valores de cada pocillo facilita la inspección visual para detectar de forma rápida artefactos
muy notables, proporcionando una idea de lo extremo de los valores y su localización en la placa
(Figura 1.7).
Definición 10. Heat map: representación gráfica de todas las posiciones de una tabla o matriz
usando colores de acuerdo a un gradiente.
Una vez eliminados todos los posibles errores que puedan introducir un sesgo en los resul-
tados, el siguiente paso es hacer comparables entre sí los datos de distintas réplicas y/o expe-
rimentos. Para esto se usa la normalización, que homogeneiza los datos a través de distintas
placas o réplicas (Figura 1.8), permitiendo también la combinación de datos procedentes de
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distintas placas. Las diferencias en los datos originales pueden deberse, por ejemplo, a que las
lecturas se han realizado en distintos días o por una configuración distinta del lector.
Figura 1.8: Normalización de datos de intensidad de una placa. Diagramas de cajas representando la intensidad
de una réplica, agrupadas por placas, antes (a) y después de ser normalizadas (b). Figura extraída de Boutros et al.
(2006).
Aunque hay distintos tipos de normalización (Malo et al. (2006), Box 1), una de las más co-
munes cuando hay controles negativos y positivos es el Z-score, que se define como el número
de desviaciones estándar desde la media:
Z = xi −x
sx
donde xi es la medida de la i-ésima placa, x es la media de todas las placas y sx la desviación
típica de la medida en todas las placas.
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Una ventaja del Z-score es que incorpora información de las variaciones en la medida de la
muestra, pero también depende del uso de los controles negativos en su cálculo. Como el Z-
score es sensible a los valores atípicos de la distribución, es más recomendable usar, para datos
de RNAi, una variante conocida como el Z-score robusto:
Z = xi −med
M AD
donde med es la mediana de la distribución a través de las placas y M AD la desviación
absoluta de la mediana (MAD, Median Absolute Deviation).
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1.1.6. Medidas de similitud vectorial
Tras el silenciamiento de un gen, el análisis de la imagen que se obtiene genera un vector de
características. Estos vectores se combinan para integrar las distintas réplicas y recoger la varia-
bilidad a nivel poblacional (más detalles en la sección 1.1.4). Aplicando aprendizaje automático
estos vectores de características se traducen en perfiles fenotípicos asociados a genes. En este
trabajo, los perfiles fenotípicos se considerarán vectores binarios donde se registra, para un gen
dado, la presencia o ausencia de un conjunto de fenotipos.
En definitiva, con la creación del perfil fenotípico se obtiene información sobre la función
de un gen. La asunción tras el uso de los perfiles es que fenotipos similares deben tener causas
también similares. En este caso, al analizar experimentos sobre la pérdida de función usando
RNAi, se asume que hay una relación funcional entre los genes que presentan el mismo feno-
tipo (Neumann et al., 2010). Se asume también que los perfiles fenotípicos de proteínas que
interactúan deben ser más similares fenotípicamente que aquellos cuyas proteínas no lo hacen
(Fuchs et al., 2010).
Para medir la similitud entre perfiles fenotípicos existe una gran variedad de métricas. En
este trabajo se ha implementado y comparado un conjunto de medidas de distinta naturaleza
para tal fin (Tabla 1.5). La selección de una métrica adecuada es un prerrequisito para el análisis
de los datos derivados de HCS (Definición 7) y en todo caso, la selección de una u otra depen-
derá de las características del conjunto de datos biológicos a analizar (Reisen et al., 2013). Es
importante destacar que, dado que los perfiles son multidimensionales, las distancias o simili-
tudes han de medirse en un espacio de las mismas dimensiones, que coincidirán con el número
de fenotipos en estudio.
Tipo Métricas
Grupo A: Basada en normas Euclídea, Minkowski, City Block, Manhattan, Mahalanobis
Grupo B: Basada en ángulos correlación, coseno
Grupo C: Cadenas binarias Hamming, Jaccard
Grupo D: Ponderación de términos Cohen’s Kappa, TF-IDF
TABLA 1.5: Medidas de similitud vectorial agrupadas por categorías. La fórmula de cada métrica se en-
cuentra en la tabla 4.4, dentro del capítulo de Material y Métodos.
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Todas las métricas basadas en normas (Tabla 1.5, Grupo A) son equivalentes según el teore-
ma Theorem 6.1.5 de (Conway, 2012). Entre estas métricas están: Euclídea, Minkowski (idéntica
a la anterior pero para exponente 2), City Block o Manhattan (mide la distancia entre dos pun-
tos siguiendo una cuadrícula) y Mahalanobis (sigue una distribución χ2). Como todas generan
valores proporcionales, aquí usaremos únicamente la similitud Euclídea como representante de
la clase.
Aunque la distancia Euclídea es una de las más usadas, un problema común es el conocido
como fenómeno de concentración de distancias (Kabán, 2012). Esta limitación se da cuando
las dimensiones del perfil son grandes, por lo que agrupar perfiles puede resultar problemático:
al aumentar el número de dimensiones, la distancia entre los puntos tiende a una constante,
es decir, la distancia entre dos perfiles muy cercanos es 0 pero también la distancia entre dos
perfiles muy lejanos es 0. Este es un serio inconveniente en espacios multidimensionales para
ciertas métricas. Pero este no es este el único problema de los espacios con alta dimensiona-
lidad, sino que puede darse el caso de que los perfiles no sean comparables ni interpretables
(Zimek et al., 2012). La solución al problema de concentración suele ser, o bien la aplicación de
una medida distinta –como el coseno, que se concentra pero a una tasa más baja (Radovanovic´
et al., 2010), esto es, para perfiles con un mayor número de dimensiones– o bien aplicar un mé-
todo de reducción de dimensiones para eliminar redundancias antes de comparar los perfiles
(véase la sección 1.1.11.1).
Otras métricas (Tabla 1.5, Grupo B) se basan en ángulos, como es el caso de la aplicación del
coseno o de la correlación de Pearson a los vectores fenotípicos.
Si en lugar de considerar los perfiles como vectores espaciales se tratan como cadenas bi-
narias (Tabla 1.5, Grupo C), esto eso, de ceros (ausencia del fenotipo) y unos (presencia del fe-
notipo), entonces es posible aplicar métricas como Hamming o Jaccard. La más simple de ellas
es Hamming, una similitud comúnmente usada en computación que mide el número de feno-
tipos coincidentes sobre el total de coincidencias entre dos perfiles. En la similitud de Jaccard
se varía ligeramente la aproximación: se calcula la proporción de elementos similares sobre los
disímiles, sin tener en cuenta los valores nulos.
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Una representación visual de la obtención de los perfiles y los valores que presentan algunos
pares de genes para las métricas hasta ahora descritas se encuentra en la Figura 1.9.
Figura 1.9: Perfiles fenotípicos para métricas de similitud vectorial. (a) Tras el silenciamiento de 4 genes se mani-
fiesta en total un conjunto de 6 fenotipos (A-F). Por ejemplo, tras la inhibición del gen 1, se observan los fenotipos
B, D, E y F. (b) Para cada uno de los genes se obtiene un perfil binario que representa la presencia (1) o ausencia (0)
de un fenotipo dado. El resultado de todos los perfiles es una matriz binaria. A partir de esta matriz ya pueden cal-
cularse las distancias entre todos los posibles pares de genes. (c) A modo de ejemplo, aquí se muestran los valores
para el par (gen1, gen2).
Uno de los motivos por el que algunas de estas métricas no suelen aportar precisión sobre el
tipo de datos que se manejan se debe a que miden las coincidencias entre los perfiles. Esto sig-
nifica que cuando dos genes inhibidos manifiestan el mismo fenotipo, se podría decir que hay
un acierto y que los perfiles son un poco más cercanos. Sin embargo, ocurre lo mismo en el caso
de que ambos perfiles no presenten el fenotipo en común. Por ejemplo, en la Figura 1.9, el gen
1 y el gen 2 no manifiestan el fenotipo C, lo que hace los perfiles algo más cercanos al haber una
coincidencia en la ausencia del fenotipo. Esto es una desventaja, porque al tener en cuenta el
número de ausencias en común, se está considerando que una disimilitud es igual de relevante
que una similitud. Además, esto es impreciso, pues muchas veces los fenotipos simplemente
no se anotan. Cabe también la posibilidad de que el perfil provenga de experimentos distintos
con fenotipos seleccionados con distintos enfoques. Por ejemplo, hay experimentos que sólo se
basan en la observación de la topología celular, ignorando cualquier otra disfunción que pueda
aparecer. No significa, por tanto, que dichos fenotipos no hayan aparecido al inhibir los genes,
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sino que no se han tenido en cuenta por no ser de interés para el estudio. Por este sesgo en el
enfoque a la hora de anotar fenotipos, surge la necesidad de aplicar métricas más elaboradas
para extraer la similitud de la forma más fiel posible.
Una opción es considerar los perfiles fenotípicos como cadenas de información para medir
sus similitudes y diferencias (Tabla 1.5, Grupo D). En este sentido, se usan aquí distintas métri-
cas basadas en la teoría de la información (Shannon, 1948): TF-IDF («Term Frequency - Inverse
Document Frequency») (Robertson, 2004) y Cohen’s kappa. En estas dos similitudes se ponderan
los fenotipos en función de lo informativos que son: aquellos fenotipos más comunes tendrán
un contenido informativo menor –se consideran fenotipos más generales– mientras que aque-
llos que aparecen en baja frecuencia asociados al silenciamiento de un pequeño número de
genes –fenotipos específicos– tienen un contenido informativo mayor.
Figura 1.10: Métricas de similitud TF-IDF. (a) Par-
tiendo de la matriz binaria que representa los per-
files fenotípicos de los genes 1-4, se calcula el valor
de IDF (b) para cada fenotipo. De esta forma queda
indicado el fenotipo más específico. (c) La similitud
entre perfiles fenotípicos de genes se calcula usan-
do el máximo valor de IDF cuando ambos perfiles
son coincidentes en 1 (presencia del fenotipo). Esto
se traduce en que se selecciona el valor del fenoti-
po más específico si ambos genes muestran dicho
fenotipo. Por ejemplo, los genes 1 y 2 manifiestan
conjuntamente los fenotipos D y E. Los IDFs asocia-
dos a esos fenotipos son, respectivamente, 0 y 0.29.
Por tanto, el mayor valor de IDF para ambos perfi-
les es 0.29. Análogamente, para el par de genes 1 y 3,
el fenotipo más específico que comparten es D, que
presenta un IDF de 0.
De acuerdo con la teoría de la información, la métrica de similitud TF-IDF puntúa cada fe-
notipo con un valor que indicará su especificidad, que se traduce en un valor de I DF («Inverse
Document Frequency»). Este valor será muy bajo si el fenotipo es muy frecuente o muy alto si
aparece sólo tras el silenciamiento de muy pocos genes. Luego, teniendo en cuenta cuándo dos
perfiles manifiestan el mismo fenotipo, se selecciona el mayor IDF de entre los fenotipos coin-
cidentes (véase la Figura 1.10).
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Otra opción para el cálculo de similitudes ponderando los términos es el coeficiente de
Cohen’s kappa. El valor de similitud entre dos perfiles se calcula como la tasa de coinciden-
cia entre dos perfiles, o lo que es lo mismo, el número de fenotipos sobre el total que dos genes
manifiestan (sin tener en cuenta el sesgo por azar). Esta es una pequeña variación sobre la ver-
sión original de Cohen’s kappa, que incluye en el cómputo a aquellos fenotipos que ninguno
de los dos genes manifiestan. El motivo de esta variación viene dado por el hecho de que un
gen no esté anotado en un fenotipo no significa necesariamente «no fenotipo», sino que no fue
observado, o no fue analizado por estar fuera del foco de interés del estudio, entre otros.
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1.1.7. Ontologías
En la sección 1.1.6 se han detallado algunas métricas de similitud vectorial entre perfiles fe-
notípicos. En los vectores descritos, los fenotipos son considerados conceptos independientes,
es decir, no están organizados de forma estructurada. Sin embargo, esta falta de relación entre
fenotipos no ha de darse necesariamente, ya que muchos de ellos presentan relación biológica:
participan en un mismo proceso, la función que desempeñan está relacionada, aparecen en el
mismo orgánulo o incluso describen el mismo fenómeno.
La estandarización de los términos fenotípicos permite el procesamiento automático de los
datos y la comparación entre distintas aproximaciones. Sin embargo, la estandarización no re-
fleja las relaciones entre dichos fenotipos. Por ejemplo, dados los fenotipos «chromosome segre-
gation defect» y «metaphase arrest», se podría crear una categoría que describa un fenómeno
mitótico que englobe a ambos. La nueva categoría estaría vinculada a los fenotipos mencio-
nados mediante relaciones –pueden ser de distinta naturaleza– que permiten formalizar una
estructura sobre la que aplicar algoritmos de razonamiento que generen nuevo conocimiento.
Esta forma de organizar la información –junto con otras características– es lo que se conoce
como una ontología (Definición 3).
De forma técnica, una ontología incluye distintos recursos: descripciones de clases (Defini-
ción 11), instancias (Definición 12) y propiedades (Definición 13) para modelar un dominio o
área de interés.
Definición 11. Clase o término: tipo de objeto que comparte definición en un dominio. Es la
unidad básica dentro de una ontología.
Definición 12. Instancia: individuo perteneciente a una única clase.
Definición 13. Propiedad o atributo: característica o parámetro con el que se caracteriza una
clase. Pueden ser de tipo dato –«data properties»– (código, nombre alternativo, descripción,
etc.) o bien de tipo objeto –«object properties»– que referencie a otras instancias. A través de
este último tipo de atributo, las clases se organizan jerárquicamente, siendo una superclase
su antecesora y una subclase su descendiente.
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Un ejemplo visual de los distintos recursos de una ontología –junto con la forma de razona-
miento automático que la estructura ontológica permite– se encuentra en la Figura 1.11. Con el
razonamiento no sólo se infieren relaciones sino que se puede verificar la consistencia de la on-
tología. El modelo que se usa aquí es conocido como Entity-Quality (EQ) (Mungall et al., 2010),
donde se indica la entidad y la característica que la describe.
Figura 1.11: Ejemplo de razonamiento sobre una onto-
logía. Se representan en verde dos clases, (a) y (b), de una
ontología ejemplo y una instancia (c) de la clase (b), en
amarillo. La clase (a) define características relacionadas
con el tamaño del núcleo celular, mientras que la clase (b)
representa el tamaño incrementado del núcleo. La cla-
se (a) es antecesora de (b) y (b) hereda de (a). Dado un
nuevo fenotipo observado (c), que instancia la clase (b),
al razonar sobre la estructura ontológica, se infiere auto-
máticamente que (c) también es instancia de (a). De esta
forma se ponen de manifiesto relaciones que no son in-
mediatamene obvias en la ontología. Ejemplo extraído de
Dessimoz and Škunca (2017).
Las ontologías biológicas usadas en este trabajo difieren ligeramente de la definición que se
aplica en el campo de la informática. En primer lugar, la nomenclatura cambia: las clases ahora
son términos (Definición 11) y desaparecen las instancias y los atributos. En su lugar, aparecen
las anotaciones (Definición 14). Estas anotaciones son, por lo general, genes o productos de
genes que manifiestan el comportamiento descrito por uno o varios términos (como se indicó
en la Definición 12, en el caso de las instancias esta multiplicidad no es posible).
Definición 14. Anotación: asociación entre los términos y los genes o productos de genes
(proteínas, RNA no codificante, complejos macromoleculares u otros).
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Aunque técnicamente las ontologías biomédicas no suelan cumplir los requisitos para ser
ontologías, en el ámbito biológico se sigue usando este término para describir un vocabulario
controlado (Hoehndorf et al., 2015). El objetivo es organizar la información para dotar de un
estándar que defina los términos y las relaciones entre ellos, de forma que se represente el do-
minio en estudio. Al solucionar las variaciones en la terminología se facilita la comunicación,
interoperabilidad, integración, acceso a los datos y análisis de los mismos (Soldatova and King,
2005).
En el ámbito biológico y biomédico, las ontologías se expresan en un lenguaje formal, nor-
malmente OWL («Ontology Web Language»), que se basa en la lógica de predicados de primer
orden, siendo OBO («Open Biomedical Ontology») el formato tradicional en que se han repre-
sentado las ontologías, aunque ambos formatos son interconvertibles (Tirmizi et al., 2011). Otro
lenguaje basado en grafos es RDF («Resource Description Framework»), que representa la infor-
mación en forma de tripletes siguiendo el formato <sujeto, predicado, objeto>.
Entre los repositorios de ontologías más importantes se encuentran Ontology Lookup Servi-
ce2 (Côté et al., 2006), BioPortal3 (Noy et al., 2009), OBO Foundry4 (Smith et al., 2010) y OntoBee5
(Xiang et al., 2011).
La aplicación más directa de las ontologías consiste en dotar de un esquema sobre el que
construir una base de datos. Pero sin duda, la funcionalidad más útil en el contexto biológico es
la organización jerárquica proporcionada por las relaciones entre términos.
2http://www.ebi.ac.uk/ols
3http://bioportal.bioontology.org
4http://www.obofoundry.org
5http://www.ontobee.org
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1.1.7.1. Organización funcional de genes
Una de las ontologías más conocidas en la clasificación funcional de los genes es Gene On-
tology (GO) (Ashburner et al., 2000), que almacena y recoge información sobre los genes en tres
niveles o aspectos distintos (Figura 1.12): el proceso biológico en que participan (Definición 15),
la localización en la que actúan (Definición 16) y la función molecular que desempeñan (Defi-
nición 17). Además, estandariza la representación de genes procedentes de distintas especies y
bases de datos, lo que facilita la interoperabilidad y la comparación. Aunque de aquí en adelante
se use el término ontología, ya se ha explicado en la sección 1.1.7 que esto es una imprecisión,
pues a nivel técnico es un vocabulario controlado (Smith et al., 2003). La relación entre los ge-
nes y los términos o clases a las que pertenecen se encuentra en el fichero de anotaciones (GOA,
Gene Ontology Annotation) (Camon, 2004) separadas según el aspecto concreto de la ontología:
Figura 1.12: Ramas de la ontologíaGeneOntology junto con el número de términos para cada subontología de GO,
a fecha 6 de Febrero de 2017.
Definición 15. Procesos biológicos (BP, Biological Process): evento o agrupación de eventos
moleculares con inicio y fin definidos en los que un gen participa, relativos al funcionamiento
de las células, tejidos, órganos y organismos. Estos procesos pueden involucrar una transfor-
mación química o física.
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Definición 16. Componentes celulares (CC, «Cellular Component»): partes de la célula o del
espacio extracelular donde un gen está activo.
Definición 17. Función molecular (MF, «Molecular Function»): actividad bioquímica de un
gen, sin indicar el momento y lugar en que ocurre.
Se puede considerar cada uno de estos tres dominios como ontologías independientes –no
son redundantes ni comparten raíz común– aunque sí hay relaciones entre ellos, principalmen-
te entre los procesos biológicos y las funciones moleculares. Las tres ramas comparten un es-
pacio común de identificadores y una sintaxis propia. La estructura es un grafo acíclico dirigido
(DAG, «Direct Acyclic Graph», Definición 18) donde los nodos representan los términos.
Definición 18. Grafo acíclico dirigido (DAG, «Direct Acyclic Graph»): conjunto de nodos co-
nectados a través de aristas dirigidas que representan las relaciones entre ellos con ausencia
total de ciclos dirigidos. Un nodo puede tener uno o más nodos padres y cero o más nodos
hijos.
Las relaciones entre términos pueden tener distinta naturaleza (Figura 1.13): «is a (is a subty-
pe of)»; «part of»; «has part»; «regulates», «negatively regulates» y «positively regulates». La estruc-
tura básica de GO se fija sobre relaciones «is a» (Figura 1.13a) para definir subtipos de términos,
siendo ésta además la relación más frecuente en todos los aspectos de la ontología GO. Las rela-
ciones de tipo «part of» (Figura 1.13b) se usan para definir partes de un todo, como por ejemplo,
etapas de un proceso biológico, siendo la relación simétrica «has part» (Figura 1.13c). Finalmen-
te, las relaciones de regulación («regulates») (Figura 1.13d, e y f) describen la influencia de un
proceso sobre otro. Estas relaciones son propias de GO y reflejan la influencia específica de un
proceso sobre otro.
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Figura 1.13: Tipos de relaciones en GO. La relación «is a» conforma la estructura básica de GO. Las relaciones «part
of» y «has part» se refieren a la misma relación, son simétricas y dan nombre distinto dependiendo de la dirección.
Por último, las relaciones de regulación reflejan la influencia de un término sobre otro.
Una vez definida la estructura del grafo formada por los términos y relaciones de distinta
naturaleza, es necesario definir los tipos de relaciones entre genes y los términos que los clasifi-
can. Dependiendo de la evidencia que respalde la anotación, se define un conjunto de códigos6
que aquí se explicarán agrupados por categorías:
✧ Experimental: la relación se extrae de un artículo científico que caracteriza físicamente
un gen. Hay varios códigos experimentales, aunque el que se refiere a funciones obtenidas
a partir de la mutación de un único gen es IMP («Inferred from Mutant Phenotype»).
6http://geneontology.org/page/guide-go-evidence-codes
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✧ No experimental o computacional: la anotación se sustenta en un análisis in silico, nor-
malmente derivado del estudio de la secuencia del gen. Cuando se asocia un término a
un gen por métodos automáticos sin supervisión humana se usa el código IEA («Inferred
from Electronic Annotation»).
✧ Declaración de autor en una publicación: la anotación se hace en base a una afirmación
del autor, bien sea porque se cita en un artículo de investigación, revisión o entrada de
una base de datos.
✧ Curado: cuando el análisis del artículo no deriva en ninguna de las categorías anteriores
se anotan como IC («Inferred by Curator») o bien ND («No biological Data available»). Se
basan en el conocimiento de un experto a partir de un contexto de datos pero sin que haya
evidencia directa disponible.
Para cuantificar el número de evidencias de cada tipo que hay en las anotaciones de genes
de «Homo Sapiens» en términos GO, se han extraído los códigos del fichero de anotaciones GOA
y se ha representado su frecuencia en la Figura 1.14. Un gen puede estar anotado al mismo
término con más de una evidencia.
Figura 1.14: Distribución de evidencias en GO para Homo Sa-
piens. El grupo de evidencias más común es el experimental,
seguido por el computacional y los declarados por el autor. Los
datos curados conforman la minoría de anotaciones.
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El uso de GO está muy extendido para anotar genes obtenidos a través de las técnicas «ómi-
cas» (Definición 2). La clasificación de los genes –atendiendo a su comportamiento molecular,
localización o proceso en que participan– hace que los datos sean fáciles de interpretar de forma
sistemática. Por ejemplo, se pueden buscar genes que compartan características (localización,
proceso, etc.); estudiar si en un grupo de genes procedente de un experimento aparecen algu-
nos términos sobrerrepresentados; inferir la función de genes que no se han anotado aún; o,
como suele hacerse en los experimentos de alto rendimiento, determinar los procesos en que
difieren dos conjuntos de genes.
La topología en forma de grafo facilita la medición de distancias entre nodos, para lo que
son necesarias nuevas métricas que se detallarán en la sección 1.1.8.
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1.1.7.2. Organización de fenotipos celulares
Gracias a la gran aceptación de las ontologías en la comunidad biomédica, éstas se han es-
tablecido como el método estándar para la representación de fenotipos (Oellrich et al., 2016).
También en el ámbito de la biología celular se han desarrollado en los últimos años algunas
iniciativas para estandarizar la información fenotípica que se obtiene en los ensayos de alto
rendimiento.
Un primer intento fue la ontología CPO («Cell Phenotype Ontology») (Hoehndorf et al.,
2012), generada automáticamente a partir de GO. Esta ontología clasifica anomalías morfoló-
gicas y fisiológicas de células, componentes y procesos celulares. La estructura sobre la que se
basa es la de «Phenotypic Attribute and Trait Ontology» (PATO), que surgió en el año 2002 con
el objetivo de capturar la información fenotípica en organismos muy diversos. La idea subya-
cente es que todas las descripciones tengan una entidad (enzima, proceso biológico, estructura
anatómica, etc.) y un atributo (cuantitativo o cualitativo) que la describa. Los atributos suelen
ser la duración, localización temporal de un proceso, el comienzo, la frecuencia, etc. Por ejem-
plo, son fenotipos: «alcohol dehydrogenase is absent», «cell division is arrested at metaphase»,
«eyes are absent» o «hyperactive». Este mecanismo de composición de fenotipos es el modelo
«Entity-Quality» (EQ), que se representó en el ejemplo de la Figura 1.11. Si el fenotipo está des-
crito como un concepto atómico (un único término que engloba la definición de la entidad y su
característica) habría que desgranarlo en el formato EQ:
Concepto:
«Erythrocytopenia»
Entity:
«Red blood cells»
Quality:
«Deficiency»
En el caso de la ontología CPO, el identificador de cada fenotipo en la ontología representa
tanto la entidad como la característica siguiendo el patrón CPO:QQEEEEEEE, donde QQ repre-
senta la cualidad y el resto de dígitos (EEEEEEE) la entidad sobre la que se aplica, que en esta
ontología es un término GO. Por ejemplo:
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Clase GO:
«Apoptosis» (GO:0006915)
Clases CPO derivadas:
«Abnormality of apoptosis» (CPO:120006915)
«Abnormality of single occurrence of apoptosis» (CPO:140006915)
«Abnormality of regulation of apoptosis» (CPO:150006915)
Uno de los inconvenientes que presenta esta ontología es su tamaño: describe cada uno de
los términos de GO aplicando distintos calificativos, lo que hace que el número de términos
multiplique el de GO, haciendo poco viable tanto la búsqueda de términos como la anotación
de genes, además de dificultar su mantenimiento y futura ampliación.
Como evolución natural de esta ontología, y cambiando de forma radical el enfoque, sur-
ge recientemente CMPO («Cellular Microscopy Phenotype Ontology») (Jupp et al., 2016), que
describe y organiza fenotipos celulares a partir de datos experimentales, con anotaciones ma-
nuales. La principal diferencia con CPO es que viene guiada por resultados, lo que la hace más
compacta, sencilla y directa.
En esta ontología, además de describir algunos fenotipos para las tres ramas de GO (defini-
ciones 19, 20 y 21), también se incluyen descripciones sobre células individuales y poblaciones
(definiciones 22 y 23). A diferencia de GO, aquí sí hay una raíz común, por lo que se considera
una única ontología (Figura 1.15). Las relaciones entre términos son de la misma naturaleza que
las de GO.
Definición 19. Proceso celular («Cell Process Phenotype»): descripciones fenotípicas en el
ámbito de los procesos celulares.
Definición 20. Componente celular («Cellular Component Phenotype»): descripción de ca-
racterísticas que afectan a componentes celulares de GO.
Definición 21. Componente molecular («Molecular Component Phenotype»): fenotipos a
nivel molecular de la célula usando como entidades las biomoléculas descritas en la ontolo-
gía ChEBI (Degtyarenko et al., 2008).
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Definición 22. Célula individual («Single Cell Phenotype»): fenotipos observados a nivel de
célula completa.
Definición 23. Población («Cell Population Phenotype»): conjunto de fenotipos propios de
una población de células.
Figura 1.15: Principales ramas de la ontología CMPO. Por un lado se describen fenotipos relacionados con las
categorías principales de GO: biological process, cellular component y molecular function. Además, hay una cate-
goría para la descripción de fenotipos en células individuales («Single Cell Phenotype») y otra para la descripción
de poblaciones («Cell Population Phenotype»).
CMPO se usa actualmente para anotar fenotipos que aparecen en los datos del «Image Data
Repository» (IDR, Williams et al. (2017)), incluido en la plataforma OMERO, que se mencionó en
la sección 1.1.3.2.
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1.1.8. Medidas de similitud en ontologías
En la sección 1.1.6 se describieron distintas métricas para calcular distancias entre perfi-
les fenotípicos. Estas métricas tomaban los fenotipos como distintas posiciones de un vector
de dimensiones igual al número total de fenotipos. Gracias a la organización de fenotipos en
una estructura ontológica, aparecen nuevas alternativas para medir la similitud, por estar esos
fenotipos relacionados entre sí.
La forma en que se organizan los términos en una ontología proporciona numerosas ven-
tajas. Una de ellas es que al tratarse de un grafo, se pueden calcular distancias entre pares de
términos basadas en la topología (Rada et al., 1989). La distancia conceptual entre dos términos
puede definirse como el mínimo número de aristas que los separan. Por ejemplo, en la Figura
1.16, los términos «pyramidal neuron migration» e «interneuron migration» están al mismo ni-
vel y separados por dos aristas en el grafo. De forma análoga, la distancia entre «locomotion» y
«growth» también es dos, pero conceptualmente son términos mucho más lejanos que el par
anterior. Para un mismo valor de distancia, se observan, por tanto, pares con distinto grado de
similitud a nivel semántico.
Hay otras variantes que se centran en calcular el promedio de todos los caminos entre dos
términos o seleccionar el más corto. No obstante, todos estos métodos basados en la topología
no tienen en cuenta la posición del término en el grafo: puede verse en la Figura 1.16 que los
nodos en la parte superior de la jerarquía representan conceptos más generales que los que
ocupan la parte inferior.
Conforme se desciende en la ontología, las descripciones de los términos van siendo más
específicas a nivel biológico. Pero también la especificidad depende de los genes anotados en
un término. En la mayoría de experimentos de RNAi diseñados para estudiar un proceso bioló-
gico en concreto, la muerte celular es posiblemente el fenotipo más fácilmente identificable y
candidato a ser anotado, aunque no aporta mucha información más allá de que el gen es esen-
cial para el funcionamiento de la célula. Este fenotipo sería frecuente y poco informativo sobre
el experimento, ya que puede deberse a multitud de factores, como se indicó en la sección 1.1.5.
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Figura 1.16: Representación de dos ramas de la ontología GO a modo de ejemplo. Se han seleccionado algunos
términos procedentes de dos ramas de GO-BP – «locomotion» y «growth»–, con sus correspondientes relaciones
jerárquicas. Aunque, por simplicidad, en la figura las relaciones entre términos no aparecen como aristas dirigidas,
la relación real es de tipo «is a» donde cada término apunta a su ascendiente en la jerarquía. Midiendo la distancia
desde una aproximación topológica, los términos «pyramidal neuron migration» e «interneuron migration» están
separados por dos aristas en el grafo. Por otro lado, la distancia entre dos términos muy generales como son «loco-
motion» y «growth» también es dos, aunque conceptualmente sean términos muy distintos.
Siguiendo con la Figura 1.16, el término «leukocyte migration» tendrá menos genes anotados
que «cell migration», ya que este último reunirá todas las anotaciones de sus descendientes. Esto
se produce por transitividad y por la inferencia de las anotaciones explicada en la Figura 1.11.
Aplicando este principio a todos los términos, la raíz –«Biological Process»– contendrá todos
los genes anotados. Por tanto, la probabilidad de que un gen esté anotado en el término raíz
es uno. Y esa probabilidad irá decrementándose al descender en la jerarquía (Figura 1.17). Es
importante destacar aquí que para el cálculo de las anotaciones sólo se tienen en cuenta las
relaciones de tipo «is a» y se obvia el resto (Figura 1.13).
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Figura 1.17: Ejemplo de anotaciones en una ontología. Los genes anotados se representan con círculos grises en
la parte inferior y sobre cada término aparece la probabilidad de que, en general, un gen esté anotado en dicho
término. Por ejemplo, en el término «pyramidal neuron migration» hay 4 genes de los 12 anotados en toda la on-
tología. Al inferirse las relaciones de los genes con términos superiores en la ontología se tiene que el término
«Biological Process» tiene anotados la totalidad de los genes (12/12).
El contenido informativo (IC, «Information Content») o valor semántico de un término
–relacionado con su grado de especificidad semántica– se define como:
IC (t )=−log (p(t ))
siendo p(t ) la fracción de genes anotados en el término t (o sus descendientes) en la ontolo-
gía, o lo que es lo mismo, la probabilidad de que un gen esté anotado en el término t , basándose
en la teoría de la información de Shannon (Shannon, 1948).
Este parámetro establece la especificidad de un único término, pero para usarlo en la me-
dición de similitudes es necesario definir un criterio que establezca dicha similitud entre un
par de términos. Generalmente, la forma más sencilla consiste en calcular el IC de un ances-
tro común. Una opción consiste en seleccionar el ancestro común a dos términos que se sitúe
más cercano a ambos en la ontología, lo que se conoce como el ancestro común más específico
1.1. ESTADODEL ARTE 49
o MICA («Most Informative Common Ancestor») (Resnik, 1995). La idea intuitiva es que dos
términos que comparten un ancestro común muy específico (alto IC) deben ser muy similares.
En la Figura 1.17, el MICA de los términos «pyramidal neuron migration» e «interneuron
migration» es «neuron migration», por ser el término más específico de todos los antecesores
comunes hasta la raíz. El IC del MICA es −log (5/12) = 0,38. Por el contrario, para el par de
términos «cell motility» y «cell growth», el término común más específico que los une –su MICA–
es «Biological Process», con un IC = −log (12/12) = 0. En estos dos ejemplos se observa que
cuando se tiene en cuenta la distribución de las anotaciones y la estructura de la jerarquía, se
puede estimar con mayor precisión la similitud semántica entre términos.
Por todo lo anteriormente expuesto, se define la similitud semántica (SS, «Semantic Simi-
larity») entre dos términos como la medida de la proximidad entre ellos dentro de la ontología
teniendo en cuenta la teoría de la información sobre las anotaciones.
Hay una gran variedad de métricas para calcular la similitud semántica entre términos onto-
lógicos (Tabla 4.5) (Pesquita et al., 2009). La más simple y conocida es Resnik (Resnik, 1995), que
se basa justamente en el cálculo del IC del MICA como medida de similitud semántica, aunque
presenta una particularidad: no se tiene en cuenta la distancia entre el MICA y los términos cuya
distancia se mide.
Otras similitudes como Lin (Lin, 1998) y Jiang (Jiang and Conrath, 1997) sí consideran la dis-
tancia entre el término MICA y los dos términos entre los que se mide la similitud semántica,
aunque este método puede ser controvertido en algunos casos. Por ejemplo, en la Figura 1.17,
si se mide la distancia de Jiang entre el par términos «astrocyte cell migration» y «glial cell mi-
gration», el MICA sería «glial cell migration», por lo que la distancia entre ambos términos y el
MICA sería 0. Este valor se mantiene independientemente de la posición que ocupe el par de
términos en la ontología: para los términos «locomotion» y «biological process», el MICA sería
«biological process», con una distancia entre los términos y el MICA de 0 también. El fenómeno
que se da en estos dos ejemplos puede ser problemático en casos como éste de términos muy
genéricos, pues presentarían una similitud muy alta. Como solución al problema mencionado
y tomando como base la similitud de Lin, la similitud de Schlicker (Schlicker et al., 2006) incluye
un factor para considerar la probabilidad de anotación en el MICA, incorporando así la posición
en la jerarquía. Por tanto, ni Schlicker, ni Pesquita ni Resnik presentan este problema.
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Nombre Fórmula
Similitud semántica de Resnik
(Resnik, 1995)
s(t1, t2)= IC (tM IC A )
donde:
- el ancestro común más informativo (MICA) es tM IC A = ar g maxt∈S(t1 ,t2)IC (t ),
- el contenido informativo (IC) de un término t es IC (t )=−log (p(t )),
- la probabilidad de un término t es p(t )= anot aci ones(t )anot aci onesTot ales , y
- A(t1, t2) es el conjunto de ancestros comunes de t1 y t2.
Similitud semántica de Jiang
(Jiang and Conrath, 1997)
s(t1, t2)= 1+2 · IC (tM IC A )− (IC (t1)+ IC (t2))
Similitud semántica de Lin
(Lin, 1998)
s(t1, t2)= 2 · IC (tM IC A )IC (t1)+ IC (t2)
Similitud semántica de Schlicker
(Schlicker et al., 2006)
s(t1, t2)= 2 · IC (tM IC A )IC (t1)+ IC (t2) · (1−p(tM IC A ))
Similitud semántica de Pesquita
(Pesquita et al., 2007)
s(t1, t2)=
∑
t∈A(t1 ,t2)
IC (t )∑
t∈P (t1 ,t2)
IC (t )
donde:
- P (t1, t2) es el conjunto de ancestros comunes de t1 ó t2.
TABLA 1.6: Medidas de similitud semántica en ontologías. Todas las métricas de la tabla se basan en el
contenido informativo de los términos que se deriva de las anotaciones.
Por último, la similitud semántica propuesta por Pesquita (Pesquita et al., 2007) se basa en
el índice de Jaccard, es decir, considera los ICs de los términos en común sobre el IC del total de
ancestros de ambos términos (más detalles sobre las métricas en la Tabla 4.5).
Hasta este punto, el cálculo de la similitud semántica se ha aplicado a los términos de la
ontología. No obstante, la entidad de interés biológico son los genes anotados en dichos térmi-
nos, lo que permite extraer conclusiones sobre la relación entre dos genes dependiendo de la
similitud entre el (los) término(s) en que se anotan. Aunque la similitud semántica entre genes
se puede medir también por grupos (Dessimoz and Walker (2016), Chapter 12), aquí se usará la
similitud semántica entre pares de genes como medida de su cercanía en la ontología, ya sea
a escala funcional o fenotípica. Como normalmente cada gen está anotado en más de un tér-
mino, la similitud entre genes se traduce en medir la similitud entre dos conjuntos de términos
(Pesquita et al., 2007), o lo que es lo mismo, medir la similitud entre todos los posibles pares de
términos en que están anotados dichos genes (Figura 1.18).
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Figura 1.18: Similitud semántica de Resnik entre los genes A y B. (a) El gen A está anotado de forma directa en
3 términos y el gen B en 2 términos. (b) La similitud semántica entre los genes A y B se traduce en la similitud
semántica entre todos los pares de términos (línea discontinua), siguiendo alguna de las métricas que aparecen en
la Tabla 4.5. (c) Una vez calculadas las similitudes entre todos los pares, se combinan los valores usando la media,
el máximo o la suma de las similitudes semánticas entre pares de términos.
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Una vez calculada la similitud semántica entre todos los posibles pares de términos, es ne-
cesario combinar los resultados, para lo que se puede usar la media, la suma de los valores o la
selección del máximo (Figura 1.18c). La combinación usando la media o la suma de todos los
valores penaliza a aquellos genes que tienen múltiples funciones, ya que se va a enmascarar el
efecto de aquellos términos muy similares por los que no lo son (Dessimoz and Walker (2016),
Chapter 12). Es por ello que la selección del máximo suele ser la estrategia más adecuada.
A modo de ejemplo, al calcular la similitud entre genes que tienen conjuntos de anotacio-
nes muy heterogéneos en cuanto a especificidad, se obtendrán distintos pares de términos GO
donde algunos coincidirán y su similitud será alta, pero la mayoría de las combinaciones de
términos serán entre pares que en principio no presentan alta similitud, debido a que el gen
desempeña funciones muy distintas o manifiesta fenotipos muy diversos. Esto podría ocurrir
entre los genes A y B de la Figura 1.19, que tienen anotaciones idénticas pero a términos de
ramas muy distintas. Si se mide la similitud semántica de Resnik entre A y B (s(A,B)), se me-
diría la distancia entre dos pares de términos: «unidimensional cell growth»-«unidimensional
cell growth» (similitud 0.78); «astrocyte cell migration»-«unidimensional cell growth» (similitud
0); y «astrocyte cell migration»-«astrocyte cell migration» (similitud 0.6). Al calcular la media, se
obtendría: s(A,B)= 0,35.
Figura 1.19: Similitud semántica de Resnik entre dos genes con la misma anotación. Los genes A y B están ano-
tados en los mismos dos términos. La combinación de las similitudes semánticas entre cada par de términos si-
guiendo la estrategia de la suma y de la media penalizan el resultado final, mientras que el máximo parece ser la
estrategia más adecuada en estos casos.
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Cuando se usa el máximo para combinar los resultados de similitud entre términos, este fe-
nómeno desaparece: siguiendo con el ejemplo anterior, ahora la similitud sería 0.78 (s(A,B) =
0,78). Sí podría darse la situación en que dos genes con anotaciones muy dispares coincidan
solamente en un término cuyo IC sea máximo, y por tanto se obtenga un valor de similitud muy
alto. Esto puede verse como una ventaja si se tiene en cuenta que es probable que una pro-
teína interactúe con otra solamente por tener en común una función muy específica. También
cuando hay anotaciones erróneas la aproximación del máximo podría dar lugar a errores.
Por todo lo expuesto anteriormente, la selección de una métrica adecuada a los datos es
una etapa fundamental. En general, Resnik para los términos combinado con la estrategia del
máximo para los genes suele ser una de las mejores (Guo et al., 2006; Xu et al., 2008; Jain and
Bader, 2010; Mazandu and Mulder, 2014). Aún así, su elección no deja de ser subjetiva y a veces
arbitraria, por lo que una buena aproximación puede ser aplicar varias medidas para demostrar
que los datos no son sensibles a la selección de la misma (du Plessis et al., 2011).
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1.1.9. Limitaciones del uso de ontologías
Tal y como se han definido aquí las ontologías biológicas, se pueden considerar herramien-
tas muy útiles para especificar categorías y expresar axiomas, dadas las limitaciones que el len-
guaje natural tiene para describir de forma precisa y estandarizada cierta información (Boden-
reider and Stevens, 2006). Sin embargo, no deja de ser una forma de modelar la realidad par-
tiendo de nuestra percepción subjetiva de la biología (Glass and Girvan, 2015). Además, al estar
basadas en reglas lógicas, la representación de cierta información puede complicarse: es el caso
de los datos no categóricos –como la frecuencia de aparición de un fenotipo–, de la definición
difusa de términos –efecto de un fármaco en el tratamiento de una enfermedad– y de la defi-
nición de estados cambiantes en el tiempo mediante clases, como el caso en que dos genes se
asocian a un término sólo en un corto espacio temporal (du Plessis et al., 2011; Dessimoz and
Walker, 2016).
Aunque las medidas de similitud semántica son más informativas por tener en cuenta tanto
la topología del grafo como la distribución de las anotaciones, esto también puede acarrear una
serie de inconvenientes. Todas las dificultades que aquí se presentan han sido detectadas en
GO por ser la ontología más usada, pero puede hacerse extensible a otras (Dessimoz and Walker
(2016), Chapter 12).
Las limitaciones aparecen principalmente en dos aspectos distintos: por un lado, la forma
en que se anotan genes en la ontología y por otro, cómo esto afecta a las métricas de similitud
semántica.
Debido al interés variable que suscitan distintos campos de estudio biológicos, las anotacio-
nes no suelen estar uniformemente distribuidas. Esto se conoce como «corpus bias» (Mistry and
Pavlidis, 2008). El efecto es la distribución variable del contenido informativo en ciertas ramas,
dando lugar a términos con un valor alto de IC que a la vez son poco específicos por no estar en
ramas comúnmente estudiadas.
También es destacable el procedimiento por el que se anotan los genes en la ontología, ya
que es necesario aportar una evidencia que dé respaldo a dicha anotación (detalles en la sección
1.1.7.1). Esta evidencia es importante por ser relevante para el cálculo de similitudes; concreta-
mente, las anotaciones inferidas electrónicamente (IEA), al no estar curadas, suelen considerar-
se menos fiables. La forma más sólida en que se puede apoyar la anotación es la experimental.
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Dependiendo de la estrategia usada para la combinación de términos –selección del máximo,
media o suma–, y de la proporción de anotaciones IEA en los datos sobre los que se aplica, se
puede obtener un resultado más o menos preciso. Si un gen está anotado con más de una evi-
dencia a un término, a efectos del cálculo de la similitud semántica contabiliza como un único
vínculo entre el gen y el término, así que a veces estas evidencias inferidas electrónicamente
podrían ser solamente redundantes. En la mayoría de casos, incluirlas suele tener un efecto po-
sitivo o nulo sobre los resultados (Guzzi et al., 2012).
A la hora de anotar un gen, es posible que los datos de los que se disponga no vayan más allá
de una descripción muy general. Cuando esto sucede, lo habitual es anotarlo en términos muy
generales de la ontología, provocando así que dos genes que desempeñan funciones muy dis-
tintas terminen anotados en un mismo término genérico. Cuando se calcule la similitud entre
dichos genes, el solapamiento entre los términos en que se anotan será completo. Este hecho
también repercute en el resultado de la similitud semántica (Mistry and Pavlidis, 2008).
Dado que una ontología es una estandarización en crecimiento continuo, es habitual la de-
finición de nuevos términos –a veces poco justificado–, lo que provoca un crecimiento lineal
de ramas sin expansión horizontal, donde términos padres e hijos comparten anotaciones y
por tanto tienen el mismo IC. Una forma de controlar este tipo de crecimiento es declarando
obsoletos algunos términos y reemplazándolos por su antecesor (Mazandu and Mulder, 2012).
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1.1.10. Redes
El cálculo de similitudes –tanto fenotípicas como funcionales–, que se ha explicado en las
secciones 1.1.6 y 1.1.8, está orientado a la obtención de un valor asociado a un par de genes,
ya sea mediante el uso de una ontología o a través de sus perfiles fenotípicos. Esta similitud se
puede expresar en forma de matriz cuadrada, donde cada posición (X ,Y ) contiene el valor de
similitud entre el gen X y el gen Y .
Otra forma de expresar estas similitudes es mediante una red o grafo (Definición 24) donde
los nodos son los genes y el valor de similitud representa el peso de las aristas.
Definición 24. Grafo: representación de las relaciones de un conjunto de nodos o vértices (V),
donde la conexión entre nodos se indica con una arista (A). Matemáticamente, se expresa con
el par G = {V , A}.
Un grafo es dirigido si las aristas tienen dirección, como sucede en el caso de la ontología GO,
que es además acíclico (Definición 18). La ontología se compone de un conjunto de términos
conectados a través de las aristas que indican una relación semántica entre ellos.
Cuando un grafo consta de dos tipos de nodos donde las aristas solamente unen nodos de
tipos distintos, se le denomina grafo bipartito. Aunque esta disposición de los nodos contiene
información más precisa, lo más común es comprimir la red de forma que solamente perma-
nezcan nodos de un solo tipo. Para ello, se realiza la proyección de la red (Zhou et al., 2007)
en dos posibles direcciones, dependiendo del tipo de nodo que conforme la red final. La pro-
yección supone transformar la red para que contenga un único tipo de nodo (Figura 1.20). La
forma habitual de obtener la proyección consiste en conectar los nodos de la red resultante
cuando contienen al menos un nodo vecino –perteneciente al otro grupo– en común.
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Figura 1.20: Ejemplo de proyección de una red bipartita. (a) La red bipartita está formada por nodos de tipo X e
Y . Las dos posibles proyecciones constan de nodos de tipo X en (b) y de tipo Y en (c). El peso de las aristas viene
dado por el número de vecinos comunes en Y y X , respectivamente. Figura extraída de (Zhou et al., 2007).
Un ejemplo de grafo lo forman las proteínas que interaccionan físicamente, donde éstas son
los nodos y las aristas presentan valores binarios indicando si el par conectado interactúa o no.
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1.1.10.1. Redes de interacción de proteínas
Las interacciones entre proteínas son críticas en todos los procesos celulares. La función de-
rivada de la interacción depende del correcto ensamblaje de las proteínas para convertirse en
complejos funcionales, como es el caso de las maquinarias de traducción, transcripción, seña-
lización celular (Westermarck et al., 2013), etc.
En este contexto surge el «interactoma» como el conjunto de interacciones físicas entre mo-
léculas de una célula, también llamadas PPI («Protein-Protein Interactions», Definición 25).
Definición 25. Interacción proteína-proteína (PPI, «Protein-Protein Interaction»): contac-
to físico entre dos proteínas como resultado de un evento bioquímico que puede dar lugar a
un nuevo complejo o a una interacción puntual para actividades de transporte o modifica-
ción entre ellas (fosforilación, glicosilación, metilación, etc.).
Entre los métodos más populares para la obtención de estas interacciones se encuentran
Y2H («Yeast two-Hybrid») y AP/MS («Affinity Purification/Mass Spectrometry»).
La técnica Y2H –descrita por primera vez en 1989 (Fields and Song, 1989)– permite la de-
tección de proteínas interactuantes en células vivas de levadura (Brückner et al., 2009). El me-
canismo se basa en la activación de un factor de transcripción que inicialmente se encuentra
separado en dos partes, cada una unida a una de las dos proteínas que se estudian. Si éstas in-
teractúan, ambos fragmentos del factor de transcripción se fusionan y se inicia la transcripción
de un gen marcador que notifica que la interacción ha tenido lugar.
En el caso de AP/MS (Dunham et al., 2012), se caracterizan complejos multiproteína. Pa-
ra ello se purifica el complejo, previamente identificado con una etiqueta de afinidad. Poste-
riormente, se digiere el complejo con una proteasa y se identifican sus componentes mediante
espectrometría de masas.
Ambas técnicas captan interacciones complementarias por ser de distinta naturaleza (Yu
et al., 2008): Y2H detecta las interacciones binarias directas entre pares de proteínas mientras
que AP/MS identifica miembros de complejos estables. En general, la mayoría de las interaccio-
nes publicadas se han detectado usando Y2H, por ser AP/MS una técnica con mayor coste. Uno
de los inconvenientes de estas técnicas es que las proteínas interactúan en levadura o «in vitro»
1.1. ESTADODEL ARTE 59
por su estructura y configuración molecular. Sin embargo, al estar las proteínas fuera de su con-
texto biológico, aunque la técnica indique que se ha producido una interacción, ésta puede no
tener sentido biológico en la especie de origen, debido a que dichas proteínas no coinciden en
el tiempo –por expresarse en distintos estadios o procesos– o en el espacio –por ejemplo si se
expresan en distintos tejidos–. Esto genera falsos positivos, o lo que es lo mismo, pares de proteí-
nas anotadas como interactuantes pero que realmente no lo son en el organismo que se estudia.
La elección de una u otra técnica dependerá de la pregunta científica que se quiera responder.
A veces ambas se combinan para dar fiabilidad y una visión más completa de las interacciones.
Además del problema de los falsos positivos derivados de las condiciones experimentales
en que se determina la interacción, los resultados negativos –proteínas que no interaccionan–
no suelen publicarse. La existencia tanto de falsos positivos como de falsos negativos hace que
a menudo los datos de interacción no se consideren completamente verosímiles, aunque es-
to puede paliarse combinando datos positivos que aparezcan en distintas fuentes simultánea-
mente (Mazandu and Mulder, 2014) y seleccionando conjuntos negativos fiables (Trabuco et al.,
2012; Blohm et al., 2014). Se pueden considerar las interacciones como una representación de
las relaciones funcionales entre genes: si dos proteínas interactúan físicamente es posible que
los genes que las codifican compartan función por estar involucrados en un mismo proceso
(Sharan et al., 2007).
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1.1.11. Visualización y clasificación de datos
Hasta ahora se han tratado aquí los perfiles fenotípicos como descriptores de los fenómenos
que se manifiestan tras el silenciamiento de un gen. Matemáticamente, cada uno de esos perfi-
les es un vector que puede ser visualizado como un punto en un espacio n-dimensional, siendo
n el número de fenotipos total del ensayo. Sin embargo, dado que el número de dimensiones
suele ser alto, la visualización de dichos puntos se hace compleja. Es por ello necesario reducir
las dimensiones de los parámetros extraídos.
1.1.11.1. Reducción de dimensiones
La asunción general en el reconocimiento de patrones es que dos perfiles próximos en el
espacio fenotípico deben también parecerse al observarlos en el mundo real. Así, si partimos
de un punto –que representa un perfil– en el espacio fenotípico, las posiciones cercanas deben
representar perfiles muy similares. Es decir, se asume que los puntos no están aleatoriamente
distribuidos por el espacio fenotípico, sino que forman patrones o nubes de puntos que se ase-
mejan entre ellos. Sin embargo, la dispersión de los puntos en un espacio multidimensional es
alta y además aumenta exponencialmente con el número de dimensiones. Este fenómeno es
conocido como la maldición de la dimensionalidad («curse of dimensionality») (Bishop, 2007).
Pero este no es el único motivo por el que reducir las dimensiones de los perfiles es impres-
cindible. Por ejemplo, los humanos tenemos una gran capacidad visual para la detección de
patrones, por lo que la observación directa de los puntos en el espacio puede revelar nuevas
agrupaciones. Al reducirse el número de dimensiones, se facilita la visualización por ser más
compacta y menos redundante.
El objetivo es, por tanto, eliminar dimensiones de los datos sin que se pierda demasiada
información del conjunto de datos original. Una forma de alcanzarlo consiste en reducir el nú-
mero de dimensiones hasta mantener únicamente las más representativas, mediante un proce-
so conocido como selección de variables. Al descartar las variables correlacionadas, se elimina
información superflua o redundante, y las relaciones entre las características que permanecen
son variables independientes u ortogonales.
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Otra opción puede ser calcular un pequeño número de nuevas características que sean una
combinación –lineal o no– de las originales. Se distinguen, en este caso, dos tipos de aproxima-
ciones: por un lado, los métodos no lineales, como el escalado multidimensional (MDS, «Mul-
tiDimensional Scaling», Definición 26) y los lineales, que conservan el sistema de coordenadas
ortogonal, como el análisis de componentes principales (PCA, «Principal Component Analysis»,
Definición 27) (Jolliffe, 2002).
Definición 26. Escalado multidimensional (MDS, «MultiDimensional Scaling»): método de
visualización del grado de similitud de un conjunto de elementos entre los que se ha calcu-
lado la distancia. El objetivo es construir una equivalencia con un conjunto de dimensiones
más reducidas de forma que las distancias originales se conserven lo máximo posible.
El escalado multidimensional o MDS coloca cada punto en un espacio multidimensional
de forma que las distancias se conserven lo máximo posible con respecto a la distribución de
puntos original. Este grado de correspondencia entre las distancias –la previa y la calculada tras
la transformación– se conoce como estrés de Kruskal, cuyo valor ha de ser lo menor posible para
que la representación sea fiel a la distribución de partida.
Definición 27. Análisis de componentes principales (PCA, «Principal Component Analy-
sis»): método estadístico para la transformación lineal (rotación) de un conjunto de puntos a
un nuevo espacio de características no correlacionadas entre sí.
En la aproximación lineal, el análisis de componentes principales transforma las variables
para obtener un espacio con menor dimensionalidad. Las dimensiones resultantes se suelen or-
denar por la proporción de varianza explicada en los datos, aunque hay muchos otros criterios
(Jolliffe, 2002). Aquellas variables que mejor capturan la variabilidad de los datos pasan al nuevo
espacio de características que, una vez transformado, será un conjunto de variables ortogonal
y sin correlación. La utilidad de analizar las componentes principales no está centrada única-
mente en la visualización de datos, sino que también se aplica en la etapa de preprocesamiento
para su clasificación.
En el caso de los perfiles fenotípicos, al tratarse de vectores binarios, es decir, formados por
cadenas de ceros y unos, es más apropiado usar el PCA logístico, que interpreta los datos como
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probabilidades de Bernoulli. Esta variante reduce el número de dimensiones sin depender del
número de vectores al que se aplique, resolviendo más eficientemente el problema mediante
una multiplicación matricial (Landgraf et al., 1999).
Figura 1.21: Ejemplo de reducción de una matriz gen-fenotipo usando PCA. La matriz original (izquierda) repre-
senta la asociación entre genes y fenotipos. Al aplicar la reducción de la matriz mediante PCA, las nuevas columnas
se transforman en combinaciones lineales de los fenotipos originales y los perfiles fenotípicos de los genes se ex-
presan en ese nuevo espacio.
Una vez reducida la matriz original usando PCA (Figura 1.21), los perfiles fenotípicos que se
obtienen no son enteros –ni binarios–, pues representan a los vectores originales en un nuevo
espacio donde las variables ahora son combinaciones lineales de los fenotipos de partida. Esto
repercute a la hora de calcular similitudes entre los genes en el nuevo espacio: los genes ya no
están anotados en términos –sea función o fenotipo– sino en combinaciones lineales de los
mismos. Esto dificulta el cálculo de la similitud semántica. En el caso de las métricas aplicadas
sobre vectores este problema no se da, a menos que la métrica requiera de vectores de entrada
binarios.
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1.1.11.2. Algoritmos de agrupamiento
El objetivo de aplicar las métricas descritas en la sección sobre medidas de similitud vecto-
rial (sección 1.1.6) es determinar la similitud entre perfiles. De esta forma, se pueden agrupar
los genes en función de su similitud fenotípica. Para ello se usan los algoritmos de clasificación.
De forma análoga a los métodos de visualización, en los algoritmos de aprendizaje automá-
tico (Definición 1) también se distinguen dos aproximaciones: lineales y no lineales. Cuando la
aproximación es lineal, se asume que las características van a poder distinguirse en un sistema
de coordenadas ortogonal. Sin embargo, cuando la relación entre las variables es más compleja,
se aplican los métodos no lineales. Este es el caso más habitual para los datos biológicos, pues
dada su complejidad intrínseca, los métodos lineales no suelen ajustarse bien. No obstante, ge-
nerar modelos para la descripción de fenotipos es una tarea empírica y no siempre se sabe con
anterioridad qué técnica puede funcionar mejor.
Figura 1.22: Ejemplo de agrupamiento jerárquico. En este ejemplo se agrupan distintos elementos (A-I) donde se
distinguen dos ramas claramente. Los elementos A y B están muy cercanos (se puede comprobar que la distancia
es 0 en la escala inferior); mientras que A y F presentan una distancia cercana a 0.5.
Aunque se dispone de un amplio rango de algoritmos de clasificación aplicable a perfiles, la
mayoría de estudios usan el clustering o agrupamiento jerárquico (Greenacre and Primicerio,
2013), un método de aprendizaje no supervisado (Definición 28) en el que los perfiles se agru-
pan en una jerarquía que se visualiza en un dendrograma (Figura 1.22). Este método consiste
en asignar a cada muestra un grupo o clúster al inicio, para luego ir mezclando los clústeres
más cercanos hasta que todas las muestras están en un único grupo que abarca el conjunto
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completo de datos. La proximidad entre dos perfiles se mide por la longitud de la rama a la que
pertenecen. El algoritmo en sí mismo no define cuales serían los clústeres sino que muestra un
dendrograma y es la persona que estudia el fenómeno quien selecciona el punto de corte en el
árbol que dará el número de clústeres más adecuado para sus propósitos.
Definición 28. Agrupamiento no supervisado: método usado en aprendizaje automático pa-
ra determinar cómo se organizan los datos sin tener en cuenta un conjunto de entrenamiento
previo (para el que se conocería la salida esperada).
Cuando se conoce de forma anticipada el número de grupos que se quiere hacer, el algorit-
mo más extensamente aplicado es «K-medias» o «K-means». Este algoritmo se inicia fijando
unos centroides aleatoriamente en el espacio donde se distribuyen los datos. La idea es en-
contrar grupos cercanos a esos centroides, para lo que se va corrigiendo la posición de dichos
centroides a lo largo de un número dado de iteraciones. Esta aproximación es útil, pero los da-
tos no siempre son clasificables en cuanto a la posición que ocupan en el espacio, sino que se
hace necesario proyectar ese espacio en otro de dimensiones mayores donde sí sean separa-
bles los puntos. Es esto lo que resuelve el agrupamiento espectral o «spectral clustering» (von
Luxburg, 2007), que tiene la capacidad de detectar patrones que otros algoritmos no detectan
(Figura 1.23), además de calcularse de manera eficiente mediante álgebra matricial.
Figura 1.23: Comparación de «K-means» y «spectral clustering». Para una misma distribución de puntos en el
espacio en forma de espiral, el algoritmo K-means (a) crea dos grupos en función de sus centroides, mientras que
«spectral clustering» (b) separa las dos espirales.
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Un punto controvertido en los algoritmos de agrupamiento es la decisión del número de
clústeres. En el caso del agrupamiento jerárquico la decisión es del usuario tras la observación
del dendrograma. En el algoritmo de las K-medias hay que fijar al inicio el número de centroides,
por lo que termina siendo una decisión arbitraria. En este sentido, el agrupamiento espectral
proporciona una orientación más fiable calculando los autovalores de la matriz laplaciana, que
permite extraer propiedades topológicas del grafo. Hay distintas variantes para calcular esta
matriz: laplaciana simple, normalizada, generalizada, etc. (Newman, 2010) aunque todas hacen
uso de la matriz de grado que contiene el número de nodos con el que un nodo se relaciona en
la red.
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1.1.12. Validación de hipótesis con resultados experimentales
Como se ha visto hasta ahora, los resultados derivados de los experimentos de silenciamien-
to génico mediante técnicas de RNAi suelen derivar en un extenso listado de genes, lo que com-
plica la interpretación, generación de hipótesis y validación de la misma en un contexto bioló-
gico (Figura 1.24).
Figura 1.24: Proceso de validación de una hipótesis. La interpretación de los datos genera hipótesis falsables que
han de ser validadas. Si la validación falla, hay que replantear algunas de las etapas anteriores.
Cuando ya se han recolectado los datos, se interpreta su significado para generar una hipó-
tesis falsable. Lo habitual es agrupar los genes para observar las particularidades por grupos,
esto es, ver cómo de similares son entre sí (secciones 1.1.6 y 1.1.8) y qué los distingue del grupo
general (esto se conoce como estudios de enriquecimiento). Además de los algoritmos de agru-
pamiento sugeridos en la sección 1.1.11.2, se pueden considerar también los términos de GO
como agrupaciones. Por ejemplo, un conjunto de genes que comparta proceso biológico, fun-
ción molecular o compartimento celular puede considerarse como una agrupación de acuerdo
a un criterio. Esto permite estudiar el enriquecimiento de ciertas funciones.
Una primera exploración de los datos ayuda al planteamiento de la hipótesis de partida o
hipótesis nula. Generalmente, la hipótesis nula es que las agrupaciones propuestas tras la in-
terpretación de los datos no son correctas. Es decir, lo que refleja una métrica o la organización
que sugiere un algoritmo de agrupamiento, no tiene significado biológico.
Para la validación de la hipótesis planteada es necesario, en primer lugar, crear un conjunto
positivo y otro negativo. La hipótesis será validada si en el experimento hay más elementos en
el conjunto positivo que en el negativo. Este conjunto positivo puede ser una red de interacción
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de proteínas (PPI, Definición 25), una función que mida la similitud entre secuencias, una cate-
goría definida por una vía metabólica en KEGG (Ogata et al., 1999), DIP (Salwinski et al., 2004),
PANTHER (Mi et al., 2017), etc.
También es necesario definir el conjunto negativo. En el caso de la interacción de proteínas
se ha creado recientemente el «negatome» (Blohm et al., 2014), donde se definen pares que se ha
comprobado que no son interaccionantes. Si no se usa esta categorización, lo habitual es selec-
cionar aleatoriamente un subconjunto N veces –del mismo tamaño que el conjunto positivo–
del grupo de pares de proteínas restantes al quitar el positivo. Se asume que la probabilidad de
encontrar un falso negativo en ese conjunto es muy baja.
Una vez definidos los conjuntos positivo y negativo, ya se puede evaluar la capacidad de dis-
criminación de cada medida de similitud. Es decir, la capacidad de una métrica de separar las
distribuciones de casos positivos de los negativos. En el caso de las PPIs, se suele evaluar la espe-
cificidad y sensibilidad de la métrica mediante una curva ROC («Receiving Operating Characte-
ristic», Definición 29). Como valor numérico que estima la bondad de la predicción, basándose
en la curva ROC, se suele calcular el área bajo la curva (AUC, «Area Under the Curve», Definición
30). Este método es muy común para evaluar las métricas de similitud semántica usando como
conjunto positivo las PPIs (KEGG en Guo et al. (2006) y Jain and Bader (2010); DIP en Xu et al.
(2008)).
Definición 29. Curva ROC («ReceivingOperatingCharacteristic»): La curva ROC permite es-
timar la calidad de la predicción comparando dos parámetros: razón de verdaderos positivos
(o sensibilidad) y razón de verdaderos negativos (1 - especificidad). Se usa para comparar la
predicción con respecto a los conjuntos positivo y negativo.
Definición 30. AUC («AreaUnder the Curve»): Medida numérica de la calidad de una predic-
ción basada en el área resultante tras el cálculo de la curva ROC, donde un área de 1 represen-
ta el predictor perfecto y 0.5 un rendimiento no superior a lo que se podría haber obtenido
por azar.
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Otro método que permite evaluar la capacidad discriminatoria de las medidas de similitud
es el test estadístico de Mantel (Mantel, 1967). Este procedimiento se basa en la comparación
matricial, por lo que tanto el conjunto positivo –interacciones físicas entre proteínas– como la
medida de similitud a evaluar deben expresarse como matrices. De esta forma podría medirse
cómo de acertada es dicha métrica para reflejar la interacción entre proteínas y por tanto, su
similitud funcional.
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1.2. Estructura
Esta tesis está estructurada del siguiente modo: en el Capítulo 2 se describe brevemente el
problema; en el Capítulo 3 se enumeran los objetivos; el Capítulo 4 detalla la metodología se-
guida para el cumplimiento de los objetivos planteados. A lo largo del Capítulo 5 se describen y
discuten los resultados obtenidos, que terminan resumidos en el Capítulo 6, junto con las impli-
caciones que pueda tener para su desarrollo futuro. Finalmente, en el Capítulo 7 se enumeran
las conclusiones finales.


Every explanation is after all an hypothesis.
Ludwig Wittgenstein (1889 – 1951)
2
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En el ámbito de la Biología Molecular, uno de los métodos tradicionales que se aplica pa-
ra asignar funciones a los genes se basa en la inhibición o silenciamiento de los mismos para
observar su fenotipo y de ahí, inferir su función. Un principio generalmente aceptado es que
la inhibición de genes implicados en un mismo proceso biológico debería mostrar fenotipos
parecidos. Este principio se ha extrapolado al análisis sistemático de datos obtenidos por las
nuevas técnicas de silenciamento de alto rendimiento, aunque la asociación entre los fenotipos
obtenidos y las funciones del gen inhibido no siempre es clara.
Gracias a la ya mencionada «Microscopía de Sistemas», se ha empezado a describir de mane-
ra sistemática el espacio fenotípico. Estos experimentos masivos caracterizan al gen mediante
un «perfil fenotípico» (sección 1.1.4), esto es, una medida multiparamétrica que indica la apa-
rición de un conjunto de fenotipos ante el silenciamiento de un determinado gen. Esta des-
cripción en forma de perfil fenotípico puede parecer en principio más completa por recoger
distintas medidas, pero la asociación con la función biológica resulta poco evidente en la ma-
yoría de los casos. Por ello, asociar sistemáticamente una función biológica a un gen en base a
su perfil fenotípico es un problema aún no resuelto. La principal consecuencia que se deriva de
esto es que la anotación funcional en base al fenotipo suele hacerse de forma manual, con la
inversión de tiempo que ello conlleva y el riesgo en cuanto a la propensión a introducir errores
y sesgos propios de la persona que anota en cada caso (ver la sección 1.1.3.3).
Además de la problemática derivada de la anotación manual, evaluar la similitud entre dos
fenotipos tampoco resulta trivial, particularmente al integrar datos de distintos experimentos.
La dificultad reside en encontrar tanto la métrica adecuada como un valor umbral de similitud
entre fenotipos que permita inferir que éstos comparten una misma función. Por ejemplo, se
pueden comparar fácilmente las secuencias de dos genes o proteínas a través de algoritmos de
alineamiento, pero no ocurre lo mismo en el caso de la comparación de vectores con paráme-
tros fenotípicos o funcionales. Es por ello que a día de hoy, los experimentos de silenciamiento
de alto rendimiento a partir de técnicas de siRNA no suelen ser usados para anotar genes en
términos de Gene Ontology.
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Un ensayo experimental es el método más fiable para asignar una función a un gen. Sin em-
bargo, en la era de la secuenciación de alto rendimiento existen serias dificultades para llevar
a cabo experimentos que determinen la función de cada uno de los productos de genes. Por
tanto, para ganar profundidad en el conocimiento de la actividad de estas moléculas y guiar
adecuadamente los experimentos, debemos desarrollar algoritmos y métodos computaciona-
les que nos permitan anotar funcionalmente de forma precisa a partir de los datos fenotípicos
generados por las aproximaciones experimentales de alto rendimiento. Hay multitud de ensa-
yos experimentales que se centran en la predicción funcional de genes cuyos estudios sostienen
que los genes que se predicen que están relacionados funcionalmente, también presentan fe-
notipos similares (Lee et al., 2008; Qi et al., 2008; Hu et al., 2009; Rojas et al., 2012; Hériché et al.,
2014).
Partiendo de la abundancia y heterogeneidad de los experimentos, la automatización de los
análisis se hace fundamental: los fenotipos que son similares se asocian a procesos celulares
también similares. Si este proceso se automatiza, entonces el número de anotaciones funciona-
les procedentes de experimentos puede aumentar, contribuyendo a la mejora del conocimiento
biológico y clínico.
Como ya se ha indicado en la Introducción de esta Tesis Doctoral, la organización de la in-
formación es un punto importante para la automatización del proceso. Se han hecho algunos
intentos para organizar los fenotipos observados a nivel celular. Entre estas aproximaciones es-
tán CPO (Cellular Phenotype Ontology, Hoehndorf et al. (2012)) y CMPO (Cellular Microscopy
Phenotype Ontology, Jupp et al. (2016)), que organizan los fenotipos de forma consistente. El
hecho de que existan estas descripciones fenotípicas basadas en una estructura y no como tex-
to plano, hace posible la evaluación de la similitud entre fenotipos de forma automática.
Para poder llevar a cabo la conversión de anotación de un perfil fenotípico a anotación fun-
cional, necesitamos entender cómo están relacionados genéticamente los fenotipos y las fun-
ciones. La mayoría de experimentos genera un listado de genes involucrados en un mismo pro-
ceso biológico atendiendo a anotaciones en GO. Esto parece indicar que la similitud fenotípica
ha de presentar correlación con la similitud funcional.
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2.1. Hipótesis
Por todo lo anteriormente expuesto, la hipótesis principal de esta Tesis Doctoral es que los
fenotipos que los genes manifiestan pueden describirse mediante un perfil descriptivo de la
función o funciones que dichos genes desempeñan y que esto es posible a través del estudio de
la relación entre las anotaciones fenotípicas y funcionales de estos genes.

A goal without a plan is just a wish.
Antoine de Saint-Exupéry (1900 – 1944)
3
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76 CAPÍTULO 3. OBJETIVOS
Haciendo uso de las estructuras ontológicas así como de las herramientas informáticas para
la interpretación de datos biológicos, en esta Tesis Doctoral se establecen los siguientes objeti-
vos para verificar la hipótesis planteada:
➊ Comparación de distintas medidas de similitud fenotípica y selección de la más adecua-
da para representar la relación funcional entre pares de genes descritos a través de sus
perfiles fenotípicos.
➋ Estudio de la relación entre las similitudes funcional y fenotípica de pares de genes entre
distintos dominios ontológicos para observar cómo las anotaciones fenotípicas pueden
derivarse de las anotaciones funcionales y viceversa.
➌ Exploración de una organización alternativa de las estructuras ontológicas que relacione
de forma biunívoca los espacios fenotípico y funcional.

When you can measure what you are speaking about, and express it in numbers, you
know something about it.
Lord Kelvin (1824 – 1907)
4
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En este capítulo se detalla la metodología seguida durante el desarrollo de esta Tesis Docto-
ral así como los recursos utilizados. Toda esta información se encuentra tanto en bases de datos
biológicas como en conjuntos de datos experimentales.
4.1. Anotaciones funcionales y fenotípicas
En este trabajo se han usado principalmente dos ontologías formales con sus respectivas
anotaciones: Gene Ontology (GO) (Ashburner et al. (2000)) y Cellular Microscopy Phenotype On-
tology (CMPO)1 (Jupp et al., 2016). Se ha seleccionado la rama de procesos celulares, cuyo tér-
mino raíz es «cellular process» (GO:0009987). La selección de este término viene dada por ser la
que mejor se ajusta a los fenotipos –centrados en procesos celulares– estudiados en los experi-
mentos de silenciamiento génico.
La jerarquía de términos GO se extrajo del fichero OBO (véase la Sección 1.1.7) con versión
del 26/09/2015. Las anotaciones se descargaron de la página web de GO2 con fecha de vali-
dación del 16/09/2015. En total, 17232 genes humanos están anotados en 11641 términos GO
distintos y el número de relaciones gen-término GO asciende a 230877. Tras eliminar las ano-
taciones inferidas electrónicamente (IEA), se obtuvieron 139243 relaciones entre 12550 genes y
9200 términos GO distintos.
En cuanto a CMPO, las anotaciones se extrajeron de la base de datos «Cellular Phenotype
Database»3 (Kirsanova et al. (2015)). En total, se obtuvieron 13866 relaciones entre 8109 genes y
36 fenotipos.
La ventaja que aporta contar con la ontología frente a un vocabulario no estructurado de
fenotipos es que formaliza las relaciones jerárquicas entre los fenotipos (más detalles en la sec-
ción 1.1.7).
1http://www.ebi.ac.uk/cmpo
2http://geneontology.org/page/download-annotations
3http://www.ebi.ac.uk/fg/sym
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4.2. Fuentes experimentales de asociación entre fenotipos y ge-
nes
Los fenotipos observados como consecuencia de la pérdida de función de genes se han ob-
tenido de distintas fuentes experimentales. Es importante destacar que todos los experimentos
han sido llevados a cabo en células humanas, aunque en distintas líneas celulares (véase la Tabla
4.1 para más detalles).
Se han usado en este trabajo dos tipos de experimentos: por un lado, aquellos realizados
sobre el genoma completo; y por otro, aquellos en los que previamente se ha preseleccionado
un conjunto de genes a silenciar.
Entre las fuentes de datos experimentales sobre el genoma completo se encuentran: Cell-
Morph (Fuchs et al., 2010), que se centra en la detección de los cambios morfológicos que pro-
vocan en las células la inhibición de cada uno de los genes que conforman el genoma humano;
MitoCheck (Neumann et al., 2010), que estudia los genes que pueden estar involucrados en pro-
cesos relacionados con la mitosis y con el movimiento celular; y EMBL secretion (Simpson et al.,
2012), que analiza el transporte desde el retículo endoplasmático hasta la membrana para la se-
creción de la proteína de carga ts045G. De la base de datos GenomeRNAi (Schmidt et al., 2013) se
han utilizado los datos correspondientes a dos experimentos que también se han llevado a cabo
sobre el genoma completo. Estos experimentos son: GR00053 (Paulsen et al., 2009) y GR00290
(Balestra et al., 2013), que analizan el daño del DNA en células HeLa y la regulación de la forma-
ción del centriolo, respectivamente.
Por otro lado, se han usado datos de dos experimentos en los que se silencian subconjuntos
de genes específicos para el estudio de la respuesta celular ante radiación ionizante (Copen-
hagen DNA damage Ubiquitin, Moudry et al. (2012)) y la condensación cromosómica (EMBL
chromosome condensation, Hériché et al. (2014)).
En total, agrupando todos los datos de los distintos experimentos se obtiene un conjunto de
36 fenotipos únicos no solapantes que aparecen descritos textualmente en la tercera columna
de la Tabla 4.1.
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Experimento Descripción Fenotipos IDs en CMPO
CellMorph
(Fuchs et al.,
2010)
Análisis tras la inhibición mediante RNAi
del genoma completo que examina los
cambios morfológicos de células HeLa in-
dividuales dentro de poblaciones.
decreased cell number
cell with projections
elongated cell
more lamellipodia cells
increased number of actin filament
round cell
increased cell size
decreased cell size
bright nuclei
metaphase arrested
increased cell size in population
CMPO:0000052
CMPO:0000071
CMPO:0000077
CMPO:0000083
CMPO:0000105
CMPO:0000118
CMPO:0000128
CMPO:0000129
CMPO:0000154
CMPO:0000305
CMPO:0000340
MitoCheck
(Neumann
et al., 2010)
Análisis tras la inhibición mediante RNAi
del genoma completo de la segregación
cromosómica en células HeLa. También se
estudian genes involucrados en otros pro-
cesos como el movimiento celular.
cell death
increased nucleus size
graped micronucleus
abnormal nucleus shape
mitosis delayed
binuclear cell
absence of mitotic chromosome decondensation
increased cell movement speed
increased cell movement distance
proliferating cells
metaphase delayed
abnormal chromosome segregation
prometaphase delayed
increased variability of nuclear shape in population
mitotic metaphase plate congression
CMPO:0000030
CMPO:0000140
CMPO:0000156
CMPO:0000157
CMPO:0000202
CMPO:0000213
CMPO:0000216
CMPO:0000236
CMPO:0000237
CMPO:0000241
CMPO:0000307
CMPO:0000326
CMPO:0000344
CMPO:0000345
CMPO:0000348
EMBL secre-
tion
(Simpson
et al., 2012)
Análisis tras la inhibición mediante RNAi
del genoma completo para la interferencia
con el transporte RE-membrana plasmáti-
ca para la secreción de la proteína de carga
ts045G en células HeLa.
increased rate of protein secretion
mild decrease in rate of protein secretion
strong decrease in rate of protein secretion
decreased rate of intracellular protein transport
CMPO:0000246
CMPO:0000318
CMPO:0000319
CMPO:0000346
GR00053
(Paulsen
et al., 2009)
Análisis tras la inhibición mediante RNAi
del genoma completo para genes involu-
crados en la respuesta al daño del DNA en
células HeLa.
increased number of site of double-strand break CMPO:0000182
GR00290
(Balestra
et al., 2013)
Análisis tras la inhibición mediante RNAi
del genoma completo de genes regulado-
res de la formación del centriolo en células
HeLa.
increased centriole replication
decreased centriole replication
CMPO:0000361
CMPO:0000362
Copenhagen
DNA damage
Ubiquitin
(Moudry
et al., 2012)
Análisis tras la inhibición mediante RNAi
de más de 1300 genes involucrados en el
sistema de la ubiquitina-proteosoma o que
codifican proteínas con dedos de zinc bus-
cando moduladores de respuestas celula-
res a la radiación ionizante en células HeLa
y U2OS.
decreased number of site of double-strand break CMPO:0000181
EMBL
chromosome
condensation
(Hériché
et al., 2014)
Análisis tras la inhibición mediante RNAi
de 100 genes seleccionados usando méto-
dos bioinformáticos para analizar los cam-
bios en la duración de la profase mitótica
en células HeLa.
increased duration of mitotic prophase
decreased duration of mitotic prophase
CMPO:0000328
CMPO:0000329
TABLA 4.1: Conjunto de 36 fenotipos obtenidos de los experimentos de siRNA. En la primera columna se
encuentra el nombre y la cita del estudio experimental, en la segunda una pequeña descripción del mis-
mo, en la tercera los fenotipos que se identifican en cada estudio y en la última columna, el identificador
en la ontología CMPO de cada uno de los fenotipos.
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Las funciones celulares que abarcan estos estudios son muy diversas, aunque cada uno pone
el foco en un tipo de fenómeno. En líneas generales, el conjunto incluye: proliferación celular,
muerte celular, mitosis, secreción de proteínas, daño en el DNA y formación del centriolo. Sin
embargo, a veces en los experimentos también se anotan fenotipos que no están directamente
relacionados con la función biológica en estudio, como es el caso de MitoCheck, por lo que
pueden aparecer fenotipos que no sean clasificables estrictamente dentro de estas categorías.
Una representación gráfica de la frecuencia de aparición de todos los fenotipos obtenidos puede
verse en la Figura 4.1.
Figura 4.1: Nube de palabras representando la frecuencia de los fenotipos. Representación de los 36 fenotipos con
tamaños proporcionales a la cantidad de genes que tienen anotados.
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Entre todos los experimentos suman un total de 4198 genes asociados a fenotipos –repre-
sentados mediante sus identificadores Entrez–, donde la mayoría de ellos se ha silenciado en
más de un experimento. En la Figura 4.2, se puede observar una representación visual de la
frecuencia de dichos genes en cuanto al número de fenotipos que presentan.
Figura 4.2: Nube de palabras representando la frecuencia de asociación de los genes a los fenotipos. El tamaño
del identificador en formato gene symbol del gen indica la frecuencia de dicho gen en las asociaciones gen-fenotipo.
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4.2.1. Matriz integrada de genes y fenotipos
Las relaciones entre los genes y los fenotipos de diferentes ensayos se han integrado en una
matriz binaria formada por todos los perfiles, donde el valor 1 representa la presencia del fe-
notipo y el valor 0, la ausencia del mismo. Un ejemplo de la representación de la matriz puede
encontrarse en la Tabla 4.2.
IDENTIFICADOR
Entrez (gene symbol)
decreased
cell number
(CMPO:0000052)
cell with
projections
(CMPO:0000071)
. . . mitotic metaphase
plate congression
(CMPO:0000348)
57147 (SCYL3) 1 0 . . . 0
2268 (FGR) 1 0 . . . 1
22875 (ENPP4) 0 1 . . . 0
. . . . . . . . . . . . . . .
5439 (POLR2J) 1 0 . . . 1
TABLA 4.2: Matriz binaria para las asociaciones gen-fenotipo. La presencia o ausencia de un fenotipo
(columna) tras la inhibición de un gen (fila) se representa con los valores 1 y 0, respectivamente.
En general, el número de fenotipos en que se anota un gen es bajo, lo que hace la matriz
dispersa, o lo que es lo mismo, una matriz con un alto porcentaje de ceros (más información
sobre las características de la matriz resultante en la Tabla 4.3).
Descripción Cantidad
Número de genes 4198
Número medio de genes por fenotipo 209.28
Máximo número de genes por fenotipo 1469
Mínimo número de genes por fenotipo 3
Número de fenotipos 36
Número medio de fenotipos por gen 1.8
Máximo número de fenotipos por gen 15
Mínimo número de fenotipos por gen 1
Número de perfiles fenotípicos distintos 616
Porcentaje de perfiles que comparten más de un fenotipo 99.95
TABLA 4.3: Estadísticas sobre la matriz binaria gen-fenotipo. Descripción de algunos parámetros sobre
la matriz que contiene los perfiles fenotípicos de los genes.
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Dado que hay experimentos que no incluyen el genoma completo en su estudio, hay genes
para los que el valor 0 no representa la ausencia del fenotipo, sino que al no haber sido seleccio-
nado el gen como diana para su silenciamiento en un experimento dado, no es posible obtener
un resultado fenotípico asociado. Estos genes que no han sido silenciados y por tanto se des-
conoce su fenotipo, podrían introducir un sesgo en el estudio. Para caracterizar los efectos que
esos datos ausentes pueden tener en los resultados, una aproximación consiste en reemplazar
una proporción aleatoria de unos por ceros en la matriz. De esta forma, se puede observar si los
resultados son robustos ante valores incrementales de dispersión (en este caso, 5%, 10%, 20%
y 30%).
Como el objetivo es explorar el modo en que las anotaciones fenotípicas están relacionadas
con los términos de la rama «cellular process» de GO, aquí se usan las anotaciones fenotípicas
tal y como se han descrito en cada uno de los artículos. Es importante destacar que ninguno de
estos experimentos se ha empleado previamente para anotar genes en GO, como puede com-
probarse por el hecho de que ninguno de los artículos citados aparece como fuente de infor-
mación en GO, a pesar de haber estado los datos disponibles durante varios años. Por tanto, se
puede considerar que las anotaciones de la ontología GO son independientes del conjunto de
genes integrados en la matriz.
4.2.2. Reducción de dimensiones de la matriz integrada de genes y fenotipos
Para la reducción de dimensiones (sección 1.1.11.1) se aplicó la función logisticPCA() del
paquete logisticPCA, extrayendo las 10 principales componentes de la matriz. En este nuevo
espacio se calcularon las similitudes Euclídea, correlación y coseno.
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4.3. Medidas de similitud fenotípica
Las medidas de similitud usadas en este estudio se pueden clasificar en vectoriales –véase
en la Sección 1.1.6– aplicadas sobre los perfiles fenotípicos (Tabla 4.4) y en aquellas que hacen
uso de una estructura ontológica para calcular la similitud (Tabla 4.5), explicadas en la sección
1.1.8.
Nombre Fórmula
Similitud Euclídea s2(g1, g2)= 11+ (xg 1−xg 2)(xg 1−xg 2)′
Similitud correlación s(g1, g2)=
(xg 1−xg 1)(xg 2−xg 2)′√
(xg 1−xg 1)(xg 1−xg 1)′
√
(xg 2−xg 2)(xg 2−xg 2)′
donde xg 1 = 1n
∑
p∈P x
p
g 1 y xg 2 = 1n
∑
p∈P x
p
g 2
Similitud de cosenos s(g1, g2)=
xg 1x
′
g 2√
x′g 1xg 1
√
x′g 2xg 2
Similitud de Hamming s(g1, g2)=
x
p
g 1 = x
p
g 2
n
Similitud de Jaccard s(g1, g2)= 1−
x
p
g 1 ̸= x
p
g 2
(x
p
g 1 ̸= 0)∨ (x
p
g 2 ̸= 0)
Similitud de Cohen’s kappa s(g1, g2)= p0−pc1−pc donde:
- p0 es la proporción de términos comunes en los perfiles de g1 y g2, y
- pc es la proporción de términos comunes en los perfiles de g1 y g2 esperadas por azar.
Similitud TF-IDF s(g1, g2)=ma´xp∈P {xpg 1x
p
g 2I DF (p)} donde I DF (p)= log
nG
1+ ∑
g∈G
x
p
g
TABLA 4.4: Medidas de similitud entre perfiles fenotípicos. G es el conjunto de nG genes y P es el conjun-
to de nP fenotipos. xg denota el perfil fenotípico del gen g con x
p
g = 1 si g muestra el fenotipo p, xpg = 0
en otro caso.
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Las métricas Euclídea y correlación se calcularon usando el paquete stats de R. Para el co-
seno se usó lsa (Wild, 2015) y para Jaccard, el paquete prabclus (Hennig and Hausdorf, 2015).
También se implementaron en R el resto de métricas: Hamming, Cohen’s kappa y TF-IDF (Ro-
bertson, 2004). Con la intención de aprovechar la estructura ontológica de los fenotipos, tam-
bién se calcularon las métricas de similitud semántica de la Tabla 4.5 usando el paquete dnet
(Fang and Gough, 2014), en R.
Nombre Fórmula
Similitud semántica de Resnik
(Resnik, 1995)
s(t1, t2)= IC (tM IC A )
donde:
- el ancestro común más informativo (MICA) es tM IC A = ar g maxt∈S(t1 ,t2)IC (t ),
- el contenido informativo (IC) de un término t es IC (t )=−log (p(t )),
- la probabilidad de un término t es p(t )= anot aci ones(t )anot aci onesTot ales , y
- A(t1, t2) es el conjunto de ancestros comunes de t1 y t2.
Similitud semántica de Jiang
(Jiang and Conrath, 1997)
s(t1, t2)= 1+2 · IC (tM IC A )− (IC (t1)+ IC (t2))
Similitud semántica de Lin
(Lin, 1998)
s(t1, t2)= 2 · IC (tM IC A )IC (t1)+ IC (t2)
Similitud semántica de Schlicker
(Schlicker et al., 2006)
s(t1, t2)= 2 · IC (tM IC A )IC (t1)+ IC (t2) · (1−p(tM IC A ))
Similitud semántica de Pesquita
(Pesquita et al., 2007)
s(t1, t2)=
∑
t∈A(t1 ,t2)
IC (t )∑
t∈P (t1 ,t2)
IC (t )
donde:
- P (t1, t2) es el conjunto de ancestros comunes de t1 ó t2.
TABLA 4.5: Medidas de similitud semántica en ontologías. Todas las métricas de la tabla se basan en el
contenido informativo de los términos que se deriva de las anotaciones.
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4.4. Comparación entre medidas de similitud fenotípica
Para evaluar las potenciales relaciones de dependencia entre las distintas medidas de simi-
litud fenotípica se calcularon las similitudes entre pares de genes para cada métrica. Con estos
valores, se calculó el grado de relación o similitud entre las métricas de acuerdo al coeficiente de
correlación de Pearson (PCC ). Una vez obtenidas las similitudes entre métricas, éstas se organi-
zaron mediante un agrupamiento o clustering jerárquico (Sección 1.1.11.2) usando el método
average-linkage de la función hclust de R. Puesto que PCC es una medida de similitud, en el
dendrograma se usó (1−PCC ) como medida de distancia.
4.4.1. Capacidad de las métricas de similitud fenotípica para distinguir en-
tre pares interactuantes y no interactuantes
Además de estudiar cómo las métricas se relacionan entre ellas, también se ordenaron por
la capacidad de detectar la relación funcional entre los genes. Para ello, se usaron redes de in-
teracción de proteínas como una representación de las relaciones funcionales entre genes.
En primer lugar, se ordenaron las medidas de similitud según el área bajo la curva ROC
(AUC). En este contexto, la AUC se puede interpretar como la capacidad de cada métrica para
distinguir los pares interactuantes (verdaderos positivos) de los no interactuantes (verdaderos
negativos).
Como conjunto positivo en la evaluación se utilizaron las interacciones físicas de Intact
(Orchard et al., 2014), MIPS (Pagel et al., 2005), DIP (Salwinski et al., 2004) y BIOGRID (Stark et al.,
2006). De todas las fuentes, se filtraron sólo aquellos pares identificados por al menos dos mé-
todos experimentales distintos o bien por ser interacciones curadas en Reactome (Milacic et al.
(2012), Fabregat et al. (2016)), resultando en total 27689 relaciones entre genes.
Como interacciones negativas, se usó el conjunto curado de interacciones en el MIPS Nega-
tome (Blohm et al., 2014) y Trabuco et al (Trabuco et al., 2012), que conforman un conjunto de
895790 relaciones negativas (probablemente no existentes) entre pares de genes. Para calcular
el AUC se usó el paquete pROC de R (Robin et al., 2011).
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4.4.2. Test de Mantel
Una segunda alternativa es la comparación de matrices usando el test estadístico de Man-
tel (Mantel, 1967). En este caso, la comparación entre una matriz de una métrica de similitud
fenotípica y la matriz de iRef index se calculó con la función mantel del paquete vegan.
4.4.3. Capacidad de las métricas de similitud fenotípica para detectar inter-
acción física entre genes
Otra forma posible de comparar el rendimiento de las distintas métricas consiste en cal-
cular, para cada una de ellas, el número de genes cuyo par más similar fenotípicamente es
además un par interactuante en una red de interacción extraída de iRef index (versión 14.0,
07/04/2015) (Razick et al., 2008). La red de interacciones consta de 22921 genes conectados a
través de 220926 relaciones. En esta aproximación, el método consiste en identificar, para cada
métrica y gen, el vecino más cercano (seleccionando al azar un par en caso de empate). Sólo en
el caso de que los dos genes, además de ser cercanos fenotípicamente, sean interactuantes en
iRef index, se considerará para la puntuación de cada métrica. De esta forma, se esperaría que
el conjunto de pares con similitudes fenotípicas más altas estuviese enriquecido en pares que
interaccionan físicamente.
Para evaluar la significancia estadística de dicha puntuación, se calculó la probabilidad de
tener el mismo o mejor valor que una selección aleatoria calculada a partir de la distribución
hipergeométrica. La función de R usada para este cálculo es phyper().
Partiendo de los 4198 genes asociados a fenotipos utilizados en este estudio, habría un total
de 4198∗(4198−1)2 = 8809503 interacciones no direccionales posibles, de las cuales 29649 aparecen
como pares interactuantes en iRef index. Para una métrica de similitud dada, se seleccionaron
las 4198 interacciones con mayor similitud fenotípica (una por gen).
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Por tanto, la probabilidad, p, de presentar un número de aciertos mayor a x seleccionando
aleatoriamente las interacciones viene dada por:
H0 (Hipótesis nula): No hay asociación positiva entre la ocurrencia de interacciones en la
métrica y las interacciones en iRef index.
X = variable aleatoria que describe el número de elementos interactuantes entre los 4198
genes.
k = 4198 genes.
m = 8809503 interacciones posibles dado un conjunto de 4198 genes.
i = 29649 pares interactuantes en iRef index.
ni =m− i = 8809503−29649= 8779854 pares no interactuantes en iRef index.
p(X ≤ x|H0)=
(i
x
)( ni
k−x
)(i+ni
k
) (4.1)
En R:
p = 1−phy per (x−1,29649,8809503−29649,4198) (4.2)
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4.5. Agrupamiento guiado por las anotaciones de los genes en
las ontologías GO y CMPO
Siguiendo la aproximación abordada por Glass y Girvan (Glass and Girvan, 2015), se cons-
truyó un grafo bipartito (Sección 1.1.10) con las funciones en GO y los fenotipos en CMPO co-
nectados a través de los genes anotados en ambos dominios (Figura 4.3a). Proyectando el grafo
bipartito GO-CMPO se obtienen dos posibles redes: un grafo formado únicamente por funcio-
nes de GO (Figura 4.3b) y otro formado por fenotipos de CMPO (Figura 4.3c), donde el enlace
entre dos términos existe sólo en el caso en que compartan al menos un gen. El peso de la arista
viene dado por el número de genes que comparten los dos términos (Figura 4.3b y c).
Figura 4.3: Proyección del grafo bipartito GO-CMPO. (a) Representación de la rama «cellular process» de GO con
distintos términos funcionales (naranja) y sus respectivas anotaciones (círculos en gris). Análogamente para la on-
tología CMPO, los fenotipos (amarillo) tienen anotaciones (gris). (b) Red unipartita resultante de la proyección del
grafo donde las funciones de GO están conectadas si comparten al menos un gen. La anchura del trazo representa
el número de genes compartidos. (c) Red unipartita resultante de la proyección del grafo donde los fenotipos se
conectan en función del número de genes compartidos, representados por la anchura de la arista.
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Los términos que ocupan posiciones más altas en la ontología heredan las anotaciones de
sus sucesores, por lo que dichos términos van a tener un grado de conexión muy alto. Para com-
pensar el sesgo, se normalizaron los pesos por la unión de los genes anotados en ambos tér-
minos. Después, se agruparon los términos de ambos grafos mediante agrupamiento espectral
(Sección 1.1.11.2). De esta forma, se obtuvieron módulos funcionales –términos GO– y fenotí-
picos –términos CMPO– agrupados por los genes que comparten.
Como está indicado en Glass y Girvan (Glass and Girvan, 2015), el número de clústeres resul-
tante del agrupamiento elegido depende de los distintos niveles de especificidad. Una orienta-
ción del número de agrupaciones estimado se extrae del cálculo de los autovalores de la matriz
laplaciana de la red. Siguiendo dicha orientación, en este trabajo se fijó el número de clústeres
en 140 para el caso de GO y 13 para CMPO. En la selección del número de clústeres en GO, se
tuvo en cuenta que el mayor número de agrupaciones tuviera fenotipos vinculados. Para ello,
se agruparon primero los nodos de la red en 100 clústeres y luego se seleccionaron los dos de
mayor tamaño, a los que se les repitió el proceso para obtener 33 y 9 clústeres, respectivamen-
te. En el caso de CMPO, el número de clústeres de términos CMPO se eligió para producir una
distribución de tamaños razonable que minimizara el número de agrupaciones con un único
término. Al incrementar este valor, aumentó también el número de clústeres conteniendo sólo
un término.
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4.6. Ajuste del p-valor por contrastes múltiples
Los p-valores se han ajustado usando la función p.adjust() de R con el método de Ben-
jamini y Hochberg. Esta función devuelve los p-valores ajustados por dicho método, los cua-
les son posteriormente comparados con la proporción de falsos positivos (False Discovery Rate,
FDR) elegida. Este método es el más habitual para contrastes múltiples, siendo menos estricto
que la correción de Bonferroni pero proporcionando un buen equilibrio entre descubrimiento
de verdaderos positivos y limitación de falsos positivos.
4.7. Escalado multidimensional
El escalado multidimensional de los perfiles se calculó con la función cmdscale() de la dis-
tribución básica de R.

There are two possible outcomes: if the result confirms the hypothe-
sis, then you’ve made a measurement. If the result is contrary to the
hypothesis, then you’ve made a discovery.
Enrico Fermi (1901 – 1954)
5
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En este capítulo se mostrarán los resultados obtenidos al analizar las relaciones entre las
anotaciones funcionales en la ontología GO y aquellas anotaciones fenotípicas en CMPO de un
conjunto de genes silenciados mediante experimentos de RNAi.
5.1. Estudio de la densidad de anotaciones gen-fenotipo
La matriz que contiene las anotaciones de los genes a los fenotipos –extraídas de los experi-
mentos detallados en la Tabla 4.1– está formada por 4198 genes y 36 fenotipos. Una representa-
ción visual de dicha matriz se encuentra en la Figura 5.1.
Figura 5.1: Mapa de calor de la matriz gen-fenotipo. Cada fila del mapa de calor representa un gen y cada columna
un fenotipo. Las columnas están ordenadas según la correlación entre los fenotipos, como indica el dendrograma
de la parte superior. Al ser la matriz binaria, sólo aparecen dos valores en la leyenda (fenotipo/no fenotipo).
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Dadas las dimensiones de la matriz (4198∗36), ésta podría albergar un total de 151128 po-
sibles anotaciones. Sin embargo, sólo 7533 anotaciones gen-fenotipo aparecen en los experi-
mentos (menos del 5%), lo que indica una baja densidad de anotaciones en la matriz, un efecto
también apreciable en la predominancia del color amarillo de la figura 5.1.
Analizando la distribución del número de anotaciones de fenotipos por gen (Figura 5.2), se
observa un rango de entre 1 y 15, aunque la media es de 1.8 (más datos en la Tabla 4.3). De los
4198 genes, más de la mitad (2540) presentan un único fenotipo.
Figura 5.2: Distribución del número de fenotipos por gen. Representación de la frecuencia (eje Y) del número de
fenotipos por gen (eje X). De los 4198 genes, más de la mitad (2540) están anotados en un solo fenotipo.
Este histograma nos muestra una matriz de perfiles fenotípicas muy poco densa donde al-
rededor de un 80% de los genes están anotados a uno o dos fenotipos.
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5.2. Estudio de la distribución de las anotaciones de genes en
GO
La selección de genes de la matriz se ha efectuado a partir de los experimentos detallados en
la Tabla 4.1, poniendo atención en que éstos cubran un rango amplio de procesos celulares. De
esos genes, sólo se han seleccionado los 4198 genes que tienen anotación tanto en GO como en
CMPO, es decir, para este estudio únicamente se han incluido los que tienen evidencia funcional
y fenotípica (Figura 5.3).
Figura 5.3: Proceso de selección de genes. En la rama «cellular process» de GO hay 14080 genes anotados y en
CMPO 8109 genes. De todos ellos, 4198 comparten anotación tanto en GO como en CMPO.
Ahora bien, como se detalló en la sección 1.1.9, las anotaciones de los genes en GO pueden
estar sesgadas, o lo que es lo mismo, los genes que presenta fenotipos podrían estar anotados en
términos muy poco específicos de la ontología o bien estar presentes únicamente en términos
muy específicos de una rama concreta. Esto podría deberse, por ejemplo, a genes que tradicio-
nalmente son más estudiados por ser relevantes en el desarrollo de alguna enfermedad o en una
función biológica.
En la rama «cellular process» de GO hay un total 14080 genes anotados, de los cuales 4198
también están anotados en CMPO (Figura 5.3). Por ello, para asegurar que los genes silenciados
que muestran fenotipos no conforman un conjunto sesgado de anotaciones en GO, se compa-
raron dos distribuciones del contenido informativo (IC, véase la sección 1.1.8).
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Por un lado, se calculó la distribución del IC de todos los términos bajo la rama «cellular pro-
cess» con los 14080 genes anotados (Figura 5.4, curva azul). Con esta distribución se manifiesta
la forma en que todos los genes anotados en la rama «cellular process» de GO se distribuyen
en cuanto a la especificidad de sus términos. Y por otro, se calculó la distribución del IC de los
términos funcionales bajo «cellular process» en los que los 4198 genes con anotación fenotípica
se anotan (Figura 5.4, curva violeta). Así se evalúa la especificidad de los términos en que está
anotado el conjunto de genes que se está analizando.
Figura 5.4: Distribución del contenido informativo (IC) de los términos GO con genes anotados en fenotipos
(morado) frente a todos los términos bajo «cellular process» (azul). Las curvas representan la proporción de ge-
nes anotados en términos de «cellular process» (todas las anotaciones, en azul) frente al subconjunto de esos genes
que presentan fenotipos (morado). Los valores incrementales del IC medio representan mayores valores de espe-
cificidad.
La comparación de ambas distribuciones permite conocer la especificidad de los términos
en los que los genes están anotados, tanto en el conjunto de términos en estudio, como el total
de genes anotados en la rama «cellular process» de GO.
98 CAPÍTULO 5. RESULTADOS Y DISCUSIÓN
Se observa en la Figura 5.4 que ambas distribuciones son muy similares, pero aquella que
representa todos los genes anotados en «cellular process» (azul), presenta una densidad mayor
para ciertos valores de IC bajos (IC⩽ 2.5, marcado con una flecha en la Figura 5.4). Una posible
causa de este fenómeno es el problema que se mencionó en la sección 1.1.9 sobre aquellos genes
de los que no se tiene un conocimiento claro de su función y que terminan siendo anotados en
términos muy poco específicos de la ontología. En el conjunto de genes de este estudio aparece
también ese sesgo, aunque de forma menos acentuada, como se observa en la flecha de la Figura
5.4.
De todo ello se concluye que los 4198 genes seleccionados están anotados en la ontología si-
guiendo una distribución similar a la que siguen las anotaciones de GO y además con un menor
sesgo en cuanto a genes anotados en términos funcionalmente muy generales (estos últimos
correspondientes a la flecha de la Figura 5.4).
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5.3. Estudio de dependencia entre las métricas de similitud fe-
notípica
Normalmente, la similitud entre perfiles se mide aplicando métricas basadas en vectores
(descritas en la sección 1.1.6) como la correlación (Laufer et al., 2013; Bakal et al., 2007) o el co-
seno (Loo et al., 2007; Wang et al., 2012). Al ser vectores binarios, también se aplican métricas
de similitud especializadas en caracteres binarios. Por ejemplo, el algoritmo PhenoBlast recu-
pera perfiles similares a una consulta dada, esto es, el número de coincidencias en la cadena
binaria (Gunsalus et al., 2004). PhenoBlast tiene en cuenta que hay algunos fenotipos que po-
drían ser más informativos que otros, pero también considera la probabilidad de observar una
combinación dada de fenotipos por azar. Combinando X e Y se obtiene la similitud de Cohen’s
kappa.
El hecho de que algunos fenotipos sean más informativos que otros puede formalizarse
usando similitudes basadas en el contenido informativo, ya explicadas en las secciones de mé-
tricas vectoriales (1.1.6) y ontológicas (1.1.8). En este contexto, el contenido informativo se re-
fiere a la especificidad de un fenotipo dentro de un contexto de anotaciones. El criterio habitual
para determinar que un fenotipo es específico es que se observe con poca frecuencia. Por ejem-
plo, la muerte celular, al ser un fenotipo muy observado (muy frecuente), se considera menos
específico que «mitotic delay», este último observado en un menor número de casos (fenotipo
menos frecuente).
Entre las métricas vectoriales que consideran la especificidad de los fenotipos se encuentra
TF-IDF (Figura 1.10), que se basa en la teoría de la información. En ella, se asigna un peso a cada
uno de los fenotipos que indica su frecuencia de ocurrencia en los datos (Groth et al., 2008). En
el mismo sentido, la reciente publicación de la ontología CMPO ha permitido aplicar también
métricas de similitud semántica (detalladas en la sección 1.1.8).
Tanto las métricas que se aplican sobre vectores, como aquellas que consideran la especifici-
dad de los fenotipos, se han aplicado sobre la matriz original de genes y fenotipos. Sin embargo,
cuando se trabaja en un espacio con un alto número de dimensiones, a veces es beneficioso
calcular las similitudes basadas en vectores en un espacio de dimensiones más reducidas (más
detalles en la sección 1.1.11.1). Como en este caso los perfiles fenotípicos son vectores que cons-
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tan de 36 componentes o fenotipos distintos, es conveniente aplicar un método de reducción a
esas 36 dimensiones. Al tratarse de vectores binarios, el más adecuado es PCA logístico (como se
explicó en las secciones 1.1.11.1 y 4.2.2). Ya en el nuevo espacio reducido, se pueden calcular de
nuevo algunas –no todas, como se justificó en la sección 1.1.11.1– de las métricas de similitud.
Una forma de representar los perfiles fenotípicos proyectados en un espacio bidimensional
es el escalado multidimensional (MDS) (véase la sección 4.7). En la Figura 5.5, se puede ver la
distribución de los genes en un espacio bidimensional de acuerdo a la distancia proporcionada
por Resnik en CMPO. No se observan comunidades claras pero sí ciertos grupos que comparten
fenotipos.
Figura 5.5: Escalado multidimensional de genes para Resnik en CMPO. Cada punto representa un gen y los colores
indican fenotipos distintos, cuyos códigos CMPO aparecen en la leyenda. La distribución de los genes con perfiles
multidimensionales en un espacio bidimensional pone de manifiesto algunos grupos (marcados con elipses) que
comparten fenotipo.
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Dados los distintos métodos con los que se puede medir la similitud fenotípica, la pregunta
que surgió en este punto es si esas métricas serían ortogonales o co-dependientes entre sí. Para
responderla, se calculó el coeficiente de correlación (PCC) entre las similitudes fenotípicas ob-
tenidas –para todos los pares de genes– en las distintas métricas y se representó mediante un
agrupamiento jerárquico (Figura 5.6).
Figura 5.6: Agrupamiento jerárquico de similitudes fenotípicas. Dendrograma de métricas de similitud fenotípica
en base a la distancia medida mediante la correlación de Pearson. En verde, las métricas que se basan en la teoría
de la información; en amarillo las vectoriales; y en naranja aquellas aplicadas tras la reducción de dimensiones de
la matriz.
El dendrograma resultante (Figura 5.6) muestra que las medidas de similitud se separan en
dos grupos principalmente: por un lado aquellas que se basan en la similitud semántica (Pes-
quita, Jiang, Lin, Schlicker y Resnik) y por otro, las métricas basadas en los vectores fenotípicos
(coseno, Euclídea, correlación, Jaccard y Hamming), con Cohen’s kappa ocupando una posición
intermedia, lo que confirma la idea de que estos grupos de métricas miden la similitud fenotí-
pica de manera muy distinta.
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5.4. Estudio comparativo de las métricas de similitud fenotípi-
ca
Hasta el momento se ha tenido en cuenta la información fenotípica, pero no la funcional.
En esta sección se comparan e identifican las métricas que mejor correlacionan la similitud
fenotípica y funcional entre genes.
Una forma habitual de comprobarlo consiste en considerar las interacciones entre proteínas
como casos positivos de la relación funcional entre genes. Esto se traduce en que si dos proteí-
nas interactúan, se puede considerar que los genes correspondientes participan en la misma
función (Sharan et al., 2007). Es decir, para una métrica relevante, se espera que los genes simi-
lares fenotípicamente estén enriquecidos en interacciones entre proteínas.
Para comprobarlo se usaron tres aproximaciones. Por un lado, se comprobó la capacidad
que tiene cada métrica de distinguir entre pares interactuantes y no interactuantes calculando
el área bajo la curva ROC (AUC) (explicada en la sección 1.1.12). En una segunda aproximación,
para cada similitud y gen se identificaron los vecinos más cercanos –los genes más similares
fenotípicamente– y se comprobó si esos dos genes eran a su vez pares interactuantes. Final-
mente, con el test estadístico de Mantel (secciones 1.1.12 y 4.4.2) se evaluó la correlación entre
la matriz de interacciones entre proteínas y cada una de las matrices de similitud fenotípica.
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5.4.1. Primera aproximación: Capacidad de cada métrica de distinguir entre
pares interactuantes y no interactuantes
Las métricas de similitud fenotípica dan una idea de la cercanía entre perfiles y por ello, faci-
litan la agrupación de genes en función de sus fenotipos. Analizar la capacidad discriminatoria
de dicha métrica significa estudiar la idoneidad a la hora de diferenciar genes que pertenecen
a un conjunto de evaluación positivo y otro negativo en base a un criterio. En ese sentido, las
redes de interacción de proteínas proporcionan el criterio para evaluar la métrica.
El significado del área bajo la curva ROC o AUC en este planteamiento es la probabilidad
de que la similitud fenotípica dé un valor más alto a un par interactuante que a uno no inter-
actuante. Es decir, los pares cercanos fenotípicamente se espera que sean pares interactuantes.
Una similitud que no tenga capacidad de discriminar entre ambos conjuntos tendrá un AUC
de 0.5 (correspondería a una distinción aleatoria de positivos y negativos); mientras que valores
superiores indican una capacidad de discriminación que será más alta progresivamente.
En este contexto, es necesario definir un conjunto positivo y otro negativo. Como positi-
vo, se usaron interacciones físicas proteína-proteína con alto grado de confianza. Para ello, se
tomaron las interacciones físicas de cuatro fuentes distintas (véase la Sección 4.4.1) –Intact
(Orchard et al., 2014), MIPS (Pagel et al., 2005), DIP (Salwinski et al., 2004) y BIOGRID (Stark et al.,
2006)– que se combinaron manteniendo sólo aquellos pares identificados por al menos dos de
esas fuentes o bien por ser interacciones curadas en Reactome (Milacic et al., 2012; Fabregat
et al., 2016). Como conjunto negativo se usó un grupo de interacciones negativas curadas des-
critas en el MIPS Negatome (Blohm et al., 2014) y Trabuco et al (Trabuco et al., 2012).
Con el objetivo de verificar la idoneidad de estos dos conjuntos –control positivo y negativo
de interacciones entre proteínas–, se calculó la similitud semántica de Resnik (SS) entre los pa-
res de genes del conjunto de estudio anotados en GO. Posteriormente, se estimó la curva ROC
basada en la métrica de SS y se calculó su correspondiente AUC. Con esta prueba, se evaluó la
capacidad de Resnik para distinguir el grupo positivo –proteínas interaccionantes– y el negativo
–proteínas no interaccionantes–, dando así una orientación del grado de correspondencia entre
la similitud funcional y las interacciones físicas (Figura 5.7).
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Figura 5.7: Curva ROC para evaluar la similitud semántica en GO. El área bajo la curva (AUC) es 0.913, lo que
indica la buena capacidad de predicción de las interacciones entre proteínas a partir de la similitud semántica en
GO.
El área bajo la curva es 0.913, lo que indica que la similitud semántica en GO tiene buena
capacidad discriminatoria entre las interacciones de proteínas, o lo que es lo mismo, puede
predecir con cierto grado de fiabilidad las interacciones físicas entre proteínas.
Una vez comprobada la estrecha relación funcional en GO de los genes codificantes de pro-
teínas interaccionantes, se aplicó este mismo proceso de validación a las métricas de similitud
fenotípica entre genes. De esta forma, se evalúa la capacidad discriminatoria entre positivos
y negativos de cada una de las métricas que se comparan en esta sección. En la Tabla 5.1, se
encuentran todas las similitudes fenotípicas ordenadas por su área bajo la curva (AUC).
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De acuerdo con este criterio, las mejores similitudes son Resnik, Schlicker y Lin, siendo el
resto de métricas menos adecuadas para reflejar el comportamiento funcional (Tabla 5.1).
Un factor que afecta a que las métricas sobre ontologías obtengan mejor resultado es el he-
cho de que en distintos experimentos existan diferencias en la descripción de los fenotipos.
Por ejemplo, los términos «metaphase delayed» y «mitosis delayed» se tratan como fenómenos
independientes en las métricas vectoriales. Aunque la relación entre ambos fenotipos parece
evidente, cuando el cálculo se hace de forma vectorial, la similitud entre dos genes viene da-
da por los valores de esas dos características de forma separada. Sin embargo, cuando se usan
las medidas de similitud semántica en la ontología, este problema desaparece, pues se elimina
redundancia y se organizan jerárquicamente los términos.
SIMILITUD FENOTÍPICA AUC
Resnik en CMPO 0.56
Schlicker en CMPO 0.56
Lin en CMPO 0.55
Cohen’s kappa 0.54
Pesquita en CMPO 0.54
Jiang en CMPO 0.54
TF-IDF 0.53
Euclídea 0.53
correlación 0.52
Hamming 0.52
coseno 0.49
Jaccard 0.49
Euclídea (PCA logístico) 0.46
correlación (PCA logístico) 0.45
coseno (PCA logístico) 0.45
TABLA 5.1: Medidas de similitud fenotípica ordenadas por el área bajo la curva ROC (AUC). Un área
de 0.5 indica que la métrica no tiene capacidad para discriminar entre pares interactuantes y no inter-
actuantes. La capacidad de discriminar entre estos dos conjuntos aumenta conforme se incrementa el
AUC.
La reducción de dimensiones tras el PCA no mejoró la respuesta de las métricas entre vecto-
res (Tabla 5.1), lo que indica que las combinaciones lineales de fenotipos –causadas por la apli-
cación del PCA– no parecen plasmar de forma muy acertada los enlaces con la función de los
genes. Por todo ello, cuando se usan las métricas de similitud semántica, los perfiles fenotípicos
de genes interactuantes son en general más similares que para aquellos genes no interactuantes.
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5.4.2. Segunda aproximación: Capacidad de cada métrica para detectar in-
teracciones entre vecinos cercanos fenotípicamente
Se puede plantear la similitud fenotípica como los valores de los enlaces de una red de genes.
De esta forma, los nodos (genes) más cercanos presentarán una similitud fenotípica alta. Si para
cada gen, se identifica el vecino más cercano en dicha red, esto es, el gen más similar en cuanto
a los fenotipos que ambos presentan, se puede comprobar si esos dos genes son, a su vez, pares
interactuantes en una PPI (iRef index en este caso).
Para comparar las similitudes fenotípicas entre sí, se ordenaron por el número de interac-
ciones que recuperaban (Tabla 5.2).
SIMILITUD FENOTÍPICA INTERACCIONES EN PPI P-VALOR
Cohen’s kappa 27 0.0015
TF-IDF 25 0.0055
Resnik en CMPO 24 0.0102
correlación 22 0.0311
Hamming 21 0.0513
Euclídea 16 0.3433
Pesquita en CMPO 14 0.5494
coseno 13 0.6545
Jaccard 13 0.6545
Schlicker en CMPO 12 0.7512
Lin en CMPO 11 0.8332
Jiang en CMPO 11 0.8332
TABLA 5.2: Medidas de similitud fenotípica ordenadas por el número de proteínas interactuantes recu-
peradas. La primera columna representa el número total de vecinos más cercanos que además son pares
interactuantes, mientras que la segunda indica el p-valor (calculado usando la distribución hipergeomé-
trica) de que el número de observaciones interactuantes se deba al azar.
Con este método, Cohen’s kappa, TF-IDF y Resnik son las que obtienen mejor rendimiento.
Las métricas que calculan la probabilidad de ocurrencia de un fenotipo –como es el caso de
TF-IDF y Cohen’s kappa– aunque se basan en el cálculo entre vectores fenotípicos, son más
útiles que el resto de medidas de similitud vectorial. Esto podría atribuirse a la relación entre la
frecuencia de un fenotipo y su especificidad. Es decir, los fenotipos más específicos aparecerán
menos en los datos y viceversa. Por esta razón, guardan una cierta relación con las métricas de
similitud semántica en ontologías. Otras similitudes semánticas, junto con las vectoriales, no
obtuvieron mejores resultados que una selección aleatoria de interacciones entre proteínas.
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5.4.3. Tercera aproximación: Correlación entre las matriz de interacciones y
las matrices de similitud fenotípica
Con el objetivo de calcular la correlación entre las distintas similitudes fenotípicas y las in-
teracciones físicas entre proteínas, se aplicó el test estadístico de Mantel. Para ello, las inter-
acciones entre proteínas procedentes de la base de datos iRef index se expresaron en formato
matricial, donde la interacción se representó con el valor 1 y la ausencia de interacción con el
valor 0. De forma análoga, se construyó una matriz de relaciones fenotípicas entre genes con los
valores de similitud para cada métrica.
Posteriormente, aplicando el test estadístico de Mantel, se midió la correlación entre cada
matriz de similitud fenotípica y la matriz de interacciones entre proteínas (Tabla 5.3).
SIMILITUD FENOTÍPICA CORRELACIÓN P-VALOR
Resnik en CMPO 4,81e−03 0.005
TF-IDF 1,64e−03 0.103
Hamming 2,04e−04 0.498
Euclídea 1,59e−04 0.522
correlación −9,39e−05 0.533
coseno −5,58e−04 0.629
Jaccard −5,77e−04 0.643
TABLA 5.3: Medidas de similitud fenotípica ordenadas por la correlación con la matriz de interacciones.
La correlación mide el grado de correspondencia entre la métrica en cuestión y la matriz de interacciones
de iRef index.
En los resultados se observan valores muy bajos de correlación. Esto se debe a que la matriz
de interacciones es extremadamente dispersa. No obstante, la métrica con mejor resultado es la
similitud semántica de Resnik.
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5.4.4. Selección de la métrica más adecuada atendiendo a las distintas apro-
ximaciones
La primera aproximación de las tres aplicadas presenta un resultado débil, el número de in-
teracciones totales es bajo, al igual que manifiesta el bajo valor de correlación entre las matrices
de similitud fenotípica y la de interacciones entre proteínas. También en la aproximación de la
curva ROC se obtuvieron AUCs muy cercanas a la aleatoriedad (0.5). No obstante, el único ob-
jetivo de estas tres aproximaciones es ordenar las métricas según su cercanía con la similitud
funcional.
En general, parece que Resnik es la más consistente cuando se trata de asociar fenotipos si-
milares con proteínas interactuantes, pues aparece en los tres casos en las primeras posiciones.
El resto de similitudes semánticas pueden haberse visto influenciadas negativamente por
la dispersión de la ontología CMPO (Tabla 5.4), ya que tienen más en cuenta la topología que
Resnik. Como ya se indicó en la sección 1.1.8, Lin (Lin, 1998) y Jiang (Jiang and Conrath, 1997)
son particularmente sensibles a las variaciones en la ontología, no así Resnik (Resnik, 1995). Esto
significa que para un par de términos, Resnik calcula el IC del ancestro común más informativo
(MICA), sin considerar la distancia a la que dicho ancestro se encuentra del par de términos.
Sin embargo, Lin y Jiang sí tienen en cuenta esa distancia, por lo que estos dos métodos son
más sensibles a las variaciones de la ontología. Al ser CMPO una ontología pequeña y con pocos
niveles (Tabla 5.4), Resnik parece ser la medida comparativamente más robusta.
Descripción Valor
Número de términos 361
Número de relaciones entre términos 391
Número de anotaciones 13866
Número de genes distintos anotados 8109
Densidad del grafo (número de relaciones/posibles relaciones) 0.00422
Número de islas 1
Diámetro de la ontología 6
TABLA 5.4: Estadísticas sobre la ontología CMPO. La ontología CMPO tiene anotados fenotípicamente
genes procedentes de humano y ratón.
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5.5. Predicción de la relación funcional en GO a partir de la fe-
notípica en CMPO
Una vez decidida la métrica más adecuada para medir la similitud entre perfiles fenotípicos,
se exploró cómo las funciones de los genes se relacionan con los experimentos de una forma
más directa. Si los fenotipos predicen las funciones biológicas, se espera que los pares de genes
con fenotipos similares desempeñen funciones similares.
Como las funciones de los genes han sido estandarizadas usando GO, la similitud funcional
entre genes se calculó mediante la similitud semántica de Resnik entre términos GO usando
el máximo para comparar términos en los que los genes están anotados (sección 1.1.8). Este
método parece ser el más adecuado para calcular la similitud en GO (Guzzi et al., 2012).
Para evaluar la relación entre la similitud fenotípica y la similitud funcional de los pares
genes, se representó gráficamente Resnik en GO frente a Resnik en CMPO para todos los pares
de genes obtenidos en los experimentos de silenciamiento génico usando RNAi, excluyendo
aquellos genes sin anotación funcional en GO (Figura 5.8).
Figura 5.8: Distribucion de la similitud fenotípica en CMPO frente a la similitud funcional en GO para todos los
pares de genes. Cada caja representa los márgenes del cuartil superior e inferior, con la mediana representada por
la línea negra dentro de cada caja.
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La distribución de los valores de similitud funcional obtenida es la misma para todos los
niveles de similitud fenotípica, excepto para valores altos correspondientes al rango (6, 7.61],
donde aparece una leve tendencia hacia valores también altos de similitud funcional. Esto sig-
nifica que pares de genes muy similares fenotípicamente, lo son también funcionalmente. Sin
embargo, esta tendencia es leve y se esperaría una correlación más clara entre ambas variables.
Esta ausencia de correlación es consistente con los resultados mostrados previamente: hay
una alta correlación entre las redes de interacción de proteínas y GO, pero una baja correlación
entre las redes de interacción de proteínas y CMPO. Por tanto, entre GO y CMPO no se espera
un alto valor de correlación.
Por citar un caso concreto en que genes involucrados en un mismo proceso den lugar a fe-
notipos muy distintos, esto podría suceder con los genes que regulan positivamente o negativa-
mente a otro. En GO pertenecerían al mismo proceso celular, pero fenotípicamente el resultado
ha de ser muy distinto. Por ejemplo, los términos funcionales «positive regulation of stem cell
differentiation» y «negative regulation of stem cell differentiation» son dos términos hijos en GO
del término «regulation of stem cell differentiation». Si un gen está anotado en el término de
regulación positiva y otro en el término de regulación negativa, el término común a ellos es «re-
gulation of stem cell differentiation» que al ser muy específico, hará que la similitud semántica
entre los dos genes mencionados sea muy alta. Sin embargo, dado que sus efectos son con-
trarios, los vectores fenotípicos serán muy distintos entre ellos. Para paliar este sesgo, algunas
aproximaciones recientes apuntan a la incorporación de información adicional a la estructura
del grafo con una relación entre términos del tipo «opposite-of» (Sebastian et al., 2017).
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5.5.1. Del fenotipo a la función: Análisis de la tendencia observada
La leve tendencia que aparece para altos valores de similitud funcional podría deberse al
azar. Para comprobar si esto es así, se realizaron 1000 asignaciones aleatorias de los valores con
alta similitud en CMPO, esto es, aquellos con alta similitud fenotípica procedentes del rango
(6,7.61]. La media de la distribución original observada en la última caja de la Figura 5.8 está
en 2.98 (Figura 5.9, línea azul). Cuando se aleatorizan los valores asignados a cada par de genes
se obtiene la distribución de la Figura 5.9. La media tras la aleatorización se sitúa en 1.53 (línea
naranja). Esto indica que la tendencia observada en la Figura 5.8 no parece ser efecto del azar.
Figura 5.9: Distibución aleatoria de similitud semántica media entre genes para aquellos pares con similitud
semántica alta (>6). Aleatorizando los valores de similitud fenotípica entre pares se obtuvo una media de 1.53
(naranja), con la distribución que se muestra en gris oscuro. Sin embargo, la media del conjunto original es de 2.98
(azul).
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Sabiendo que la tendencia obtenida no se debe al azar, cabe preguntarse cuántos genes hay
en esta distribución. Para el rango (6,7.61] se obtienen 20 genes distintos, listados en la Tabla
5.5.
GEN NOMBRE DE LA PROTEÍNA FUNCIÓN
OR4D1 Olfactory receptor 4D1 Receptor olfatorio.
AKAP5 A-kinase anchor protein 5 Anclaje de la proteína PKA al citoesqueleto y/o proteínas asociadas a or-
ganelos.
MC5R Melanocortin receptor 5 Receptor de MSH y ACTH. La actividad de este receptor está mediada por
proteínas G que activan la adenilato ciclasa.
RNF8 E3 ubiquitin-protein ligase RNF8 Señalización del daño del DNA.
RNF168 E3 ubiquitin-protein ligase RNF168 Acumulación de proteínas de reparación del DNA.
NUP153 Nuclear pore complex protein Nup153 Componente del complejo de poros nucleares, necesario para el tráfico a
través de la membrana nuclear. Funciona como andamiaje para el trans-
porte nucleocitoplasmático normal de proteínas y mRNAs.
MDC1 Mediator of DNA damage checkpoint
protein 1
Detención del ciclo celular mediado por el punto de control en respuesta
al daño del DNA.
DNMT3B DNA (cytosine-5)-methyltransferase
3B
Metilación de novo de todo el genoma, esencial para el establecimiento
de patrones de metilación del ADN durante el desarrollo.
TOP2A DNA topoisomerase 2-alpha Control de los estados topológicos del DNA por rotura transitoria y poste-
rior unión de las cadenas de DNA. Esencial durante la mitosis y meiosis.
SMC1A Structural maintenance of chromoso-
mes protein 1A
Cohesión cromosómica durante el ciclo celular y en la reparación del
DNA.
SIAH1 E3 ubiquitin-protein ligase SIAH1 Mediación de la ubiquitinación y posterior degradación en el proteosoma
de las proteínas diana.
KAT6A Histone acetyltransferase KAT6A Acetilación de residuos de lisina en las histonas H3 y H4.
NAA10 N-alpha-acetyltransferase 10 Crecimiento y desarrollo vascular, hematopoyético y neuronal.
POLR3C DNA-directed RNA polymerase III
subunit RPC3
Catalizador de la transcripción del ADN en ARN.
NEK6 Serine/threonine-protein kinase Nek6 Progresión del ciclo celular mitótico: segregación cromosómica en tran-
sición metafase-anafase, formación de huso mitótico y citocinesis.
RUVBL2 RuvB-like 2 Regulación transcripcional, replicación del ADN y probablemente repa-
ración del ADN.
INTS1 Integrator complex subunit 1 Transcripción de pequeños RNAs nucleares.
H1FNT Testis-specific H1 histone Espermatogénesis normal y fertilidad masculina.
GINS1 DNA replication complex GINS pro-
tein PSF1
Inicio de la replicación del ADN y progresión de las horquillas de replica-
ción del ADN.
CDK1 Cyclin-dependent kinase 1 Control del ciclo celular eucariota modulando el ciclo del centrosoma, así
como el inicio mitótico.
TABLA 5.5: Grupo de 20 genes con alta similitud fenotípica y funcional. La información de estos genes
ha sido extraída de UniProtKB (www.uniprot.org).
Estos 20 genes listados parecen estar involucrados en funciones muy dispares sin un enri-
quecimiento claro en ningún término GO específico.
Por tanto, teniendo en cuenta que el conjunto global consta de 4198, la proporción de genes
con fenotipos muy específicos vinculados con funciones específicas es mínima. Se concluye de
aquí que la mayoría de los fenotipos no parece ser buen indicador de la función biológica.
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5.5.2. Del fenotipo a la función: Estudio de la robustez de la tendencia ob-
servada
Para comprobar si la dispersión de la matriz pudiera estar afectando a la señal obtenida,
se eliminaron gradualmente anotaciones de la matriz gen-fenotipo. De esta forma, si la señal
–aunque débil– se debiera al efecto de unos pocos genes, al ir eliminando anotaciones se obser-
varía que la señal desaparece.
Se aprecia, sin embargo, que el crecimiento para los valores altos de similitud fenotípica es
robusto, ya que se mantiene al eliminar el 5%, 10%, 20% y 30% de las anotaciones (panel de
Figuras 5.10).
(a) 5% de las anotaciones eliminadas de la matriz
original.
(b) 10% de las anotaciones eliminadas de la matriz
original.
(c) 20% de las anotaciones eliminadas de la matriz
original.
(d) 30% de las anotaciones eliminadas de la matriz
original.
Figura 5.10: Distribución de la similitud fenotípica en CMPO frente a la similitud funcional en GO filtrando ano-
taciones para todos los pares de genes. Se mantiene la tendencia creciente en las últimas distribuciones para
similitudes fenotípicas altas.
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5.5.3. Del fenotipo a la función: Evaluación de la influencia de las anotacio-
nes con evidencia electrónica
Como se comentó en la sección 1.1.7.1, las evidencias con las que pueden anotarse los genes
en la ontología son muy distintas. Un caso particular son las anotaciones inferidas electrónica-
mente (IEA), muchas de ellas usadas para identificar anotaciones efectuadas mediante similitud
de secuencia (Pesquita et al., 2008). Aunque esto podría producir circularidad en el estudio, al-
gunos autores (véase la Sección 1.1.9) consideran que en ciertos casos estas anotaciones pueden
introducir ruido, pero en general, su efecto suele ser positivo o nulo (Guzzi et al., 2012).
Para este caso concreto, la idea es evaluar si al incluir dichas anotaciones de GO la tendencia
mejora, hecho que podría darse ya que al incluir IEA algunas relaciones podrían verse reforza-
das por genes ortólogos. Sin embargo, los cambios apenas son perceptibles, como se observa al
comparar las Figuras 5.8 y 5.11. Por tanto, las evidencias IEA no afectan a los resultados obteni-
dos de un modo destacable.
Figura 5.11: Similitud fenotípica frente a la similitud funcional en GO incluyendo evidencias IEA. Se sigue apre-
ciando la tendencia creciente para el intervalo (6,7.61], pero no hay cambios destacables con respecto a lo obtenido
en la Figura 5.8.
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5.5.4. Del fenotipo a la función: Estudio de la influencia de los pares que no
interactúan físicamente
Dado que las interacciones entre proteínas se han tenido en cuenta como casos positivos
de relación funcional entre los genes, se podría pensar que si se mantienen solo aquellas si-
militudes fenotípicas que tienen verificada una interacción física, la tendencia puede hacerse
más pronunciada. Para ello, se eliminaron los pares que no interactúan físicamente en la red de
interacción de proteínas.
En la Figura 5.12 puede verse que esto no sucede, aunque en general sí aumentan levemente
los niveles de similitud semántica en GO. Se sigue apreciando la tendencia creciente y aumentan
los valores de similitud semántica en GO, pero la señal sigue siendo insuficiente para establecer
una correlación entre ambas métricas.
Figura 5.12: Distribución de la similitud fenotípica en CMPO frente a la similitud funcional en GO filtrando los
pares interactuantes en iRef index. La tendencia sigue siendo débil.
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5.5.5. Del fenotipo a la función: Resultados para las métricas de similitud
vectorial
Hasta este punto, las distribuciones mostradas han usado, por un lado, la similitud semánti-
ca en GO –por ser la más adecuada para medir la similitud funcional entre genes–; y por otro, la
similitud fenotípica aprovechando la estructura semántica que proporciona la ontología CMPO.
En la sección 1.1.6 se vieron otras métricas que calculan la similitud entre perfiles fenotípicos.
La comparativa entre la similitud funcional y fenotípica para estas otras métricas se encuentra
en la Figura 5.13.
(a) Similitud fenotípica TF-IDF frente a la similitud
funcional en GO.
(b) Similitud fenotípica usando el coseno frente a la
similitud funcional en GO.
(c) Similitud fenotípica mediante correlación frente
a la similitud funcional en GO.
(d) Similitud fenotípica Jaccard frente a la similitud
funcional en GO.
(e) Similitud fenotípica Hamming frente a la simili-
tud funcional en GO.
(f) Similitud fenotípica Euclídea frente a la simili-
tud funcional en GO.
Figura 5.13: Similitud fenotípica para distintas métricas vectoriales frente a la similitud funcional en GO. La
única métrica que muestra una tendencia mínima es TF-IDF.
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La única métrica que muestra una tendencia débil es TF-IDF, el resto no presenta señal algu-
na. De hecho, el comportamiento de TF-IDF es muy similar al que muestra la similitud fenotí-
pica de Resnik en CMPO. El motivo es que ambas funcionan de forma similar: Resnik en CMPO
selecciona el término común más específico y TF-IDF selecciona el fenotipo común con mayor
IDF, o lo que es lo mismo, más específico.
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5.6. Predicción de la anotación fenotípica en CMPO a partir de
la funcional en GO
De la sección anterior se deduce que sólo valores altos de similitud fenotípica se correlacio-
nan con valores altos de similitud funcional. Esta tendencia es, además de consistente, robusta.
No obstante, la señal es muy débil al implicar a pocos genes con valores de similitud semántica
muy altas en GO y CMPO.
Una posible explicación es que varias funciones compartan el mismo fenotipo. Es decir,
se obtiene un único fenotipo cuando se silencian genes distintos funcionalmente. A modo de
ejemplo, esta afirmación tiene sentido cuando se silencia un gen del ciclo celular y otro involu-
crado en la secreción de proteínas. Aunque ambos procesos son distintos, pueden dar lugar al
mismo fenotipo como puede ser la muerte celular.
Si este fuera el caso, entonces podríamos predecir que funciones similares pueden dar lugar
a fenotipos similares. Esperaríamos entonces que dos genes involucrados en el mismo proceso
celular presenten fenotipos similares. Como puede verse en la Figura 5.14, esto no ocurre: los
genes con alta similitud funcional no suelen tener alta similitud fenotípica.
Figura 5.14: Distribución de la similitud funcional en GO frente a la similitud fenotípica en CMPO para todos los
pares de genes. Para todos los rangos de similitud funcional en GO se obtienen distribuciones análogas de similitud
fenotípica usando Resnik en CMPO.
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5.6.1. De la función al fenotipo: Estudio de la robustez de las anotaciones
Al igual que en la sección 5.5.2, exploramos si al eliminar anotaciones de la matriz gen-
fenotipo se obtienen resultados similares. De nuevo, los resultados se mantuvieron constantes
(Figura 5.15).
(a) 5% de las anotaciones eliminadas de la matriz
original.
(b) 10% de las anotaciones eliminadas de la matriz
original.
(c) 20% de las anotaciones eliminadas de la matriz
original.
(d) 30% de las anotaciones eliminadas de la matriz
original.
Figura 5.15: Distribución de la similitud funcional en GO frente a la similitud fenotípica en CMPO eliminando
parte de las anotaciones. La tendencia entre la similitud funcional y la fenotípica sigue siendo inexistente.
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5.6.2. De la función al fenotipo: Evaluación de la influencia de las anotacio-
nes con evidencia electrónica
Podría darse la situación de que los genes anotados por inferencia electrónica (IEA) estuvie-
ran introduciendo ruido en los datos. Sin embargo, en la ontología GO no se observó ningún
cambio en las distribuciones de similitud fenotípica para distintos rangos de similitud funcio-
nal.
Figura 5.16: Distribución de la similitud funcional en GO frente a la similitud fenotípica en CMPO incluyendo
evidencias IEA. No hay indicios de correlación alguna entre ambas variables.
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5.6.3. De la función al fenotipo: Estudio de la influencia de los pares que no
interactúan físicamente
De forma análoga al experimento de la sección 5.5.4, aquí se analizó el efecto de mantener
únicamente aquellos pares que interactúan en iRef index, para comprobar si aparecía algún tipo
de tendencia al filtrar los pares de genes. Los resultados son muy similares (véase la Figura 5.17),
aunque de nuevo, el nivel general de similitud semántica aumenta, lo que indica que mantener
solo los pares interactuantes no supone ninguna mejora.
Figura 5.17: Distribución de la similitud funcional en GO frente a la similitud fenotípica en CMPO filtrando los
pares interactuantes en iRef index. La tendencia es nula, aunque se hayan incrementado los valores de similitud
semántica en CMPO.
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5.6.4. De la función al fenotipo: Resultados para las métricas de similitud
vectorial
Esta ausencia de correlación entre la función y el fenotipo se ha observado también para
otras similitudes fenotípicas distintas de la similitud fenotípica en CMPO. Con esto queda de-
mostrado que no se trata de un efecto debido al tipo de métrica de similitud utilizada, sino que
realmente no existe la tendencia que en principio se podría esperar.
(a) Similitud funcional en GO frente a la similitud
fenotípica TF-IDF.
(b) Similitud funcional en GO frente a la similitud
fenotípica de cosenos.
(c) Similitud funcional en GO frente a la similitud
fenotípica usando correlación.
(d) Similitud funcional en GO frente a la similitud
fenotípica Jaccard.
(e) Similitud funcional en GO frente a la similitud
fenotípica Hamming.
(f) Similitud funcional en GO frente a la similitud
fenotípica Euclídea.
Figura 5.18: Similitud funcional en GO frente a la similitud fenotípica para distintas métricas. No se observa
tendencia alguna para las similitudes vectoriales, puede verse que para todas ellas la mediana se mantiene en una
posición constante.
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5.7. Estudio de la influencia de la alta dimensionalidad del es-
pacio fenotípico
Hasta ahora, los resultados no son muy prometedores. Para descartar que se trate de un pro-
blema con las altas dimensiones de la matriz, se aplicó PCA a la matriz gen-fenotipo original.
En esta nueva matriz (Figura 5.19), compuesta por números reales, se computaron algunas si-
militudes vectoriales, cuyos resultados ya se han mostrado en el dendrograma de la Figura 5.6,
dentro de la sección 5.3.
Figura 5.19: Representación de la matriz gen-fenotipo reducida con PCA. Las filas son los genes y las columnas las
componentes, que serán combinaciones lineales de los 36 fenotipos originales. Se ajustó el modelo para obtener
10 componentes, que explican el 93.6% de la varianza.
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A modo de ejemplo, se representaron los diagramas de cajas para la similitud semántica en
GO y la fenotípica usando la similitud de cosenos (en ambas direcciones: similitud fenotípica
vs. funcional, Figura 5.20; y similitud funcional vs. fenotípica, Figura 5.21).
Figura 5.20: Similitud funcional frente al coseno para la similitud fenotípica entre pares de genes. La similitud
fenotípica se aplicó a la matriz reducida mediante PCA.
Figura 5.21: Similitud fenotípica del coseno frente a similitud funcional entre pares de genes. La similitud feno-
típica se aplicó a la matriz reducida mediante PCA.
De nuevo, no se aprecia tendencia alguna, lo que confirma que no se trata de un problema
con las dimensiones de los perfiles fenotípicos.
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5.8. Análisis de los fenotipos a nivel individual
Las dos aproximaciones que se han visto hasta ahora basadas en la comparación de los perfi-
les fenotípicos –selección del término fenotípico más informativo por un lado y del perfil com-
pleto por otro–, no dan ninguna indicación de una relación significativa entre el fenotipo y la
función de los genes. Este resultado es contrario a la intuición ya que la premisa de la mayoría
de experimentos es que los genes con la misma función biológica dan lugar al mismo fenotipo
descriptivo de una pérdida de función o mismo perfil fenotípico.
Para comprobar si esta premisa se mantiene en todos los experimentos distintos analizados,
se calculó la similitud semántica media en GO para todos los pares de genes que muestran un
fenotipo dado. Una vez hecho esto, se comparó esta media con la que se obtiene al aleatorizar
100 veces las asociaciones entre genes y fenotipos, aunque manteniendo invariable el número
de aristas por fenotipo. Los resultados se muestran en la Figura 5.22.
Figura 5.22: Similitud semántica media en GO entre genes que comparten un fenotipo dado. En azul se presenta
la similitud semántica media en GO de todos los pares de genes que comparten un fenotipo. El modelo nulo está
representado por la aleatorización de las relaciones entre genes y fenotipos (de color negro la media y las desviacio-
nes típicas de las 100 aleatorizaciones). Los fenotipos con genes que tienen una similitud funcional alta (corrección
FDR para el p-valor ⩽0.01) están marcados con un asterisco. Los fenotipos están ordenados en el eje X de forma
ascendente en cuanto a su contenido informativo en CMPO, de forma que los fenotipos más informativos ocupan
la parte derecha. Las descripciones textuales asociadas a los términos CMPO del eje X pueden consultarse en la
Tabla 4.1.
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Un total de 8 sobre 36 fenotipos (aproximadamente el 25%) dieron una señal significativa
estadísticamente (p-valor ajustado mediante FDR⩽0.01) por tener su similitud funcional entre
pares de genes por encima de la obtenida al aleatorizar. Más de la mitad de ellos correspon-
de a términos CMPO con alto contenido informativo, lo que indica que sólo los fenotipos más
específicos tienden a asociarse con anotaciones funcionales en GO con alta similitud.
Estos resultados son más esperables, aunque la única lectura práctica que se deriva de la
conversión automática de anotaciones fenotípicas a anotaciones funcionales es que sólo los
fenotipos con alta similitud semántica son indicativos de función celular similar.
5.8. ANÁLISIS DE LOS FENOTIPOS A NIVEL INDIVIDUAL 127
5.8.1. Estudio de la influencia de los fenotipos significativos en la tendencia
ascendente entre la similitud fenotípica en CMPO y la funcional en GO
En la Figura 5.22, se observan 8 fenotipos con una señal estadísticamente significativa. Estos
fenotipos podrían ser los únicos responsables de la débil tendencia observada en la Figura 5.8
(incluida de nuevo en la Figura 5.23a, en verde).
(a) Distribución de la similitud fenotípica en CMPO frente a la similitud funcional en GO para todos los
pares de genes.
(b) Distribución de la similitud fenotípica en CMPO frente a la similitud funcional en GO sin tener en
cuenta los fenotipos significativos.
Figura 5.23: Distribución de la similitud fenotípica en CMPO frente a la similitud funcional en GO con y sin
fenotipos significativos. Para todos los rangos de similitud fenotípica en CMPO se obtienen distribuciones muy
similares de similitud funcional usando Resnik en GO. Para facilitar la comparación se ha incluido de nuevo el
diagrama de cajas original de la Figura 5.8.
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Para descartar que los fenotipos significativos fuesen los únicos causantes de la tendencia, se
excluyó temporalmente este grupo de fenotipos significativos de la matriz gen-fenotipo. La hi-
pótesis es que, si estos fenotipos influyen de manera significativa en la tendencia, al obviarlos, la
tendencia debería desaparecer para dar paso a una ausencia total de correlación. Sin embargo,
en los resultados vemos que el diagrama de cajas se mantiene prácticamente invariable (Figura
5.23, morado), indicando que la tendencia que se observa no se debe únicamente al efecto de
estos fenotipos altamente específicos.
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5.9. Agrupamiento funcional de genes guiado por las anotacio-
nes
Los resultados obtenidos hasta ahora sugieren que la estructura de GO no refleja adecua-
damente las relaciones funcionales que subyacen a la similitud fenotípica en los experimentos
utilizados. Recientemente se ha propuesto una forma alternativa de organizar los términos GO
(Glass and Girvan, 2015) que consiste en agrupar términos basándose en las anotaciones com-
partidas entre ellos (Figura 5.24).
5.9.1. Proyección de las funciones celulares guiada por los genes
Para agrupar los términos GO basándose en las anotaciones de los genes, se genera un grafo
de términos aplicando una proyección bipartita a la ontología (Figura 5.24a)), es decir, uniendo
los términos en función de los genes anotados en ellos (Figura 5.24b).
Figura 5.24: Definición de funciones celulares guiada por las anotaciones. (a). Los genes (círculos) se anotan a los
términos (amarillo) dentro de la rama de procesos celulares. (b). Tras la proyección bipartita del grafo, los enlaces
entre términos se pesan según el número de genes que comparten (ancho de línea). Luego, los términos se agru-
pan usando agrupamiento espectral. (c). Los clústeres de términos funcionales (nubes coloreadas en rojo, verde y
morado) se enlazan con los fenotipos (azul) a través de los genes compartidos.
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En la proyección (Figura 5.24b), dos términos son más similares cuanto más genes compar-
tan en el grafo original (Figura 5.24a), es decir, cuanto más genes tengan anotados ambos en
común. En la Figura 5.24b se representa la fortaleza de dicha unión con la anchura del trazo
entre los términos.
Las funciones biológicas pueden entonces definirse como grupos de términos similares si se
les aplica un algoritmo de clustering al grafo de términos. En este caso, el algoritmo usado es el
agrupamiento espectral, explicado en las secciones 1.1.11.2 y 4.5.
Una vez aplicado el algoritmo de agrupamiento, las funciones pueden verse como un con-
junto de términos co-ocurrentes. Estas nuevas funciones pueden vincularse a los fenotipos me-
diante las anotaciones de sus genes (Figura 5.24c).
La hipótesis ahora es si esta aproximación permitiría encontrar una relación –más fuerte que
la obtenida hasta ahora– entre funciones y fenotipos. Para probar dicha hipótesis, se agruparon
en primer lugar los 7470 términos de la rama de GO en estudio, «cellular process», en un total de
140 clústeres.
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5.9.2. Agrupamiento de las funciones biológicas basado en la red bipartita
Con el objetivo de decidir la granularidad de las funciones –o el nivel de especificidad–, el
número de clústeres se fijó primero en 100. Sin embargo, tras esta partición se obtuvieron dos
agrupaciones muy grandes (5050 y 817 términos) y el resto de menor tamaño. Como el nivel de
granularidad presentaba una distribución muy dispar, se dividieron de nuevo los dos clústeres
de mayor tamaño. Un criterio habitual para decidir el número de clústeres en el agrupamiento
espectral suele ser encontrar el punto de mayor diferencia entre los autovalores de la matriz
laplaciana.
En el caso del cluster de mayor tamaño –con 5050 términos funcionales–, se obtuvieron pun-
tos de corte en 1, 3 y 33 clústeres (intervalos indicados en la Figura 5.25), por lo que se eligió 33
para obtener la granularidad deseada.
Figura 5.25: Autovalores para el primer cluster de términos GO. Aunque puede haber más de un punto de selec-
ción del número de clústeres, se seleccionaron 33 para obtener la granularidad deseada.
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En el segundo cluster –con 817 términos GO– se obtuvo la distribución de autovalores de la
Figura 5.26, con puntos de corte en 1, 9 y 4 (ordenados de mayor a menor según la distancia
entre autovalores). En este caso, el número de grupos seleccionado fue de 9.
Figura 5.26: Autovalores para el segundo cluster de términos GO. Se seleccionaron en este caso 9 clústeres por ser
el autovalor que presenta mayor diferencia con el anterior (a excepción del valor 1).
En total, con la partición inicial –98 grupos exceptuando los dos de mayor tamaño– y los
dos grupos mayores –de 33 y 9 clústeres– se obtuvo un total de 140 agrupaciones. Estos 140
clústeres representan grupos de términos co-ocurrentes en cuanto a la anotación de los genes, o
expresado de otro modo, conforman nuevas definiciones de función integrando varios términos
de la ontología.
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5.9.3. Validación de las relaciones fenotipo-función
Una forma de evaluar si esta nueva definición de función captura la similitud fenotípica
consiste en calcular la similitud semántica de Resnik entre los términos de CMPO asociados –
mediante genes– a cada clúster. Como modelo nulo, se permutaron 1000 veces las asociaciones
entre términos y clústeres. El resultado se muestra en la Figura 5.27.
Figura 5.27: Similitud fenotípica media en los clústeres de términos GO. Cada barra simboliza la similitud fenotí-
pica media de los términos CMPO asociados a los clústeres, que se ordenan en el eje Y por el número de términos
que contienen. La media y desviación típica de la asignación aleatoria de términos a clústeres se representan en
azul y las barras significativas se representan con un asterisco.
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Sin tener en cuenta los clústeres que no están unidos a fenotipos, el 77% (45/58) de los gru-
pos funcionales tienen similitud fenotípica alta que no puede ser explicada por asignaciones al
azar de términos GO a clústeres (con p-valores corregidos FDR⩽0.01, Figura 5.27).
Por lo tanto, se puede concluir que las funciones celulares generadas a partir de las anota-
ciones compartidas se asociaron con la similitud fenotípica.
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5.10. Agrupamiento fenotípico de genes guiado por las anota-
ciones
Para comprobar la afirmación opuesta, es decir, si fenotipos similares reflejan funciones si-
milares, se definió un grafo de términos fenotípicos de forma análoga pero en la ontología CM-
PO.
Esta vez, dado que el número de términos de CMPO es 361, el número de agrupaciones ha
de ser menor. Para definir el número de clústeres, de nuevo se usaron los autovalores de la ma-
triz laplaciana del agrupamiento espectral. Los puntos de corte obtenidos ahora son 3, 2, 13 y 10
(Figura 5.28). Se agrupó la ontología CMPO en 13 clústeres. El criterio aquí fue seleccionar un
número de agrupaciones adecuado con más de un término para que tuviera sentido la agrupa-
ción guiada por anotaciones.
Figura 5.28: Autovalores para la agrupación de términos CMPO. La selección de 13 clústeres viene dada por el
hecho de que un número mayor aumentaba el número de clústeres conteniendo un único término.
La visión ahora es opuesta: cada uno de los clústeres fenotípicos puede verse como un fe-
notipo caracterizado por una firma de descripciones fenotípicas co-ocurrentes. Al igual que en
el caso contrario, se calculó la similitud semántica de Resnik entre términos GO dentro de los
clústeres. De nuevo, excepto para los clústeres que no tienen anotaciones GO, se observó que la
similitud funcional era más alta en los clústeres fenotípicos de lo que puede ser explicado por
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asignaciones aleatorias de fenotipos a clústeres (Figura 5.29). Esto indica que esta definición de
fenotipo sí permite recuperar la similitud funcional en GO.
Figura 5.29: Similitud funcional media en los clústeres de términos CMPO. Las 1000 aleatorizaciones de las asig-
naciones de los términos a los clústeres se representan en morado. Los clústeres se ordenan por tamaño, es decir,
número de términos.
Por todo lo expuesto, las funciones definidas como grupos de términos GO que comparten
genes tienden a corresponderse con los términos CMPO mejor que las funciones definidas por
términos GO individuales. En la otra dirección, los fenotipos definidos por grupos de términos
CMPO asociados por genes se corresponden mejor con términos GO que los fenotipos definidos
en términos individuales de CMPO.
Aunque los detalles de cómo los fenotipos y las funciones se definen están sujetos a cambios,
tanto en GO como en CMPO, la asociación entre fenotipos y funciones es robusta, ya que sólo
depende de los genes anotados.

I haven’t failed. I’ve just found 10000 ways that won’t work.
Thomas A. Edison (1847 – 1931)
6
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El principal reto de la genómica funcional es obtener las funciones de cada uno de los genes.
Gracias a la gran cantidad de anotaciones fenotípicas procedentes de los experimentos de alto
rendimiento algunas de esas funciones se han determinado, pero aún sigue siendo una fuente
de información poco explotada.
En este trabajo se ha explorado cómo los fenotipos se relacionan con las funciones de los
genes, con la esperanza de que se pudieran extraer algunos métodos que fuesen usados en la
conversión automática de anotaciones fenotípicas en anotaciones funcionales. Para ello, se han
usado fenotipos celulares procedentes de experimentos de silenciamiento génico usando RNAi
en células humanas que han sido anotados en términos CMPO para estudiar cómo se relacionan
esos fenotipos con las funciones de GO.
Con este objetivo, la primera pregunta a abordar fue cómo medir de forma adecuada la simi-
litud fenotípica entre pares de genes. Esa similitud fenotípica se espera que esté correlacionada
con la similitud funcional para que refleje adecuadamente la relación entre las anotaciones fe-
notípicas y funcionales. En este sentido, tras analizar distintas métricas, se encontró que las
medidas basadas en el contenido informativo presentan una mayor correlación con las interac-
ciones entre proteínas, mientras que las que se basan en similitud vectorial no parecieron ser
muy útiles para este propósito. Entre esas medidas basadas en el contenido informativo destacó
la similitud semántica de Resnik, que hace uso de la estructura jerárquica entre los fenotipos en
CMPO.
Sin embargo, a pesar de que las medidas de similitud semántica son prometedoras, en nues-
tro estudio sólo los fenotipos con alta similitud en CMPO se asociaron con anotaciones funcio-
nales en procesos celulares de GO. Para vincular las partes de los dos espacios que se corre-
lacionan, podría definirse un valor umbral de similitud semántica a partir del cual sería fiable
asociar fenotipos con funciones. Este umbral es especialmente complicado de definir cuando
se trata de ontologías, ya que son susceptibles de expandirse y eso provoca cambios en los valo-
res de similitud semántica. Además, sólo una pequeña fracción de los genes se podrían anotar
con funciones celulares de esta forma, pues para la mayoría de casos no existe relación entre la
similitud semántica y fenotípica.
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Dado que los perfiles fenotípicos no parecían ser una forma adecuada de representación
para obtener una correlación con la mayoría de funciones en GO, se planteó un cambio en la
aproximación que aprovechara mejor la información de partida. Definir las funciones celulares
como grupos de términos GO co-ocurrentes nos permitió recuperar la relación entre la similitud
fenotípica y la funcional. También al contrario: definir los fenotipos como grupos de términos
CMPO co-ocurrentes nos permitió recuperar la relación entre los fenotipos y las funciones si-
milares en GO.
Con estas nuevas definiciones de fenotipo y función como entidades complejas y conexas,
se observó que las funciones celulares similares llevan a fenotipos similares; y que fenotipos
similares llevan a funciones similares. Estos resultados refrendan la observación de (Glass and
Girvan, 2015), que no encuentra la asociación directa entre firmas genéticas del cáncer y ramas
de la ontología GO, pero sí con agrupaciones de términos de distintas ramas según las anota-
ciones que comparten.
De alguna forma, esta definición de función biológica ya la usan algunos algoritmos de prio-
rización de genes basados en redes. Este es el caso de FUN-L (Lees et al., 2015) y GeneMANIA
(Mostafavi et al., 2008), que parten de una lista de genes relacionados funcionalmente. Esta de-
finición de función contribuye, de acuerdo a los resultados aquí obtenidos, a su éxito al enri-
quecer genes candidatos en los fenotipos deseados.
Todo lo observado aquí tiene varias implicaciones prácticas. La primera es aplicable en el
ámbito experimental: la forma habitual de agrupar los perfiles fenotípicos –mediante métricas
vectoriales– no parece ser la mejor de las aproximaciones para predecir la función de los genes.
Se ha demostrado en este trabajo que estos tipos de métricas presentan poca correlación con la
similitud funcional. Una posible mejora sería tener en cuenta el contenido informativo de los
fenotipos.
A la luz de los resultados obtenidos, una aproximación más coherente, en vez de agrupar los
genes, consiste en agrupar los fenotipos según los genes anotados en ellos. Una vez hecho esto,
se podría calcular el enriquecimiento en términos funcionales de esos clústeres de fenotipos.
Al final, los genes asociados a un clúster de términos CMPO pueden anotarse también con los
términos GO con los que se relaciona. Esta aplicación es relevante para las tareas de anotación
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tanto en los procesos de curación de datos ya existentes como en los análisis de un experimento
de RNAi concreto donde se estudien distintos fenotipos.
La segunda implicación se refiere a la integración de información fenotípica con otros da-
tos biológicos. Varios métodos de selección de genes candidatos se basan en la combinación
de distintas fuentes de información para aumentar su precisión y ampliar el alcance de las aso-
ciaciones funcionales entre genes humanos. De momento, la información fenotípica no se usa
en esos esquemas de integración. Para incorporarla, una opción consiste en aplicar métodos de
aprendizaje automático supervisado que podrían anotar funcionalmente los genes a partir de
anotaciones fenotípicas.
Para un algoritmo de aprendizaje supervisado (como SVM, por ejemplo) es necesario partir
de un conjunto de entrenamiento de calidad que garantice que el resultado del algoritmo sea
correcto. Partiendo de un gen y su fenotipo asociado, la salida del algoritmo sería la predicción
de la función. En este caso, el conjunto de entrenamiento estaría formado por asociaciones del
tipo fenotipo-función previamente conocidas y fiables. Sin embargo, como la relación entre los
fenotipos y las funciones no parecen estar muy claramente definidas, el conjunto de entrena-
miento no sería el adecuado.
Siendo consistente con los resultados que aquí se presentan, usar las métricas vectoriales
habituales como medidas de similitud fenotípica lleva a un bajo rendimiento a la hora de encon-
trar genes relacionados funcionalmente. De acuerdo con nuestros resultados, si se reemplazan
los fenotipos individuales por clústeres de términos CMPO, se pueden obtener mejores resulta-
dos en la integración. De forma análoga, si se consideran las enfermedades como fenotipos, la
similitud funcional derivada de las agrupaciones –guiadas por las anotaciones en GO– podrían
ser más útiles para predecir genes relacionados con enfermedades que la similitud funcional
basada únicamente en la similitud semántica.

If you torture data enough, nature will always confess.
R. H. Coase (1910 – 2013)
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7.1. Conclusiones
Tras todo lo expuesto en los capítulos anteriores, se enumeran a continuación las conclusio-
nes de esta Tesis Doctoral:
➊ La comparación de distintas métricas de similitud entre perfiles fenotípicos determina
que Resnik sobre la ontología CMPO es la medida que mejor representa la relación fun-
cional entre pares de genes.
➋ A nivel celular, no es posible derivar las anotaciones funcionales de los genes en GO a
partir de sus perfiles fenotípicos experimentales ni viceversa.
➌ La agrupación de términos ontológicos guiada por las anotaciones de los genes propor-
ciona una estructura alternativa y complementaria a las ontologías en la que convergen
los espacios fenotípico y funcional.
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7.2. Conclusions
Several conclusions may be drawn from this Doctoral Thesis:
➊ The comparison of different similarity measures between phenotypic profiles determines
that Resnik on the CMPO ontology is the measure that best represents the functional rela-
tionship between gene pairs.
➋ At a cellular level, it is not possible to derive the GO functional annotations of genes from
the experimental phenotypic profiles or vice versa.
➌ Annotation-driven clustering of the ontological terms provides an alternative and com-
plementary structure to the ontologies in which the phenotypic and functional spaces
converge.
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derived from profiles of phenotypic
annotations?
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Abstract
Background: Loss-of-function phenotypes are widely used to infer gene function using the principle that similar
phenotypes are indicative of similar functions. However, converting phenotypic to functional annotations requires
careful interpretation of phenotypic descriptions and assessment of phenotypic similarity. Understanding how
functions and phenotypes are linked will be crucial for the development of methods for the automatic conversion of
gene loss-of-function phenotypes to gene functional annotations.
Results: We explored the relation between cellular phenotypes from RNAi-based screens in human cells and gene
annotations of cellular functions as provided by the Gene Ontology (GO). Comparing different similarity measures, we
found that information content-based measures of phenotypic similarity were the best at capturing gene functional
similarity. However, phenotypic similarities did not map to the Gene Ontology organization of gene function but to
functions defined as groups of GO terms with shared gene annotations.
Conclusions: Our observations have implications for the use and interpretation of phenotypic similarities as a proxy
for gene functions both in RNAi screen data analysis and curation and in the prediction of disease genes.
Keywords: Ontology, Cellular phenotype, Biological network, Cluster analysis
Background
A central tenet of experimental approaches to assigning
functions to genes posits that genes involved in the same
biological process show similar loss-of-function pheno-
types. This provides the rationale for performing loss-of-
function genetic screens and is used by the GeneOntology
consortium in their gene annotation process (i.e. for anno-
tations with evidence code IMP: Inferred from Mutant
Phenotype, The Gene Ontology Evidence Tree1). Sys-
tems microscopy approaches, defined as the combination
of recent developments in microscopy automation with
automated image analysis and data mining [1], now allow
for systematic exploration of the gene loss-of-function
phenotypic space and large scale RNAi screens have given
us phenotypic information for thousands of genes (e.g.
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[2–4]). In contrast to more traditional experiments that
have been addressing a single phenotype closely asso-
ciated with a function, systems microscopy approaches
increasingly use phenotypic profiling, the description of
phenotypes by multi-parameter measurements. While
this increases the amount of usable information, the cost
is that functional associations become less evident. The
process of converting phenotypic annotations to func-
tional annotations therefore remains a manual one, due
to the free-text nature of many phenotypic descriptions
and to the difficulty of assessing phenotypic similarity
(i.e. how similar should two phenotypes be in order to
infer the same function?) in particular across different
experiments. As a consequence, large RNAi screens per-
formed in human cells haven’t been used to annotate
genes with Gene Ontology terms from the biological
process domain and this contributes to a lower level of
experimentally-supported annotations of genes cellular
functions than the number of reported functional assays.
© The Author(s). 2017 Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
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In this context, automating the identification of simi-
lar cellular phenotypes and their assignment to relevant
cellular processes across experiments would increase the
level of experimentally-supported functional annotations.
The recently developed Cellular Phenotype Ontology
(CPO, [5]) and Cellular Microscopy Phenotype Ontology
(CMPO, [6]) attempt to fill a gap in the domain coverage
of existing ontologies by organizing the cellular phenotype
domain into a consistent ontological structure. Replac-
ing free-text phenotypic description in RNAi screens with
well-defined ontology terms makes automatic evaluation
of phenotypic similarity possible. However, to automati-
cally convert phenotypic annotations, in particular phe-
notypic profiles, to functional annotations, we need to
understand how phenotypes and functions are related. As
most screens report hit lists usually found enriched in
genes involved in relevant biological processes using GO
annotations, we can expect phenotypic similarity to corre-
late with or be indicative of participation in similar cellular
processes. We wondered how phenotypic profiles gen-
erated by combining annotations from multiple screens
could be exploited to automate and/or refine gene func-
tional annotations. Note that our goal is not to remine
the screens to infer gene function but rather to explore
whether and how the phenotypic annotations resulting
from these screens can be related to Gene Ontology bio-
logical process terms.
Methods
Gene phenotypes
Gene loss-of-function phenotypes were obtained from the
following large siRNA-based gene silencing experiments
performed in human cells: Mitocheck [2], EMBL secre-
tion screen [4], EMBL chromosome condensation screen
[7], Copenhagen DNA damage screen [8], CellMorph
[3]; and RNAi screens GR00290-A (regulation of centri-
ole biogenesis, [9] and GR00053-A (genome stabilization
by phosphorylation of the histone H2AX, [10] from the
GenomeRNAi database [11]. It is noteworthy that none of
these screens have been used for making biological pro-
cess annotations in GO (as evidenced by the fact that none
of the corresponding papers are cited as source of anno-
tation) despite the data having been available for several
years. The cellular functions covered by these screens are
diverse and include cell proliferation, cell death, cell motil-
ity, mitosis, protein secretion, DNA damage and centriole
formation. However, this list is not exhaustive as some
screens (e.g. CellMorph, MitoCheck) report phenotypes
not obviously associated with a declared target biological
function.
The compilation of all data from these separate
experiments, gives a set of 36 unique cellular pheno-
types (Table 1) associated with 4198 Entrez genes (see
Additional file 1: Table S1). Most genes have been tested
in more than one screen, and the screens include non-
overlapping sets of phenotypes. As our goal is to explore
how phenotypic annotations are linked to GO cellular
process terms, we used phenotypic annotations resulting
from the screens as made available in the correspond-
ing papers. Relationships between genes and phenotypes
from different assays were integrated into a binary matrix
recording the presence (value 1) or absence (value 0) of a
phenotype for each gene (Table 2). Note that 0 is also used
where genes have not been tested in a screen. To assess
whether this affected our results, we tested the effect of
sparsity by replacing a proportion (5, 10, 20 and 30%) of
randomly selected 1 s with 0 s. A visual overview of the
data matrix is presented in Additional file 2: Figure S1.
Ontologies and annotations
We used two formal ontologies to perform our study: the
Gene Ontology (GO) [12] and the Cellular Microscopy
Phenotype Ontology (CMPO)2. We selected for our
study the GO branch of cellular process (root term
GO:0009987), which is the ontological domain closer to
the cellular phenotypes captured in the screens. The terms
hierarchy was extracted from the OBO file released on
2015-09-26. Gene Ontology annotations of genes were
downloaded from the GO web site3 (see Additional file 3:
Table S2) and extracted from the file with validation date:
09/16/2015, removing electronically-inferred annotations
(IEA). To ensure that the genes with phenotype did not
form a biased set of GO annotations, we verified that the
distribution of information content of the terms used to
annotate the genes with phenotypes was the same as for
all annotated genes (Fig. 1).
CMPO gene annotations were retrieved from the
cellular phenotype database4 [13](see Additional file 4:
Table S3). Compared to a vocabulary of phenotypes, the
ontology has the advantage of formalizing the relation-
ships between the phenotypes. For example, the ontology
allows to infer that the phenotypes “chromosome segre-
gation defect” and “metaphase arrest” are both mitotic
phenotypes.
Similarity measures
Similarity measures used in this study are shown in
Table 3. Euclidean and correlation distances were com-
puted using the R core package stats, for cosine we used
lsa [14] and for Jaccard prabclus [15]. Hamming, Cohen’s
kappa and TF-IDF [16] were also coded in R. For dimen-
sionality reduction, we applied the logisticPCA() function
of the R package logisticPCA to extract 10 principal com-
ponents and correlation, cosine and Euclidean similarities
were computed in this new space. To take advantage
of the phenotype ontology, we also computed several
measures of semantic similarity using the R package
dnet [17].
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Table 1 Set of 36 phenotypes obtained from the listed siRNA experiments sorted by its CMPO identifier
Experiment Description Phenotypes IDs in CMPO
CellMorph [3] Genome-wide RNAi screen that
examines changes in the morphology
of individual HeLa cells within cell
populations.
- Decreased cell number CMPO:0000052
- Cell with projections CMPO:0000071
- Elongated cell CMPO:0000077
- More lamellipodia cells CMPO:0000083
- Increased number of actin filament CMPO:0000105
- Round cell CMPO:0000118
- Increased cell size CMPO:0000128
- Decreased cell size CMPO:0000129
- Bright nuclei CMPO:0000154
- Metaphase arrested CMPO:0000305
- Increased cell size in population CMPO:0000340
MitoCheck [2]
Genome-wide RNAi screen for genes
required for chromosome segregation
in HeLa cells. The screen also reports
genes involved in other processes such
as cell movement.
- Cell death CMPO:0000030
- Increased nucleus size CMPO:0000140
- Graped micronucleus CMPO:0000156
- Abnormal nucleus shape CMPO:0000157
- Mitosis delayed CMPO:0000202
- Binuclear cell CMPO:0000213
- Absence of mitotic chromosome decondensation CMPO:0000216
- Increased cell movement speed CMPO:0000236
- Increased cell movement distance CMPO:0000237
- Proliferating cells CMPO:0000241
- Metaphase delayed CMPO:0000307
- Abnormal chromosome segregation CMPO:0000326
- Prometaphase delayed CMPO:0000344
- Increased variability of nuclear shape in population CMPO:0000345
- Mitotic metaphase plate congression CMPO:0000348
EMBL secretion [4] Genome-wide RNAi screen for
interference with ER-to-plasma
membrane transport of the secretory
cargo protein tsO45G in HeLa cells.
- Increased rate of protein secretion CMPO:0000246
- Mild decrease in rate of protein secretion CMPO:0000318
- Strong decrease in rate of protein secretion CMPO:0000319
- Decreased rate of intracellular protein transport CMPO:0000346
GR00053 [10] Genome-wide RNAi screen for genes
involved in DNA damage responses in
HeLa cells.
- Increased number of site of double-strand break CMPO:0000182
GR00290 [9] Genome-wide RNAi screen for genes
regulating centriole formation in HeLa
cells.
- Increased centriole replication CMPO:0000361
- Decreased centriole replication CMPO:0000362
Copenhagen DNA damage
Ubiquitin [8]
RNAi screen of >1300 genes involved
in the ubiquitin-proteasome system or
encoding zinc-finger proteins looking
for modulators of cellular responses to
ionizing radiation in HeLa and U2OS
cells.
- Decreased number of site of double-strand break CMPO:0000181
EMBL chromosome
condensation [7]
RNAi screen of 100 bioinformatically-
selected genes for changes in mitotic
prophase duration in HeLa cells.
- Increased duration of mitotic prophase CMPO:0000328
- Decreased duration of mitotic prophase CMPO:0000329
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Table 2 Binary matrix for gene-phenotype association
Gene Decreased Cell with . . . Mitotic metaphase
cell number projections plate congression
(CMPO:0000052) (CMPO:0000071) (CMPO:0000348)
57147
(SCYL3)
1 0 . . . 0
2268
(FGR)
1 0 . . . 1
22875
(ENPP4)
0 1 . . . 0
. . . . . . . . . . . . . . .
5439
(POLR2J)
1 0 . . . 1
Presence and absence of a phenotype after inhibition of each gene is represented
by values 1 and 0, respectively
Comparison of phenotypic similarity measures
To evaluate how the similarity measures related to each
other, similarities between pairs of genes were computed
for each measure. Pearson’s correlation coefficient (PCC)
between the measures was then computed from these sets
of values. Hierarchical clustering was performed by aver-
age linkage using the hclust R package with 1-PCC as
distance measure.
To rank the similarity measures in relation to their abil-
ity to capture gene function we used protein interaction as
a proxy for functional relationships between genes. To this
end, we first ranked the similarity measures by their abil-
ity to distinguish between interacting and non interacting
gene pairs using the area under the ROC curve (AUC).
In this context, the AUC can be interpreted as the prob-
ability that the similarity measure ranks an interacting
gene pair higher than a non-interacting one. As positive
interacting pairs, we used physical protein interactions
from Intact [18], MIPS [19], DIP [20] and BIOGRID [21]
that have been reported by two different experimental
methods and curated interactions fromReactome [22, 23].
As negative interactions, we used the curated negative
interactions from the MIPS Negatome [24] and Trabuco
et al. [25]. The AUCs were computed using the R package
pROC [26].
We also computed a score for each measure as the num-
ber of genes whose most phenotypically similar gene is
also an interaction partner in the iRef index protein inter-
action data (release 14.0, April 7th, 2015) [27]. For each
measure, the nearest neighbor of each gene was iden-
tified (ties were broken at random) and the measure’s
score was incremented by one if the two genes formed
a known interacting pair in the iRef index. To assess the
statistical significance of the score, the probability of hav-
ing the same or better score from a random selection
of protein interactions was computed from the hyper-
geometric distribution using the phyper() function in R
as follows: We considered 4198 genes making a total of
4198 ∗ (4198 − 1)/2 possible interactions of which 29649
were present in iRef index. For a given measure of sim-
ilarity, we tested 4198 interactions (one for each gene).
Therefore, the probability of having a score of x or bet-
ter by selecting the interactions randomly is given by 1 −
phyper(x − 1, 29649, 4198 ∗ (4198 − 1)/2 − 29649, 4198).
Fig. 1 Distribution of information content (IC) of the terms annotating genes with phenotypes (black) and all the terms in cellular process (grey). For
each level of specificity represented by the information content (IC), the curves represent the proportion of genes annotated with terms of this level
in all the annotated genes versus the subset of genes with phenotypes
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Table 3 Similarity measures used in this study
Name Formula
Euclidean similarity s2 (g1, g2) = 1
1+(xg1−xg2)(xg1−xg2)′
Correlation
similarity
s (g1, g2) = (xg1−xg1)(xg2−xg2)
′
√
(xg1−xg1)(xg1−xg1)′
√
(xg2−xg2)(xg2−xg2)′
where xg1 = 1n
∑
p∈P x
p
g1 and xg2 = 1n
∑
p∈P x
p
g2
Cosine similarity s (g1, g2) = xg1x
′
g2√
x
′
g1xg1
√
x
′
g2xg2
Hamming similarity s (g1, g2) = x
p
g1=xpg2
n
Jaccard similarity s (g1, g2) = 1 −
[(
xpg1 =xpg2
)
∧
((
xpg1 =0
)
∨
(
xpg2 =0
))]
(
xpg1 =0
)
∨
(
xpg2 =0
)
Cohen’s kappa s (g1, g2) = p0−pc1−pc where:
- p0 is the proportion of terms common to profiles
g1 and g2, and
- pc is the proportion of terms common to profiles
g1 and g2 expected by chance.
TF-IDF
similarity
s (g1, g2) = maxp∈P
{
xpg1x
p
g2IDF(p)
}
where
IDF(p) = log nG
1+∑g∈G xpg
Resnik’s semantic
similarity
s (t1, t2) = IC (tMICA) where:
- the Most Informative Common Ancestor is
tMICA = argmaxt∈S(t1,t2)IC(t),
- the information content (IC) of a term t is
IC(t) = −log(p(t)),
- the probability of a term t is p(t) = annotations(t)totalAnnotations ,
and
- S (t1, t2) is the set of common ancestors of
t1 and t2.
Lin’s semantic
similarity
s (t1, t2) = 2·IC(tMICA)IC(t1)+IC(t2)
Schlicker’s semantic
similarity
s (t1, t2) = 2·IC(tMICA)IC(t1)+IC(t2) · (1 − p (tMICA))
Jiang’s semantic
similarity
s (t1, t2) = 1 + 2 · IC (tMICA) (IC (t1) + IC (t2))
Pesquita’s semantic
similarity
s (t1, t2) =
∑
t∈S(t1 ,t2)
IC(t)
∑
t∈P(t1 ,t2)
IC(t) where:
- P (t1, t2) is the set of ancestors of either t1 or t2.
G is the full set of genes (nG = 4198) and P is the set of 36 (nP) phenotypes. xg
denotes the phenotypic profile of gene g with xpg = 1 if g shows phenotype p,
xpg = 0 otherwise
Annotation-driven approach
Following the approach by Glass and Girvan [28], a bipar-
tite graph was constructed, for functions and phenotypes
respectively, by setting an edge between two GO terms
(resp. CMPO terms) if they shared at least a gene and
the edge was weighted by the number of genes shared.
Because high level terms inherit genes from their child
terms, term degrees are biased. To compensate for this,
we normalized edge weights by the union of the genes
belonging to the two terms. We then grouped terms by
spectral clustering using the normalized cut objective
function [29] with an arbitrary number of clusters, set to
13 for CMPO and 140 for GO. GO terms clusters were
obtained by first partinioning the graph into 100 clusters
then partitioning again the two largest clusters into 33
and 9 clusters. As noted by Glass and Girvan [28], dif-
ferent numbers of clusters correspond to different levels
of specificity. We chose the number of GO terms clusters
so that most clusters would be linked to phenotypes. The
number of CMPO terms clusters was chosen to produce
a reasonable distribution of cluster sizes minimizing the
number of clusters with only one single term. Increasing
the number of clusters leads to an increase in the number
of clusters containing only one term.
Correction for multiple testing
P-values were corrected for multiple testing using the
R function p.adjust() with the Benjamini and Hochberg
method.
Results
Comparison of phenotypic similarity measures
As we wished to link phenotypic similarity to gene func-
tion, the first question we addressed is which measure
of phenotypic similarity to use for the task. Similarity
between phenotypic profiles has typically been assessed
using feature vector-based similarity measures such as
correlation [30, 31] or cosine (e.g. [32, 33]). Due to
their binary nature, profiles can also be compared using
character-based (binary) similarity measures. For exam-
ple, the main component of the PhenoBlast algorithm for
retrieving profiles similar to a query [34] is the number
of matches in the binary string. PhenoBlast also recog-
nizes that some phenotypesmay bemore informative than
others and one of its components is the probability of
observing a given combination of shared phenotypes by
chance. Combining these two components into one mea-
sure leads to Cohen’s kappa measure of similarity between
two profiles. The intuition that some phenotypes are more
informative than others can be formalized by using infor-
mation content-based similarity measures. Here, infor-
mation content refers to the specificity of a phenotype.
Typically, a phenotype is considered more specific if it
is less often observed e.g. cell death, a widely observed
phenotype, is considered less specific than mitotic delay
which is more rarely observed. This leads to TF-IDF sim-
ilarity measures in which phenotypes are weighted by the
inverse of their frequency of occurrence in the data [35].
The availability of CMPO now also allows for a seman-
tic information content-based approach to phenotypic
similarity, analoguous to what has been used with Gene
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Ontology annotations (e.g. Resnik’s similarity measure).
In an ontology, the information content of a term also
takes into account the structure of the ontology such that
child terms are more specific than their parents. When
working with feature vectors of high dimension, it is
sometimes beneficial to compute vector-based similarity
measures in a reduced dimensional space. As phenotypic
profiles are high dimensional vectors, we also wondered
if a dimensionality reduction approach would be benefi-
cial and applied logistic PCA, an extension of standard
PCA to binary data, to compute vector-based phenotypic
similarities in a reduced dimensional space.
Given these different ways in which to measure phe-
notypic similarities, we wondered whether they were
equivalent in ranking genes based on their phenotype pro-
files. To answer this question, we computed the correla-
tion coefficient between phenotypic similarities obtained
with the different measures and performed hierarchi-
cal clustering. The resulting dendrogram (Fig. 2) shows
that the similarity measures fall into two main groups
with the information content-based semantic similarity
measures (Resnik, Schlicker, Lin, Jiang and Pesquita) dis-
tinctly separated from the feature vector-based measures
(cosine, Euclidean, correlation, Jaccard and Hamming),
with Cohen’s kappa occupying an intermediate position,
confirming our intuition that these groups of measures
assess phenotypic similarity in different ways. We next
askedwhether this difference wasmeaningful with respect
to biological function. To test this, we used protein
interactions as a proxy for biological function, i.e. two
interacting proteins are taken as indication that the cor-
responding genes are involved in the same function [36].
This means that, for a relevant measure, phenotypically
similar genes are expected to be enriched in protein inter-
actions. We tested this in two ways. First, we assessed
the ability of each measure to distinguish between inter-
acting and non-interacting gene pairs by computing the
area under the ROC curve (AUC) using high-confidence
physical protein-protein interactions as positive set and
curated non-interacting protein pairs as negative set. In
this context, the AUC is the probability that the similarity
measure ranks an interacting gene pair higher than a non-
interacting one. A similarity measure with no discrimi-
nating power has an AUC of 0.5 and higher values indi-
cates increasingly better discriminative power. Using this
approach, the best similarity measures are Resnik’s and
Schlicker’s with the other semantic similarity measures
outperforming the character- and vector-based measures
(Table 4). Therefore, using semantic similarity measures,
phenotypic profiles of interacting genes are overall more
similar than for non-interacting gene pairs.
In a second approach, for each similarity measure, we
identified the nearest (i.e. most similar) neighbour of
each gene and tested whether the two genes were known
interaction partners. To compare the phenotypic simi-
larity measures, we then ranked them by the number
of interactions retrieved in this way (Table 4). With this
approach, TF-IDF and Resnik’s similarity performed best.
Other semantic similarity measures and most feature-
based measures (Euclidean, Jaccard and cosine) were not
better than a random selection of protein interactions
indicating that these phenotypic similarity measures may
not adequately capture functional relationships. Dimen-
sionality reduction as obtained by logistic PCA did not
Fig. 2 Hierarchical clustering of phenotypic similarity measures based on Pearson correlation distance
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Table 4 Similarity measures sorted by area under the ROC curve
(AUC)
Measure AUC Protein interactions p-value
Resnik in CMPO 0.56 24 0.0102
Schlicker in CMPO 0.56 12 0.7512
Lin in CMPO 0.55 11 0.8332
Cohen’s kappa 0.54 27 0.0015
Pesquita in CMPO 0.54 14 0.5494
Jiang in CMPO 0.54 11 0.8332
TF-IDF 0.53 25 0.0055
Euclidean 0.53 16 0.3433
correlation 0.52 22 0.0311
Hamming 0.52 21 0.0513
cosine 0.49 13 0.6545
Jaccard 0.49 13 0.6545
Euclidean (logistic PCA) 0.46 25 0.0055
correlation (logistic PCA) 0.45 19 0.1242
Cosine (logistic PCA) 0.45 14 0.5494
The second column represents the number of nearest neighbour gene pairs who
are also protein interaction partners, and the third one, the p-values (computed
from the hypergeometric distribution) that the number of observed interacting
pairs is due to chance
improve performance of the vector-based measures indi-
cating that linear combinations of phenotypes are unlikely
to capture links to function. Therefore, across the two
tests, Resnik’s similarity measure appears the most con-
sistent at associating similar phenotypes with interact-
ing proteins. Other semantic similarity measures may
have been negatively influenced by the sparsity of the
CMPO ontology due to their attempts at accounting for
more of the ontology structure than Resnik’s measure.
For example, Lin’s and Jiang’s measures are particularly
sensitive to variations in the ontology structure because
they take into account the density and the level of the
terms whereas Resnik’s measure only considers the lowest
common ancestor and is thus comparatively more robust.
Relationship between GO cellular process annotations and
phenotypes
Having identified a suitable measure of phenotypic sim-
ilarity, we set to explore how gene functions relate to
phenotypes more directly. If phenotypes are predictive
of biological functions, we expect that pairs of genes
with similar phenotypes will have similar functions. Since
gene functions have been standardized using the Gene
Ontology, gene functional similarity was computed using
Resnik’s semantic similarity between GO terms, a mea-
sure generally found to be the best for this purpose [37].
To assess links between gene phenotypic similarity and
gene semantic similarity in GO, we plotted GO semantic
similarities versus CMPO semantic similarities for the
RNAi screen data (Fig. 3a), excluding genes with no func-
tional annotation in GO. The distribution of functional
similarity values is the same for all levels of pheno-
typic similarity except the highest, which showed a trend
towards higher functional similarity. Although weak, this
effect is robust as it is still observed when removing up to
30% of the phenotypic annotations (see Additional file 5:
Figure S2) and does not appear to be due to chance
because random assignment of GO similarity values to
high-scoring CMPO gene pairs resulted in a lower aver-
age GO similarity (Additional file 6: Figure 3). While
this matched our expectation that specific phenotypes
are associated with specific functions, this represented
only a small fraction of the genes (20/4198) and for most
genes, phenoypes do not appear to be good indicators of
function.
One possible explanation for this result is that several
functions could share the same phenotype. If that were
the case, then we would predict that similar functions
would still lead to similar phenotypes. We would then
expect that two genes involved in the same cellular pro-
cess would have similar phenotypes. However, this is not
the case as genes with high functional similarity are not
more likely to have high phenotypic similarity (Fig. 3b).
This lack of correlation between function and pheno-
type was also observed for the other phenotypic similarity
measures tested, indicating that this was not an effect
of the phenotypic similarity measure used. This effect
is also observed when electronically-inferred annotations
are included (see Additional file 6: Figure S3).
So neither considering the most informative phenotypic
term nor the whole phenotypic profile gives any indi-
cation of function. This result is counter-intuitive since
the premise of most screens is that genes with the same
biological function would give the same loss-of-function
phenotype or phenotypic profile. We hypothesized that
perhaps even in screens which relied on profiling, each
phenotype is individually indicative of a function. To test
whether this also holds across screens, we averaged the
semantic similarity in GO for all pairs of genes showing
a particular phenotype. Then, we compared this aver-
age to that obtained from 100 datasets generated by
randomly shuffling the associations between genes and
phenotypes while keeping the number of links per phe-
notype unchanged. A total of 8 out of 36 (25%) pheno-
types gave a statistically significant signal (FDR-corrected
p-value0.01) for having their actual functional similar-
ity between genes above that obtained by randomization
(Fig. 4). Half of these significant phenotypes correspond
to CMPO terms with high information content indicating
that only specific phenotypes tend to associate with highly
similar GO functional annotations. While these results
conform to our intuition, the only practical rule that can
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Fig. 3 Distributions of functional and phenotypic similarities. The box represents the upper and lower quartiles and the median is represented by the
black line inside the box. a Phenotypic similarity in CMPO versus functional similarity in GO. b Functional similarity in GO versus phenotypic similarity
in CMPO
be derived for automatically converting phenotypic anno-
tations to functional annotations is that only phenotypes
with CMPO semantic similarity over some threshold are
indicative of similar cellular function.
Gene annotation-driven phenotypic and functional
similarity
The above results suggested that the Gene Ontology
structure does not adequately capture the functional
relationships that underlie phenotypic similarity. An alter-
native way of organizing GO terms has recently been
proposed by Glass and Girvan [28]. In this scheme, a
term graph is generated by linking terms based on the
genes annotated with them. Thus, two terms are more
similar the more genes they share (i.e. the more genes
are annotated with both terms). Biological functions can
then be defined as groups of similar terms by apply-
ing a clustering algorithm to the term graph (Fig. 5).
Fig. 4 Average semantic similarity in GO between genes sharing a particular phenotype (black). Randomization of the relationships between
phenotypes and genes represents the null model (grey). Phenotypes with genes having high functional similarity (FDR-corrected p-values0.01) are
marked with *. Phenotypes are sorted on the X axis by ascending information content in CMPO. CMPO descriptions for the identifiers are in Table 1
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Fig. 5 Annotation-driven cellular function definition. a Genes (circles)
are annotated with cellular process ontology terms (rectangles). After
bipartite graph projection, links between terms are weighted
according to the number of genes shared (line width). Then, terms are
grouped using spectral clustering. b Clusters of functional terms
(coloured circles) are linked to phenotypes (triangles) by shared genes
In this scheme, a function can be seen as being repre-
sented by a signature of co-occurring terms.Wewondered
if this approach would allow us to recover a broader
relationships between functions and phenotypes. To test
this, we grouped the cellular process GO terms into
140 clusters. To assess whether this new definition of
function captured phenotypic similarity we computed
Resnik’s similarity between CMPO terms associated with
genes within each cluster (Fig. 6a). Excluding functional
clusters not linked to phenotypes, 77%(45/58) of func-
tional clusters had high phenotypic similarity that could
not be explained by chance assignment of GO terms to
clusters (FDR-corrected p-value 0.01, Fig. 6a). There-
fore cellular functions derived from shared gene annota-
tions were associated with phenotypic similarity. To test
whether similar phenotypes reflected similar functions,
we defined a phenotypic terms graph in the same way
and grouped the phenotypes into 13 clusters. Each of
these phenotypic cluster can be viewed as a phenotype
characterized by a signature of co-occurring phenotypic
descriptors. As above, for each phenotypic cluster, we
computed Resnik’s similarity between GO terms within
clusters. Again, except for clusters with no GO annota-
tions, we observed that functional similarity was higher in
phenotypic clusters than can be explained by random phe-
notype assignments to clusters (Fig. 6b). This indicated
that this definition of phenotype was able to recover func-
tional similarity in GO. Therefore, functions defined by
groups of GO terms sharing associated genes tend to map
to CMPO terms better than functions defined by indi-
vidual GO terms and conversely, phenotypes defined by
groups of CMPO terms sharing associated genes map
better to GO terms than phenotypes defined by individ-
ual CMPO terms. While the details of how phenotypes
and functions are defined is subject to changes in both
CMPO and GO, the strong association between pheno-
types and functions is robust as it only depends on the
annotated genes.
Discussion
The large amount of cellular phenotypic annotations com-
ing from high-throughput genetic screens represents a
largely untapped source of information on gene func-
tion. Our aim was to understand how these phenotypes
are related to gene function in the hope that principles
could be derived for use in automatically converting pub-
lished phenotypic annotations to functional annotations.
Here, we used published cellular phenotypes from large
scale RNAi screens in human cells that have been anno-
tated with CMPO terms to explore how cellular pheno-
types related to GO cellular functions. The first question
we addressed was how to adequately measure pheno-
typic similarity such that phenotypic similarity would
be correlated with functional similarity. We found that,
in contrast to feature-based similarity measures, infor-
mation content-based phenotypic similarity measures
like Resnik’s semantic similarity were best at associating
high phenotypic similarity with protein interactions, sug-
gesting that these phenotypic similarity measures were
the most likely to capture functional relationships. The
poor performance of character- or vector-based mea-
sures of phenotypic similarity lies at least in part in the
fact that they can be misled by genes involved in the
same function but having been assigned different pheno-
typic descriptions as for example positive and negative
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Fig. 6 Average semantic similarity between terms in clusters. Randomization of the assignments of terms in clusters are represented in grey. Clusters
are sorted by size (i.e. number of terms). a Average phenotypic similarity in clusters of GO terms. b Average functional similarity in clusters of CMPO
terms
regulators having opposite effects on a particular cellu-
lar feature. These measures are also affected by differ-
ences in phenotypic annotations of any given genes across
screens as, for example, they treat ‘metaphase delayed’
and ‘mitosis delayed’ as unrelated phenotypes of the
same gene. Ontology-based semantic similarity measures
on the other hand do not have this problem. Measures
accounting for chance occurrence of a phenotype such
as TF-IDF also perform better than the character-based
methods and this could be attributed to the relationship
between frequency of a phenotype and its specificity,
i.e. more specific phenotypes tend to be less repre-
sented in the data. However, despite semantic similar-
ity measures looking promising, only phenotypes with
high semantic similarity in CMPO were associated with
high functional similarity of GO cellular function annota-
tions. To use this observation for automatically converting
phenotypes into GO functional annotations, one would
need to define a threshold of CMPO semantic similar-
ity above which function assignment becomes reliable but
how to select this threshold is unclear because it is liable
to change when the ontology is expanded. Another down-
side is that only a small fraction of genes with phenotypes
could be annotated with cellular functions in this way.
We therefore wondered if another approach could make
better use of the information. Defining cellular func-
tions as groups of co-occurring GO terms allowed us
to recover a stronger link between phenotypic similar-
ity and function. Conversely, defining phenotypes as sets
of co-occurring CMPO terms allowed us to link these
phenotypes to similar functions in GO. Therefore, with
these definitions, similar cellular functions do lead to sim-
ilar phenotypes and similar phenotypes are indicative of
similar functions. Our results extend the observation by
Glass and Girvan [28] that cancer signatures can asso-
ciate with GO term communities but not branches of the
Gene Ontology. We note that, by requiring as input a list
of functionally-related genes, some network-based gene
prioritization algorithms such as FUN-L [38] and Gene-
MANIA [39] implicitly rely on this definition of biological
function and in light of our findings, this may contribute
to their success in enriching candidate genes in the desired
phenotypes.
Our observations have several practical implications.
First, they suggest that clustering of phenotypic profiles
using naive profile vector-based metrics (as commonly
done in the field of RNAi screening) is sub-optimal for
predicting the function of genes because these types
of measures have low correlation with functional sim-
ilarity but correlation can be improved by taking into
account information content of the phenotypes. Instead
of clustering the genes, we propose that a more meaning-
ful approach would be to cluster the phenotypes based on
the genes annotated with them and look for enrichment
in functional terms in these clusters. Genes associated
with a cluster of CMPO terms can then be annotated with
the corresponding functional GO terms. This is relevant
to any gene annotation task whether through curation of
existing data or analysis of an RNAi screen with multiple
phenotypes.
A second implication concerns the integration of phe-
notypic information with other biological data. Several
candidate gene selectionmethods rely on the combination
of multiple sources of information to increase accuracy
and coverage of functional association between human
genes. So far phenotypic data from RNAi screens have
not been used in these data integration schemes. While
supervisedmachine learningmethods could learn tomake
functional annotations from phenotypic ones, the out-
come critically depends on the quality of the training
set which in turn depends on how one links functional
annotations to phenotypes. This is important for exam-
ple to design a relevant kernel for kernel-based methods
such as support vector machines. In this context, the
design of meaningful kernels for phenotypic similarity
would be an advantage. In our experience, and consistent
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with results presented here, using standard metrics to
compute similarity between phenotypic profiles leads to
poor performance in retrieving functionally related genes.
Our results suggests that better phenotype kernels could
be derived by replacing individual phenotypes by clus-
ters of CMPO terms derived from the annotation-based
graph. In the same way, considering diseases as phe-
notypes, we suggest that functional similarity derived
from the annotation-based clusters of GO terms could be
more useful for predicting disease genes than semantic
similarity-based functional similarity.
Finally, as not every single gene knock-down can reveal
a phenotype, studies have turned to phenotyping genetic
interactions using RNAi (e.g. [30, 40, 41]). Whether and
how these can be integrated in the way we propose here is
an area of future work.
Conclusions
In this work we explored how gene phenotypic annota-
tions from RNAi screens in human cells are related to
functional annotations in GO. After selecting a relevant
measure to compare phenotypic profiles, we compared
gene pairs similarities using GO and CMPO and found
that phenotypic similarity generally did not correlate with
functional similarity in GO. However, redefining func-
tions as groups of co-occurring GO terms allowed us to
recover a stronger link between phenotypes and func-
tions. Our observations are particularly relevant in situ-
ations where phenotypic similarities are used as a proxy
for inferring gene functions such as in RNAi screen data
analysis and curation, in integrating phenotypic data with
other data and in the prediction of disease genes.
Endnotes
1 http://www.geneontology.org/GO.evidence.tree.
shtml.
2 http://www.ebi.ac.uk/cmpo.
3 http://geneontology.org/page/download-annotations.
4 http://www.ebi.ac.uk/fg/sym.
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ERRATUM Open Access
Erratum to: How can functional annotations
be derived from profiles of phenotypic
annotations?
Beatriz Serrano-Solano1, Antonio Díaz Ramos2, Jean-Karim Hériché3 and Juan A. G. Ranea1,4*
Erratum
Upon publication of this article [1], it was brought to
our attention that Table 1 was incorrectly presented.
The correct Table 1 is shown below and has been
updated in the original article.
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Table 1 Set of 36 phenotypes obtained from the listed siRNA experiments sorted by its CMPO identifier
Experiment Description Phenotypes IDs in CMPO
CellMorph [3] Genome-wide RNAi screen that examines
changes in the morphology of individual
HeLa cells within cell populations.
- Decreased cell number
- Cell with projections
- Elongated cell
- More lamellipodia cells
- Increased number of actin filament
- Round cell
- Increased cell size
- Decreased cell size
- Bright nuclei
- Metaphase arrested
- Increased cell size in population
CMPO:0000052
CMPO:0000071
CMPO:0000077
CMPO:0000083
CMPO:0000105
CMPO:0000118
CMPO:0000128
CMPO:0000129
CMPO:0000154
CMPO:0000305
CMPO:0000340
MitoCheck [2] Genome-wide RNAi screen for genes
required for chromosome segregation in
HeLa cells. The screen also reports genes
involved in other processes such as cell
movement.
- Cell death
- Increased nucleus size
- Graped micronucleus
- Abnormal nucleus shape
- Mitosis delayed
- Binuclear cell
- Absence of mitotic chromosome decondensation
- Increased cell movement speed
- Increased cell movement distance
- Proliferating cells
- Metaphase delayed
- Abnormal chromosome segregation
- Prometaphase delayed
- Increased variability of nuclear shape in population
- Mitotic metaphase plate congression
CMPO:0000030
CMPO:0000140
CMPO:0000156
CMPO:0000157
CMPO:0000202
CMPO:0000213
CMPO:0000216
CMPO:0000236
CMPO:0000237
CMPO:0000241
CMPO:0000307
CMPO:0000326
CMPO:0000344
CMPO:0000345
CMPO:0000348
EMBL secretion [4] Genome-wide RNAi screen for interference
with ER-to-plasma membrane transport of
the secretory cargo protein tsO45G in HeLa
cells.
- Increased rate of protein secretion
- Mild decrease in rate of protein secretion
- Strong decrease in rate of protein secretion
- Decreased rate of intracellular protein transport
CMPO:0000246
CMPO:0000318
CMPO:0000319
CMPO:0000346
GR00053 [10] Genome-wide RNAi screen for genes
involved in DNA damage responses in
HeLa cells.
- Increased number of site of double-strand break CMPO:0000182
GR00290 [9] Genome-wide RNAi screen for genes
regulating centriole formation in HeLa cells.
- Increased centriole replication
- Decreased centriole replication
CMPO:0000361
CMPO:0000362
Copenhagen DNA
damage Ubiquitin [8]
RNAi screen of >1300 genes involved in
the ubiquitin-proteasome system or
encoding zinc-finger proteins looking for
modulators of cellular responses to ionizing
radiation in HeLa and U2OS cells.
- Decreased number of site of double-strand brea CMPO:0000181
EMBL chromosome
condensation [7]
RNAi screen of 100 bioinformatically-
selected genes for changes in mitotic
prophase duration in HeLa cells.
- Increased duration of mitotic prophase
- Decreased duration of mitotic prophase
CMPO:0000328
CMPO:0000329
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