Abstruct-lmpedance control is one of the most effective control methods for the manipulators in contact with their environments. The characteristics of force and motion control, however, is determined by a desired impedance parameter of a manipulator's end-effector that should be carefully designed according to a given task and an environment. The present paper proposes a new method to regulate the impedance parameter of the end-effector through learning of neural networks. Three kinds of the feed-forward networks are prepared corresponding to position, velocity and force control loops of the end-effector before learning. First, the neural networks for position and velocity control are trained using iterative learning of the manipulator during free movements. Then, the neural network for force control is trained for contact movements. During learning of contact movements, a virtual trajectory is also modified to reduce control error. The method can regulate not only stiffness and viscosity but also inertia and virtual trajectory of the end-effector. Computer simulations show that a smooth transition from free to contact movements can be realized by regulating impedance parameters before a contact.
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I. INTRODUCTION
HEN a manipulator performs a task in contact with its environment, force control as well as position control are required according to constraints imposed by the environment. Impedance control can regulate an endeffector dynamics of the manipulator to the desired one, and gives us a unified approach to control force and motion of the manipulator [l] . The characteristics of force and motion control, however, is determined by desired impedance parameters of the manipulator's end-effector that should be planned according to a purpose of a given task and a characteristics of a task environment. So far, no powerful technique for appropriate planning of the impedance parameter has been developed. Learning by neural networks is one of possible approaches to adjust the impedance parameters skillfully.
Recently, several investigations that apply the neural network learning into the impedance control have been reported [2] - [7] . Gomi and Kawato [2] applied the feedback error learning scheme [8] by neural networks into nonlinear compensations of manipulator dynamics and showed that the impedance control could be implemented for unknown manipulator dynamics through learning. Venkataraman et al. [3] utilized a neural network for identifying environments for compliance control. The neural networks used in their methods, however, did not learn the impedance parameter of the end-effector that must be given according to the task beforehand. Maeda and Kano [4] , and Cheah and Wang [5] , also proposed learning control laws utilizing the Newton-like method and the iterative learning scheme, respectively, under assumptions that the desired impedance parameter is given beforehand.
On the other hand, Asada [6] showed that nonlinear viscosity of the end-effector could be realized by using the neural network model as a force feedback controller. Cohen and Flash [7] proposed a method to regulate the end-effector stiffness and viscosity of the manipulator using neural networks. The networks represented the stiffness and viscosity matrices and were trained to minimize a cost function about force and velocity control errors. Although the desired velocity trajectory for the end-effector was modified in order to improve a task performance in their method, the network could not regulate an inertia property of the end-effector and only the contact movements could be learned.
The present paper proposes a method to regulate the desired impedance of the end-effector through learning of neural networks. Three kinds of the back-propagation typed networks are prepared corresponding to the position, velocity and force control loops of the end-effector. First, the neural networks for position and velocity control are trained using iterative learning of the manipulator during free movements. Then, the neural network for force control is trained for contact movements. During learning of contact movements, the virtual trajectory is also modified to reduce the control error. The method can regulate not only stiffness and viscosity but also inertia and virtual trajectory of the end-effector, and both of the free and contact movements can be learned. Computer simulations show that a smooth transition from free to contact movements can be realized by regulating impedance parameters before a contact.
IMPEDANCE CONTROL in contact with an environment is given as
In general, the motion equation of an n-joint manipulator
where 6' and 7-E R" represent the joint angle vector and the joint torque vector, respectively; M ( 8 ) E Rnx" is the 1083-4419/96$05.00 0 1996 IEEE nonsingular inertia tensor; h(0, 4) E R" is the centrifugal and Colioris force vector; g(0) E R" represents the gravitational torque; J ( 0) E Rm " represents the Jacobian matrix; -FeXt E Rm represents the external force exerted from the environment on the end-effector of the manipulator; and m is the number of degrees of freedom of the operational space. In this paper, the end-effector makes a point contact with a compliant work environment and the characteristics of the environment is expressed as [9] 
where X E Rm is the end-effector position; X , E R" represents the equilibrium position of the environment; and Me, Be, K, E Rmx" represent inertia, viscosity, and stiffness of the environment, respectively. Generally, the impedance matrices, Me, B e , K,, and the equilibrium position of the environment, X,, are unknown, while the end-effector's position, x, velocity, x, and the interaction force, Fext can be measured.
Using a nonlinear compensation technique such as
the dynamics of the manipulator in the operational space reduces to a simplified equation [lo] :
where Fact E R" is the control force vector represented in the operational space.
On the other hand, a second order linear model is used as a model of the desired end-effector impedance: and the environment beforehand, so that h f d , Bd, Kd may be considered as unknown parameters. In this paper, the neural network model is used to represent those parameters and adjust then1 through iterative learning minimizing appropriate performance indices.
ITERATIVE LEARNING OF h4PEDANCE PARAMETERS

A. Impedance Control Using Neural Networks
Generally, the back-propagation typed neural network model [ 1211 has powerful learning ability and simple structure that are very attractive properties for a wide range of applications. The simple and uniform structure, however, frequently causes the local minima problem and/or very slow learning. One of the methods to improve these drawbacks is to introduce appropriate structure into the network according to each application, so that the whole problem to be learned can be divided into several parts. In this paper, the backpropagation typed neural network is structurally customized for the impedance control problem in the operational space. Learning of the impedance networks proposed in this paper consists of two steps as shown in Fig. 3 . First, the TCN's are trained using iterative learning of the manipulator during free movements to improve position control characteristics [see and Md, Bd, Kd E RmX" represent desired inertia, viscosity and stiffness matrices of the end-effector, respectively. From (4) and (5), the impedance control law for Fact is derived as follows:
where Thus, the impedance control can regulate the end-effector dynamics of the manipulator to the desired one described by (5), if the desired impedance parameters Md, B d , Kd are already given. However, it may be very difficult to design the desired impedance parameters according to the given task The sigmoidal activation functions are used for the hidden and output units, while linear functions are used for the input units, i.e., xz = { y ,~,~ (hidden and output units) (7) I, (input units) (input units) (hidden units) (output units) ( 8 ) where xa and yz represent input and output of unit i , respectively; w ,~ is the synaptic weight from unit j to unit i; and U and a are the maximum value and threshold of the output units, respectively.
In this paper, the output of the PCN and VCN are denoted as vectors: where opz and ova E R" are the vectors which consist of the output values of the PCN and VCN and correspond to the ith row of the matrices A&Y1Kd and MilBd, respectively. Using these notations, the control force Fact during free movements is given as where Fp and F, E R" are control vectors computed from the PCN and VCN, respectively (see Fig. 3 ).
An energy function for network learning of the TCN's is defined as
where In the betterment process, a time series of input signal to a plant is iteratively modified using an error signal between (17) and (18), it can be seen that the second terms give the directions of the control forces in order to decrease the error function El at time t. Therefore, in this paper, the second terms are used as an approximation of the partial derivatives, dEl/dF,(t) and dEl/dF,(t):
The learning algorithm during free movements proposed in the paper is summarized as follows:
Step 0. Initial Values: Initial network weights, tu$) for the PCN and w ! : ) for the VCN, and a desired trajectory for the end-effector are given. The initial weights are randomly chosen and small values are recommended in order to avoid a large driving force of the manipulator in the early stage of the learning procedure.
Step 1. Impedance Control: Using neural networks, the impedance control is performed.
Step 2. 
, and (20), the synaptic weights w$' and w$) are modified until the learning error reaches the minimum (or a local minimum). Until the error function El reaches the minimum (usually a local minimum), the procedures from Steps 1-3 are executed
Step 3. Learning of the PCN and VCN: Using 
C. Learning During Contact Movements
After the learning of the TCN's, the network for force control is trained during contact movements. Fig. 2(c) shows the structure of the FCN. Note that the synaptic weights of the TCN's are fixed during learning of the FCN [see Fig. 3(b) ].
The FClV is also a multi-layer typed network with 3m input units and m2 output units. The input units correspond to the end-effector position, X ( t ) , and force control errors, d F ( t -1) . The output units correspond to the impedance parameters Ad;'. It should be noted that the output signal of the FCN always represents the corresponding impedance parameter since the control system shown in Fig. 2(a) has the same structure as the one of Fig. 1 . The activation functions for the units are the same as (7) and (8) .
The output of the FCN is denoted as a vector: 
An energy function for learning of the FCN is defined as
where E f ( t + i ) = dF(t+i)T dF(t+i) and Ep(t) = E f ( t ) = 0 for t > N f and t < 0. h(i) is a data window function with the length of 2N + 1 that smoothes the time series of the error signal, and we can use one of the standard window functions [14] . Fig. 4 
shows examples of h(i).
It should be noted that the window length 2N + 1 is chosen to be sufficiently smaller than the given total data length N f . The error function E 2 ( t ) represents a weighting sum of position and force errors from t -N to t + N . Therefore, the error function E2 in (23) includes the control errors within N unit time in the future from the time t, which works effectively for some tasks including a shift from free to contact motions. Generally speaking, any data in the future is not available because of the causality of the process. However, since the present paper uses an iterative learning scheme, the control errors after time t in the kth iteration can be used as the future error.
The direction of the gradient descent of the synaptic weights wi:) for the error function E2 is given as (24) where E3 = i zzo [E,(t + i ) + E f ( t + i ) ] and qy is the learning rate. Except for the term dE3/dFaCt(t + i ) , all other terms in (24) can be computed using the back propagation learning. For dE3/dFaCt(t + z ) , the betterment process is used in the same way as the TCN.
Here, it is assumed that the total data length N f is sufficiently larger than the length of the data window 2N + 1.
Under this assumption, the error function E3 in (24) can be approximated as
t+z=O It can be seen that the direction of the gradient descent of the right hand side of (25) 
A learning algorithm during contact movements proposed in the paper is summarized as follows:
Step 0. Znitial Values: The initial network weights for the FCN and a desired end-effector force are given.
Step 1. Zmpedance Control: Using the TCN's and the initial virtual trajectory, the impedance control is performed.
Step 2. Betterment Process: Using the control errors resulted from step 1, the new control force F2z1(t) is computed.
Also, error signals d X ( t ) , d F ( t )
, and dk(t) corresponding to the control input F t z l ( t ) are computed.
Step 3. Learning of the FCN and the Virtual Trajectory:
Using (24) and (29), the synaptic weights, w;;), and the virtual trajectories, X d ( t ) and X d ( t ) , are modified until the learning error reaches the minimum (or a local minimum). The procedures from Steps 1-3 are executed iteratively. Because this learning algorithm is based on the steepest descent method, the error function E2 (23) reaches the minimum (usually a local minimum) if an appropriate learning rate is used. When the learning has terminated, the FCN may express the optimal impedance parameters Ad;' as the output values of the networks O f ( t ) . It should be noted that the output signal of the FCN always represents the corresponding impedance parameter since the control system shown in Fig. 2 has the same structure as the one in Fig. 1 . In order to confirm the effectiveness of the method proposed in this paper, a series Of computer On planar movements (m = 2, is performed under an assumption that of the betterment process includes 100 times of the error back propagation learning of the TCN's. The desired trajectory of the end-effector dynamics of the manipulator has already been simplified as given by (3).
IV. SIMULATION EXPERIMENTS
A. Free Movements
the end-effector is determined using the fifth-order polynomial under the boundary conditions, 
where diag [I denotes a diagonal matrix. The topological structure of the networks and the learning parameters used in this simulation are determined after trial and error. the task space.
Initial virtual trajectory and the object placed along the z axis of corresponding impedance parameters: 
t=O
It can be seen from the table that the diagonal elements of the impedance matrices increase significantly, and the appropriate impedance matrices for trajectory control during free movements are realized after ten iterations. It should be noted that the maximum value of each output of the networks is determined by U = 500.0 in (8).
B. Contact Movements
Next, learning of a contact movement is performed for the task environment shown in Fig. 7 , where an object is placed along the x axis of Fig. 6 . The dynamics of the object is characterized as (2) manipulator tries to follow the initial virtual trajectory and the impedance parameters learned during free movements are considerably large before learning of the contact movements (see Table I ), a large interaction force is exerted along the direction of the y axis in the task space (see iteration number 0 in Fig. 8 ). After thirty iterations, however, the end-effector force coincides with the desired one. Fig. 9 shows the effect of the window length N on the learned virtual trajectories, Xd, which are obtained after thirty iterations. En all cases, the end-effector force almost coincides with the desired one. However, the learned virtuaL trajectories are quite different. For the case of N = 0, the virtual trajectory changes suddenly just after contact with the object in order to absorb the impact force due to the contact. On the other hand, as the window length becomes long, the virtual trajectories change before the contact so that a smooth transition from free to contact movements can be realized. End-effector forces of the manipulator in the normal direction of
where Nc denotes the contact time with the object. After thirty iterations, the impedance parameters including the stiffness, viscosity and inertia become considerably small in the normal direction of the contact surface, i.e., the y axis of the task space, when compared with the ones in the tangential direction. The impedance parameters can be regulated according to the task environment by the iterative learning. Finally, the dynamics of the object is changed including object inertia and friction not only in the normal direction where FLxt E R2 represents the interaction force between the end-effector and the object; and Fext is defined by (2) . Fzmpact E R2 represents the time-varying impact force and is defined as
where Kzmpact E R2 is the impact stiffness matrix, t, is the collision time and At is the time duration of the impact force. Changes of the impact force Fzmpact during learning of a contact Although a sharp impact force just after a collision is observed, a steady-state force almost coincides with the desired one after thirty iterations. Fig. 11 shows changes of the impact forces Fzmpact by learning. Although the impact force is quite large before learning of the contact movements, it is decreased considerably after thirty iterations. It should be noted that the collision time t, is delayed as shown in the figure. This means that the endeffector vellocity just before the contact is decreased in order to avoid large impact force between the end-effector and the object.
V. CONCLUSIONS
The present paper proposed the new method to regulate the impedance parameters of the end-effector using neural networks. The method can regulate the second order impedance including the stiffness, viscosity and inertia through iterative learning to minimize the position and force control errors. Introducing the window function into the error functions, the virtual trajectory as well as the impedance parameters can be modified before contact so that a smooth transition from free to contact movements is realized. It should be noted that the impedance parameter obtained through learning in this method is not always a unique solution. Since any direct teaching signal for the impedance parameter is not available, the networks used in the proposed method are trained to minimize a position control error and/or a force control error instead of an impedance error. In this sense, a unique solution of the impedance parameter is not needed, since the impedance parameters learned in the networks can be assured to be optimal or sub optimal in terms of the error functions.
Future research will be directed to improvements of learning rule for the neural networks used in this paper and a generalizing ability of the proposed method for various classes of the constrained tasks.
