Massive machine-type communication is one of the most important scenarios for future wireless communications. Due to its huge number of potential users and its bursty packet arrivals, centralized control may incur a prohibitively high overhead.
I. INTRODUCTION
Massive machine type communication (m-MTC) is one of the most important scenarios for 5G [1] , [2] . It is a key technology for realizing large-scale Internet of Things (IoT) such as smart home, smart manufacturing, and smart health care, etc. Different from conventional human-type communication, in m-MTC a very large number of users can be involved. Furthermore, for each particular user, its packet arrival rate can be very low and the packet length is usually short. For this type of sporadic communications, the centralized control based multiple access techniques (such as time division multiple access (TDMA)) can be very inefficient.
To reduce signaling overhead and enhance access capability, a grant-free non-orthogonal multiple access (NOMA) scheme has been proposed in [3] , [4] . In this scheme, time and/or frequency domain resource blocks are divided into non-orthogonal subblocks that can be shared by all potential users; active users can freely access the channel without waiting for permission. This significantly reduces the overhead of control signaling to meet the requirement of the m-MTC scenario; hence it has attracted growing research interests.
Grant-free NOMA, however, poses a challenge for reliable receiver design. Besides channel estimation and signal detection, the receiver also needs to identify the activities of all potential users (i.e., which users transmit packets) since there is no permission operation and scheduling information. A straightforward approach to receiver design is first to identify active users, then to estimate the channel coefficients of active users, and finally to recover the data of active users. However, a large amount of spectrum and power resource may be required for the reliable user identification and channel estimation, which in turn degrades the system performance.
Joint designs of user identification, channel estimation, and/or signal detection have been pursued to improve the system performance and reduce the resource consumption. Under the assumption of perfect channel state information at the receiver (CSIR), joint active user identification and signal detection schemes were developed in [5] and [6] . For systems without CSIR, joint active identification and channel estimation schemes were proposed, followed by separate signal detection operations [7] , [8] . Besides, joint channel and data estimation schemes were also developed in massive multiple-input multiple-output (MIMO) systems with centralized control in [9] - [12] .
Recently, a joint channel estimation and multiuser detection algorithm, named block sparsity adaptive subspace pursuit (BSASP), was proposed in [13] . A significant performance gain was obtained by the joint design. However, this algorithm suffers from the non-orthogonality of the training matrix. For massive connection scenarios, such non-orthogonal training is usually inevitable in order to accommodate as many as possible potential users. In [14] , a message passing based joint channel estimation and data decoding algorithm was proposed for grantfree sparse code multiple access (SCMA) systems, where the messages were approximated by Gaussian distributions with minimized Kullback-Leibler (KL) divergence. An evident performance improvement was demonstrated over other algorithms; yet, the discussions were limited to SCMA systems with sparse coding based transmissions.
In this paper, we develop a joint user identification, channel estimation, and signal detection (JUICESD) scheme for grant-free NOMA systems. For this joint detection problem, the channel coefficients, user activities, and transmit signals are coupled together, forming a complicated non-linear signal model. In this case, the existing approximate message passing (AMP) algorithms developed under linear system models cannot be applied directly. To solve the problem, in this paper we divide the whole signal model into a linear part and a nonlinear part by introducing two types of auxiliary variables. Then, for the linear module, an AMP-type algorithm is developed to leverage the low complexity and the asymptotic optimality of AMP [15] - [17] . On the other hand, with an appropriately designed receiver structure, the non-linear module is decoupled for different users; hence a low-complexity message passing algorithm can be derived in a user-by-user fashion. The design of message updates in the non-linear module and between the two modules is another key point for the joint design. Instead of using the conventional Gaussian approximation [11] , [12] , [14] , [15] , we propose to use a structured Gaussian mixture approximation in message updates, where the Gaussian mixture model improves the approximation accuracy and the structure constraint reduces the complexity. With these ideas, an efficient iterative algorithm is developed and analyzed. Numerical results show that the proposed scheme obtains a significant performance improvement over the state-of-the-art approaches. Moreover the complexity of our scheme is only linear with the number of users and also with the frame length, thereby being very attractive for m-MTC.
Notation: We use boldface uppercase letters like A to denote matrices, boldface lowercase letters like b to denote vectors and c(t) to denote the vectors at the tth time-slot; a k denotes the kth column of matrix A, b k denotes the kth element of vector b, and c k (t) denotes the kth element of vector c(t); diag(b) is the diagonal matrix with diagonal elements b. For matrices and vectors, (·) T denotes transpose. Besides, |S| is the number of elements in set S.
II. SYSTEM MODEL

A. Grant-free NOMA Transmission
We follow the spreading based NOMA schemes in [5] , [6] , [13] for grant-free transmissions. Specifically, each user k is assigned with a unique spreading sequence a k = [a 1,k , · · · , a L,k ] T as its signature, where L is the spreading length. Consider the transmissions in a frame of T channel uses. The received signal at the access point (AP) can be modeled as
where K is the total number of potential users, h k the channel coefficient from user k to AP, I k an indicator to represent the activity state of user k (with I k = 1 meaning that user k is active and I k = 0 otherwise), x k (t) the transmit signal of user k, and w(t) the additive white Gaussian noise (AWGN) with mean zero and variance N 0 per element. Block fading is assumed, i.e., h k and I k remain unchanged within each transmission frame. For massive connectivity, L can be much less than the total number of users K, and therefore orthogonal spreading sequence design is generally impossible. We assume that the elements of each a k are randomly and independently drawn from the Gaussian distribution N (0, 1/L).
The first T p symbols of each user {x k (1), · · · , x k (T p )}, 1 ≤ T p < T, are assigned as pilots for channel estimation, while the remaining symbols {x k (T p + 1), · · · , x k (T )} for data transmission. To achieve a high spectrum efficiency, we set T p = 1 and will show that this setting is enough to provide accurate channel estimates for our proposed scheme.
Throughout the paper, we make the following assumptions.
• All users are synchronized in frames, which can be achieved by the BS sending a beacon signal to initialize uplink transmissions [1] , [4] . • The packet arrival rate of each user per frame is Bernoulli distributed with parameter λ ∈ (0, 1]. Each user starts to transmit a packet (if available) at the beginning of a frame. • Retransmissions are not considered and all packets are regarded as new arrivals. The above system model is suitable for machine-type communications with massive low-cost devices. For such applications, the number of potential users can be very large; so it is desirable for simple scheduling operations. On the other hand, the packet arrival rate of each user is usually very small; hence the transmission can be narrow-band.
We emphasize that the receiver considered in this paper is equipped with a single antenna. In this case, an artificial signature is used by each potential user for user identification (i.e., a k in (1)). This is different from the work in [12] , where massive antennas are equipped at the base station, and thereby the channel vectors themselves can be used as signatures to distinguish transmit signals from different active users. The user signature introduced in our scheme facilitates the lowcomplexity receiver design.
B. Problem Formulation
The focus of this paper is the design of an efficient receiver scheme to identify the activity of all potential users, to estimate the channel coefficients, and to recover the transmit data of the active users.
We rewrite the received signal (1) as
Suppose that the AP jointly estimates G = (H, I, X) following the maximum a-posteriori probability (MAP) principle. Conditioned on R and A, the a-posteriori probability density function (PDF) is given by
where we assume that the channel coefficient h k is generated by following the a-priori distribution f h (·); the activity indicator I k is drawn from the Bernoulli distribution with parameter λ, i.e., p I (I k ) = (1 − λ)δ(I k ) + λδ(I k − 1); the elements in the first column of X are set as a common pilot symbol s p (by recalling T p = 1); the other elements of X are independently drawn from p S (·) (e.g., a uniform distribution over the signal constellation S).
The MAP estimate of (H,I,X) is given by
Problem (4) is non-convex and generally difficult to solve. Message passing type algorithms provide possible solutions. However, the variables to be estimated in (4) , i.e., H, I, and X, are all coupled together. Accurate message passing algorithm is difficult to derive; while the low complexity AMP algorithm is developed under linear system models and cannot be applied directly. We next develop a low-complexity yet near-optimal iterative algorithm to solve the problem by judicious receiver structure and sophisticated message updates design.
III. PROPOSED JUICESD ALGORITHM
In this section, we first represent the received signal model in a factor graph, based on which we propose the JUICESD receiver structure and develop message passing over the proposed receiver structure. Finally, we present the overall algorithm and analyze its complexity.
A. Factor Graph Representation and JUICESD Receiver
To solve the problem in (4) efficiently, we first divide the whole signal model into a linear part and a non-linear part by introducing the following two types of auxiliary variables,
We henceforth refer to g k and y k (t) as the effective channel and the effective signal, respectively. Rewrite the system model in (1) as
Based on the above discussions, we can see that for the auxiliary variables {y k (t)}, the signal model is linear. On the other hand, given {y k (t)}, the estimations of {g k } (or {h k } and {I k }) are decoupled for different k. These two properties are the keys to the following algorithm design. From (5), the distribution function for g k , denoted by f g (·), can be calculated based on the a-priori distributions of h k and I k . With f g (·) and (6)- (7), we can represent the system model with the factor graph in Fig. 1 . The factor graph consists of two types of nodes:
• variable nodes {g k },{x k (t)}, {y k (t)}, and {r l (t)}, denoted as white circles in Fig.1 , corresponding to the variables with the same names in (6)-(7), • check nodes {f g (·)}, p S (·), {cx k,t }, and {cr l,t }, denoted as black boxes in Fig. 1, corresponding to the a-priori distribution constraints of {g k }, the a-priori distribution constraints of {x k (t)} (with p S (·) reducing to p S (s p ) = 1 for t = 1), the equation constraints in (6) , and the equation constraints in (7) , respectively. The edge message passes between a variable node and a check node when the variable is involved in the check constraint. As shown in Fig. 1 , we divide the whole receiver structure into two modules, one for the linear signal model in (7) and the other for the non-linear equation constraint in (6) . The operations of these two modules iterate to obtain the final estimates. We next outline their main functionalities.
The module on the right side of Fig. 1 focuses on the signal model in (7) . Assume that the distributions of {y k (t)} have been calculated from (6) , and are given as input. Then the constraints in (6) can be ignored, and the estimations of {y k (t)} based on (7) can be performed slot by slot. Hence we refer to this module as slot-wise signal detection (SSD). The refined estimates of {y k (t)} (in their extrinsic form) are output to the other module. Its detailed operations will be discussed in Section III-B.
The module on the left side of Fig. 1 is for the constraint in (6) . With the estimates of {y k (t)} as input, the effective channel {g k } can be estimated based on (6) . Recall that the effective channel of the same user keeps unchanged in one frame. The related estimation information in all time slots of one frame can be combined. Thus we refer to this module as combined channel estimation (CCE). Its detailed operations will be discussed in Section III-C. With the distribution of {g k } refined, the distributions of {y k (t)} can be updated. This activates the SSD operations in next iteration.
The above two operations iterate until convergence. Denote the final estimates of {y k (t)} by {ŷ k (t)}, we obtain the final detection results as follows.
User Identification: Suppose that the estimate of g k isĝ k after the last iteration. Then a user is active ifĝ k is larger than a certain threshold g th , i.e.
Channel Estimation: From (6), with the estimates {ŷ k (t)} available, the channel coefficient of user k can be calculated from the pilot transmission (i.e.,ŷ k (1)) aŝ
Notice that though onlyŷ k (1) is used in (9), the relevant information in fact has been collected during the iteration. Signal Detection: With the estimatesŷ k (t) andĥ k available, the soft estimate of the transmit signal x k (t) (withÎ k = 1 and 2 ≤ t ≤ T ) is given byx
Then a hard decision can be made accordingly.
B. Operations of SSD
The SSD module is to estimate {y k (t)} based on the a-priori distributions fed back from CCE module and the received signal model (7) . We rewrite (1) in the following compact form
where A = [a 1 , · · · , a K ] and y(t) = [y 1 (t), · · · , y K (t)] T . Denote by f y(t) the a-priori distribution of y(t). Notice that (11) is linear with respect to y(t). Then the Bayesian estimates of y(t), t = 1, · · · , T , can be calculated using AMP algorithms in a slot-by-slot manner [15] - [17] . Based on the turbo principles, only extrinsic information is exchanged between modules. To facilitate such information exchanges, we rewrite the AMP algorithm for SSD module as follows.
1) Initialization: Set the iteration index q = 0, and v (−1)
where the expectation and variance calculation are based on the distributions f y(t) .
2) Linear Steps: Let γ = L/K, and denote by < v > the average of the elements in vector v. Calculate
and v (q)
3) Nonlinear Steps: Modelr (q) (t) as a noisy observation of y(t) given byr (q) (t) = y(t) +w
with the elements ofw independently distributed as CN (0, v (q) r (t)). Recall that for a specific user k, the estimate y k (t) has the a-priori distribution f y k (t) . The Bayesian estimates of y k (t) and the related variances are calculated aŝ
, ∀k = 1, · · · , K, (16b) where the expectation and variance operation are with respect to the a-posteriori distribution p(y k (t)|r 
C. Operations of CCE
The CCE module in Fig. 1 deals with the non-linear constraint in (6) . Recall that using the messages of {y k (t)} passed from SSD as input, the constraints in (6) are decoupled for different users. Hence, we can derive the accurate message passing operations for each user as follows.
1) Message Passing from {cx k,t } to {g k }: With the output of SSD, the message y k (t) is given by a Gaussian distribution with meanr
Recall that the probability of x k (t) taking value s is denoted by p S (s), s ∈ S. From (6), we obtain the distribution of g k (t)
2) Message Passing from {g k } to {cx k,t }: Notice that for the same channel coefficient g k , we obtain T messages f g k (t) (g), t = 1, ..., T . Then the message passing from node g k to the node cx k,t is given by
3) Message Passing from {cx k,t } to {y k (t)}: With the messagef g k (t) (g) from g k node, the check node cx k,t updates the message of y k (t) as
and this message is passed to the variable node {y k (t)} in the SSD module.
With the updated messages {f y k (t) (y)}, the SSD module is activated again. The operations of the two modules iterate until convergence.
D. Messages Passed in CCE and Exchanged Between SSD and CCE
Notice that in the proposed receiver structure, SSD is based on AMP while CCE is based on accurate message passing. In this case, the messages {f y k (t) (y)} passed from SSD to CCE is in a Gaussian distribution form. However, after the operations in CCE, the output messages {f y k (t) (y)} of CCE have a Gaussian mixture form with up to |S| T −1 Gaussian terms due to the impact of unknown transmitted symbols. In this case, both the calculation and analysis can be complicated. To reduce the complexity, we consider the following approximate methods.
1) Numerical Approximation (JUICESD-NA): One straightforward way is to adopt numerical methods. Notice that f y k (t) (y) is the distribution function of a complex random variable. Two-dimensional tables can be used to store the functions {f y k (t) (y)} and the related message combining operations can be carried using these tables. However, such numerical methods involve a large storage requirement and the algorithm is also difficult to analyze.
2) Gaussian Approximation (JUICESD-GA): Another way is to use Gaussian approximation, which is widely used in message passing algorithms. In this case, (18) is approximated as
where µ and τ are the mean and variance of the distribution. As a result, we obtain the messages fed back to SSD as
where w 1 , w 2 and τ y can be obtained according to (19)-(21). We do not give the detailed process due to the space limitation. Note that the mean of Gaussian term is zero due to the cancelation impact of different unknown transmit symbols with the uniform distribution. This means certain information loss, which incurs obvious performance loss as shown by numerical results later.
3) Structured Gaussian Mixture Approximation (JUICESD-SGMA): From the above analysis, the Gaussian approximation reduces the complexity but some essential information in the distribution f y k (t) (y) is ignored, which leads to substantial performance degradation. To reduce the complexity while keeping as much as possible information in f y k (t) (y), we propose the following structured Gaussian mixture approximation.
Specifically, we keep |S|-Gaussian mixture distribution approximated from (18). This method is based on the fact that the effective channel of the same user keeps unchanged in one frame. Hence, the probability distribution (18) should be concentrated nearr (Q) k (t)/s considering the signal constellation. In this case, the approximated distribution of (18) can be calculated as
where {w i }, {µ i } and {τ i } are the weights, means and variances of the different Gaussian terms, respectively. Finally, we obtain the approximated distribution fed back to the SSD module as
where w n , {w y,j }, {µ y,j } and {τ y,j } are obtained according to (19), (20), and (23). Compared with the Gaussian approximation in (22), the distribution in (24) retains more information of y(t) by making use of the a-priori distribution of transmitted symbols. Furthermore, due to the structure of signal constellation, we can get all {µ y,j } from one specific µ y,j by properly rotating and scaling. Consequently, the complexity of this scheme is similar to the Gaussian approximation. Furthermore, it facilitates the state evolution based performance analysis. Due to the space limitation, we will only present the numerical results of the state evolution in Section IV.
E. Outline of the Algorithm and Complexity Analysis
Based on the discussions in the preceeding subsections, we outline the main steps of the proposed JUICESD scheme in Algorithm 1.
The complexity of the proposed JUICESD algorithm is low. The algorithm consists of two modules: SSD and CCE. The SSD operation is based on AMP; hence, the complexity is linear in the number of users. On the other hand, the CCE operation can be performed user by user; hence, its complexity is also linear in the number of users. Consequently, the total complexity of the proposed algorithm is linear in the number of users. This makes it especially suitable for massive connections with a very large number of users.
Algorithm 1 JUICESD Algorithms Input: The a-priori distributions {f y k (t) (·)}, received signal {r(t)}, signature matrix A, signal distribution {p S (s)}, channel distribution f h (·), user activity probability λ.
Step 1. SSD operations: Using the distributions {f y k (t) (·)} as inputs, perform AMP based Bayesian estimation of {y k (t)} based on the signal model (7) , according to (12) to (16) . Then the extrinsic information of {y k (t)} in the form of mean and variance values is passed to CCE.
Step 2. CCE operations: With the mean and variance values of {y k (t)} as input, the extrinsic distributions of {y k (t)} are calculated using (17) to (20) for JUICESD-NA, (22) for JUICESD-GA, or (24) for JUICESD-SGMA, respectively, and then passed to SSD.
Step 3. Repeat Steps 1-2 until convergence. Output: Obtain the user activity estimates {Î k } using (8), channel estimates {ĥ k } using (9), and signal estimates {x k (t)} using (10).
IV. NUMERICAL RESULTS
We present numerical results in this section. We assume that all channel coefficients are complex Gaussian distributed with mean 0 and variance 1. The signal-to-noise ratio (SNR) is defined as E∥x∥ 2 N0 . We also assume that the data signals of all active users are QPSK modulated. In addition, we set Q = 100. Fig. 2 shows the symbol error rate (SER) performance with different receiver schemes. For comparison, we also include the performance of an oracle-LMMSE where the CSI and activity are assumed to be perfectly known at the AP, and that of a separated detection scheme in which the user activity, channel estimation, and signal detection are performed separately. Notice that conventional separated detection scheme has a high error floor; hence it can only support a small number of active users. On the other hand, both the proposed JUICESD schemes and BSASP work well. This is due to the benefit of joint user identification, channel estimation, and signal detection design. Furthermore, the proposed JUICESD-SGMA scheme outperforms BSASP by about 3-4 dB. This is because BSASP is a CS-based sparse signal reconstruction algorithm that suffers from non-orthogonal training matrix as mentioned in [13] , while the proposed JUICESD-SGMA scheme message passing based one, which can handle non-orthogonal interference. In addition, the JUICESD-SGMA and JUICESD-NA schemes have similar performance while JUICESD-GA has a certain performance degradation. This verifies the effectiveness of the proposed SGMA message passing method. Figs. 3 and 4 show the accuracy of state evolution and the effect of frame length for JUICESD-SGMA. It is shown that state evolution can track the performance of JUICESD-SGMA accurately. This facilitates potential system optimization for further performance improvement, which will be pursued in our future work. By defining g = [g 1 , g 2 , · · · , g K ] T , we calculate M SE = 1 K ∥g −ĝ∥ 2 2 , whereĝ is the estimation of g. Fig.  3 shows that a M SE gain of about 6 dB is obtained when the frame length T is increased by 4 times. This performance gain is consistent with the oracle channel estimation scheme where all data signals are perfectly estimated and can be thus also regarded as pilots. On the other hand, the gain of the SER is approximately 2dB, this is due to the fact that the SER performance will mainly be limited by its SNR value when the CSI is accurate enough. Figs. 3 and 4 confirm the benefit of joint design and the effectiveness of our proposed scheme.
V. CONCLUSIONS
We proposed novel JUICESD schemes for m-MTC applications. A low-complexity yet near-optimal algorithm named JUICESD-SGMA was developed by judicious iterative structure design, message passing principles, and sophisticated SGMA message derivation. Numerical results demonstrated that the JUICESD-SGMA scheme obtains significant performance gain over the state-of-the-art algorithms, with only a linear complexity in the number of users and the frame length. In addition, the performance of JUICESD-SGMA can be predicted by state evolution accurately, which provides useful insights for future system design and optimizations.
