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SYSTEM FOR SELECTING UNSUPERVISED SPEECH DATA BY DISTRIBUTION
OF SUPERVISED DATA IN EMBEDDED SPACE
ABSTRACT
This disclosure presents a system and method to select unsupervised data for speech
processing using the distribution of supervised data in an embedded space. The data sets are
represented by different colors to differentiate between supervised and unsupervised
utterances. The system samples a set of utterances from the unsupervised data, such that the
distribution of the unsupervised sample matches with the distribution of the supervised
utterances. The sampling method converts the data sets into bins in a two-dimensional
histogram, which is then normalized using the size of the data set for each bin. The data is
then manipulated and selected so that the distribution of the data selected would closely
match the distribution of the supervised data set. The system and method generates useful
unsupervised data sets that could help train speech recognition models effectively.
BACKGROUND
Speech models can be trained using supervised or unsupervised adaptation, based on
human transcription or recognition output, respectively. Supervised data indicates utterances
selected at random uniformly from logs and sent out for human transcription, while
unsupervised data indicates utterances selected from logs, based on the transcription
performed automatically by the system. The speech recognition system trains models on both
kinds of data. Traditionally, supervised data performs much better in training new
recognizers. This is not surprising, as unsupervised data is highly biased towards utterances
that automated systems already transcribe well. Existing methods do not allow training of
voice recognition systems using unsupervised data for reasons stated above. Thus there is a
need for a better method to sample unsupervised speech data to make it more suitable for
training speech recognition software.
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DESCRIPTION
This disclosure presents a system and method for sampling a set of utterances from
unsupervised utterances, such that the distribution of this sample matches as closely as
possible the distribution of the supervised utterances. The supervised and unsupervised data
sets can be represented by different colors, as shown in FIG. 1. The green set represents
supervised data, and the red set represents unsupervised data. The system works by sampling
a set of utterances from the unsupervised data, such that the distribution of the unsupervised
sample matches with the distribution of the supervised utterances. This allows for effective
visualization of the mathematical differences between supervised and unsupervised data.

FIG. 1: Graphical representation of supervised (green) and unsupervised (red) data sets
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The method for sampling supervised and unsupervised data sets is depicted in FIG. 2,
and comprises the following steps:
1) Build useful histograms of the data
The method involves converting each of the two data sets into a two-dimensional
histogram, of approximately 20 bins by 20 bins, one histogram for each data set. Each bin
represents a small region of the 2D space. Each bin contains a count of the number of
points falling in that space from the generating data set. The point (-9.5, -9.5) may fall
into bin (0, 0), and point (9.5, 9.5) may fall into bin (19, 19). Both histograms have the
same ranges and bin positions. The histogram generated by the supervised data is called
the reference histogram. The histogram generated by the unsupervised data is called the
sample histogram.
2) Normalize histograms by the size of the data sets
Specifically, each bin contains the probability that any given large utterance from the data
sets may fall in that bin to normalize the size of data sets.
3) Create a third histogram, called the target histogram
Target histogram can be calculated in three parts:
(a) Find the base sample rate – this is the number of unsupervised data that the user wants
to sample divided by the total number of unsupervised data available. For instance, if a
user wants 5 million utterances from a set of 20 million, the base sample rate is 0.25.
(b) Set every bin in the target histogram to the base sample rate.
(c) For every bin [x][y] in the target histogram, divide by sample [x][y] and multiply by
reference [x][y]. The resulting number, if greater than one, is set to 1.
4) For every utterance in the unsupervised data set, find the bin in which the
utterance falls by examining its embedded coordinates in 2D space
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If the utterance falls in bin [x][y], then the value of target[x][y] is the probability that the
user wants to select for a new unsupervised set. For example, choose a random number R
between 0 and 1. If R < target[x][y], retain utterance. If R >= target[x][y], discard
utterance.

FIG. 2: Method for sampling data sets

A set of 5 million unsupervised utterances were selected and processed as described
above. FIG. 3 represents the result of sampling using the above method, which shows that the
sampled blue data has a distribution very similar to the green (supervised) data,
demonstrating the effectiveness of the disclosed method.
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FIG. 3: Comparison of blue and green data sets showing similarity
This disclosed system and method are used to select data sets to train speech
recognition models effectively.
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