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Universitas adalah suatu institusi pendidikan tinggi dan penelitian yang memberikan gelar 
akademik dalam berbagai bidang. Universitas didirikan untuk mengarahkan lulusannya 
menjadi tenaga profesional, siap kerja, tenaga pendidikan, atau bahkan peneliti. Dataset status 
kelulusan mahasiswa dari IAsol Dataset adalah dataset yang diambil dari IAsol khususnya 
pada fakultas ilmu komputer. Algoritma Naive Bayes diketahui bisa memecahkan masalah data 
dataset dengan dimensi data yang besar dan bersifat Class Imbalance dengan hasil akurasi 
hanya 95.83%. Metode Forward Selection digunakan untuk mereduksi dimensi dataset yang 
besar dan dapat membantu meningkatkan hasil akurasi klasifikasi Naïve Bayes. Algoritma 
Naïve Bayes dengan Forward Selection sebagai fitur seleksi terbukti akurat dan efektif dalam 
mengklasifikasikan kelulusan mahasiswa dengan hasil akurasi 99.17% dan termasuk dalam 
kategori “Kappa excellent”. 
 




Imbalance.University is an institution of higher education and research that provide academic 
degrees in various fields. University was established to direct graduates become professionals, 
ready to work, education personnel, or even researchers. Dataset graduation status of students 
of IAsol dataset is a dataset taken from IAsol especially in computer science faculty. Naive 
Bayes algorithm is known to solve the problem of data-dimensional dataset with large data and 
are Class Imbalance with the results of only 95.83%  accuracy. Forward Selection method used 
to reduce the dimensions of large datasets and can help improve the accuracy of results Naïve 
Bayes classification. Naïve Bayes algorithm with Forward Selection as feature selection proved 
accurate and effective in classifying graduation with 99.17% accuracy and results are included 
in the category of "Kappa excellent". 
 





Universitas dalam pendidikan di 
Indonesia merupakan salah satu bentuk 
perguruan tinggi selain akademi, 
institut, politeknik, dan sekolah tinggi 
[1]. Universitas terdiri atas sejumlah 
fakultas yang menyelenggarakan 
pendidikan akademik dan pendidikan 
vokasi pada sejumlah ilmu 
pengetahuan, teknologi, seni dan jika 
memenuhi syarat dapat 
menyelenggarakan pendidikan profesi. 
Universitas adalah suatu institusi 
pendidikan tinggi dan penelitian, yang 
memberikan gelar akademik dalam 
berbagai bidang. Universitas didirikan 
untuk mengarahkan lulusannya menjadi 
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tenaga profesional, siap kerja, tenaga 
pendidikan, atau bahkan peneliti. Pada 
umumnya program yang ditawarkan di 
salah satu Universitas adalah program 
pendidikan sarjana dan pascasarjana [2]. 
Didalam suatu universitas terdapat 
beberapa fakultas-fakultas diantaranya 
fakultas ilmu komputer, fakultas 
ekonomi, fakultas bahasa dan fakultas 
lainnya. 
 
Berdasarkan berlimpahnya data 
mahasiswa dan data jumlah kelulusan 
mahasiswa, informasi yang tersembunyi 
dapat diketahui dengan cara melakukan 
pengolahan terhadap data mahasiswa 
sehingga berguna bagi pihak universitas 
[5]. Pengolahan data mahasiswa perlu 
dilakukan untuk mengetahui informasi 
penting berupa pengetahuan baru 
(knowledge Discovery), misalnya 
informasi mengenai pengklasifikasian 
data mahasiswa berdasarkan profil dan 
data akademik. Pengetahuan baru 
tersebut dapat membantu pihak 
universitas untuk melakukan klasifikasi 
mengenai tingkat kelulusan mahasiswa 
guna menetukan strategi untuk 
meningkatkan kelulusan pada tahun-
tahun berikutnya. 
 
Penelitian ini akan melakukan 
pengklasifikasian berdasarkan dataset 
IAsol yang didapat dari Universitas 
Abadi Karya Indonesia khususnya di 
Fakultas Ilmu Komputer pada tahun 
ajaran 2008 sampai 2011. Atribut yang 
akan digunakan dalam melakukan 
klasifikasi kelulusan adalah Nomor 
Induk Mahasiswa (NIM), nama, 
jurusan, umur, jenis kelamin, daerah 
asal, status pernikahan, status pekerjaan, 
kelompok atau jenis beasiswa, indeks 
prestasi dari semester 1 sampai dengan 
semester 9, IPK, jumlah sks yang 
ditempuh dan jenis konsentrasi jalur 
peminatan.  
 
Berbagai algoritma klasifikasi Data 
Mining telah banyak diterapkan untuk 
membantu mengklasifikasikan 
penentuan status kelulusan salah 
satunya menggunakan Naïve bayes. 
Naïve bayes diketahui memiliki 
kecepatan komputasi yang sangat 
tinggi, mampu menangani masalah data 
dataset yang berdimensi besar dan 
dataset yang bersifat Class Imbalance 
[8] [9] [10] [11] [12]. Pada penelitian 
kali ini selain mendapatkan nilai akurasi 
yang baik juga bertujuan mendapatkan 
model atribut yang berpengaruh dengan 
cara menerapkan  Feature Selection. 
Feature Selection adalah salah satu cara 
untuk menentukan atribut yang paling 
berpengaruh di dalam dataset.  Feature 
Selection berperan memilih subset yang 
tepat dari set fitur asli, karena tidak 
semua fitur/atribut relevan dengan 
masalah [13]. Bahkan beberapa dari 
fitur atau atribut tersebut  mengganggu 
dan dapat mengurangi akurasi. Noisy 
Features atau fitur yang tidak terpakai 
tersebut harus dihapus untuk 
meningkatkan akurasi. Selain itu 
dengan fitur atau atribut yang banyak 
akan memperlambat proses komputasi. 
Wraper Feature Selection terdiri dari 
Forward Selection, Backward 
Elimination dan Stepwise Selection. 
Forward Selection dan Stepwise 
Selection memiliki hasil yang lebih 
memuaskan dibandingkan dengan 
proses Backward Elimination. Forward 
Selection juga memerlukan waktu 
komputasi yang relatif lebih pendek 
dibandingkan dengan Backward 
Elimination maupun dengan Stepwise 
Selection.  
 
Pada penelitian ini akan menggunakan 
Forward Selection. Forward Selection 
atau seleksi kedepan dalam analisisnya 
pemilihan ke depan di mulai dengan 
tidak ada prediktor dalam model untuk 
membantu meningkatkan hasil akurasi 






2. METODE  
 
Jenis penelitian yang dilaksanakan ini 
merupakan penelitian eksperimen. 
Selain itu data yang digunakan  adalah 
data kualitatif. Data kualitatif adalah 
data yang berupa kalimat. Data-data 
dalam penelitian berasal dari UNAKI. 
 
2.1 Pengumpulan Data  
 
Pengumpulan  data  pada  penelitian  ini  
meliputi:  studi  literatur  yang  
digunakan sebagai  referensi dalam 
penelitian bisa berupa buku, jurnal dan 
karya ilmiah yang relevan  dengan  
algoritma  klasifikasi  data  mining.  
Tahap  ini  dilakukan  sebagai langkah 
awal dari suatu penelitian. Untuk 
memperoleh data yang benar-benar 
akurat, maka  penentuan  jenis  dan  
sumber  data  sangatlah  penting.  
Sumber  data  pada penelitian ini adalah 
dataset yang didapat dari IAsol UNAKI 
[7] khususnya di Fakultas Ilmu 
Komputer pada tahun ajaran 2008 
sampai 2011. Atribut yang akan 
digunakan dalam melakukan klasifikasi 
kelulusan adalah Nomor Induk 
Mahasiswa (NIM), nama, jurusan, 
umur, jenis kelamin, daerah asal, status 
pernikahan, status pekerjaan, kelompok 
atau jenis beasiswa, indeks prestasi dari 
semester 1 sampai dengan semester 9, 
IPK, jumlah sks yang ditempuh dan 
jenis konsentrasi jalur peminatan.  
 
2.2 Teknik Analisis Data 
 
Tahap pengolahan awal data dilakukan 
untuk mempersiapkan data yang benar-
benar valid sebelum diproses pada tahap 
berikutnya namun tidak semua data 
dapat digunakan dan tidak semua atribut 
digunakan karena harus melalui 
beberapa tahap pengolahan awal data 
(preparation data). Jumlah data awal 
yang diperoleh dari pengumpulan data, 
namun tidak semua data dapat 
digunakan dan tidak semua atribut 
digunakan karena harus melalui 
beberapa tahap pengolahan awal data 
(preparation data). Untuk mendapatkan 
data yang berkualitas, menurut Vercellis 
[26] dilakukan beberapa teknik: 
 
1. Data integration and transformation,  
untuk meningkatkan akurasi dan 
efisiensi algoritma. Data yang 
digunakan dalam penulisan ini 
bernilai kategorikal. Data 
ditransformasikan kedalam software 
RapidMiner. 
 
2. Data size reduction, untuk 
memperoleh data set dengan jumlah 
atribut dan record yang lebih sedikit 
tetapi tetap bersifat informatif. 
 
Pada  penelitian  kali  ini  tahapan  yang  
dilakukan  hanya  transformasi  data  
yaitu merubah beberapa tipe atribut data 


























































































Tabel 2.1 Tipe atribut data 
 
 
2.3 Metode Penelitian 
 
 
Gambar 2.1 Tahapan proposed method 
 
Tahap ini akan membahas metode yang 
akan digunakan untuk penelitian. 
Berikut ini adalah tahap yang akan 
dilakukan dalam penelitian. Tahapan 
dilakukan mengikuti langkah-langkah 
metode Forward Selection dengan 
algoritma Naïve Bayes yaitu: 
 
Dataset dari Iasol UNAKI diseleksi fitur 
menggunakan Forward Selection, 
Metode Forward Selection adalah 
pemodelan dimulai dari nol peubah 
(empty model). 
Pemilihan fitur seleksi forward 
selection diuji menggunakan training 
atau metode Naive Bayes. 
Dari training Naive Bayes yang diujikan 
mendapatkan hasil dan pembobotan. 
 
Apabila proses tersebut lolos maka akan 
mendapatkan suatu atribut/model yang 
optimal dari klasifikasi Naive Bayes. 
  
 
Sedangkan bila proses tersebut berhenti 
pada stopping criterion maka proses 
tersebut diulang dari awal (pemilihan 
fitur seleksi forward selection) sampai 
mendapatkan atribut/model optimal. 
Setelah mendapatkan atribut/model 
yang optimal pada klasifikasi Naive 
Bayes maka akan muncul hasil akurasi 
dari klasifikasi Naive Bayes yang sudah 
di fitur seleksi.  
Tahap ini akan membahas metode yang 
akan digunakan untuk penelitian nanti. 
Berikut ini adalah tahap yang akan 
dilakukan dalam penelitian. Seleksi fitur 
digunakan sebagai input untuk proses 
klasifikasi. Seleksi fitur dilakukan 
dengan mengambil  sebagian  variabel  
pada  seluruh  atribut  yang  ada  pada  
data  untuk dijadikan atribut penentu 
dalam melakukan pemberian keputusan. 
Dataset diseleksi fitur menggunakan 
Forward Selection, proses selanjutnya 
adalah melakukan klasifikasi 
menggunakan algoritma Naïve Bayes, 
hasil proses klasifikasi di evaluasi 
dengan menggunakan Confussion 
Matrix dan Kappa untuk mengukur 
performan atau tingkat akurasi. 
 
2.4 Pengujian Model/Metode  
 
Pada tahapan ini menjelaskan tentang 
teknik pengujian yang digunakan. 
Tahap modeling untuk 
mengklasifikasikan status kelulusan 
dengan menggunakan dua metode yaitu 
algoritma Naïve Bayes dan Forward 
Selection-Naïve Bayes. Proses 
eksperimen   dan   pengujian   model   
menggunakan   dataset   IAsol   [7].   
Metode eksperimen dan pengujian ini 
mengikuti cara pengklasifikasian 
menggunakan RapidMiner. 
 
2.5 Evaluasi Dan Validasi Hasil  
 
Pada tahap ini akan dibahas tentang 
hasil evaluasi dari eksperimen yang 
telah dilakukan. Model yang terbentuk 
akan diuji dengan menggunakan 
 5 
 
Confusion Matrix untuk mengetahui 
tingkat akurasi. Confusion Matrix akan 
menggambarkan hasil akurasi mulai 
dari prediksi positif yang benar, 
predisksi positif yang salah, prediksi 
negative yang benar, dan prediksi 
negative yang salah. Akurasi akan 
dihitung dari seluruh prediksi yang 
benar (baik prediksi positif dan negatif). 
Semakin tinggi nilai akurasi, semakin 
baik pula model yang dihasilkan. 
 
Pengujian juga diukur dengan 
menggunakan Kappa, semakin tinggi 
nilai Kappa, maka semakin baik pula 
model klasifikasi yang terbentuk 
 
 
3. HASIL DAN PEMBAHASAN  
 
Pada penelitian ini menguji keakuratan 
klasifikasi kelulusan mahasiswa dengan 
menggunakan algoritma Naïve Bayes, 
setelah itu Naïve Bayes dengan Forward 
Selection sebagai fitur seleksi. 
Penelitian ini menggunakan dataset 
yang diambil dari IAsol Dataset yaitu 
dataset kelulusan mahasiwa yang 
memiliki 3 class atau 3 kategori 
kelulusan, dengan data yang besar 
(memiliki 240 record dan 21 attribute) 
serta bersifat class imbalance. 
 
3.1 Algoritma Naïve Bayes 
Naïve Bayes  adalah metode yang baik 
karena mudah dibuat, tidak 
membutuhkan skema estimasi 
parameter perulangan yang rumit, ini 
berarti bisa diaplikasikan untuk dataset 
berukuran besar [19].  
 
Berikut teorema bayes : 
 
 




X: Data dengan class yang belum 
diketahui 
H: Hipotesis data x merupakan suatu 
class spesifik 
P(H|X): Probabilitas hipotesis H 
berdasarkan kondisi X  
(posteriori probability) 
P(H) : Probabilitas hipotesis H (prior 
probability) 
P(X|H) : Probabilitas X berdasar kondisi 
pada hipotesis H 
P(X): Probabilitas dari X 
 
3.2 Evaluasi Naïve Bayes dengan data 
sampel 
 
Pengujian menggunakan data sampel 
yang diambil dari IAsol dataset dengan: 
2 label class (tepat dan terlambat), 10 
record (7 class tepat dan 3 class 
terlambat) dan 21 attribute seperti yang 
dapat dilihat pada halaman lampiran. 
Berikut ini adalah contoh perhitungan 
mencari nilai akurasi dari atribut 





Tabel 3.1 data training cross validation 
naïve bayes 
 
Dari data diatas didapatkan Probabilitas 
kelas:  
P(Tepat) = 7/9 = 0.777777777 
P(Terlambat) = 2/9 = 0.222222222 
Dari data diatas didapatkan Probabilitas 
kelompok terhadap masing masing 
kelas:  




P(Reguler|Tepat) = 4/7 = 0.571428572 
P(Parsial|Tepat) = 0/7 = 0 
P(Akademik|Terlambat) = 0/2 = 0 
P(Reguler|Terlambat) = 0/2 = 0 




Data testing dari status kelulusan 
dengan kelompok parsial:  
Prediction parsial: P(X|Tepat) = 0/7 = 0  
P(X|Terlambat) = 2/2 = 1 
Perhitungan dilakukan 10 kali sampai 
training 10 dan testing 10 sesuai 
metode Cross-Validation (X-
Validation). 
Dari hasil klasifikasi menggunakan data 
sample (2 label class. 10 record dan 21 
attribute) dengan metode Naïve Bayes 
diperoleh hasil nilai akurasi sebesar 
70.00%, berikut ini hasil 
perhitungannya seperti dapat dilihat 
pada gambar 4.1. 
 





= 70%   
 
 
4. KESIMPULAN DAN SARAN 
 
Algoritma Naive Bayes terbukti efektif 
dalam mengklasifikasikan status 
kelulusan mahasiswa dari dataset 
dengan dimensi data yang besar dan 
memiliki keadaan kelas yang tidak 
seimbang antara kelas yang satu dengan 
kelas yang lain atau bersifat class 
imbalance. 
 
Metode Forward Selection dapat 
mereduksi dimensi dataset yang besar 
dan dapat membantu meningkatkan 
hasil akurasi klasifikasi Naïve Bayes. 
Dalam hal ini Naive Bayes 
memanfaatkan fungsi seleksi fitur dari 
Forward Selection untuk pemilihan 
atribut data dengan karakteristik data itu 
sendiri, dan meningkatkan ketepatan 
klasifikasi Naïve Bayes. 
Forward Selection berbasis Naive 
Bayes lebih akurat dan efektif dalam 
mengklasifikasikan status kelulusan 
mahasiswa dari dataset yang bersifat 
class imbalance dengan data yang besar 
dengan hasil akurasi 99.17% dan 
termasuk dalam kategori “Kappa 
excellent”. Dengan memperoleh atribut 
yang berpengaruh yaitu: Kelompok, IP 
Semester 1, Semester 3, IP Semester 9. 
Dibanding dengan menggunakan 
algoritma Naive Bayes saja dengan 
hasil akurasi 95.83%.  
 
4.1 Saran 
Metode Forward Selection berbasis 
Naive Bayes terbukti akurat dalam 
klasifikasi status kelulusan mahasiswa 
dari dataset yang bersifat class 
imbalance dengan dimensi data yang 
besar, tetapi dalam penelitian ini 
terdapat beberapa saran dalam 
pengembangannya antara lain prosedur 
ini tidak selalu mengarahkan ke model 
pemilihan atribut yang terbaik. Forward 
Selection berbasis Naive Bayes hanya 
mempertimbangkan sebuah subset kecil 
dari semua model-model yang mungkin, 
sehingga resiko melewatkan atau 
kehilangan model terbaik akan 
bertambah, seiring dengan penambahan 
jumlah variabel bebas.  
Membantu administrasi perguruan 
tinggi untuk memberikan peringatan 
dini dan pembimbingan awal bagi 
mahasiswa yang kemungkinan tidak 
lulus tepat waktu dan membantu 
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perguruan tinggi dalam membuat 
kebijakan untuk bisa meningkatkan 
kelulusan mahasiswa 
Penelitian ini dapat dikembangkan 
dengan metode klasifikasi data mining 
lainnya, penggunaan metode fitur 
seleksi atau metode optimasi lainnya 
yang dapat mengatasi masalah dimensi 
data yang besar, class imbalance dan 
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