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QUANTIFYING INHOMOGENEITY IN FRACTAL SETS
JONATHAN M. FRASER AND MIKE TODD
Abstract. An inhomogeneous fractal set is one which exhibits different scaling behaviour at
different points. The Assouad dimension of a set is a quantity which finds the ‘most difficult
location and scale’ at which to cover the set and its difference from box dimension can be
thought of as a first-level overall measure of how inhomogeneous the set is. For the next level
of analysis, we develop a quantitative theory of inhomogeneity by considering the measure of
the set of points around which the set exhibits a given level of inhomogeneity at a certain
scale. For a set of examples, a family of (×m,×n)-invariant subsets of the 2-torus, we show
that this quantity satisfies a Large Deviations Principle. We compare members of this fam-
ily, demonstrating how the rate function gives us a deeper understanding of their inhomogeneity.
Mathematics Subject Classification 37C45, 60F10 (primary); 60F05, 28A80 (secondary).
Key words and phrases: large deviations, Assouad dimension, box dimension, self-affine carpet.
1. Introduction
If a set is self-similar then it scales in the same way in all directions however far we zoom in,
and wherever in the set we zoom in. In this case notions of Hausdorff dimension, box dimension
etc give good characterisations of local and global scaling behaviour. If, on the other hand,
there are different amounts of scaling in different directions, and this difference varies over the
set, then this inhomogeneity is not really seen by the standard dimensions. This phenomenon is
present in a number of interesting classes of sets which are currently attracting a great deal of
attention including: self-affine sets, non-conformal repellers, parabolic repellers such as parabolic
Julia sets, and some random constructions. For such sets, Assouad dimension, and in particular
its difference from box dimension, gives some idea of this inhomogeneity. However, this value
only gives a very superficial measure of inhomogeneity and so, in order to obtain a detailed
understanding of the scaling properties, and their inhomogeneity across the set, we perform the
first quantitative study of Assouad dimension. We will focus on a classic family of examples:
certain compact (×m,×n)-invariant subsets of the 2-torus.
1.1. Quasi-Assouad dimension. Let X be a compact metric space, which we will later assume
to be the 2-torus, identified with [0, 1]2. We wish to study the dimension of fractal subsets F of
X via a family of observables based on location and scale. More precisely, given a location x ∈ F
and a scale R > 0, we wish to describe how ‘large’ F is in a small set C(x,R) around x, where
C(x,R)→ {x} as R→ 0. In standard cases C(x,R) would be taken to be an R-ball, but often,
as here, it can be convenient/appropriate to take another type of set, like a generalised cube for
instance. To this end, for r > 0, let Nr(E) be the smallest number of sets with diameter no
greater than r required to cover E, where a collection of sets {Ui}i is a cover of E if E ⊆ ∪iUi.
We can now describe the size of C(x,R) ∩ F by computing Nr
(
C(x,R) ∩ F ) for r ∈ (0, R) and
then taking the extremal exponential growth rate of this quantity as R/r →∞. Fix ε > 0 and
define the ε-local Assouad dimension at location x at scale R by
AεF (x,R) := sup
0<r6R1+ε
logNr
(
C(x,R) ∩ F
)
logR− log r .
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The reason for the inclusion of ε in the above definition is to avoid the supremum taking
undesirably high values for r ≈ R. Our interpretation of AεF (x,R) is the ‘best guess’ for the
dimension of F at location x and scale R.
The above definition is motivated by the Assouad dimension; a commonly studied and impor-
tant notion of dimension used to study fractals. Indeed, the Assouad dimension was introduced
in the 1970s by Patrice Assouad during his doctoral studies, motivated by questions involving
embeddability of metric spaces into Euclidean space [A1, A2]. Unsurprisingly, the Assouad
dimension highlights the extreme dimensional properties of the set in question and, roughly
speaking, returns an exponent representing the most difficult location and scale at which to
cover the set. The Assouad dimension of a non-empty subset F of X, dimA F , is defined by
dimA F = inf
{
α : (∃C > 0) (∀0 < r < R 6 1) (∀x ∈ F ) Nr
(
C(x,R) ∩ F ) 6 C(R/r)α} .
Note that whether one uses boxes or balls (or any other reasonable family of R-scale objects) to
define C(x,R) does not alter the definition. For more information on the Assouad dimension,
including basic properties, we refer the reader to [L, R, Fr2]. A related notion is the upper box
dimension, which can be defined by
dimBF = inf
{
α : (∃C > 0) (∀0 < r 6 1) Nr
(
F
)
6 C(1/r)α
}
.
This is clearly related to the Assouad dimension, but the key difference is that it is not sensitive
to location and gives an overall average dimension rather than the supremum of a localised
quantity. It is always true that dimBF 6 dimA F , with equality occurring if the set is sufficiently
homogeneous: at all scales and locations the set is no more difficult to cover than it is on average
over the whole set. For the sets we consider in this paper the upper box dimension will be equal
to the related lower box dimension, in which case we just write dimB F for the common value.
It is easy to see that
lim
ε→0
lim sup
R→0
sup
x∈F
AεF (x,R) 6 dimA F, (1.1)
but in most cases, including the sets we consider in this paper, one has equality and even
lim sup
R→0
sup
x∈F
AεF (x,R) = dimA F
for sufficiently small ε. In fact the quantity on the left hand side of (1.1) defines the quasi-
Assouad dimension, introduced in [LX].
1.2. Large Deviations. Since (quasi-)Assouad dimension is determined by the largest
AεF (x,R), the ε-local Assouad dimension at scale R, can be over all x, it is a natural ques-
tion to know how much this quantity varies as x ∈ F varies. So to consider this question
quantitatively, we consider, for an appropriate Borel probability measure P on F and λ > 0 (or
in a suitable range),
P
({
x ∈ F : AεF (x,R) > λ
})
. (1.2)
If our set is homogeneous, then AεF (x,R) is essentially independent of x (the Assouad and box
dimensions coincide), so the quantity in (1.2) is interesting when there is some inhomogeneity. A,
by now classic, and elementary, example of an inhomogeneous limit set is provided by Bedford-
McMullen carpets, and for this first quantitative analysis of inhomogeneity, we focus on this
class. Indeed, our main theorem shows that the quantity in (1.2) satisfies a Large Deviation
Principle as R → 0, with a rate function which we give explicitly. We then give examples of
limit sets E and F for which dimAE − dimBE > dimA F − dimB F , but the inhomogeneity can
be seen to be stronger for F via the rate of large deviations.
We also prove a Central Limit Theorem (CLT) for the variable AεF (x,R). This is less directly
connected to Assouad dimension since, the set of points being measured here are not the set
of points at which the Assouad dimension is ‘achieved’. However, this does give some further
information on inhomogeneity. We note that in the case of measures of balls, compared to
the local dimension, a CLT was proved in [LS] for certain classes of non-conformal dynamical
systems similar to those considered here.
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The ideas in this paper extend to a wide class of examples of inhomogeneous fractals. We note
that, for interesting results, it is important that the inhomogeneity varies across the fractal. This
means that, for example, the large deviations for limit sets of Mandelbrot percolation will be
degenerate. We would expect Large Deviation principles for general self-affine sets, including the
more general carpets introduced in [B, FW, Fr1, GL], higher dimensional analogues [KP, FH],
and generic self-affine sets in the setting of Falconer [F1], for example. It would be particularly
interesting, and technically challenging, to consider genuinely ‘parabolic’ systems, related to
[HV], where the canonical measures would be expected to give polynomial large deviations.
2. Our class of (×m,×n)-invariant sets
We will study the type of large deviations problem discussed in the previous section for a
class of (×m,×n)-invariant sets, i.e. compact subset of the 2-torus which are invariant under
the endomorphism fm,n : (x, y) → (mx mod 1, ny mod 1) for m,n ∈ N with 2 6 m < n.
First we introduce a symbolic coding of the torus which we identify with [0, 1]2 in the natural
way. For m and n as above, let I = {0, . . . ,m − 1} and J = {0, . . . , n − 1} and divide [0, 1]2
into a uniform m × n grid and label the mn resultant subrectangles by I × J in the natural
way counting from bottom left to top right. Choose a subset of the rectangles D ⊆ I × J
of size at least 2 and for each d = (i, j) ∈ D, associate a contraction Td : [0, 1]2 → [0, 1]2
defined by Td(x, y) = (x/m+ i/m, y/n+j/n) and observe that this is the inverse branch of fm,n
restricted to the interior of the rectangle corresponding to d and then extended to the boundary
by continuity. Let D∞ = {d = (d1, d2, . . . ) : dl = (il, jl) ∈ D} be the set of infinite words over
D and let Π : D∞ → [0, 1]2 be the natural projection defined by
Π(d) =
⋂
l∈N
Td1 ◦ · · · ◦ Tdl
(
[0, 1]2
)
.
This map gives us our symbolic coding, but we note that some points may not have a unique
code. Write F = Π(D∞) and observe that F is both forward and backward invariant under fm,n
and, moreover, is a dynamical repeller for fm,n. Such non-conformal repellers have been studied
extensively in a variety of contexts, for example, in the theory of iterated function systems F is
a self-affine set in the class introduced independently by Bedford [Be] and McMullen [Mc]. In
particular, it is the unique non-empty compact set satisfying
F =
⋃
d∈D
Td(F ).
Bedford and McMullen computed the Hausdorff and box dimensions of these sets and several
years later Mackay [M] computed the Assouad dimension, see also [Fr2]. For i ∈ I, let Ci =
|{(i′, j′) ∈ D : i′ = i}| be the number of chosen rectangles in the ith column and let Cmax =
maxi∈I Ci. Also let pi : I × J → I be the projection onto the first coordinate.
Theorem 2.1 (Bedford-McMullen-Mackay). The Assouad and box dimensions of F are given
by
dimA F =
log|piD|
logm
+
logCmax
log n
and
dimB F =
log|piD|
logm
+
log(|D|/|piD|)
log n
.
Observe that the term log|piD|/ logm appears in both formulae. This is the dimension of the
self-similar projection of F onto the first coordinate. The second term relates to the dimension of
fibres: for the Assouad dimension, logCmax/ log n is the maximal fibre dimension (also given by
a self-similar set) and for the box dimension, the second term can be interpreted as an ‘average
fibre dimension’, observing that |D|/|piD| is the arithmetic average of the Ci. The box and
Assouad dimensions coincide if and only if Ci is the same for all i ∈ piD, commonly referred to
as the uniform fibres case. In this case our subsequent analysis is not very interesting and so
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from now on we will assume that the Ci are not uniform. We will not use the box dimension
directly, but the value it attains will serve a role in our analysis. As such we refer the reader to
[F2, Chapter 3] for more details and basic properties of box dimension.
2.1. Canonical measures on F . The canonical measures supported on the sets F are Bernoulli
measures and are defined as follows. Let {pd}d∈D be a strictly positive probability vector and
µ be the corresponding Bernoulli measure on D∞. Also, let {pi}i∈piD be the corresponding
‘projected weights’, where pi =
∑
d∈pi−1i pd is the total weight of the ith column. Finally, let
P = µ ◦Π−1 be the push forward of µ, which is a Borel probability measure supported on F .
The choice of {pd}d∈D depends on which measure one considers to be canonical for a particular
study. If one wants the measure of maximal entropy, then pd = 1/|D| for all d ∈ D. If one wants
the measure of maximal (Hausdorff) dimension, then we consider the McMullen measure, with
weights:
pd =
C
logm/ logn−1
pi(d)
ms
where s is the Hausdorff dimension. Another natural choice is a measure which is uniform on
the column structure, i.e. any choice of {pd}d∈D satisfying pi = 1/|piD| (for all i ∈ piD). The
push forward of such a measure under pi is the measure of maximal entropy for the ‘base map’.
If the measure is uniform on columns and then within each column one distributes the weight
evenly among the allowable rectangles, then one obtains a measure which ‘realises the Assouad
dimension’, in the sense of Konyagin and Volberg [KV] (using approximate squares as balls),
see [FH] for the details. Moreover, this is the only known invariant probability measure which
realises the Assouad dimension.
We stress that we cover all Bernoulli measures in our analysis, thus catering to all tastes.
Note that if one wanted to consider Lebesgue measure, one could study the set of |D|k depth k
rectangles with side m−k × n−k intersected with the set of interest at level k. The ‘escape’ of
Lebesgue measure as the depths increase would interfere with the limit laws close to the mean,
but may be dominated by our variable of interest if we are sufficiently far from the mean.
Figure 1. Two examples from our class of self-affine carpets. The example on
the left has m = 2, n = 3, C0 = 2, C1 = 1 and the example on the right has
m = 3, n = 4, C0 = 2, C1 = 1, C2 = 1.
QUANTIFYING INHOMOGENEITY IN FRACTAL SETS 5
3. Key technical covering lemmas
Let d ∈ D∞ and r > 0 be small. Define l1(r), l2(r) to be the unique natural numbers satisfying
m−l1(r) 6 r < m−l1(r)+1
and
n−l2(r) 6 r < n−l2(r)+1.
The approximate square ‘centred’ at d = ((i1, j1), (i2, j2), . . . ) ∈ D∞ with ‘radius’ r > 0 is
defined by
Q(d, r) =
{
d′ = ((i′1, j
′
1), (i
′
2, j
′
2), . . . ) ∈ D∞ : i′l = il ∀l 6 l1(r), and j′l = jl ∀l 6 l2(r)
}
,
and the geometric projection of this set, Π
(
Q(d, r)
)
, is a subset of F which contains Π(d) and
naturally sits inside a rectangle which is ‘approximately a square’ in that it has a base with
length m−l1(r) ∈ (r/m, r] and height n−l2(r) ∈ (r/n, r]. These sets will play the role of C(x,R)
when we apply our notion of local Assouad dimension. That is, for d ∈ D∞, R > 0 and ε > 0
we define:
AεD∞(d, R) := sup
0<r6R1+ε
logNr
(
Π
(
Q(d, r)
))
logR− log r .
For d = ((i1, j1), (i2, j2), . . . ) ∈ D∞, i ∈ I and s, t ∈ N with s < t, let
P id(s, t) =
|{il = i : l = s, . . . , t}|
t− s+ 1
be the proportion of time the symbol i is used in the base component of d between positions s
and t. Write
Cd(R) =
∏
i∈I
C
Pid(l2(R)+1,l1(R))
i
and
Cd(r,R) =
∏
i∈I
C
Pid(l2(R)+1,l2(r))
i
for the geometric average of the Ci chosen according to d in the ranges l2(R) + 1, . . . , l1(R) and
l2(R) + 1, . . . , l2(r) respectively, noting that the first range only depends on R. We can now
state our key covering lemma.
Lemma 3.1. Let 0 < r < R < 1 and d ∈ D∞. Suppose l2(r) > l1(R), then
logNr
(
Π
(
Q(d, R)
))
logR− log r =
(
log(|D|/Cd(R))
logm +
log Cd(R)
logn
)
logR −
(
log|piD|
logm +
log(|D|/|piD|)
logn
)
log r
logR− log r
+
O(1)
log(R/r)
and if l2(r) < l1(R), then
logNr
(
Π
(
Q(d, R)
))
logR− log r =
log|piD|
logm
+
log Cd(r,R)
log n
+
O(1)
log(R/r)
.
Moreover, the implied constants in both O(1) terms are independent of d ∈ D∞.
Proof. Let d = ((i1, j1), (i2, j2), . . . ) ∈ D∞ and first suppose l2(r) > l1(R). To prove this cover-
ing result, we rely on the following geometric observations. When one looks at an approximate
square Π
(
Q(d, R) one finds that it is made up of several horizontal strips with base length the
same as that of the approximate square, i.e. O(R), and height
n−l1(R)
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which is considerably smaller, but by assumption still larger than r. These strips are images of
F under l1(R)-fold compositions of maps {Td}d∈D and so to keep track of how many there are,
one counts rectangles in the appropriate columns for each map in the composition. The total
number is seen to be:
l1(R)∏
l=l2(R)+1
Cil .
We want to cover these strips by sets of diameter r and so we iterate the construction inside each
horizontal strip until the height is O(r). Indeed, this takes l2(r)− l1(R) iterations and, this time,
for every iteration we pick up |D| smaller rectangles, rather than just those inside a particular
column. At this stage we are left with a large collection of rectangles with height O(r) and
base somewhat larger. We now iterate inside each of these rectangles until we obtain a family
of rectangles each with base of length O(r). This takes a further l1(r) − l2(r) iterations. We
can then cover the resulting collection by small sets of diameter O(r), observing that different
sets formed by this last stage of iteration can be covered simultaneously and so for each of the
last iterations we only require a factor of |piD| more covering sets. Putting all these estimates
together, yields
Nr
(
Π
(
Q(d, R)
))  ( l1(R)∏
l=l2(R)+1
Cil
) (
|D|l2(r)−l1(R)
) (
|piD|l1(r)−l2(r)
)
=
(∏
i∈I
C
Pid(l2(R)+1,l1(R))
i
)l1(R)−l2(R)
|D|l2(r)−l1(R) |piD|l1(r)−l2(r)
 Cd(R)logR/ logn−logR/ logm |D|logR/ logm−log r/ logn |piD|log r/ logn−log r/ logm
= Rlog Cd(R)/ logn+log(|D|/Cd(R))/ logm rlog(|piD|/|D|)/ logn− log|piD|/ logm.
Taking logs and dividing by log(R/r) yields
logNr
(
Π
(
Q(d, R)
))
logR− log r =
(
log(|D|/Cd(R))
logm +
log Cd(R)
logn
)
logR −
(
log|piD|
logm +
log(|D|/|piD|)
logn
)
log r
logR− log r
+
O(1)
log(R/r)
as required, noting that the implied constants in O(1) are independent of d ∈ D∞.
Secondly, suppose l2(r) < l1(R). We proceed as before, but this time one obtains a family of
horizontal strips with height O(r) after l2(r) step, which is before the bases become smaller than
O(R). The effect is that the ‘middle term’ above (concerning powers of |D|) is not required.
The horizontal strips are then covered as before yielding
Nr
(
Π
(
Q(d, R)
))  ( l2(r)∏
l=l2(R)+1
Cil
) (
|piD|l1(r)−l1(R)
)
=
(∏
i∈I
C
Pid(l2(R)+1,l2(r))
i
)l2(r)−l2(R)
|piD|l1(r)−l1(R)
 Cd(r,R)logR/ logn−log r/ logn |piD|logR/ logm−log r/ logm
= (R/r)log Cd(r,R)/ logn+log|piD|/ logm.
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Taking logs and dividing by log(R/r) yields
logNr
(
Π
(
Q(d, R)
))
logR− log r =
log|piD|
logm
+
log Cd(r,R)
log n
+
O(1)
log(R/r)
as required, again noting that the implied constants in O(1) are independent of d ∈ D∞. 
4. Our modified family of observables
Since we are interested in small scales r and R where r 6 R1+ε, and thus R/r is large, it
makes sense to replace
logNr
(
Π
(
Q(d, R)
))
logR− log r
with the obvious asymptotic formula gleaned from Lemma 3.1. As such, let A(d, R, r) be defined
piecewise by
A(d, R, r) =
(
log(|D|/Cd(R))
logm +
log Cd(R)
logn
)
logR −
(
log|piD|
logm +
log(|D|/|piD|)
logn
)
log r
logR− log r
for 0 < r < Rlogn/ logm and
A(d, R, r) =
log|piD|
logm
+
log Cd(r,R)
log n
for Rlogn/ logm 6 r < R, observing that the phase transition between the two types of behaviour
seen in Lemma 3.1 occurs at the ‘critical scale’ r = Rlogn/ logm, where both formulae reduce to
A(d, R, r) =
log|piD|
logm
+
log Cd(R)
log n
.
Since R is our fixed reference scale, we want to understand how A(d, R, r) varies with r for fixed
R and d. For values of r smaller than Rlogn/ logm, the ‘column average’ term Cd(R) does not
depend on r and this makes the asymptotic formula easier to analyse. Lemma 3.1 yields
A(d, R, r) → log|piD|
logm
+
log(|D|/|piD|)
log n
= dimB F
as r → 0. Moreover, elementary optimisation shows that there are three possible ‘shapes’ for
A(d, R, r) in this region. If Cd(R) > |D|/|piD|, i.e. the observed average is greater than the actual
average, then dimB F < A(d, R, r) 6 dimA F for r = Rlogn/ logm, but then A(d, R, r) strictly
decreases to the box dimension as r → 0. Similarly, if Cd(R) < |D|/|piD|, i.e. the observed
average is less than the actual average, then A(d, R, r) < dimB F for r = R
logn/ logm, but then
A(d, R, r) strictly increases to the box dimension as r → 0. Finally, if Cd(R) = |D|/|piD|, then
A(d, R, r) is constantly equal to dimB F for r less than the critical scale.
For values of r greater than the critical scale, A(d, R, r) is more difficult to analyse, despite
the apparently simpler formula. For example, it is not continuous (in r) with discontinuities
potentially occurring whenever l2(r) has a discontinuity.
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Figure 2. Three plots of A(d, R, r) as functions of r. (Here m = 2, n = 3 and
R = 0.3.)
We now wish to study statistical properties of
sup
0<r6R1+ε
A(d, R, r)
and, in particular, how it behaves around the maximal value possible, dimA F . It is sufficient to
let R tend to zero through an exponential sequence of scales and so to simplify notation slightly
from now on we consider R = n−k for k ∈ N, which renders l2(R) = k. Also, let γ = log n/ logm.
It follows that
Aε0(d, k) := sup
0<r6n−(1+ε)k
A(d, n−k, r)
= max
{
dimB F, sup
n−k logn/ logm6r6n−(1+ε)k
log|piD|
logm
+
log Cd(r, n−k)
log n
}
= max
{
dimB F,
log|piD|
logm
+ max
L∈{d(1+ε)ke,...,dγke}
∑
i∈I P id(k + 1, L) logCi
log n
}
.
This reduction is possible since for any k ∈ N
sup
0<r6n−k logn/ logm
A(d, n−k, r) = max
{
dimB F,
log|piD|
logm
+
∑
i∈I P id(k + 1, dγke) logCi
log n
}
by the discussion above. In particular, for r in this range, the supremum of A(d, n−k, r) is
obtained either as r approaches 0, in which case it is the box dimension, or when r is the critical
scale n−kγ , in which case it is the second value.
We will study the statistical properties of the observables Aε0(d, k) in the subsequent two
sections. For now, note that for all d ∈ D∞ we have
AεD∞(d, n
−k) = Aε0(d, k) +
O(1)
kε
(as k → ∞) with the implied constants independent of d ∈ D∞. This follows from Lemma 3.1
and the above discussion. Moreover, for all d ∈ D∞ and k ∈ N
0 < dimB F 6 Aε0(d, k) 6 dimA F
and
lim
k→∞
sup
d∈D∞
Aε0(d, k) = dimA F.
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5. Large deviations results
Let
α :=
log|piD|
logm
+
∑
i∈I pi logCi
log n
< dimA F (5.1)
be the relevant mean. As we are interested in how inhomogeneous F is, we let
max{α,dimB F} < λ < dimA F , and 0 < ε < log n/ logm − 1 and, similarly to (1.2),
consider
µ
({
d ∈ D∞ : Aε0(d, k) > λ
})
. (5.2)
It will turn out that this decays exponentially in k and so we obtain a Large Deviation Principle.
By the definition of Aε0(d, k), (5.2) is equal to
µ
({
d ∈ D∞ : max
L∈{d(1+ε)ke,...,dγke}
∑
i∈I
P id(k + 1, L) logCi >
(
λ− log|piD|
logm
)
log n
})
. (5.3)
To simplify notation, write
λ′ =
(
λ− log|piD|
logm
)
log n
and
SL =
1
L
L∑
l=1
logCil .
Using this notation and the fact that logCil is an i.i.d. process we can rewrite (5.3) as
µ
({
d ∈ D∞ : max
L∈{dεke,...,d(γ−1)ke}
SL > λ
′}).
We know from standard large deviations theory (see for example [Bi, Section 9]) that there
are positive constants C1 and C2 such that for all L ∈ N
C1 exp
(− L · I(λ′)) 6 µ ({d ∈ D∞ : SL > λ′}) 6 C2 exp (− L · I(λ′))
where I(·) is the classical rate function which is given by
I(λ′) = − lim
N→∞
1
N
logµ
({
d ∈ D∞ : SN > λ′
})
.
It is clear that I(λ′) = 0 for λ′ 6
∑
i∈piD pi logCi and I(λ
′) = +∞ for λ′ > logCmax. Moreover,
since we know the distribution of logCil , I is the Legendre transform of the cumulant generating
function
θ 7→ logE(exp(θ logCil)) = log
∑
i∈piD
piC
θ
i .
for values of λ′ in the open interval between these boundary values. In particular, this means
that in this range it is strictly increasing, continuous and convex.
We have
µ
({
d ∈ D∞ : max
L∈{dεke,...,d(γ−1)ke}
SL > λ
′}) > µ ({d ∈ D∞ : Sdεke > λ′})
> C1 exp(−dεkeI(λ′))
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and the union bound yields
µ
({
d ∈ D∞ : max
L∈{dεke,...,d(γ−1)ke}
SL > λ
′}) 6 d(γ−1)ke∑
L=dεke
µ
({
d ∈ D∞ : SL > λ′
})
6
d(γ−1)ke∑
L=dεke
C2 exp(−L · I(λ′))
6 C2
exp(−dεkeI(λ′))
1− exp(−I(λ′)) .
Recalling that the mean of our observable is α defined in (5.1), the following large deviations
result now follows immediately:
Theorem 5.1. For max{α,dimB F} 6 λ < dimA F and 0 < ε < log n/ logm− 1, we have
lim
k→∞
1
k
logµ
({
d ∈ D∞ : Aε0(d, k) > λ
})
= −ε I (λ′) = −ε I ((λ− log|piD|
logm
)
log n
)
.
Note that I
(
λ′
)
is increasing in λ and
I
(
λ′
)↘ 0 (λ↘ α)
and
I
(
λ′
) ↗ − log( ∑
i :Ci=Cmax
pi
)
> 0 (λ↗ dimA F ).
Interestingly, if dimB F > α, then the rate function does not approach 0 at the left hand side
of its domain; since the domain is restricted by max{α,dimB F}. The limit in Theorem 5.1
is zero for all λ smaller than this value and so if dimB F > α, then the large deviations has
a discontinuity at λ = dimB F . Indeed, if µ is such that the weights {pi}i∈piD are uniform,
i.e. all equal to 1/|piD|, then α is strictly smaller than the box dimension by virtue of the
arithmetic-geometric mean inequality.
5.1. An alternative formulation. Of course, the above large deviations result can also be
expressed in terms of an observable based on points x ∈ F , rather than d ∈ D∞, and arbitrary
scales R → 0, rather than the sequence n−k. This is what was originally proposed in the
introduction. We have to be slightly careful here if x is coded by multiple d ∈ D∞, but the
number of codes for a given x can be no more than 4 and it can be shown that the set of x with
non-unique codes is of P-measure zero. One way of defining such an observable in our setting is:
AεF (x,R) := max{AεD∞(d, R) : Π(d) = x}.
Alternatively, if one wanted an observable of exactly the same form as that in the introduction,
then one could choose C(x,R) to be the approximate R-square centered at d ∈ D∞, where d is
the lexicographically minimal code for x, for example. The following result can be obtained for
either version.
Theorem 5.2. For max{α,dimB F} 6 λ < dimA F and 0 < ε < log n/ logm− 1, we have
lim
R→0
logP
({
x ∈ F : AεF (x,R) > λ
})
logR
=
ε I (λ′)
log n
=
ε I
((
λ− log|piD|logm
)
log n
)
log n
.
Proof. This is a straightforward corollary of Theorem 5.1 and we omit the details. The important
points are that AεD∞(d, n
−k) − Aε0(d, k) = O(1/k) (with the implied constants independent of
d ∈ D∞) and the rate function is continuous. Also, since we are taking logs, letting R tend
to zero through the exponential sequence of scales R = n−k (k → ∞) does not affect the
convergence. 
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At first sight, it may seem a little strange that the extra factor of 1/ log n appears in this
formulation of our result since it looks as though it comes from our choice of sequence R =
n−k → 0. Of course the same result is obtained by letting R→ 0 through any sequence and in
fact the factor of 1/ log n appears because l2(R) ∼ − logR/ log n.
5.2. Examples. We will now consider two pairs of examples. Throughout this section we fix
m = 3 and n = 4 and µ will always be a Bernoulli measure which assigns uniform weight to the
columns (1/3 in every case).
We will now describe the first pair of examples. For the first carpet let C0 = 3, C1 = 2,
C2 = 2 and for the second carpet, let C0 = 4, C1 = 1, C2 = 1. For the first example
dimA F = 1 +
log 3
log 4
≈ 1.792
and
dimB F = 1 +
log(7/3)
log 4
≈ 1.611.
For the second example
dimA F = 2
and
dimB F = 1 +
log(6/3)
log 4
= 1.5.
Thus, if we measure inhomogeneity in the crude fashion alluded to in the introduction by consid-
ering the difference between the Assouad and box dimensions, then we deduce that the second
example is more inhomogeneous than the first. However, our large deviations analysis yields
finer information. The rate function λ 7→ I(λ′) is plotted on the left hand side of Figure 5.2
below, with the first example a solid line and the second example a dashed line. We observe
that although the first example was ‘less inhomogeneous’ by the crude measure, the exponential
rate of decay in the large deviations result is much larger for first example in the range 1.72 to
1.79 indicating a greater degree of inhomogeneity when viewed at that ‘dimension’.
We will now describe the second pair of examples. For the first example, let C0 = 3, C1 = 3,
C2 = 1 and for the second example, let C0 = 3, C1 = 2, C2 = 2. For both examples
dimA F = 1 +
log 3
log 4
≈ 1.792,
and
dimB F = 1 +
log(7/3)
log 4
≈ 1.611.
but the large deviations are rather different. The rate function λ 7→ I(λ′) is plotted on the
right hand side of Figure 5.2 below, with the first example a solid line and the second example
a dashed line. Note that the rate functions approach different limits as λ → dimA F . This is
because for the first example there are two columns which realise the Assouad dimension (i = 0
or 1) and so the rate function approaches − log(2/3) instead of − log(1/3), which is the limit
for the second example. This can be interpreted as the first example being more homogeneous
near the Assouad dimension because there are more locations in the fractal which return values
close to the maximum.
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Figure 3. Two plots of λ 7→ I(λ′) in the relevant ranges. Note that none of the
functions approach zero at the left hand side of their domain.
6. A Central Limit Theorem for a single scale
In the previous section we saw that the large deviations for the ‘maximal average’ process were
dominated by the first term. As such, in this section we consider the limiting behaviour one gets
when only considering that term, i.e. without taking a maximum. Fix 0 < ε < log n/ logm− 1,
let δ = 1 + ε and consider
Aδ(d, k) :=
log|piD|
logm
+
∑
i∈I P id(k, dδke) logCi
log n
.
We know from the previous section that for µ almost all d we have
Aδ(d, k) → log|piD|
logm
+
∑
i∈I pi logCi
log n
= α (k →∞),
but we can say more about the distribution around the limit. Note that α is independent of ε
(and thus δ). We are interested in finding a sequence of functions αk : R→ R such that
µ
({
d ∈ D∞ : Aδ(d, k) > α− αk(τ)
})
(6.1)
converges to a non-degenerate function of τ as k → ∞. By the definition of Aδ(d, k) and the
formula for α above, (6.1) is equal to
µ
({
d ∈ D∞ :
∑
i∈I
P id(k, dδke) logCi >
(∑
i∈I
pi logCi
)
− αk(τ) log n
})
.
Observe that
Sk :=
∑
i∈I
P id(k, dδke) logCi =
1
dδke − k + 1
dδke∑
l=k
logCil ,
and since µ is a Bernoulli measure, the events logCil are i.i.d. according to {pi}i∈piD with mean
c :=
∑
i∈piD
pi logCi ∈ [0, logCmax]
and variance
σ :=
∑
i∈piD
pi(logCi − c)2 > 0.
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Thus the classical Central Limit Theorem (see for example [Bi, Section 27]) yields√dδke − k + 1 (c− Sk)√
σ
⇒ Φ,
where Φ denotes the Normal Distribution and ⇒ denotes convergence in distribution. Define
αk : R→ R by
αk(τ) :=
τ
√
σ
(log n)
√dδke − k + 1
and note that
Sk >
(∑
i∈I
pi logCi
)
− αk(τ) log n = c− αk(τ) log n
if and only if
τ >
√dδke − k + 1 (c− Sk)√
σ
.
We therefore have the following Central Limit Theorem:
Theorem 6.1. For τ ∈ R
lim
k→∞
µ
({
d ∈ D∞ : Aδ(d, k) > α− αk(τ)
})
= Φ(τ).
We note that although the set of points being (asymptotically) measured here are not those
at which Assouad dimension is ‘achieved’, this nevertheless can give a measure of how inhomo-
geneous the set F is.
Clearly if we assume pd > 0 for all d ∈ D (which is require for µ to have F as its support)
and Ci is not the same for every i ∈ piD, then α is strictly less than the Assouad dimension of
F . However, α may be larger or smaller than the box dimension; recall the discussion in the
previous section.
6.1. An alternative formulation. As with the large deviations result, we can provide an
alternative formulation of the Central Limit Theorem from the previous section. For R > 0 and
x ∈ F , let
AδF (x,R) :=
log|piD|
logm
+ max
d∈D∞:Π(d)=x
∑
i∈I P id(l2(R), dδl2(R)e) logCi
log n
and
αR(τ) :=
τ
√
σ
(log n)
√dδl2(R)e − l2(R) + 1 .
The following result can be obtained in a similar fashion to Theorem 6.1:
Theorem 6.2. For τ ∈ R
lim
R→0
P
({
x ∈ F : AδF (x,R) > α− αR(τ)
})
= Φ(τ).
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