For a random permutation π on {1, 2, . . . , n} for fixed n, and for M ⊆ {1, 2, . . . , n}, we analyse the distribution of the combined length L = L(π, M ) of all cycles of π that contain at least one element of M . We give a simple, explicit formula for the probability of every possible value for L (backed by three proofs of distinct flavours), as well as closed-form formulae for its expectation and variance, showing that less than 1 |M |+1 of the elements 1, . . . , n are expected to be contained in cycles of π that are disjoint from M , with low probability for a large deviation from this fraction. We furthermore give a simple explicit formula for all rising-factorial moments of L. These results are applicable to the study of manipulation in matching markets.
1
|M |+1 of the elements 1, . . . , n are expected to be contained in cycles of π that are disjoint from M , with low probability for a large deviation from this fraction. We furthermore give a simple explicit formula for all rising-factorial moments of L. These results are applicable to the study of manipulation in matching markets.
Given a random permutation on a fixed finite set of objects, we are interested in the combined length of all cycles of the permutation that intersect a given subset of these objects (or alternatively, of all cycles of the permutation that are disjoint from this given subset); when the subset consists of a single point, this quantity is simply the wellstudied length of the cycle that contains that point (for an analysis of this special case, see e.g. [1, p. 24] ). The question of the distribution of this quantity arises during analysis of the limits of manipulation in matching markets; for more information, the interested reader is referred to [2] . We commence by precisely defining the problem at hand. Definition 1. Throughout this paper, we use the following standard notation.
• P {1, 2, 3, . . .} [5] ; throughout this paper, k, ℓ,l, m,m, n,ñ denote elements of P.
• [n] {1, 2, . . . , n} [5] .
• [m, n] {m, m + 1, . . . , n} [5] . ([m, n] = ∅ if m > n.)
• S N {π : N → N | π is a bijection} -the set of permutations of a set N.
• S n S [n] .
• Furthermore, we denote n Definition 2 (Spanned Cycles). Let n ∈ P and π ∈ S n . For every M ⊆ [n], we define
the set of all elements of all cycles of π that contain at least one element of M.
Given n and M, we study the distribution of C n M (π) , i.e. the combined length of all cycles of π that intersect M, for a random permutation π that is uniformly distributed in S n . More formally, in the probability space S n , 2
Sn , U(S n ) , consisting of S n as sample space and with the uniform measure over possible outcomes, we study the distribution of the random variable C n M ; we henceforth work in this space, and denote the outcome of the experiment underlying it by π ∈ S n . We note that since π ∼ U(S n ), the distribution of C n M is the same for sets M ⊆ [n] of equal size, i.e. this distribution depends on M only through |M|; we thus consider, for ease of presentation, only subsets M ⊆ [n] of the form M = [m] for some m ≤ n, and for the sake of succinctness define:
. We now turn to state the main result of this paper.
.
Remark 5 (Equivalent formulations of Lemma 4(i)).
•
is the prefix of length n−m+ 1 of the m'th diagonal 1 of Pascal's triangle [3] , normalized to sum-up to 1. , regardless of the value of n. Furthermore, the standard deviation of this fraction is less than [100] is expected to cover more than 99% of all elements (with std. dev. σ < 1%), while the probability for it to cover all 1000 elements is 1 10
. We present three proofs for Lemma 4(i). The first proof is a recursive one, calculating the distribution for m given the distribution for m−1. The second proof is an enumerative one, directly and succinctly proving the special case in which ℓ = n (i.e. Corollary 7), and proving the general case by reduction to this special case. The third proof, also enumerative, provides an interpretation of the nominator and the denominator of the r.h.s. of the equality in Lemma 4(i).
Probabilistic proof of Lemma 4(i).
For all m ≤ ℓ ≤ n, we define
Throughout this proof, we make extensive use of the following well-known [4, p. 7] identity:
obtained either inductively as in [4] , or by conditioning upon the maximum element in the chosen set of m-out-of-n elements.
We prove, by induction onm, that pñm(l) = (l
for allm ≤l ≤ñ.
Base: Let ℓ ≤ n. We show that the claim holds form = 1,l = ℓ, andñ = n. We observe that p n 1 (ℓ) is simply the probability for the cycle of π ∼ U(S n ) that contains the element 1 to have length ℓ. It is well-established [1, p. 24 ] that the length of this cycle is
, as required.
Step: Let 1 < m ≤ ℓ ≤ n, and assume that the claim holds forñ = n,m = m − 1, and alll ∈ [m − 1, n]; furthermore, assume that the base case holds wheneverl ≤ñ < n. We claim that the following recurrence relation holds:
We justify Eq. (2) using the law of total probability, by conditioning upon the value
, which holds with probability
and C n {m} = ℓ − j; the first condition holds with probability
, and the second (conditioned upon the first) -with probability p
Plugging the induction hypotheses form = m − 1, and the base case forñ = n − j, into Eq. (2), we obtain:
and the proof by induction is complete. We note that by Eq. (1), we immediately verify that indeed n ℓ=m p n m (ℓ) = 1 for all m ≤ n. As mentioned above, before proceeding to prove the remaining parts of Lemma 4, we first present two additional, significantly different, proofs for Lemma 4(i). Both of these proofs, while of distinct flavours, make use of the following definition.
Definition 9. Let n ∈ P. For every π ∈ S n and k ≤ n, by slight abuse of notation we denote by π| k ∈ S k the permutation obtained by inspecting the cycle-structure representation of π and removing all elements of [k +1, n] from it. More formally, for every j ∈ [k], we define π| k (j) π where the first ellipsis stands for zero or more cycles disjoint from the set [6], and each following ellipsis stands for zero or more consecutive elements within a cycle. (E.g. π (8)(3 10 11 6 5 7)(2 4)(1 9) ∈ S 11 is of this form.) In fact, for every j ∈ [6], the ellipsis immediately following j stands for precisely ℓ π,6 j −1 (as defined in Definition 9) elements, while the first ellipsis stands for a product of cycles of combined length n− 6 j=1 ℓ π,6 j .
Enumerative proof by reduction for Lemma 4(i). For every
. We first show this for the special case of ℓ = n, i.e. we show that for all m ≤ n, the set Π Consider the following argument for the equality |S n | = n!, tracing the construction of a permutation π ∈ S n by iteratively constructing π| 1 , then π| 2 , and so fourth until π| n = π. Obviously, π| 1 = (1). To obtain π| 2 from π| 1 , a 2-way choice is made: the element 2 may be placed either (immediately) after 1 in its cycle, or in a new (singleton) cycle. To obtain π| 3 , a 3-way choice is made: the element 3 may now be placed either after 1 in its cycle, after 2 in its cycle, or in a new cycle. More generally, to obtain π| k from π| k−1 , for k ∈ [2, n], a k-way choice is made: the element k may be placed either after some element j ∈ [k − 1] in its cycle (more formally, setting π| k −1 (k) = j and π| k (k) = π| k−1 (j)), or in a new cycle (i.e. having k a fixed point of π| k ). Thus, we obtain that there are n! ways to construct a permutation π ∈ S n , each resulting in a distinct outcome (as π uniquely determines π| k for all k ≤ n), as required. We now note that construction of a permutation π ∈ Π n m (n) may be undertaken in a very similar manner, with the only difference being that the elements of [m + 1, n] may not be placed in new cycles, thus reducing the choice for each k ∈ [m + 1, n] from a k-way one to a (k−1)-way one. By similar reasoning, we therefore obtain Π 
Direct enumerative proof for Lemma 4(i).
Henceforth, we use the following convention when representing the cycle structure of any permutation: we write each cycle with its smallest element first, and write cycles in decreasing order of their first (i.e. smallest) element. E.g. the reader may verify that all cycle-structure representations in Example 10, and notably that of the general form (i.e. with ellipses) of π in that example, follow this convention. It is straightforward to check (see e.g. (see e.g. the suffix of Example 10). Thus, we have that for every σ ∈ S m and τ ∈ S [m+1,n] ,
( 
since such (ℓ j ) m j=1 are in one-to-one correspondence with (m+ 1)-compositions of n+ 1, where the (m+1)'th element designates the successor of the remainder. Combining these, we obtain the slightly stronger result that
for every choice of σ ∈ S m and τ ∈ S [m+1,n] . As the r.h.s. depends on neither σ nor τ , we have
as required.
Finally, we prove the remaining parts of Lemma 4. 
Proof of Lemma 4(ii to iv). We prove Part ii directly by definition of expectation:
E L n m = n ℓ=m Pr L n m = ℓ · ℓ = 1 n m · n ℓ=m ℓ − 1 m − 1 · ℓ = =
