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ABSTRACT
Chemical abundances are presented for 25 M31 globular clusters (GCs), based on
moderately high resolution (R = 22, 500) H-band integrated light spectra from the
Apache Point Observatory Galactic Evolution Experiment (APOGEE). Infrared spectra
offer lines from new elements, of different strengths, and at higher excitation potentials
compared to the optical. Integrated abundances of C, N, and O are derived from CO,
CN, and OH molecular features, while Fe, Na, Mg, Al, Si, K, Ca, and Ti abundances are
derived from atomic features. These abundances are compared to previous results from
the optical, demonstrating the validity and value of infrared integrated light analyses.
The CNO abundances are consistent with typical tip of the red giant branch stellar
abundances, but are systematically offset from optical, Lick index abundances. With
a few exceptions, the other abundances agree between the optical and the infrared
within the 1σ uncertainties. The first integrated K abundances are also presented, and
demonstrate that K tracks the α-elements. The combination of infrared and optical
abundances allows better determinations of GC properties, and enables probes of the
multiple populations in extragalactic GCs. In particular, the integrated effects of the
Na/O anticorrelation can be directly examined for the first time.
Subject headings: galaxies: individual(M31) — galaxies: abundances — galaxies: star
clusters: general — globular clusters: general — galaxies: evolution
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1. Introduction
Integrated Light (IL) spectroscopy of globular clusters (GCs) provides valuable clues about
the assembly histories of distant galaxies and their GC systems. An IL spectrum comes from an
entire stellar population—integrated chemical abundances therefore represent flux-weighted aver-
ages from the individual stars observed in the IL spectrum. Despite the potential difficulties in
modeling the underlying stellar populations, there are certain elements, spectral features, and/or
wavelength regions that provide robust IL abundances (see, e.g., Schiavon et al. 2004; Sakari et al.
2013). Low and medium resolution (R . 5000) IL spectroscopy provides ages, metallicities, and
abundances of the elements with the strongest spectral features (e.g., C, N, Mg; Caldwell et al.
2011; Schiavon et al. 2013), while higher resolution spectroscopy provides higher precision abun-
dances of a wider variety of elements (including neutron capture elements such as Ba and Eu in
the optical; McWilliam & Bernstein 2008; Colucci et al. 2009, 2012; Sakari et al. 2015). IL spectral
observations have identified, among other things, possible metallicity bimodalities (Perrett et al.
2002, though Caldwell et al. 2011 find no bimodality) and metallicity gradients (e.g., Caldwell et al.
2011) in M31’s GC population, chemically-peculiar GCs in M31’s outer halo that may have been
accreted (Sakari et al. 2015), α-deficiencies in distant GCs that are associated with dwarf galaxies
(Puzia & Sharina 2008), and enhanced [α/Fe] ratios in metal-rich GCs associated with the early
type galaxy NGC 5128 (Colucci et al. 2013). IL spectroscopy has also provided insight into the
nature of GCs themselves, through comparisons with Milky Way GCs (Schiavon et al. 2012), de-
tections of anomalous abundances indicative of multiple populations (e.g. Colucci et al. 2009, 2014,
Sakari et al. 2015) and abundance correlations with cluster mass (Schiavon et al. 2013).
Though previous IL observations have typically been at optical wavelengths (∼ 3000−9000 A˚),
high resolution, infrared (IR) IL spectroscopy is now possible thanks to recent advances in infrared
(IR) spectroscopy. In particular, the Apache Point Observatory Galactic Evolution Experiment
(APOGEE) provides multi-object, high-resolution (R = 22, 500) spectroscopy with coverage in the
H-band (from 1.51 to 1.69 µm); this wavelength coverage has some significant advantages for IL
spectroscopy.
(1) Insensitivity to hot stars. IL spectra are composed of light from all the stars in a stellar
population, including dwarfs and giants, hot and cool stars, etc. At blue wavelengths, contri-
butions from hot horizontal branch (HB) stars complicate analyses (e.g. Schiavon et al. 2004;
Sakari et al. 2014). Similarly, optical spectra are more sensitive to turnoff stars, and therefore
require estimates of GC age. IR spectra are likely to be sensitive only to the brightest red giant
branch (RGB) and asymptotic giant branch (AGB) stars, simplifying IL analyses.
(2) Additional spectral lines. The H-band offers different spectral lines than the optical. In par-
ticular, strong molecular lines of CN, CO, and OH enable determinations of C, N, and O
abundances (Smith et al. 2013). There are CN indices in the optical, though they are in the
blue and may be too weak in metal-poor clusters (Schiavon et al. 2013). The H-band also
offers complementary lines to the optical, including additional Mg, Al, Si, Ca, and Ti lines.
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Stronger Al and Si lines can also be utilized in the IR than in the optical.
(3) Opportunities to probe multiple populations in GCs. The well-established chemical variations
in Milky Way (MW) GCs (e.g., in Na/O and Mg/Al; Carretta et al. 2009b) have been in-
ferred to exist in extragalactic GCs because of their IL abundance ratios, notably high [Na/Fe]
(Colucci et al. 2014; Sakari et al. 2015). The H-band offers detectable lines from elements that
should vary within (at least some) GCs, including C, N, O, Mg, and Al. The ability to de-
tect [O/Fe] and directly probe the Na/O anticorrelation makes the IR particularly valuable for
extragalactic GC studies.
However, IR IL spectroscopy also suffers from some disadvantages, compared to the optical.
(1) Line blending. In metal-rich clusters molecular features dominate the H-band; as a result,
abundances derived from lines in the H-band are sensitive to the abundances of C, N, and O.
This blending is especially significant in spectra whose lines are already blended as a result of
the cluster velocity dispersion.
(2) Weak lines at low metallicity. Many of the strong features in IL spectra become weaker in
the more metal poor GCs, and may disappear entirely. For the most metal-poor clusters, H-
band IL spectroscopy may therefore not provide abundances for as many elements as the more
metal-rich GCs.
(3) Sensitivity to evolved stars. As stated above, the H-band is most sensitive to the brightest
cluster RGB and AGB stars. The abundances are therefore sensitive to how the evolved AGB
stars are modeled (in terms of the isochrones, the model atmospheres, the relative numbers of
AGB stars, and stochastic sampling).
(4) Lack of iron lines. The high-resolution IL analyses of unresolved GCs that were developed
by McWilliam & Bernstein (2008), Colucci et al. (2009, 2011a, 2014), and Sakari et al. (2013,
2015) rely on Fe I lines to determine the parameters of the underlying stellar population (specif-
ically the age and metallicity of an appropriate isochrone). However, there are few sufficiently
strong Fe lines in the H-band (especially at low metallicities), and any detectable Fe lines may
be blended with other features.
Though IR IL spectroscopy may not be as informative as optical IL spectroscopy on its own, it
offers valuable complementary information to the optical, provided that IL analysis techniques are
viable in the H-band. For highly reddened objects the IR might also provide the only viable spectra
for abundance analyses. This paper presents the first IR, IL detailed abundance analyses of GCs,
utilizing targets in M31. The IR abundances are compared to those derived from optical lines
(similar to the individual stellar analysis of Smith et al. 2013). The targets cover a wide range
in metallicity and have all had previous high-resolution, detailed IL abundances analyses in the
optical. These H-band IL spectra were observed during an ancillary program of the APOGEE
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survey, as described in Section 2. The analysis techniques are introduced in Section 3; H-band
abundances for 25 clusters are then presented (Section 4), along with new optical abundances for
five GCs (Appendix A). The comparisons are discussed in detail in Section 5—particular emphasis
is placed on the feasibility of future high-resolution IR IL analyses.
2. Observations and Data Reduction
The data presented in this paper are a subset of a larger sample of M31 GCs. The subset
of GCs in this paper were targets in previous high-resolution, optical spectroscopic analyses and
therefore have reference abundances for comparisons with the H-band. The high-resolution optical
abundances from Colucci et al. (2009, 2014) are supplemented with new results for five GCs, as
described in Appendix A.
2.1. Target Selection and Observations
M31 GCs were observed as part of an ancillary project in the APOGEE survey (see Zasowski et al.
2013). Confirmed GCs were selected from the optical sample of Caldwell et al. (2009); altogether,
∼ 250 GCs were observed by APOGEE, all with H < 15 mag. Of the larger sample, only twenty
five are utilized for this paper’s comparison with optical abundances—these twenty five are some
of the brightest targets. Table 1 shows that all targets in this paper have H < 13.5 mag.
H-band spectra (1.51 to 1.69 µm) of the target clusters were obtained with the moderately-high
resolution (R = 22, 500; Wilson et al. 2010, 2012) APOGEE spectrograph, on the 2.5 m Telescope
at Apache Point Observatory (Gunn et al. 2006). APOGEE is a multi-object spectrograph, with
300 fibers placed on a variety of science and calibration targets (including the sky). The dispersed
spectra are fed to three detectors, providing “blue,” “green,” and “red” coverage within the H-
band. The details of the observations can be found in Majewski et al. (2015) and Zasowski et al.
(2013), including descriptions of the plates and fibers that were utilized for the observations.
These GCs were observed in the same manner as individual APOGEE stellar targets, i.e., a
single fiber was allocated for each cluster. The fiber diameter of 2′′ is large enough to cover most
of the clusters past their half-light radii (Galleti et al. 2009). Several of the targets in the larger
sample are close to the center of M31 and are affected by light from M31’s unresolved field stars.
Based on examination of the flux and S/N of background fibers, the background subtraction is
estimated to only be important for targets within 9′ of the center of M31 (i.e., outside 9′ there is no
detectable background signal). Only one cluster in this sample, B171, had a background component
subtracted. For B171 and the other GCs within 9′ that are not included in this analysis, separate
fibers were placed on background regions adjacent to the clusters. Because the fiber collision
distance of 72′′ prohibited simultaneous GC and background observations, two 3◦ SDSS plates were
used to observe these clusters (Zasowski et al. 2013): one plate contained the GC fibers, while
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Table 1: Target list.
Cluster RA Dec Rproj V H Observing # of S/N
c vhelio
(J2000) (kpc) Epocha Visitsb km s−1
B006-G058 00:40:26.5 +41:27:26.7 6.43 15.46 12.74 11, 13 10 24.94 −251.2±0.5
B012-G064 00:40:32.5 +41:21:44.2 5.78 15.04 12.79 11, 13 10 22.70 −361.6±0.5
B034-G096d 00:41:28.1 +40:53:49.6 6.05 15.47 12.61 11 7 23.65 −554.4±0.5
B045-G108 00:41:43.1 +41:34:20.0 4.90 15.83 13.00 11, 13 10 17.02 −423.3±0.8
B048-G110e 00:41:45.5 +41:13:30.6 2.59 16.51 13.38 11, 13 10 7.99 −228.9±1.0
B063-G124 00:42:00.9 +41:29:09.5 3.49 15.73 12.22 11 3 34.34 −306.2±0.5
B088-G150 00:42:21.1 +41:32:14.3 3.79 15.00 12.34 11 7 29.28 −489.6±1.0
B110-G172e 00:42:33.1 +41:03:28.4 2.93 15.28 12.35 11 7 29.26 −236.7±0.4
B163-G217 00:43:17.0 +41:27:44.9 3.00 15.04 11.84 11 7 46.43 −166.4±0.3
B171-G222d,f 00:43:25.0 +41:15:37.1 1.77 15.28 12.24 11 10 24.03 −276.3±0.6
B182-G233d 00:43:36.7 +41:08:12.2 2.88 15.43 12.52 11, 13 6 22.82 −358.3±0.5
B193-G244 00:43:45.5 +41:36:57.5 5.41 15.33 12.23 11 11 32.22 −66.1±0.3
B225-G280d 00:44:29.8 +41:21:36.6 4.67 14.15 11.23 11 11 65.72 −162.5±0.3
B232-G286d 00:44:40.5 +41:15:01.4 4.97 15.65 13.35 11, 13 10 10.98 −196.1±1.0
B235-G297d 00:44:57.9 +41:29:23.7 6.46 16.27 13.39 11, 13 10 10.69 −94.4±1.0
B240-G302d 00:45:25.2 +41:06:23.8 7.24 15.18 12.89 11, 13 10 17.64 −54.4±0.9
B311-G033d 00:39:33.8 +49:31:14.4 13.11 15.45 12.85 11, 13 10 17.66 −502.8±1.0
B312-G035d 00:39:40.1 +40:57:02.3 9.02 15.52 12.85 11, 13 10 13.58 −177.7±0.9
B381-G315d 00:46:06.6 +41:20:58.9 8.72 15.76 13.14 11, 13 10 10.13 −82.9±1.0
B383-G318d 00:46:12.0 +41:19:43.2 8.92 15.30 12.84 11, 13 10 16.09 −233.6±0.8
B384-G319d 00:46:21.9 +40:17:00.0 16.42 15.75 13.00 11, 13 10 19.98 −364.5±0.8
B386-G322 00:46:27.0 +42:01:52.8 14.08 15.64 12.95 11 6 23.07 −399.8±0.8
B403-G348 00:49:17.0 +41:35:08.2 17.34 16.22 13.47 11 6 16.09 −269.3±0.8
B405-G351 00:49:39.8 +41:35:29.7 18.28 15.20 12.76 11 6 21.26 −165.5±0.6
B472-D064 00:43:48.4 +41:26:53.0 3.67 15.19 12.69 11, 13 6 24.52 −120.6±0.7
References: Positions, projected distances from the center of M31, and magnitudes are from the
Revised Bologna Catalog (Galleti et al. 2009).
Notes: a Clusters were observed in 2011 and/or 2013.
b Each visit is 66.6 minutes of integration.
c S/N ratios are per pixel, and represent the median value across the entire spectral range. There
are approximately 2.06 pixels per resolution element in the blue, 2.27 in the green, and 2.66 in the
red.
d Some visits were affected by superpersistence (see text). The superpersistence regions are
masked out, leading to lower S/N in the 1.51− 1.62 µm region; some abundances are derived with
unmasked spectra, and have been flagged in subsequent tables.
e All visits were affected by superpersistence.
f A background galactic component was subtracted during data reduction.
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another had the background fibers displaced from the target centers by ∼ 10′′. These background
fibers were placed on smooth galactic components, based on the M31 near-IR maps from the 2
Micron All-Sky Survey (Skrutskie et al. 2006). Clusters without dedicated background fibers were
observed with both plates.
The first pair of SDSS GC plates was observed during 2011; one received three visits (where
one visit = 66.6 minutes) while another received four. In 2013 one to two more visits were obtained
(see Table 1). A significant number of GCs were observed in both the 2011 and 2013 campaigns.
Table 1 also shows the signal-to-noise (S/N) ratios of the final spectra: all range from 10-65 per
pixel.
2.2. Data Reduction
The APOGEE data reduction pipeline (Nidever et al. 2015) provides reduced and flux-calibrated
single-epoch spectra (so-called “visits”), with estimates of the noise and bad-pixel masks. Unlike
most of the optical range, H-band spectra are affected by the presence of strong sky lines in both
emission and absorption. The APOGEE data reduction pipeline flags these regions via bits set in
the bad-pixel mask. The sensitivity to the previously accumulated signal in some regions of the
APOGEE detectors (superpersistence; Nidever et al. 2015) makes some spectral ranges in certain
fibers almost useless for analysis, especially for targets with low S/N (though note that even if a
fiber was located in the superpersistence area, the red part of its spectrum is unaffected by this
effect and is viable for further analysis). Fortunately, the main APOGEE pipeline flags out such
regions as well.
The combined spectrum of an individual target comes from a weighted average of all available
visits in 2011 and 2013. A visit’s weight is calculated individually in each pixel as a product of the
inverse variance multiplied by the inverted mask. The latter is a binary mask, where any non-zero
pixels in the original bad-pixel mask (from the data reduction pipeline) have been set to zero,
and any original pixels with no error bits have been set to one. Including this weight during the
combination rejects all of the bad or problematic pixels from being included in the final spectrum.
In particular, this will mask out regions affected by superpersistence. With regular APOGEE
targets, the individual, weighted visits for a given GC are then combined into a single, higher S/N
spectrum, based on the radial velocity estimated for each individual visit. While this works well
for typical, relatively bright APOGEE targets, most of the M31 GCs have mediocre to poor S/N
(as low as S/N∼ 10; see Table 1) and the radial velocity estimation is bypassed. Instead the radial
velocities are assumed to be constant between visits, and multi-epoch spectra are aligned using
barycentric correction information only. The pipeline therefore delivers the combined spectra, the
associated errors, and the combined inverted mask.
As described in Section 2.1, special “background fibers” were reserved for clusters within 9′
of the center of M31 (only B171 in this paper’s sample). The background fibers were treated as
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regular objects, and were reduced and combined using the method described above. The galactic
background light comes from an unresolved stellar population, and it is therefore assumed that any
sharp spectral features are caused by noise or sky features; in order to avoid adding noise during the
subtraction the background spectra were smoothed by a Gaussian kernel with FWHM = 220 km s−1
to reproduce a mostly featureless background. The smoothed background was then subtracted from
B171’s spectrum.1
Samples of the final spectra are shown in Figure 1, for GCs with a range of metallicities. The
region around the strong Mg I lines and a CO bandhead is shown. Note that the features are barely
detectable at B088’s metallicity and velocity dispersion.
2.3. Radial Velocities and Line Broadening
The spectra for the metal-rich ([Fe/H] & −1.2) GCs were shifted to the rest frame through
cross-correlations with a spectrum of Arcturus (Hinkle et al. 2003) using the Image Reduction and
Analysis Facility program (IRAF)2 task fxcor. For metal-poor GCs with low S/N and very few
detectable lines this technique did not work—in this latter case, lines were identified and offsets
were calculated manually. The final, heliocentric velocities are shown in Table 1, and are in excellent
agreement with Colucci et al. (2014) and Caldwell et al. (2011).
Using spectrum syntheses to measure line strengths (see Section 3.1) requires modeling the
line broadening due to (primarily) the GC velocity dispersion and the instrumental resolution.
Although there are well-constrained velocity dispersions available from optical spectroscopy, the
line broadening values in the IR were determined by fitting the strong Si I lines at 15960 and
16095 A˚. These lines were utilized instead of full spectrum fitting in an attempt to minimize
degeneracies between assumed initial abundances and line broadening. The precise broadening is
more uncertain for the metal-poor GCs and/or GCs with lower S/N: high S/N, metal-rich targets
can have line broadening uncertainties around ∼ 1 km s−1, while lower S/N, metal-poor GCs can
have uncertainties of ∼ 2− 3 km s−1. The abundance errors reflect uncertainties in fitting the full
line profiles, and therefore account for small uncertainties in the derived broadening values. Figure
2 shows a comparison between the line broadening derived from the H-band (with the instrumental
broadening removed) and the velocity dispersion from the optical, demonstrating that the two are
in agreement. Note that the precise value for the velocity dispersion will depend upon the area of
the cluster covered by the spectrograph slit or fiber. The optical values in Figure 2 were obtained
from spectra with a slit size of 1.′′7× 7′′ (Colucci et al. 2014) or a 3′′ fiber (Appendix A), while the
1Note that for the optical B171 spectrum (Appendix A) a separate background subtraction was not performed.
Sky fibers were located 10′′ from the central fiber, providing simultaneous sky observations. These sky fibers likely
contained a background component as well.
2IRAF is distributed by the National Optical Astronomy Observatory, which is operated by the Association of
Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation.
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Fig. 1.— Sample H-band spectra of M31 GCs, spanning a range in metallicity (H-band [Fe/H]
ratios are listed; see Section 4.1). Median S/N ratios (per pixel) are also given. The region around
the strong Mg I lines and a CO bandhead is shown. Note that the line depths also depend on the
velocity dispersion of the cluster.
APOGEE fibers have 2′′ diameters.
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Fig. 2.— A comparison of H-band line broadening (with instrumental broadening removed) and
optical velocity dispersion. The dashed line shows perfect agreement. The points are sized according
to S/N ratios, where the larger symbols have higher S/N, and are colored according to [Fe/H].
3. Analysis Methods
H-band spectra exhibit strong molecular features as well as numerous atomic lines, particu-
larly in metal-rich targets—this means that nearly every spectral feature is a blend of lines from
multiple elements. In addition, IL spectral features are broadened by the GC velocity dispersion,
exacerbating the blending problems. As a result, standard equivalent width analyses of individual
features may not be suitable for abundance analyses of H-band IL spectra (see the discussions in
Sakari et al. 2013 and Colucci et al. 2014). This paper therefore presents abundances that were
derived from spectrum syntheses of the regions around each line of interest, utilizing a recent
modification to the 2014 version of the line analysis code MOOG (Sneden 1973).
3.1. synpop: Spectrum Syntheses for Stellar Populations
MOOG (Sneden 1973) is a Local Thermodynamic Equilibrium (LTE) line analysis code that has
been widely used for individual stellar analyses, both in the optical and the IR. MOOG’s spectrum
synthesis routine synth requires a model atmosphere and a line list; with this input, it then syn-
thesizes a spectrum over the desired wavelength range, and abundances can be altered until the
synthetic spectrum matches the observed one. MOOG’s synpop routine works the same way, but for
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an entire stellar population: given a list of model atmospheres (see Section 3.2) and a line list (Sec-
tion 3.3), it produces a synthetic IL spectrum, weighted by the flux and number of stars assigned
to each atmosphere. The synpop routine is therefore nearly identical to the synthesis version of
the code ILABUNDS (McWilliam & Bernstein 2008; Sakari et al. 2013); however, synpop is now a
supported part of MOOG, runs off current releases, and is publicly available.3 This analysis utilizes
the 2014 release of MOOG. As with the synth routine, synpop provides residual fits to identify the
syntheses that best match the observed spectra.
3.2. Isochrones and Model Atmospheres
Since IL spectra contain contributions from all the stars in a stellar population, isochrones are
used to model the underlying stellar populations in each GC. The BaSTI isochrones (Pietrinferni et al.
2004; Ferguson et al. 2005; Cordier et al. 2007) are utilized because they extend through the evolved
horizontal branch (HB) and AGB phases; these are the same isochrones utilized for the comparison
optical values. The ages and metallicities determined from the optical spectra (Colucci et al. 2014,
Appendix A) are adopted—these values were found by minimizing trends in Fe I abundance with
line wavelength, reduced equivalent width, and excitation potential (see McWilliam & Bernstein
2008), and agree reasonably well with the values derived from Lick indices (Caldwell et al. 2011).
This procedure may not be suitable for H-band spectra; however, the H-band spectral lines are
not as sensitive to cluster age (see Section 5.1). The standard horizontal branch morphologies from
the BaSTI isochrones are adopted, along with extended AGBs—the effects of these choices are
discussed in Colucci et al. (2009, 2012, 2014) and Sakari et al. (2014).
Once an appropriate isochrone has been identified, the isochrones are populated with stars to
match the observed total magnitude for each GC, assuming a Kroupa (2002) initial mass function
(IMF). The stars are binned along the isochrones, with each box containing 3.5% of the total flux.
(Note that in the optical the box size has only a negligible effect on the abundances; Sakari et al.
2014.) Microturbulent velocities are assigned to each box based on an empirically-motivated cal-
ibration with surface gravity (McWilliam & Bernstein 2008); this relation produces similar mi-
croturbulent velocities as the standard APOGEE relation (Garc´ıa-Pe´rez, A.E. et al. 2015), except
at very high and low surface gravities. Each box is then assigned a Kurucz model atmosphere4
(Castelli & Kurucz 2004) with the average effective temperature, surface gravity, and microturbu-
lence of the stars in that box. All atmospheres are chosen to be α-enhanced, since optical integrated
[α/Fe] ratios are enhanced. This collection of model atmospheres is then fed as input to MOOG, along
with a line list.
3http://www.as.utexas.edu/~chris/moog.html
4http://kurucz.harvard.edu/grids.html
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3.3. Line List
The line list adopted for this study includes both atomic and molecular species. The line
list version adopted, linelist.20150714, is an updated version of what was used for DR12 results
(Shetrone et al. 2015) and is the version adopted in DR13. (Shetrone et al. 2015) noted a number
of problems with the DR12 line list that have been corrected in the “linelist.20150714” version
adopted here and documented in Holtzman et al. (in prep). A short summary of how the line list
was generated including the differences with the DR12 version are detailed below.
The molecular line list is a compilation of literature sources including transitions of CO, OH,
CN, C2, H2, and SiH. The CN line list was updated using a compilation from C. Sneden (private
communication). All molecular data are adopted without change, with the exception of a few
obvious typographical corrections. The atomic line list was compiled from a number of literature
sources and includes theoretical, astrophysical, and laboratory oscillator strength values. A few
new lines were added from NIST5 and other literature publication since the DR12 line list was
created, including hyperfine splitting components for Al and Co. To calculate the astrophysical gf
values Turbospectrum was utilized (Alvarez & Plez 1998; Plez 2012) to generate synthetic spectra
with varying oscillator strengths and damping values in order to fit the solar and Arcturus spectra.
For lines with laboratory oscillator strengths, the astrophysical log(gf) values were not allowed to
vary beyond twice the error quoted by the source.
One change from the methodology described in Shetrone et al. (2015) is that a different weight-
ing scheme was used between the solar and Arcturus solutions. The astrophysical solutions were
weighted according to line depth in Arcturus and in the Sun, which usually gives more weight to
the Arcturus solution since the lines are generally stronger in the cooler, low surface gravity star,
Arcturus, despite it being more metal-poor. Another difference from the methodology adopted in
DR13 was the proper use of the center-of-disk spectral synthesis of the solar center-of-disk atlas
using a microturbulence of 0.7 km s−1.
3.4. Abundance Determinations
As described in Section 3.1, the IR abundances are determined via spectrum syntheses; the
best-fitting abundances were derived iteratively, following Smith et al. (2013). The procedure
adopted for this analysis is as follows.
(1) Adopt the best-fitting isochrones and model atmospheres from the optical (see Section 3.2).
(2) Begin with standard abundance ratios for typical MW field stars at the same [Fe/H], e.g.,
[α/Fe] = +0.4 (Venn et al. 2004). Determine line broadening parameters (see Section 2.3).
5http://physics.nist.gov/PhysRefData/ASD/lines_form.html
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(3) Determine initial values for the infrared C, N, O, and Fe abundances based on syntheses of
the lines in Smith et al. (2013). The fits are done by eye over a ∼ 40A˚ region, guided by the
output residual fits in MOOG.
(4) Iterate on the C, N, O, and Fe abundances until the values do not change. Adjust the isochrone
[Fe/H], if needed, and reiterate on C, N, O, and Fe.
(5) Find the abundances of the other elements.
Final [Fe/H] and [X/Fe] abundance ratios are calculated relative to the Asplund et al. (2009)
solar abundances. All [X/Fe] ratios are calculated with the H-band [Fe I/H] abundance (since there
are no detectable Fe II lines in the H-band).
3.4.1. Strong Lines
McWilliam et al. (1995b) showed that abundances derived from the strongest spectral lines
are very sensitive to the treatment of the stellar atmosphere, particularly the outer layers—they
estimated that lines with reduced equivalent widths (REW)6 in the range REW > − 4.7 should
be removed from abundance analyses, particularly when the Fe I lines are utilized to determine
atmospheric parameters (or, in the case of IL analyses, the proper single stellar population param-
eters: age and metallicity). In the optical, lines with EWs larger than ∼ 100 to 150 mA˚ must be
removed. In the H-band, the REWs are smaller for lines of the same EW, and H-band analyses
can safely utilize lines with strengths up to 300-320 mA˚. In some cases, when only strong lines are
available for a given element, the REW limit was pushed up to −4.5; these lines may introduce
offsets of ∼ 0.1 dex (McWilliam et al. 1995b), and these abundances have been flagged in all tables
and figures. Similarly, some of the optical abundances were derived with strong lines, and those
clusters are also flagged in all plots.
3.4.2. Abundance Errors
The random error in the abundance from each spectral line was estimated from the range of
abundances that can fit the line profile, based on by-eye estimates and MOOG’s output residuals.
Line profiles may not be perfectly fit due to, e.g., S/N, uncertain continuum placement, telluric
features, emission lines, the adopted line broadening, etc. Individual line abundance uncertainties
range from 0.05 to 0.25 dex, are are primarily driven by S/N. The uncertainty in a GC’s mean
abundance for a given element is determined by dividing the individual error by
√
N , where N is
the number of lines for that element.
6REW = log(EW/λ), where EW is the equivalent width of a spectral line and λ is its wavelength; both are
typically expressed in A˚, and REW is dimensionless.
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Potential systematic errors are more difficult to ascertain. Generally, the largest systematic
uncertainties in IL analyses are due to uncertainties in modeling the underlying stellar populations,
particularly the age of the population, the HB morphology, and the distribution of the brightest
RGB and AGB stars (including the AGB/RGB star ratio). Sakari et al. (2014) present a detailed
systematic error analysis for optical spectral lines, but those quantitative estimates may not apply
to these IR lines. For instance, age and HB morphology can have strong effects in the optical (also
see Colucci et al. 2014) but the effect in the H-band seems to be negligible (see Section 5.1). The
treatment of the brightest RGB and AGB stars is likely to have the largest effect in the H-band.
Section 5.3 demonstrates that the relative number of AGB stars, relative to RGB stars, is not likely
to have a significant effect on the IL ratios; however, the choice of AGB models may affect some
abundance ratios by as much as 0.2 dex (Sakari et al. 2014). Stochastic sampling of the upper
RGB and AGB may also be significant—this will be examined in a separate paper. Systematic
errors can also arise between analyses as a result of different models, assumptions, and techniques.
Ultimately, systematic errors in the individual errors could be as high as 0.2 dex, though the errors
in [X/Fe] ratios are likely to be smaller. However, the methodology, isochrones, model atmospheres,
and solar abundances are the same between the high resolution optical and infrared analyses, which
should reduce model-dependent systematic errors.
4. Chemical Abundances
In this section the H-band abundances are compared to a) the high-resolution optical abun-
dances from Colucci et al. (2009, 2014) and Appendix A and b) the Lick index optical abundances
from Schiavon et al. (2012, 2013).
4.1. Iron
Iron is a crucial element for chemical abundance analyses, since it is typically used to represent
the GC metallicity. Table 2 shows the H-band Fe I abundances, along with the random errors and
the number of measured lines. The clusters have been ordered from low to high [Fe/H]. Note that
there are fewer measurable Fe I lines (2-13) in the H-band compared to the optical (which has
20-60, depending on metallicity and wavelength range). The H-band Fe I lines are those quoted in
Smith et al. (2013), along with several additional high excitation potential (EP) lines which were
utilized for metal-poor stars by Lamb et al. (2015). Note that there are no useful Fe II lines in
the H-band. As mentioned in Section 3.4, the H-band Fe I abundances are mildly dependent on
the adopted CNO abundances as a result of blending with CN and CO lines, particularly for the
metal-rich targets.
Figure 3 compares the H-band [Fe I/H] abundances with the high resolution, optical [Fe I/H]
ratios from Colucci et al. (2014) and Appendix A. Figure 3(a) compares the values to each other,
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Table 2: Mean H-band abundances and random errors: Fe, C, N, and O.
[Fe I/H] N [C/Fe]a N [N/Fe]a N [O/Fe]a N
B232 −1.81±0.11 3 −0.20±0.20 1 1.20±0.20 1 0.22±0.25 1
B088 −1.73±0.07 6 −0.38±0.07 5 1.31±0.18 2 0.15±0.08 4
B311 −1.70±0.13 2 −0.03±0.09 4 1.13±0.14 2 0.35±0.14 2
B012 −1.60±0.10 5 −0.54±0.15 5 0.93±0.10 2 0.07±0.10 4
B240 −1.48±0.10 9 −0.36±0.10 4 1.03±0.11 3 0.31±0.14 2
B405 −1.26±0.07 9 −0.46±0.08 5 0.93±0.11 4 0.35±0.09 2
B472 −1.20±0.07 8 −0.41±0.08 4 1.34±0.09 4 0.26±0.12 3
B386 −1.07±0.14 4 −0.37±0.04 4 1.16±0.10 4 0.46±0.03 3
B312 −1.06±0.06 4 −0.48±0.13 3 1.02±0.19 2 0.35±0.14 2
B063 −1.05±0.09 12 −0.27±0.09 5 1.30±0.14 8 0.42±0.07 5
B381 −1.03±0.13 5 −0.28±0.11 2 1.32±0.14 2 0.32±0.10 1
B182 −0.95±0.06 6 −0.54±0.08 5 1.09±0.05 2 0.11±0.05 3
B045 −0.88±0.07 11 −0.41±0.07 5 0.90±0.10 4 0.33±0.12 5
B048b −0.78±0.13 2 −0.17±0.10 1 1.08±0.12 3 0.53±0.10 1
B235 −0.77±0.06 8 −0.13±0.10 4 1.21±0.10 4 0.57±0.08 3
B383 −0.72±0.04 6 −0.18±0.11 3 1.25±0.10 3 0.47±0.77 4
B403 −0.72±0.09 9 −0.31±0.08 4 1.06±0.07 8 0.44±0.11 4
B006 −0.69±0.05 7 −0.32±0.05 5 1.35±0.04 6 0.32±0.04 5
B225 −0.64±0.05 10 −0.21±0.05 4 1.09±0.07 5 0.39±0.09 4
B034 −0.60±0.10 5 −0.24±0.09 5 1.11±0.07 7 0.45±0.08 4
B110b −0.57±0.09 3 −0.32±0.07 4 1.09±0.12 6 0.33±0.09 2
B384 −0.56±0.04 11 −0.26±0.07 5 1.11±0.07 6 0.42±0.05 4
B171 −0.52±0.03 8 −0.28±0.05 4 1.24±0.04 8 0.36±0.04 5
B163 −0.42±0.09 12 −0.24±0.05 5 0.94±0.12 5 0.35±0.08 4
B193 −0.18±0.09 13 −0.10±0.05 4 1.10±0.09 7 0.45±0.06 4
a CNO abundances are determined from the CO, CN, and OH molecular lines in Smith et al.
(2013), assuming 12C/13C = 6 (see the text).
b Cluster’s spectral range is limited due to superpersistence; see Section 2.2.
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while Figure 3(b) shows the differences versus H-band [Fe/H]. Though the H-band values are
generally slightly higher than the optical (by 0.05 dex on average), all agree within the 1σ errors
and there is no trend with [Fe/H]. A small offset between IR and optical [Fe I/H] may be expected
due to NLTE effects (e.g., Kraft & Ivans 2003). Strong NLTE effects may plague the optical Fe I
lines, especially in the brightest AGB stars (e.g., Lapenna et al. 2015), which would then affect the
combined, integrated Fe I lines. NLTE corrections to the Fe I lines in the H-band are expected to
be smaller than for those in the optical (Garc´ıa-Herna´ndez et al. 2015), which could naturally lead
to slight offsets between the optical and IR. Fe II is expected to be a more reliable Fe indicator;
however, in the optical there are fewer Fe II lines (1-16 for these GCs; Colucci et al. 2014), they
are often weaker, most are located further in the blue, and they are more sensitive to systematic
uncertainties in the underlying stellar population (Sakari et al. 2014). For these reasons, the H-
band Fe I abundances are not always in agreement with the optical Fe II, although the average
offset is very small.
The small offset between optical and H-band [Fe I/H] suggests that the NLTE offsets are
likely to be small. The H-band therefore provides robust, integrated [Fe I/H] ratios down to at
least [Fe/H] ∼ −1.8, depending on S/N and GC velocity dispersion.
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Fig. 3.— Comparisons of the H-band [Fe I/H] abundances with the optical, high-resolution abun-
dances from Appendix A and Colucci et al. (2009, 2014). The error bars represent 1σ random
errors, while the dashed lines show perfect agreement. Left: The two values plotted against each
other. Right: The difference in [Fe I/H] (optical − IR) as a function of H-band [Fe/H]. The solid
red line shows the average offset between the optical and H-band, which is also quoted in the upper
left corner.
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4.2. Light Elements: Carbon, Nitrogen, and Oxygen
Carbon, nitrogen, and oxygen are crucial elements for GC studies. In the H-band, C, N,
and O abundances can be determined from syntheses of CO, CN, and OH molecular lines (see
Smith et al. 2013) with an assumed 12C/13C ratio. In these IL spectra the S/N is not sufficient
and/or the blending is too severe to measure a precise 12C/13C ratio (though in some cases it is
evident that 12C/13C < 20). For all clusters, 12C/13C = 6 is adopted to represent the approximate
value for stars at the tip of the RGB (e.g., Gratton et al. 2000). Since most of the molecular
features are not strongly dependent on the precise 12C/13C ratio and the H-band IL spectrum is
dominated by tip of the RGB stars, this assumption should not have a strong effect on these IL
abundances (see Figure 4). The final [C/Fe], [N/Fe], and [O/Fe] ratios are listed in Table 2, while
sample syntheses of N-sensitive CN features are shown in Figure 5.
Figure 6 shows a comparison between the H-band and optical [C/Fe] and [N/Fe] ratios, as
a function of [Fe/H]. Reliable C, N, and O abundances can be difficult to obtain in the optical,
particularly in IL spectra. C and N can be determined from CN and C2 features in the blue (e.g.,
Worthey et al. 1994; Tripicco & Bell 1995; Schiavon 2007), but the exact abundances rely on an
assumed O abundance (Graves & Schiavon 2008). O can be determined via the forbidden lines at
6300 and 6363 A˚, but this requires high resolution, high S/N spectra of low velocity dispersion GCs
because the lines are weak. The comparison optical values are therefore from the Lick index analyses
of Schiavon et al. (2012, 2013), and are only available for metal-rich GCs ([Fe/H] & −1). These
[C/Fe] and [N/Fe] ratios are determined from the C24668 and CN1 and CN2 (∼ 4140−4180 A˚) Lick
indices, assuming a fixed [O/Fe] = 0.3 for all GCs. Figure 6 demonstrates that, in general, the H-
band [C/Fe] ratios are lower than the optical values by 0.2 dex, on average, while the [N/Fe] ratios
are significantly higher (by 0.5 dex on average, when the three GCs in agreement are removed).
The [N/Fe] ratios agree for the massive, metal-rich GCs B193, B163, and B225, though the [C/Fe]
ratios are still slightly offset for the latter two. Note that the H-band abundances agree with the
expected abundances for tip of the RGB stars, which have dredged up products from CNO cycling
(Gratton et al. 2000).
For the GCs with strong disagreement (i.e., all targets except the most metal-rich GCs), the
optical Lick index CNO values do not fit the IR features. To demonstrate this, syntheses of a
CO bandhead in B171, B006, and B045 are shown in Figure 7, with the optimal H-band CNO
abundances and the Lick index C, N, and (assumed) O abundances. The 16183 A˚ CO bandhead
is primarily sensitive to C; the syntheses in Figure 7 suggest that the Lick C abundances are too
high to fit the H-band features, particularly for the more metal-poor GCs in the sample.
This disagreement between the optical and the H-band is significant, and will be addressed in
Section 5.2.1.
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Fig. 4.— Sample syntheses of a C-sensitive CO feature in the most metal-rich GC, B193, demon-
strating the small effects of the assumed 12C/13C ratio (the effects of varying 12C/13C are likely
to be even smaller in more metal-poor GCs). The grey areas show regions that were masked out
in the data reduction pipeline (see Section 2.2). Three 12C/13C ratios are shown: 6, 10, and 30.
Though the lower 12C/13C is slightly preferred, the differences are quite small.
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Fig. 5.— Sample syntheses of CN features in two GCs, B193 and B045; these features are used
to determine [N/Fe]. The solid lines show the best-fit syntheses, while the dashed lines show ±1σ
uncertainties in [N/Fe] of 0.20 dex in both cases.
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Fig. 6.— Comparisons of the H-band [C/Fe] (left) and [N/Fe] (right) ratios with the optical
values from Schiavon et al. (2012, 2013), as a function of H-band [Fe/H]. The differences are given
as optical− H-band. The error bars represent 1σ random errors, the dashed line shows perfect
agreement, and the solid red line shows the average offset (which is quoted in each panel).
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Fig. 7.— Syntheses of the 16183 A˚ CO bandhead, which is primarily sensitive to [C/Fe], in B171,
B006, and B045. The grey area shows a region that was masked out in the data reduction pipeline
(see Section 2.2). The black points show the data and the solid red lines show the best-fitting
syntheses from this analysis. The dashed blue lines show syntheses with the optical Lick index
[Fe/H], [C/Fe], [N/Fe], and (assumed) [O/Fe] ratios.
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4.3. Light Elements: Sodium, Magnesium, and Aluminum
The “light” elements Na, Mg, and Al are also important for GC studies because their abun-
dances are known to vary between stars within GCs (e.g., Carretta et al. 2009b). TheH-band offers
complementary lines to the optical, with varying line strengths and EPs. While robust optical Na
abundances can be derived from the 5682/5688 and 6154/6160 A˚ doublets (and possibly the NaD
lines for metal-poor GCs) there is only one detectable weak doublet in the H-band, which comes
from a higher EP transition and is not detectable in the most metal-poor GCs. Mg has several
medium strength and strong lines in the optical; the H-band offers 2-6 more. As mentioned in Sec-
tion 3.4, stronger lines can be utilized in the IR, making the strong H-band Mg lines useful for GCs
over a wide range of metallicities. Optical Al is primarily determined from the weak 6696/6698 A˚
lines, which are not detectable in the lowest metallicity GCs (though there are additional lines in
the blue and red). The H-band offers 2 strong and 1 moderately-strong Al lines which can be
detected even in low-metallicity GCs (note that these strong Al I lines have hyperfine structure
components that must be included to properly reproduce the strengths of the lines). The strongest
Al I line becomes prohibitively strong at moderate metallicity ([Fe/H] ∼ − 1.2), while for the
highest metallicity clusters all three Al lines are too strong. For clusters with only strong lines the
REW limit was pushed up to −4.5; as discussed in Section 3.4.1, this may introduce systematic
uncertainties of ∼ 0.1 dex.
The H-band Na, Mg, and Al abundances are shown in Table 3, while Figure 8 shows the
optical vs. H-band comparisons. There are few GCs with H-band and optical [Na/Fe] abundances
(because the H-band lines are weak and difficult to detect). For the four GCs with both optical and
H-band [Na/Fe] ratios, the agreement is decent. TheH-band also provides a [Na/Fe] abundance for
B193, which was not available in the optical. Conversely, the weakness of the optical 6696/6698 A˚
lines means that there are only a few GCs with optical [Al/Fe] ratios. For those ten GCs in common,
the agreement between the optical and H-band is generally good, though the errors are large and
there is a large scatter. The H-band [Al/Fe] abundances are generally lower than the optical, with
one exception: B045’s [Al/Fe] does not agree with the optical value within its 1σ errors; its H-band
value is ∼ 0.2 dex higher than its optical value.
Figure 8(c) shows that though the Mg abundances have a large scatter in the optical − H-
band difference, this scatter is within the errors. One cluster, B193, has a larger optical [Mg/Fe] by
∼ 0.2 dex—however, this cluster’s optical Mg abundance was derived with a single strong line (at
5528 A˚); it is thus possible that the optical [Mg/Fe] is systematically offset by > 0.1 dex (see the
discussion in Section 3.4.1 and McWilliam et al. 1995b). Systematically higher [Mg/Fe] ratios are
also seen for the other metal-rich GCs whose Mg abundances were derived with the same strong line.
Figure 8(d) compares these H-band Mg abundances to the lower resolution Lick index values from
Schiavon et al. (2013), for metal-rich clusters only—the Mg abundances agree within 1σ errors.
One cluster, B403, has an optical, Lick index [Mg/Fe] that is much higher than its H-band value,
by ∼ 0.4 dex—however, this cluster’s [Fe/H] is also in disagreement by > 0.2 dex, so this offset in
[Mg/Fe] is not likely to be significant.
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Three clusters (B088, B240, and B235) have lower optical, high-resolution Mg abundances (by
0.2 − 0.4 dex) than in the H-band. For all three cases, both optical and H-band abundances are
derived from 3-4 lines, each of which give consistent results. B235’s H-band [Mg/Fe] agrees with
the lower-resolution Lick index results from Schiavon et al. (2013); the other two were not included
in that paper because they are too metal-poor. B088 is offset by 4σ according to the errors quoted
in Colucci et al. (2014)—however, these quoted optical errors are quite small (0.02 dex due to age
uncertainties), suggesting that their stated error is too small. Even if a larger error of 0.1 dex is
adopted for the optical, B088 is still offset by > 2σ. This discrepancy will be investigated in Section
5.2.3.
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Table 3: Mean H-band abundances and random errors: Na, Mg, Al, Si, Ca, and Ti.
[Na/Fe] N [Mg/Fe] N [Al/Fe] N [Si/Fe] N [Ca/Fe] N [Ti/Fe] N
B232 − −0.01±0.10 1 − 0.47±0.10 1 − −
B088 − 0.03±0.10 3 0.51±0.20 1 0.38±0.09 3 0.31±0.20 1 −
B311 − −0.04±0.14 2 − 0.21±0.10 3 0.38±0.40 1 −
B012 − −0.14±0.18 2 0.38±0.15 1 0.43±0.11 2 − −
B240 − 0.20±0.07 4 0.41±0.15 2 0.22±0.06 4 − −
B405 − 0.07±0.12 3 0.35±0.20 1 0.35±0.08 3 − −
B472 − 0.14±0.10 4 0.49±0.20 1a 0.14±0.16 5 0.32±0.14 2 −
B386 − 0.06±0.10 1 0.46±0.08 1 0.46±0.08 3 0.26±0.20 1 0.36±0.10 1
B312 − −0.05±0.20 1 0.35±0.14 2 0.52±0.07 3 − −
B063 − 0.34±0.08 3 0.29±0.20 1 0.36±0.08 3 0.49±0.10 1 0.24±0.08 3
B381 − 0.22±0.10 1 0.47±0.15 1 0.41±0.05 4 0.22±0.10 3 −
B182 − 0.19±0.05 2 0.19±0.11 2 0.46±0.08 3 0.44±0.07 2 0.34±0.20 1
B045 − 0.22±0.15 2 0.32±0.15 1 0.43±0.06 2 0.20±0.13 2 0.27±0.14 2
B048 − − − 0.48±0.10 2 0.32±0.07 2 −
B235 − 0.27±0.13 2 0.39±0.20 1 0.40±0.05 4 0.37±0.07 2 −
B383 − 0.22±0.09 2 0.22±0.14 2 0.35±0.06 4 0.34±0.07 2 −
B403 0.32±0.20 1 0.05±0.13 2 − 0.42±0.10 1 0.22±0.06 2 −
B006 0.39±0.14 2 0.43±0.05 2 0.43±0.15 1a 0.37±0.14 5 0.31±0.07 2 0.43±0.07 2
B225 − 0.24±0.14 2 0.64±0.14 2 0.32±0.06 3 0.34±0.06 3 0.39±0.15 1
B034 − 0.30±0.10 1 0.40±0.20 1 0.35±0.10 3 0.30±0.07 2 0.35±0.11 2
B110 − 0.23±0.11 2 0.32±0.14 1 0.31±0.08 2 0.28±0.07 2 −
B384 − 0.26±0.13 2 0.16±0.09 1 0.32±0.09 4 0.23±0.08 4 0.31±0.11 2
B171 0.57±0.20 1 0.37±0.10 1 − 0.27±0.08 5 0.30±0.07 2 0.35±0.10 2
B163 0.57±0.10 1 0.22±0.10 1 0.56±0.05 2a 0.19±0.09 3 0.27±0.05 2 0.22±0.10 1
B193 0.64±0.05 2 0.19±0.10 1 0.39±0.20 1a 0.27±0.10 3 0.34±0.15 2 0.36±0.08 3
a This H-band abundance was derived from at least one strong line with −4.7 < REW − 4.5,
which may lead to systematic uncertainties of ∼ 0.1 dex (McWilliam et al. 1995b).
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Fig. 8.— Comparisons of the H-band [Na/Fe] (top left), [Al/Fe] (top right), and [Mg/Fe] (bottom
left) with the optical values from Colucci et al. (2014) and Appendix A, as a function of H-band
[Fe/H]. The bottom right shows a comparison of H-band [Mg/Fe] with the Lick index [Mg/Fe]
from Schiavon et al. (2013). Differences are optical − H-band. The error bars represent 1σ random
errors, the dashed lines show perfect agreement, the solid red lines show the average offsets, and
the quoted values list the average offsets. Clusters whose optical abundances are derived from very
strong lines are shown with blue squares, while clusters whose infrared abundances are derived from
strong lines are shown with orange pentagons.
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4.4. Alpha Elements: Silicon, Calcium, and Titanium
The α-elements Si, Ca, and Ti mainly form in massive stars and are expelled into the interstellar
medium by core-collapse supernovae (which also produce iron). (Mg is also an α-element; however,
because it can vary between stars within a single GC, it is discussed in Section 4.3 with O, Na, and
Al.) Type Ia supernovae from lower mass stars also produce copious amounts of iron but very little
α-elements. The ratio of [α/Fe] therefore probes contributions from Type II vs. Ia supernovae, and
is valuable for galactic chemical evolution studies. Because chemical evolution in dwarf galaxies
proceeds differently than in massive galaxies, the chemical abundances of dwarf galaxy stars and
clusters diverges with increasing metallicity (see, e.g., Tolstoy et al. 2009). The [α/Fe] ratios can
therefore be used for chemical tagging of GCs (e.g., Hogg et al. 2016), and are essential for IL
spectroscopy of extragalactic GCs (e.g., Colucci et al. 2012, 2014; Sakari et al. 2015).
Again, the H-band provides complementary lines to the optical. The optical has numerous
silicon lines, but they are often weak and difficult to detect in metal-poor GCs. There are 3 strong
Si I lines in the H-band, and 6 more moderately strong lines—note that the strongest Si I lines at
15960 and 16095 A˚ become too strong (REW & −4.7) at high metallicity ([Fe/H] & −0.7). The
optical has many detectable Ca I lines of varying strength—furthermore, these lines are also largely
insensitive to uncertainties in the underlying stellar populations (e.g., the distribution of stars in
temperature-log g space; Sakari et al. 2014). In the H-band there are three Ca I lines at high EP,
though 2 are extremely blended, leading to large random errors. Ti I and Ti II lines are readily
available in the optical, but both suffer from potential systematic uncertainties. The Ti I lines may
be affected by NLTE effects (Bergemann 2011) and are strongly affected by uncertainties in the
underlying stellar populations (Sakari et al. 2014). The Ti II lines are also affected by uncertainties
in the stellar populations, and many of the lines are located further in the blue (where the S/N is
often lower and where contributions from hotter stars may have a larger effect). The H-band offers
a handful of moderate strength Ti I lines—though they are often blended with other features, these
lines may be less affected by uncertainties in the underlying stellar populations.
The abundances of the α-elements are listed in Table 3 and are compared with the optical
abundances in Figure 9. Figure 9(a) compares [Si/Fe]. The uncertainties in the optical Si abun-
dances can be quite large because the lines are often weak. There are three GCs whose [Si/Fe]
ratios do not agree between the optical and the H-band within 1σ errors: B403, B381, and B240,
all of which have optical [Si/Fe] ratios that are > 0.5 dex. The stronger H-band Si lines may
produce higher-precision Si abundances compared to the weaker optical Si lines.
Calcium is an element which can be difficult to detect in the H-band, particularly in the
most metal-poor GCs. The four available lines are from high EP transitions which are clumped
together in a region at ∼ 16150 A˚ that is superpersistence in some visits (see Table 1). The optical
abundances, however, are well-constrained from measurements of 2 − 13 lines. When H-band Ca
lines can be detected, Figure 9(b) shows that the agreement between the optical and the H-band
is generally good, with the exception of B034 and B235, whose H-band [Ca/Fe] ratios are > 1σ
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higher than the optical values.
The H-band Ti I lines are very weak and blended in these spectra. Table 3 shows that Ti is
not detectable in the most metal-poor clusters and is difficult to detect in GCs with high velocity
dispersions. For the GCs with measurements in both the H-band and the optical, the H-band
[Ti I/Fe I] ratios are generally higher than the optical values, as seen in Figure 9(c). B006, B034,
and B193 are not in agreement—however, all GCs show agreement between H-band [Ti I/Fe I]
and optical [Ti II/Fe II] (Figure 9(d)). This suggests that the optical Ti I lines are systematically
affected in some way that the IR lines are not—again, this could indicate that the H-band lines
are less affected by NLTE effects (e.g., Garc´ıa-Herna´ndez et al. 2015).
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Fig. 9.— Comparisons of the H-band [Si/Fe] (top left), [Ca/Fe] (top right), and [Ti/Fe] (bottom)
ratios with the optical values from Colucci et al. (2014) and Appendix A, as a function of H-band
[Fe/H]. The bottom left plot shows ∆[Ti I/Fe] while the bottom right plot shows the difference
between optical [Ti II/Fe] and H-band [Ti I/Fe]. Differences are optical − H-band. The error bars
represent 1σ random errors, the dashed lines show perfect agreement, the solid red lines show the
average offsets, and the quoted values list the average offsets.
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4.5. Potassium
The H-band offers two moderate EP (2.67 eV) K I lines at 15163 and 15168 A˚. These lines
lie on the blue edge of APOGEE’s spectral range, and they are not easily detectable in most of
the targets with low S/N. K is detectable in only a handful of the GCs, as shown in Table 4.
There are no optical, IL K abundances to compare with, but [K/Fe] can be compared to the α-
elements. Potassium is not an α-element, yet abundance analyses of stars in the MW indicate
that the chemical evolution of [K/Fe] is similar to the evolution in [α/Fe] (see, e.g., Zhang et al.
2006). The [K/Fe] ratios are compared to the optical [Ca/Fe] ratios in Figure 10; the agreement is
generally quite good. The optical [Ca/Fe] ratios are chosen for this comparison in lieu of Mg, Si, or
Ti because they have the lowest random and systematic errors and therefore likely to best represent
the cluster [α/Fe] (Sakari et al. 2014). K is therefore another viable element for abundance analyses
of extragalactic targets. The spectral lines are not easy to detect in spectra of this quality, but the
detections and errors would be vastly improved with higher S/N.
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Fig. 10.— Comparisons of the H-band [K/Fe] ratios to the optical [Ca/Fe] ratios, as a function of
H-band [Fe/H]. The error bars represent 1σ random errors, the dashed line shows perfect agreement,
the solid red line shows the average offset, and the quoted value is the average offset.
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Table 4: Potassium abundances.
[K/Fe] N
B472 0.29±0.20 1
B063 0.44±0.10 1
B045 0.27±0.10 1
B006 0.28±0.10 1
B225 0.39±0.07 2
B171 0.42±0.15 1
B163 0.27±0.08 2
B193 0.29±0.10 2
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5. Discussion
The abundance results from Section 4 can be summarized as follows.
Iron: All clusters show good agreement between optical and H-band [Fe/H] ratios, most within
0.1 dex. However, this is when the optical age and metallicity from the optical are adopted (though
note that the isochrone [Fe/H] is refined if the H-band abundance differs enough from the optical).
It may be difficult to identify a viable isochrone from theH-band alone, as discussed in Section 5.1.
CNO: The H-band [C/Fe] ratios are systematically lower than the optical Lick index values,
while (with three metal-rich exceptions) the H-band [N/Fe] values are higher. This discrepancy
is explored further in Section 5.2.
Other elements: With the exception of a few outliers in each case, the H-band Na, Mg, Al, Si,
and Ca abundances agree well with the optical values. The H-band Ti abundance is in excellent
agreement with the optical Ti II abundance, suggesting that the H-band Ti I lines are not as
sensitive to NLTE effects as optical lines. The outliers could be due to issues with specific lines
(as a result of, e.g., S/N or atomic data) or could reflect problems with the models of the under-
lying populations (though see Sections 5.1 and 5.3). The higher precision Si and Al abundances
and new O and K abundances enable the multiple populations in these M31 GCs to be probed
in new ways, as discussed in Section 5.2. For elements that are not suspected to vary between
stars in GCs, the general agreement between optical and H-band for all elements demonstrates
the validity of the H-band for abundance analyses of unresolved targets (see Section 5.4).
5.1. Determining Isochrone Parameters in the Infrared
High-resolution optical analyses (e.g., McWilliam & Bernstein 2008; Colucci et al. 2009, 2011a,
2014; Sakari et al. 2013, 2015) utilize Fe I lines to constrain the appropriate age and metallicity of
the stellar populations, by minimizing trends in iron abundance with line wavelength, REW, and
EP. Improperly modeled atmospheres will cause lines with different properties to have systemati-
cally offset abundances—e.g., populations with too few hot stars will require larger Fe abundances
to match the strengths of the highest EP lines. This technique relies on a large sample of Fe I
lines with a range of wavelengths, REWs, and EPs. Even in the optical, where a large selection
of Fe I lines is readily available, the line-to-line scatter prohibits better precision in cluster ages
than ∼ 1 − 5 Gyr (Colucci et al. 2014). Section 4.1 demonstrates that the H-band offers only a
few detectable, moderately blended Fe I lines (∼ 2− 13, depending on metallicity, S/N, and cluster
velocity dispersion). The severe blending with nearby lines, especially molecular features, at this
resolution renders equivalent width analyses extremely difficult. Furthermore, these Fe I lines are
primarily from high EP transitions, with most having EP > 5 eV; only two have EP < 5 eV, and
those lines are not detectable in all GCs. TheH-band Fe I lines have a variety of strengths, but only
the strongest lines are detectable in the most metal-poor, high velocity dispersion GCs. This limits
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the usefulness of the H-band for determining GC age without the aid of optical data. Note that
while there are other, better techniques for determining GC age (e.g., isochrone fitting of partially
resolved GCs, Mackey et al. 2013; or fitting age-sensitive features in the optical, Caldwell et al.
2009, 2011) this section is only concerned with whether the H-band spectra alone are sufficient for
identifying an appropriate isochrone (and therefore for performing a detailed chemical abundance
analysis).
Figure 11(a) shows that for B006 ([Fe/H] = − 0.69) the H-band Fe I lines agree well with
the optical lines, and add more range to the wavelength and EP plots. On their own, however, the
H-band lines do not provide a sufficient range in REW or EP to flatten the slopes and constrain GC
age. This is demonstrated in Figure 11(b), where a younger age of 5 Gyr is adopted. The optical
lines indicate that 5 Gyr is not likely to be an appropriate age for B006. The H-band lines by
themselves, on the other hand, cannot be used to rule out an age of 5 Gyr. The situation becomes
even worse for clusters with low S/N and/or low [Fe/H], in which fewer Fe I lines are detectable.
Minimizing trends in the H-band Fe I abundances is therefore not a viable way to constrain the
cluster age.
However, even with the younger age of 5 Gyr, theH-band abundances still converge on roughly
the same metallicity ([Fe/H] = − 0.66), suggesting that the H-band is less sensitive to cluster
age than the optical (at least for GCs older than ∼ 3 Gyr). This can be understood simply by
considering the relative contributions from various sub-populations in the H-band. Figure 12(a)
shows sample isochrones for a GC with [Fe/H] = −0.6 at ages of 13 Gyr and 3 Gyr. Figure 12(b)
then shows the fractional contribution from each box to the strength of an Fe I line (at 15207 A˚).
These two figures illustrate that the H-band continuum level and Fe I line strength are dominated
by the tip of the RGB and AGB stars. The turnoff stars have very little effect on the Fe I line,
suggesting that cluster age will be less important for determining [Fe/H] in the H-band (though
note, however, that the RGB is slightly offset in the 3 Gyr case, and that the younger isochrone’s
AGB has a greater effect on the Fe I line).
To test the effects of GC age on the abundances of the other elements, H-band abundances
were determined for synthetic metal-rich ([Fe/H] = − 0.5) and metal-poor ([Fe/H] = − 1.7)
clusters, each with ages of 13 and 3 Gyr. The total abundance differences for the two clusters are
provided in Table 5. The differences in relative [X/Fe] ratios are all . 0.1 dex. Figure 13 then
shows syntheses of a CO bandhead in B171 (starting at 16183 A˚), where the [C/Fe] from the old
population is adopted. Lowering the age has slightly weakened the CO features—bringing the line
strengths into agreement requires increasing [C/H] by 0.15 dex for the younger isochrone. A similar
increase in [Fe/H] (by 0.1 dex) means that ∆[C/Fe] = 0.05 for the 3 Gyr case. The effect of having
a younger age by 10 Gyr is therefore not significant for the abundances determined in this analysis,
at least for clusters older than ∼ 3 Gyr.7
7Though it is not shown here, the effects of adopting a blue horizontal branch are similarly negligible.
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Fig. 11.— The trends in Fe I abundance with wavelength, REW, and EP, for the cluster B006.
Top: Abundances with the assumed optimal age of 12 Gyr. Bottom: Abundances with a younger
age of 5 Gyr. The optical lines (from Appendix A) are shown with black circles, while the IR lines
are shown as red stars. The dashed red line shows the average Fe I abundance, while the solid
blue line shows the linear least squares fit to the points. The slopes are listed in each panel. For
the 12 Gyr case, the H-band lines maintain the flat slopes from the optical, while adding range in
wavelength and EP. The slopes from the optical points in the 5 Gyr case indicate that the age is
inappropriate for B006; however, the H-band points do not have the parameter range necessary to
constrain the cluster age.
To summarize, H-band IL spectra do not have enough Fe I lines to constrain GC age in the
same way as the optical. However, for GCs older than ∼ 3 Gyr, the precise age has a much smaller
impact on H-band abundances than on optical abundances. As long as an appropriate isochrone
metallicity is selected, an age that is off by as much as 10 Gyr will only lead to negligible abundance
offsets in old GCs.
5.2. Signatures of Multiple Populations
All bona fide, classical MW GCs are known to host significant star-to-star abundance varia-
tions. All GCs have stars which exhibit a Na/O anticorrelation, while some massive, metal-poor
GCs also show Mg/Al anticorrelations (e.g., Carretta et al. 2009b). Some GCs have significant
CN variations (such as 47 Tuc; Briley et al. 2004). A few of the most massive GCs host spreads
in heavy neutron-capture elements such as Ba and Eu (e.g., M15; Sneden et al. 1997), while an
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Fig. 12.— Age effects in the H-band. Left: BaSTI isochrones at [Fe/H] = −0.6 for ages of 13 Gyr
(solid line) and 3 Gyr (dashed line). The H-R Diagram boxes are shown on top of the isochrones
(see Section 3.2). The half-light H-band levels are shown with dotted lines, and are well above the
HB stars. Right: The contributions to the strength of an Fe I line (at 15207 A˚) from the two
isochrones with different ages, per H-R Diagram box. Both examples illustrate that the H-band
IL is dominated by the brightest RGB and AGB stars.
even smaller number host Fe variations (e.g., Carretta et al. 2010b). As Colucci et al. (2014) have
pointed out, interpreting the integrated abundances of GCs in terms of abundance variations within
the clusters is non-trivial. The correlations are observed between individual stars in a given cluster,
while IL abundances represent a flux-weighted average from a single cluster. However, deviations
from the “primordial” abundances are inferred to exist in distant, partially resolved M31 GCs based
on, e.g., enhanced integrated [Na/Fe], deficient integrated [Mg/Fe], and/or abundance correlations
with cluster mass (Colucci et al. 2014; Sakari et al. 2015; Schiavon et al. 2013).
These H-band abundances offer the chance to study new elements, like O, and to probe lines
in a wavelength regime that is dominated by different stars than the optical. This section explores
what can be learned about multiple populations in distant GCs from a combination of optical
and H-band IL spectroscopy, focusing on CN variations (Section 5.2.1), the Na/O anticorrelation
(Section 5.2.2), the Mg/Al anticorrelation (Section 5.2.3), and Fe spreads (Section 5.2.4).
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Fig. 13.— Syntheses of a CO bandhead in a GC with [Fe/H] = −0.5, utilizing two different
isochrones, an old 13 Gyr one (the solid black line) and a younger 3 Gyr one (the dashed blue line).
The younger isochrone requires a larger C abundance to reproduce the strength of this feature, but
a corresponding increase in [Fe/H] means that the relative [C/Fe] ratio changes by only 0.05 dex.
5.2.1. CN
This section examines the possibility that the disagreements between the H-band and optical,
Lick index CN abundances could be due to the presence of strong star-to-star CN variations within
the GC. In particular, the different wavelength regimes may be sensitive to different stellar sub-
populations because the H-band is only sensitive to the tip of the RGB stars while the optical is
more sensitive to hot stars.
Variations up the RGB In addition to the variations that occur between the multiple GC
populations, surface C and N abundances (and 12C/13C ratios) also vary up as a star evolves up
the RGB (see, e.g., Gratton et al. 2000). The IR is predominantly sensitive to the evolved tip of
the RGB stars, while the bluer, optical Lick indices may be more sensitive to the less-evolved RGB
stars which have “normal” (i.e., pre-dredge up) C and N abundances.
To test this, synthetic clusters were created with [C/Fe], [N/Fe], and 12C/13C variations along
the upper RGB, one metal-rich ([Fe/H] = − 0.5), the other metal-poor ([Fe/H] = − 1.7). The
variations from Gratton et al. (2000) are adopted: initial values of [C/Fe] = 0, [N/Fe] = 0, and
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12C/13C = 40 are adopted for all lower RGB stars; above the RGB bump the 12C/13C is a step
function down to 5, while [C/Fe] and [N/Fe] linearly change along the RGB to final values of -0.5
and 1.0, respectively. All of the evolved HB and AGB stars are assumed to have the same values
as the tip of the RGB stars. Note that these values are for more metal-poor field stars—metal-rich
stars are expected to show smaller variations. However, this exercise provides a good test of the
most extreme changes that could occur. These composite synthetic spectra are then treated as
the observed spectra, and best-fitting integrated abundances are determined from the composite
spectrum. The derived [C/Fe], [N/Fe], and 12C/13C ratios are shown in Table 6, and match the
abundances that were input for the tip of the RGB, HB, and AGB stars. This demonstrates that
the H-band integrated [C/Fe], [N/Fe], and 12C/13C ratios are largely insensitive to the variations
up the RGB and reflect the abundances of the most evolved RGB stars.
If the optical IL features are more sensitive to the less-evolved stars, they should have higher
[C/Fe] and lower [N/Fe] ratios, but the total amount of [(C+N)/Fe] should remain the same, since
the abundance changes occur as C is converted into N. Note that this comparison assumes that
the optical C and N are sensitive to the same stellar populations, which may not be true given
the wavelength separation between the C2 and CN indices. Figure 14 compares the [(C + N)/Fe]
ratios, which are not equal between the optical and IR. This suggests that the offsets cannot only
be due to the optical Lick ratios probing stars further down the main sequence. Other systematic
possibilities are that the Lick C and N abundances are not tracing the same populations or that
there are other unknown systematic offsets between the optical and H-band.
Varying sensitivities to multiple populations between the H-band and optical Another
possibility is that the optical and H-band have different sensitivities to the multiple populations
within the GCs. C, N, and O variations are observed between stars in Galactic GCs. For instance,
47 Tuc exhibits a strong bimodality in CN-weak and CN-strong stars that persists through the
main sequence (e.g., Briley et al. 2004), and all MW GCs show variations in O (typically seen as a
Na/O anticorrelation; e.g., Carretta et al. 2009b). As with the variations up the RGB, the effects
of multiple CN populations can be examined by creating a synthetic population with multiple
populations and deriving a single IL abundance. The clusters are assumed to have C, N, O, and
Na variations—none of these elements are expected to significantly change the temperature of the
Table 5: Abundance offsets when the stellar ages are lowered from 13 Gyr to 3 Gyr.
∆[X/Fe]
∆[Fe/H] C N O Na Mg Al Si Ca Ti
MR 0.10 0.05 0.0 0.10 0.0 0.0 0.05 −0.05 0.05 0.05
MP 0.0 0.0 0.05 0.0 − 0.05 < 0.05 0.0 < 0.05 −
.
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Fig. 14.— ∆[(C+N)/Fe] (optical − H-band) as a function of H-band [Fe/H]. The dashed line
shows perfect agreement.
RGB (VandenBerg et al. 2012), so the same isochrones are used for each population. Note that
variations up the RGB were not included within each sub-population.
Figure 15(b) shows the syntheses of GCs with multiple populations. In both the optical and the
H-band, the IL values fall in between the range from the “primordial” and “extreme” populations.
The best-fitting values from the optical and H-band are identical, suggesting that the optical vs.
H-band offset is likely not due to varying sensitivity to GC multiple populations.
Trends with cluster mass In their Lick index analysis of MW GCs, Schiavon et al. (2013)
detected a metallicity-dependent trend of increasing [N/Fe] with increasing cluster mass. They
interpreted this as a signature of multiple populations, where more massive GCs are able to form
a larger fraction of “second generation” stars. Trends with mass are also be investigated with the
Table 6: Integrated abundances when [C/Fe], [N/Fe] and 12C/13C variations up the RGB are
adopted.
[Fe/H] = −0.5 [Fe/H] = −1.7
∆[C/Fe] −0.50 −0.50a
∆[N/Fe] 1.0 0.95
12C/13C 5− 6 −
a Note that some of the CO features are undetectable in the spectra of the most metal-poor
clusters.
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Fig. 15.— Syntheses of C-sensitive features in a metal-rich cluster ([Fe/H] = −0.5) with multiple
populations. Left: The 4668 A˚ feature at a Lick index resolution of 5 A˚. Right: The 16183 A˚
bandhead with B171’s line broadening. The blue lines show syntheses with abundances typical of a
GC’s “primordial” population, while the green lines show syntheses with the abundances typical of
the “extreme” population (enhanced N, lower C). The black line shows syntheses with a population
composed of 60% extreme, 40% primordial.
H-band abundances. Figure 16 shows [N/Fe] versus cluster mass, utilizing the cluster masses from
Schiavon et al. (2013). The clusters are grouped by metallicity, as in Schiavon et al. No convincing
trend is seen in any of the metallicity groups. This is unsurprising given that the H-band is
dominated by tip of the RGB stars: all the tip of the RGB stars have enhanced [N/Fe] because of
normal stellar evolutionary processes, and the H-band [N/Fe] ratios therefore should not depend
on cluster mass. Note, however, that the mass range of these GCs is not as large as the Schiavon
et al. sample, and these results may change if more GCs are included.
5.2.2. Na/O
The Na/O anticorrelation is well-established within MW GCs (Carretta et al. 2009b). Extra-
galactic GCs have been inferred to host Na/O anticorrelations since many have high integrated
[Na/Fe] (Colucci et al. 2014; Sakari et al. 2015). Figure 17(a) shows optical [Na/Fe] vs. H-band
[O/Fe] (except for B193, whose H-band [Na/Fe] is used in lieu of an optical value). There is no
clear anticorrelation; however, in IL an anticorrelation would not be expected. All the clusters lie
within the range of individual MW GC stars (see Carretta et al. 2009b) in the region represented
by the “intermediate” populations (see the descriptions in Carretta et al. 2009a). Only one GC,
B012, falls in the region of the “extreme” population.
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Fig. 16.— [N/Fe] versus cluster mass. The points are grouped according to GC metallicity. The
metal-poor (MP) GCs have [Fe/H] < −1.2, the metal-rich (MR) ones have [Fe/H] > −0.8, and the
intermediate-metallicity (Int) ones fall in between. There is no convincing trend with mass in any
of the subgroups, though the mass range is not very large.
Trends with metallicity and mass Figures 17(b) and 17(c) show the H-band IL [Na/O] ratios
versus [Fe/H] and cluster mass (from Schiavon et al. 2013). Note that not all of the GCs have
[Na/Fe] abundances, particularly two of the most massive GCs, B088 and B225. There have been
some hints that the extent of the Na/O anticorrelation may change with metallicity (e.g., Figure 5 in
Carretta et al. 2009b); however Carretta et al. (2010a) argue that [Fe/H] most strongly correlates
with the fraction of “extreme” stars (i.e., those that are the most enhanced in Na and deficient in
O). The extent of the Na/O anticorrelation is also expected to vary with cluster mass, since the
relative numbers of stars in various populations may depend on mass (e.g., Carretta et al. 2009a,
2010a; Schiavon et al. 2013). Figure 17(b) shows no obvious trend with metallicity, though Figure
17(c) hints at a possible trend with GC mass. Again, the clusters are grouped by metallicity; the
metal-rich GCs appear to have the strongest correlation of [Na/O] with mass. This abundance trend
follows the trend found by Colucci et al. (2014), which showed an increasing integrated [Na/Fe] with
absolute magnitude and velocity dispersion (as expected since their Na abundances were utilized
for this comparison). Figure 17(d) then examines the trend in integrated [O/Fe]. The trend is weak
for the metal-rich clusters, but may be stronger for the handful of metal-poor clusters.
5.2.3. Mg/Al
Mg/Al anticorrelations have been observed in the optical within the most massive, metal-poor
([Fe/H] . −1.2) Galactic GCs (e.g., Carretta et al. 2009b) and in the IR for several additional clus-
ters (Meszaros et al. 2015). Figure 18(a) shows H-band [Al/Fe] vs. [Mg/Fe]; the orange pentagons
show the GCs whose [Al/Fe] was determined from strong lines (−4.7 <REW< −4.5) while the
cyan diamonds show clusters whose optical [Al/Fe] ratios are used (since they do not have H-band
Al abundances). There is no clear anticorrelation in the IL ratios.
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Fig. 17.— Top Left: Optical [Na/Fe] vs. H-band [O/Fe]. The magenta diamond shows B193,
whose H-band [Na/Fe] is utilized in lieu of an optical abundance. Top Right: [Na/O] (with optical
Na and H-band O) vs. cluster [Fe/H]. The dashed line shows equal [Na/Fe] and [O/Fe]. Bottom
Left: [Na/O] vs. cluster mass (from Schiavon et al. 2013. The clusters are grouped by metallicity:
metal-poor (MP) GCs have [Fe/H] < −1.2. The dashed lines show fits to each metallicity group,
with coefficients of determination shown. Bottom Right: [O/Fe] vs. cluster mass.
Trends with metallicity and mass Figure 18(b) then compares [Mg/Al] versusH-band [Fe/H].
No trends are seen in any of the sub-groups, though if optical [Mg/Fe] ratios are used, B088 creates
a slight trend at the metal-poor end. The [Mg/Al] ratio is then plotted against cluster mass in
Figure 18(c), again grouped into metallicity bins (since the presence of the Mg/Al anticorrelation
may be metallicity-dependent; Carretta et al. 2009b). Note that Colucci et al. (2014) found a
positive trend in [Mg/Fe] and [Al/Fe] with mass in metal-rich GCs, but a negative trend in massive
metal-poor GCs. With H-band Al and Mg, no significant trends in [Mg/Al] are seen in the metal-
rich population; although there is a correlation in the metal-poor population, this is due to only
five GCs, one of which is B088, whose optical and H-band Mg abundances are very discrepant.
More metal-poor clusters are needed to assess whether or not such a trend with mass exists.
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Fig. 18.— Top Left: H-band [Al/Fe] vs. [Mg/Fe]. The cyan diamonds show B171 and B403,
whose optical [Al/Fe] abundances are utilized in lieu ofH-band values. Again, the orange pentagons
show clusters whose [Al/Fe] ratios are determined from strong lines. Top Right: [Al/Mg] vs. cluster
H-band [Fe/H]. The dashed line shows perfect agreement. Bottom: [Al/Mg] vs. cluster mass.
Metallicity bins and fits are as in Figure 17(c). In panels b and c, B088 is shown with a blue star.
The case of B088 Recall that B088’s [Mg/Fe] shows significant disagreement between the optical
and the H-band. Colucci et al. (2014) find a very low optical [Mg/Fe] = −0.48±0.02, while the H-
band value from this paper is higher by 4σ. B088 is a massive (logM = 6.25; Schiavon et al. 2013),
metal poor ([Fe/H] = −1.71) GC, and may therefore host a significant Mg/Al anticorrelation—for
instance, the more metal-poor, similarly massive Milky Way GC M15 has known Mg/Al variations
and a low, optical IL [Mg/Fe] (Sakari et al. 2013). One way to create an offset in abundance
between the optical and the H-band might be to introduce a temperature spread on the RGB
and examine spectral lines with varying sensitivities to the two populations. One way to create a
temperature split on the RGB is varying [Mg/Fe] (VandenBerg et al. 2012).
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To test if Mg variations can explain the disagreement between the optical and the IR, two
synthetic populations were created. The “primordial” (P) population has [O/Fe] = [Mg/Fe] = +0.4,
while the “extreme” (E) population has [O/Fe] = −0.2 and [Mg/Fe] = −0.6. The cluster is
assumed to have 50% of each population—this assumption is unrealistic given the small numbers
of “extreme” stars found in most GCs, but again, this should test the maximal offsets that could
occur. Isochrones with α-element enhancement are utilized for the P population, while solar-scaled
ones are selected for the E population. Figure 19 shows that the synthesis with hypothetical
multiple populations falls in between those for the E and P populations alone. Most importantly,
when the synthetic, multiple-population spectra are analyzed as single spectra, the H-band and
the optical converge on the same value for the two lines, [Mg/Fe] = − 0.01. This indicates that
the disagreement between the optical and the H-band is likely not due to different sensitivities to
the multiple populations, if the only variations are in O, Na, Mg, and Al.
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Fig. 19.— Syntheses of Mg I lines in a B088-like cluster, with [Fe/H] = −1.84. Left: The optical
5528 A˚ line. Right: The infrared 15740 and 15748 A˚ spectral lines. The blue lines show syntheses
with abundances typical of a GC’s “primordial” population, while the green lines show syntheses
with the abundances typical of the “extreme” population. The black line shows syntheses with a
population composed of 50% of each.
5.2.4. Possible Fe Spreads?
Another way to introduce temperature shifts on the RGB is by invoking a metallicity spread
within the cluster. Indeed, B088’s Hubble Space Telescope color-magnitude diagram (Perina et al.
2009) hints at the possibility of a metallicity spread on the RGB, while its high ellipticity (ǫ =
0.28; Barmby et al. 2007) suggests that it is not a typical GC. Again, synthetic populations were
created to test this effect, one with [Fe/H] = −1.31 and the other with [Fe/H] = −2.14; the two
sub-populations were assumed to have equal numbers of stars. Treating the synthetic composite
spectrum as an observed spectrum, the H-band lines that were detectable in B088 (all from high
EP transitions) converge on an integrated [Fe/H] = − 1.55. Utilizing the optical EWs from
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Colucci et al. (2014), the optical values converge on an average [Fe/H] = −1.6. Even with an
[Fe/H] spread introduced, the average IL [Fe/H] ratios are approximately the same between the
optical and the H-band, and fall between the two “real” values, in agreement with the values
derived for B088. However, there is an important caveat here: the introduction of a metallicity
spread has changed the slopes with REW and (to a lesser extent) EP in the optical, and this may
affect the derived GC age.
Without altering the GC age, however, introducing an Fe spread could lead to an offset in
Mg I between the optical and the IR. Comparisons between the 5528 A˚ and IR 15740, 15748, and
15764 A˚ lines suggest that an offset of ∆[Mg/Fe] ∼ 0.2 dex can be created just from invoking
a metallicity spread. Thus, offsets between the optical and IR may probe the existence of Fe
spreads within GCs, provided that temperature sensitive lines are utilized. More detailed test of
this phenomenon are needed to verify if this is an accurate test of Fe spreads within GCs.
5.3. The AGB/RGB ratio
Though the H-band light is dominated by tip of the RGB stars, AGB stars are also a major
contributor to the IL. Among other things, the models of the underlying stellar populations that
are utilized in this paper rely on a) the assumption of an IMF to populate the isochrones and b)
prescriptions for how the AGB is modeled and how long stars will remain on the AGB. Recently,
APOGEE H-band abundances of Galactic GC giant stars combined with ground-based photometry
suggest that the ratio of AGB to RGB stars may be higher in the H-band than previously deter-
mined from the optical (Garc´ıa-Herna´ndez et al. 2015, Meszaros et al., in prep.; however, possible
selection effects are very difficult to evaluate). AGB stars are likely to have a strong effect on an
H-band IL spectrum, and may be a source of systematic errors in the integrated abundances. To
test the effect of a high AGB/RGB ratio in the H-band, the number of AGB stars was manually
increased in a GC with [Fe/H] = −0.5, and the effects on the derived abundances were determined.
In general, when the number of AGB stars increases, the IL spectral lines become stronger—this
means that lower abundances are needed to fit the observed spectra. However, for reasonable
AGB/RGB ratios, these offsets are . 0.05 dex. Significant abundance differences (∼ 0.1 dex) are
not evident until the AGB/RGB ratio becomes fairly high (∼ 50%)—even then, the offsets in dif-
ferential [X/Fe] ratios are lower than 0.1 dex. It therefore seems that the AGB/RGB ratio is not
likely to significantly affect the derived IL abundances.
Stochastic sampling of the AGB and RGB may have a larger effect on the H-band abundances,
even in these massive clusters; this will be explored in a future paper.
5.4. The Chemical Evolution of M31’s GCs
In most GCs, Si, Ca, Ti, and Fe are not expected to vary between stars within the GC, and
their integrated abundances should reflect the abundances of a GC’s birth environment. H-band
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Si, Ca, Ti, and Fe can therefore be used for chemical tagging and chemical evolution studies, as
in the optical (e.g., Colucci et al. 2012, 2013, 2014; Sakari et al. 2015). Figure 20 shows H-band
integrated [α/Fe] vs. [Fe/H] for the M31 GCs, where α is an average of Si, Ca, and Ti (or one or
two of the elements if all three are not available). Also shown are MW field stars, from Venn et al.
(2004) and Reddy et al. (2006). M31 field stars are not shown because the field stars are too faint
for high quality analyses; however, the M31 field stars are expected to follow the MW field stars,
especially in this metallicity range. As expected from optical analyses, the M31 GCs do generally
track the MW field stars. As in the optical, B193’s [α/Fe] is slightly higher than MW field stars at
the same [Fe/H] ∼ −0.2 (see Colucci et al. 2014); this indicates that B193 may have formed in an
environment that experienced rapid chemical enrichment.
However, high precision Ca and Ti abundances can be obtained from the optical along with
abundances of a wider variety of elements—is the optical therefore the preferred wavelength regime
for IL analyses, or does the H-band offer any significant advantages over the optical? Section 5.1
demonstrated that H-band abundances are less sensitive to GC age (and HB morphology) than the
optical. In situations when GC age is poorly constrained, systematic uncertainties may be lower
in the H-band. Furthermore, GCs that are heavily obscured and reddened by dust will be much
easier to observe in the IR than in the optical.
It is also worth noting that there are additional spectral lines in the J and K bands. Expanded
IR IL spectroscopy with more wavelength coverage would increase the number of observed elements
and the precision in a single abundance.
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Fig. 20.— [α/Fe] vs. [Fe/H] in the M31 GCs (black circles) and MW field stars (grey points; from
the sources in Venn et al. 2004, with supplements from Reddy et al. 2006).
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6. Conclusions
This paper has presented an H-band integrated light spectroscopic analysis of 25 bright GCs
that are associated with M31. The target GCs span a wide range in metallicity (from [Fe/H] = −1.8
to −0.2), a moderate range in total mass (from logmass ∼ 5.4 to ∼ 6.5), and a small range
in age (from ∼ 6.5 to 14 Gyr). All the GCs were previously targeted for high-resolution optical
spectroscopy, enabling a comparison between H-band and optical abundances. The primary results
from this study are as follows.
(1) The H-band offers a wide variety of spectral lines that complement the optical. In addition
to the handful of additional Fe I lines, the H-band offers intermediate and strong Mg I, Al I,
and Si I lines and weaker Na, Ca, Ti, and K lines. Molecular CO, CN, and OH features allow
determinations of C, N, and O abundances. 12C/13C ratios cannot be well constrained in these
spectra, but could be measurable in higher quality spectra from metal-rich targets.
(2) The Fe I lines in the H-band provide Fe abundances that are in excellent agreement with
the optical abundances. Although there is a small offset (∼ 0.05) between the optical and
H-band [Fe I/H] ratios, this may reflect different NLTE corrections between the optical and IR
(e.g., Garc´ıa-Herna´ndez et al. 2015). Despite the small offset, the H-band lines agree with the
optical trends in Fe abundance with line wavelength, reduced equivalent width, and excitation
potential. However, the parameter ranges are smaller amongst the H-band lines, and it may
not be possible to constrain the GC age without complementary optical data (photometric or
spectroscopic). However, the H-band abundances ratios are relatively insensitive to GC age,
at least for GCs older than ∼ 3 Gyr.
(3) The H-band [C/Fe] and [N/Fe] abundances reflect typical tip of the RGB stellar abundances.
However, they are systematically offset from the C and N abundances derived from the optical
4668 A˚ Lick index.
(4) With a few exceptions, the abundances of Na, Mg, Al, Si, and Ca are in excellent agreement
between the optical and the H-band. The H-band Ti I abundances agree well with the optical
Ti II abundances, suggesting that the H-band lines may be less sensitive to NLTE effects than
the optical ones.
(5) The H-band offers new [O/Fe] and [K/Fe] abundances that are not available in the optical.
The K abundances trace Ca, as predicted from stars in the MW.
(6) With the detailed H-band abundances, multiple populations in extragalactic GCs can be ex-
plored in new detail. The integrated [Na/O] ratio is found to roughly correlate with cluster
mass, suggesting that the relative numbers of “second generation” stars may increase with
cluster mass. No convincing similar trend was found for [Mg/Al].
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(7) As expected for GCs associated with a massive spiral galaxy, the H-band [α/Fe] ratios track
MW field stars, demonstrating thatH-band IL spectroscopy can be utilized for chemical tagging
analyses of unresolved targets.
Thus, H-band integrated light spectroscopy will be a valuable tool for studying more distant,
unresolved stellar populations, particularly those that are highly reddened.
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A. New Optical Abundances for Five M31 Clusters
In addition to the H-band data presented in this paper, optical abundances are derived for five
additional clusters. These data supplement the literature data from Colucci et al. (2009, 2014).
A.1. Observations and Data Reduction
The new optical spectra were obtained in 2009 and 2010 with the High Resolution Spectrograph
(HRS; Tull 1998) on the Hobby-Eberly Telescope (HET; Ramsey et al. 1998; Shetrone et al. 2007)
at McDonald Observatory in Fort Davis, TX; details are shown in Table 7. The observations and
data reduction were carried out in the same way as the M31 targets in Sakari et al. (2015). Briefly,
the 1′′ slit was used, yielding a spectral resolution of R = 30, 000. The 600 gr/mm cross disperser
was positioned to allow spectral coverage from ∼ 5320 − 6290 and ∼ 6360 − 7340 A˚ in the blue
and the red, respectively. The large 3′′ fibers were used to cover the GCs past their half-light radii;
fibers located 10′′ from the central fiber provided simultaneous sky and background observations,
which were subtracted during the data reduction. Hot stellar standards were also observed for
removal of telluric features.
The data were reduced in IRAF, utilizing variance weighting during spectral extraction. Nor-
malizations were performed utilizing continuum fits to an extremely metal-poor star, with additional
low-order polynomial fits (see Sakari et al. 2013). Individual stellar spectra were cross-correlated
with a high-resolution Arcturus spectrum (Hinkle et al. 2003) and shifted to the rest frame. The
individual observations were combined with average sigma-clipping, weighted by flux. Velocity
dispersions were then determined from a final cross-correlation with Arcturus, as described in
Sakari et al. (2013).
A.2. Best-fitting Isochrones
Several of these clusters have been partially resolved with HST, allowing constraints to be
placed on age and metallicity—however, these CMDs cannot resolve the inner regions, nor do
they reach the main sequence turnoff. As in McWilliam & Bernstein (2008), Colucci et al. (2009,
2011a, 2014), and Sakari et al. (2015), appropriate isochrone parameters can be determined spec-
troscopically by minimizing line-to-line trends in Fe I abundance with wavelength, reduced equiv-
alent width, and excitation potential. As described in Section 3.2, BaSTI isochrones are utilized,
since they model the evolved HB and AGB stars. The parameters of the spectroscopically-derived
isochrones are shown in Table 7—the values agree well with the literature values.
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A.3. Detailed Abundances
The abundances of elements with clean, unblended lines were determined through equivalent
width (EW) analyses—this includes Fe, Si, Ca, Ti, and Ni. EWs were measured with the automated
program DAOSPEC (Stetson & Pancino 2008; also see Sakari et al. 2013), which are provided in Table
8. Abundances were calculated with the IL EW analysis task abpop (in the June 2014 version of
the code MOOG) and are shown in Table 9. Errors are calculated as in Shetrone et al. (2003) and
Sakari et al. (2015).
The abundances of the other elements were derived from spectrum syntheses with MOOG’s synpop
routine (see Section 3.1). Abundances of Na, Mg, and Eu were determined with the complete line
lists from Sakari et al. (2013). Additionally, Ba and Al lines were synthesized with new line lists
that include atomic lines, isotopic information, hyperfine structure, and molecular lines, where
appropriate. The best fits were identified by eye, accounting for uncertainties in line profiles and
continuum placement.
As in Sakari et al. (2013, 2014, 2015), all optical [Fe/H] and [X/Fe] ratios are calculated dif-
ferentially, line-by-line, relative to the solar abundances derived with the same techniques. Three
of the targets overlap with Colucci et al. (2014)—the values are generally in good agreement.
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Table 7: Observation information and derived isochrones for new optical data.
Observation texp S/N
a vhelio σ Isochrone Age
Dates (s) (6000 A˚) (km s−1) (km s−1) [Fe/H] (Gyr)
B006 2009 Oct 11, 14, 18, 19, 20 10565 140 −236.3 ± 0.5 10.56 ± 0.4 −0.70 12
B063 2009 Nov 15, 25, 11997 200 −304.2 ± 0.5 15.15 ± 0.6 −1.01 14
Dec 12, 13, 16
B171 2009 Dec 17, 18, 20, 21 16200 250 −267.7 ± 0.5 16.81 ± 0.5 −0.69 13
2010 Jan 10, 18
B311 2009 Oct 24, 27, 11016 160 −515.6 ± 1.0 12.70 ± 0.4 −1.62 13
Nov 12, 17
B472 2009 Dec 23, 2010, 10800 120 −120.9 ± 0.5 14.37 ± 0.6 −1.01 11
Jan 4, 5, 13
a S/N is per resolution element; there are 2.7 pixels per resolution element.
Table 8: Line list for optical abundances.
EW (mA˚)
Wavelength (A˚) Element EP (eV) log gf B006 B063 B171 B311 B472
5324.191 26.0 3.211 -0.103 − − − 110.9 −
5367.476 26.0 4.420 0.443 − − 140.4 − 93.3
5369.974 26.0 4.371 0.536 − − − 69.4 −
5383.380 26.0 4.312 0.645 − − − 73.3 114.0
5389.486 26.0 4.42 -0.410 73.0 59.3 100.7 − 44.8
5393.176 26.0 3.240 -0.715 − 114.1 − − 105.1
5405.785 26.0 0.990 -1.852 − − − 125.0 −
5424.080 26.0 4.320 0.520 − 109.8 − − 102.8
5429.706 26.0 0.958 -1.881 − − − 149.2 −
Notes: Table 8 is published in its entirety in the electronic edition of The Astrophysical Journal.
A portion is shown here for guidance regarding its form and content.
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Table 9: Optical abundances.
Element B006 B063 B171 B311 B472
Abundance N Abundance N Abundance N Abundance N Abundance N
[Fe I/H] −0.73±0.02 39 −1.10±0.02 35 −0.53±0.02 37 −1.79±0.04 21 −1.17±0.03 48
[Fe II/H] −0.68±0.14 3 −1.25±0.03 2 −0.57±0.04 3 −1.63±0.04 2 −1.22±0.15 1
[Na I/Fe I] 0.42±0.11 2 0.43±0.13 2 0.64±0.16 2 0.51±0.20 1 —
[Mg I/Fe I] 0.46±0.10 1 0.38±0.09 2 0.32±0.15 1 0.02±0.12 2 0.09±0.09 2
[Al I/Fe I] 0.56±0.13 2 0.44±0.15 1 0.54±0.09 2 — 0.74±0.15 1
[Si I/Fe I] 0.46±0.05 2 — 0.31±0.07 4 0.37±0.10 2 0.09±0.13 2
[Ca I/Fe I] 0.26±0.02 4 0.42±0.05 4 0.38±0.10 3 0.28±0.05 7 0.28±0.06 6
[Ti I/Fe I] 0.17±0.05 4 0.24±0.03 2 0.29±0.13 3 0.25±0.10 1 —
[Ti II/Fe II] 0.45±0.18 2 0.23±0.10 1 0.34±0.06 2 0.26±0.08 1 0.45±0.04 2
[Ni I/Fe I] 0.02±0.05 6 −0.11±0.03 4 −0.09±0.07 5 −0.23±0.08 2 −0.19±0.18 3
[Ba II/Fe II] 0.31±0.10 2 0.15±0.13 2 −0.40±0.20 2 — −0.19±0.18 2
[Eu II/Fe II] 0.64±0.15 1 0.40±0.25 1 0.33±0.35 1 — 0.67±0.15 1
