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Abstract
Sparse principal component analysis (sPCA) has become one of the
most widely used techniques for dimensionality reduction in high-dimen-
sional datasets. The main challenge underlying sPCA is to estimate the
first vector of loadings of the population covariance matrix, provided that
only a certain number of loadings are non-zero. In this paper, we pro-
pose confidence intervals for individual loadings and for the largest eigen-
value of the population covariance matrix. Given an independent sample
Xi ∈ Rp, i = 1, . . . , n, generated from an unknown distribution with an
unknown covariance matrix Σ0, we study estimation of the first vector
of loadings in a setting where p  n. Next to the high-dimensionality,
another challenge lies in the inherent non-convexity of the problem. We
base our methodology on a Lasso-penalized M-estimator which, despite
non-convexity, may be solved by a polynomial-time algorithm such as co-
ordinate or gradient descent. We show that our estimator achieves the
minimax optimal rates in `1 and `2-norm. We identify the bias in the
Lasso-based estimator and propose a de-biased sparse PCA estimator for
the vector of loadings and for the largest eigenvalue of the covariance ma-
trix Σ0. Our main results provide theoretical guarantees for asymptotic
normality of the de-biased estimator. The major conditions we impose
are sparsity in the first eigenvector of small order
√
n/ log p and sparsity
of the same order in the columns of the inverse Hessian matrix of the
population risk.
Keywords: covariance matrix, eigenvectors, eigenvalues, PCA, high-
dimensional model, sparsity, Lasso, asymptotic normality, confidence in-
tervals.
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1 Introduction
1.1 Background and problem
Principal component analysis (PCA) is a fundamental technique employed for
a multitude of tasks including dimension reduction, data visualization and clus-
tering. The applications of PCA range from genomics to image recognition,
data compression and financial econometrics. While in low-dimensional set-
tings, PCA is generally well-understood (see e.g. Anderson [1963]), estimation
of eigenstructure in high-dimensional settings has opened many intriguing ques-
tions. Consequently, the problem has attracted substantial interest in the recent
decades, see, for example Baik and Silverstein [2006]; Paul [2007]; Johnstone and
Lu [2009]; Amini and Wainwright [2009]; Vu and Lei [2012]; Birnbaum et al.
[2013]; Berthet and Rigollet [2013]; Cai et al. [2013].
The key challenge underlying the principal component analysis is to estimate
the eigenstructure of an unknown population covariance matrix. In a typical set-
ting, we observe a data matrix X with independent rows Xi ∈ Rp, i = 1, . . . , n,
generated from a p-dimensional distribution. Without loss of generality, we
assume that EXi = 0. The population covariance matrix will be denoted by
Σ0 := EXi(Xi)T ∈ Rp×p. In this paper, we study estimation and inference for
the first loadings vector of the population covariance matrix Σ0, defined by
β0 := argminβ∈Rp
1
4
‖Σ0 − ββT ‖2F ,
where ‖ · ‖F is the Frobenius norm of a matrix. The loadings vector β0 is an
eigenvector of Σ0 that satisfies ‖β0‖22 = Λmax(Σ0), where Λmax(Σ) denotes the
largest eigenvalue of a real symmetric matrix Σ and ‖ · ‖2 the Euclidean norm.
It defines the best rank-one approximation β0β
T
0 to the matrix Σ0. We remark
that β0 is only identifiable up to a sign (meaning that −β0 is also a global
minimizer), thus we may choose this sign arbitrarily.
The eigenstructure of the population covariance matrix can be naturally
estimated by the eigenstructure of the sample covariance matrix
Σˆ :=
1
n
n∑
i=1
Xi(Xi)T .
When the dimension p of the observations is fixed, distributional properties of
eigenvalues and eigenvectors of the sample covariance matrix are well under-
stood: they are consistent estimators of their population counterparts and have
a Gaussian limiting distribution (Anderson [1963], Kollo and Neudecker [1997]).
If βˆPCA is the first eigenvector of Σˆ rescaled such that ‖βˆPCA‖22 = Λmax(Σˆ), then
under certain regularity conditions on the eigenvalues of Σ0
√
n(βˆPCA − β0) Np(0, V ),
√
n(Λmax(Σˆ)− Λmax(Σ0)) N (0, σ2Λ),
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where V and σ2Λ are certain asymptotic variances depending on the distribution
of X.
In a high-dimensional regime, when p is allowed to grow with the sample
size, the sample covariance matrix exhibits poor behaviour: Bai and Yin [1993]
show that the eigenvalues of Σˆ are inconsistent estimators of their population
counterparts. Namely if p/n→ α ∈ (0,∞), then, almost surely
lim
n→∞Λmax(Σˆ) = Λmax(Σ0)(1 +
√
α)2.
In the same regime, Johnstone [2001] shows an analogous statement for the sam-
ple eigenvectors. In particular, even in a simple model known as the spiked co-
variance model (studied in numerous works including Johnstone and Lu [2009],
Amini and Wainwright [2009], Deshpande and Montanari [2014]) the sample
eigenvectors can be asymptotically perpendicular to the population eigenvectors
with high probability. More precisely, if Σ0 = I + (Λ − 1)uuT , with uTu = 1,
Λ ≥ 1 and under technical conditions, as p/n→ α > 0, then almost surely,
uˆTu1
‖uˆ‖2‖u1‖2 →
{
0 if Λ− 1 ≤ √α
1−α/(Λ−1)2
1+α/(Λ−1)2 if Λ− 1 >
√
α,
(1)
where uˆ is the first eigenvector of Σˆ and u1 is the first eigenvector of uˆ. These
results show the inconsistency of uˆ, however, note that they also suggest that
consistent estimation might be possible if α/(Λ − 1)2 → 0, that is if the gap
between the largest and second largest eigenvalue of Σ0, Λ − 1, grows at least
as fast as
√
p/n. This special but interesting setting has recently attracted
substantial interest and we will remark on it in Section 1.3 on related literature.
The above results show that consistent estimation of eigenstructure in high-
dimensional settings is not possible without further structural assumptions.
However, in many applications, it is inevitable that the number of variables
p is of the same order or even much larger than the sample size n. This mo-
tivated research in sparse settings, where the first few population eigenvectors
are assumed to only have a certain number of entries non-zero. Examples of
settings where sparse representations are relevant include micro-array studies
in genetics or EEG studies of the heart, where the heart-beat cycle may be
expressed in a sparse wavelet basis (see Johnstone and Lu [2009]). Under spar-
sity conditions, consistent estimation of the eigenstructure becomes possible.
A large body of literature studies methodology and lower bounds for estima-
tion of the population eigenstructure. A simple and popular methodology is
based on thresholding of the sample covariance matrix, which was investigated
mostly within the spiked covariance model [Johnstone and Lu, 2009; Amini and
Wainwright, 2009; Deshpande and Montanari, 2014]. Methods exploiting Lasso
penalization were studied among others in Jolliffe et al. [2003] and Zou et al.
[2006]; these however lead to non-convex problems which pose computational
difficulties. The paper d’Aspremont et al. [2007] addresses the non-convexity
problem by deriving a semidefinite programming-based relaxation for the Lasso-
penalized principal component analysis, which was later extended by Vu et al.
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[2013]. Important work on lower bounds for estimation of eigenstructure in-
cludes Vu and Lei [2012], Berthet and Rigollet [2013] and Cai et al. [2013]. In
particular, Vu and Lei [2012] propose an estimator Zˆ of u1u
T
1 which achieves
the minimax rate, namely, with probability tending to one,
‖Zˆ − u1uT1 ‖2F ≤
C
(Λ1 − Λ2)2 sλ
2. (2)
where s := ‖u1‖0 is the sparsity of the first eigenvector, λ 
√
log p/n and C is
a universal constant. The estimator Zˆ is not computable in polynomial time,
however, they propose a polynomial-time estimator which achieves a somewhat
slower rate, namely s2λ2. To achieve the minimax rate with a polynomial-time
algorithm may be impossible, see Berthet and Rigollet [2013].
The literature on estimation of eigenstructure in high-dimensional settings is
vast and provides a wide variety of sparsity-inducing estimators. However, these
methods do not lead to methodology for inference such as confidence intervals
and tests. To the best of our knowledge, asymptotically normal estimation of
eigenstructure has yet not been investigated in sparse high-dimensional regimes.
We aim to contribute to filling this practical and theoretical gap, in particular,
we address construction of confidence intervals for entries of the first loadings
vector β0 and the largest eigenvalue of Σ0.
1.2 Outline of methodology, results and contributions
We briefly summarize the main contributions of this paper. We base our con-
struction of asymptotically normal estimators of β0 on a Lasso-regularized M-
estimation procedure of type
βˆ ∈ argminβ∈B
1
4
‖Σˆ− ββT ‖2F + λ‖β‖1, (3)
where ‖ · ‖1 is the `1-norm and B is a certain local set that guarantees convexity
of the population loss function. The local set will be obtained from an initial
rough estimator. We will then show in Theorem 1 that any stationary point of
the program (3) is a near-oracle estimator of β0 and that it achieves near-oracle
rates in `2-norm, namely ‖βˆ − β0‖22 = OP (s log p/n). Since we use localization
first, we are able to achieve the minimax rates (2) even with a polynomial-time
algorithm.
The estimator βˆ is asymptotically biased; consequently, we identify the bias
term and propose methodology to estimate it, which leads to a de-biased esti-
mator. Our main theoretical results in Theorem 2 show that a de-biased sparse
PCA estimator leads to asymptotically normal estimators for the entries of the
first loadings vector β0. We also propose an estimator for the largest eigenvalue
of Σ0 and provide theoretical guarantees on the limiting distribution in Theo-
rem 3. Moreover, the asymptotic variance of the Gaussian limiting distribution
corresponds to the asymptotic variance of asymptotically efficient estimation in
the low-dimensional setting. An implication of our work is that we require the
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sparsity condition is s = o(
√
n/ log p) in β0 and sparsity in the inverse Hessian
matrix of the population risk at β0.
In an empirical study, we show that our method performs well even when
the classical PCA fails, the gain is especially visible in regimes when p is of the
same order as n and the eigenvalue gap is relatively small.
1.3 Related literature
In this section, we discuss prior related work and outline the differences to
our settings and results. The recent papers Fan and Wang [2015] and the
line of papers Koltchinskii et al. [2016],Koltchinskii et al. [2017], Koltchinskii
and Lounici [2017] and Koltchinskii et al. [2017], study asymptotically normal
estimation of eigenstructure in high-dimensional settings. However, their setting
and results substantially differs from ours. Their setting essentially requires
that the maximum eigenvalue or the eigenvalue gap diverges (see the comment
following equation (1) above). Therefore, thanks to this structural assumption,
the papers Koltchinskii et al. [2016] and Fan and Wang [2015] manage to study
the high-dimensional setting p n and do not require any sparsity conditions.
We study the setting where the eigenvalue gap may be even very small, thus
our situation becomes more difficult, which requires that we impose sparsity
conditions.
We briefly discuss their contributions below. The paper Koltchinskii et al.
[2016] derives the asymptotic distribution of the leading sample eigenvector of
the sample covariance matrix in a setting where p is allowed to grow with the
sample size. This is established under the “effective rank” condition Λmax(Σ0)
tr(Σ0)/n, where Λmax(Σ0) is the maximum eigenvalue of Σ0 and under a Gaus-
sianity assumption. They show that in this setting the leading eigenvector is
biased. The paper then proposes a way of estimating this bias via sample split-
ting and constructs a de-biased estimator which is asymptotically normal. Inter-
estingly, their results imply that in special high-dimensional settings where the
effective rank condition holds, consistent estimation is possible even if p/n→∞,
without imposing sparsity assumptions.
The paper Fan and Wang [2015] (see also a related paper Shen et al. [2013])
provides similar results as Koltchinskii et al. [2016], but considers the spiked
covariance model. In particular, it is required that the first d eigenvalues of
Σ0 diverge to infinity (denoting the eigenvalues by Λj , j = 1, . . . , d, they must
satisfy the condition Λj ≥
√
p/n) and the non-spiked eigenvalues are assumed
to be bounded. This means that the eigenvalue gap (the difference between
the smallest eigenvalue in the spiked part and the largest eigenvalue in the
non-spiked part) must grow at least at the rate
√
p/n. Under this condition
and a sub-Gaussianity condition, they derive the asymptotic distribution of the
first d eigenvalues and the corresponding eigenvectors of the sample covariance
matrix. Similarly as in Koltchinskii et al. [2016], their results reveal a bias in the
asymptotic distribution, in particular the spiked eigenvalues Λj(Σˆ) of Σˆ satisfy,
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for j = 1, . . . , d,
√
n
[
Λj(Σˆ)
Λj
− 1−
(
Cp
nΛj
+OP
(
Λ−1j
√
p
n
))]
 N (0, κj − 1), (4)
where κj is a certain measure of kurtosis. The asymptotic bias term is
Cp
nΛj
,
where the constant C is unknown. The authors propose a shrinkage estima-
tor based on soft-thresholding which also involves a bias correction based on
equation (4), and the unknown C is replaced by a consistent estimator.
1.4 Organization of the paper
We discuss the properties and non-convexity of the population risk function in
Section 2 a propose a first-step estimator which is guaranteed to reach a lo-
cal neighbourhood of the true underlying parameter where the population risk
function is convex. In Section 3, we provide the main methodology for an oracle
estimator of the first loadings vector and asymptotically normal estimators of
the loadings vector and the maximum eigenvalue of Σ0, and establish our main
theoretical results. In Section 4, we investigate the performance of our method-
ology in an empirical study. Section 5 discusses conclusions and implications
and the proofs are deferred to Section 6.
1.5 Notation
For a vector x ∈ Rd, we let xj denote its j-th entry. For a matrix A ∈ Rm×d
we use the notation Aij or (A)ij for its (i, j)-th entry and Aj to denote its
j-th column. We let |||A|||∞ = maxi ‖eTi A‖1, where ei is the i-th unit vector,
|||A|||1 =
∣∣∣∣∣∣AT ∣∣∣∣∣∣∞, ‖A‖∞ = maxi,j |Aij | and the Frobenius norm is denoted
by ‖A‖F = (
∑
i,j A
2
ij)
1/2. By Λmin(A) and Λmax(A) we denote the minimum
and maximum eigenvalue of A, respectively. For sequences of random variables
Xn, Yn, we write Xn = OP (Yn) if Xn/Yn is bounded in probability. We write
Xn = oP (1) if Xn converges to zero in probability and we use  to denote
convergence in distribution.
2 Preliminaries
2.1 Landscape of population risk and non-convexity
In this section, we introduce the setup and develop methodology to obtain
an initial estimator of the vector of loadings β0 in a high-dimensional setting,
under a sparsity assumption on the entries of β0. The main methodology for
construction of an asymptotically normal estimator is given in Section 3.
The spectral decomposition of Σ0 is given by
Σ0 = U
TΦ2U,
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where Φ := diag(φ1, . . . , φp) and we assume that
φ1 > φ2 and φ2 ≥ · · · ≥ φp ≥ 0,
and U = (u1, . . . , up) is such that UU
T = I. Note that while Φ is unique, the
matrix U is in general not unique if the eigenvalues have multiplicities. We do
not require that U is unique, however, we require that the first eigenvector u1
is unique (up to a sign): this is the case if φ1 > φ2. The eigenvalues of Σ0 will
be denoted by Λj := φ
2
j for j = 1, . . . , p. We also use the alternative notations
φmax := φ1 and Λmax := Λ1. The gap between the square-root of the largest
and second largest eigenvalue of Σ0 will be denoted by
ρ := φ1 − φ2.
Note that this definition also implies that Λ1 − Λ2 = (φ1 − φ2)(φ1 + φ2) =
ρ2 + 2ρφ2 ≥ ρ2. We will refer to both ρ and Λ1 − Λ2 as the “eigenvalue gap”,
depending on the context. The eigenvalue gap determines the curvature of the
population risk and thus naturally plays an intrinsic role in estimation of the
related eigenspaces: if the eigenvalue gap vanishes too fast, consistent estimation
of the first eigenvector becomes impossible.
Our main methodologies are based on the (regularized) M-estimation frame-
work. To this end, we consider the theoretical risk function
R(β) :=
1
4
‖Σ0 − ββT ‖2F =
1
4
tr(Σ0)− 1
2
βTΣ0β +
1
4
‖β‖42.
The risk function is plotted in Figure 1 for the simple case p = 2.
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Figure 1: A toy example: the graph (left) and contours (right) of the population risk for
p = 2. The two global minima are labeled by red points, the two saddle points by blue points.
The blue circles in the contour plot show the convex local neighbourhood from Lemma 1
below.
The gradient R˙(β) and the Hessian R¨(β) of R(β) are given by
R˙(β) = −Σ0β + ‖β‖22β,
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R¨(β) = −Σ0 + ‖β‖22I + 2ββT .
We consider the empirical analogue of R(β), the empirical risk function
Rn(β) =
1
4
‖Σˆ− ββT ‖2F .
The gradient and Hessian of Rn will be denoted by R˙n(β) and R¨n(β), respec-
tively. This choice of a risk function allows us to formulate estimation of β0 in
the M-estimation framework. However, a simple naive approach via minimizing
the empirical risk Rn(β) is plagued by non-convexity: even the population risk
R(β) itself is a non-convex function on Rp. If φ1 > φ2, the population risk has a
unique (up to sign) global minimizer φ1u1 ≡ β0, however, it is well known that
computing the global minimizer of a non-convex function is a difficult problem.
It is easy to deduce that the population risk has stationary points which are
given by ±φjuj , j = 1, . . . , p, where uj is any normalized eigenvector corre-
sponding to φj or uj is the zero vector. Thus, the population risk might have
a continuum of stationary points (consider e.g. the degenerate case Σ0 = I:
the stationary points form a sphere if we disregard the zero vector). In the
simple case when there are no eigenvalue multiplicities, there are 2p + 1 sta-
tionary points: the points ±φ1u1 are the global minimizers and one can easily
deduce that the remaining stationary points (except zero) are all saddle points
by inspecting the Hessian matrix
R¨(φjuj) =
p∑
i=1
(Λj − Λi)uiuTi + 2ΛjujuTj .
The strategy we will employ to overcome the non-convexity of the population
risk is based on the observation that locally around the true β0, the population
risk function R(β) is convex, as illustrated in Figure 1. Lemma 1 below relates
the eigenvalue gap ρ to the convexity of the population risk function: in an
`2-ball around β0 whose radius is small enough compared to the eigenvalue gap,
the population risk is convex.
Lemma 1 (Lemma 12.7 in van de Geer [2016]). Suppose that 3η < ρ. Then for
all β ∈ Rp satisfying ‖β − β0‖2 ≤ η we have
Λmin(R¨(β)) ≥ 2(ρ− 3η).
However, note that the statement of Lemma 1 is not necessarily true for the
empirical risk Rn(β). In high-dimensional settings, the empirical risk might be
non-convex even in the local neighbourhood from Lemma 1, because it depends
on the sample covariance matrix Σˆ whose eigenvalues are inconsistent estimators
of the population eigenvalues and might even diverge to infinity in the regime
p n; for illustration of the empirical risk function, see Figure 2.
Following the idea of Lemma 1, our strategy is to estimate the loadings
vector β0 using a two step procedure. In the first step, we localize to an `2-ball
around β0, which is small enough such that ρ− 3η > 0. In the second step, we
make use of the locality to obtain a near-oracle estimator.
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2.2 Localization: first step estimator
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Figure 2: A toy example: the graph (left) and contours (right) of the empirical risk for p = 2
and a randomly generated sample of size n = 4 (the observations are normally distributed in
this example). The blue circles in the contour plot show the convex local neighbourhood from
Lemma 1 (around the true β0).
We base our first-step estimator on a convex program originally proposed in
d’Aspremont et al. [2007] (and later studied by Vu et al. [2013]),
Zˆ := argmax
tr(Z)=1, 0  Z  I
tr(ΣˆZ)− λ‖Z‖1. (5)
The feasible set is a convex relaxation of the set of positive definite rank-one
matrices and the `1-norm of a matrix is the `1-norm of its vectorized version.
Note that due to the relaxation, Zˆ is not necessarily of rank one. However, we
show that the normalized eigenvector of Zˆ corresponding to its largest eigen-
value, denote it by uˆ1, may be used to estimate the corresponding population
eigenvector u1 (up to a sign). We then define an initial estimator of β0 as a
properly scaled version of uˆ1,
βˆinit := tr(ΣˆZˆ)
1/2uˆ1. (6)
Lemma 2 below provides guarantees for the estimator βˆinit under mild condi-
tions. To this end, we recall Theorem 3.3 in Vu et al. [2013] which derives the
bound for Zˆ in Frobenius norm. By the standard arguments for deriving oracle
inequalities for `1-penalized M-estimators (see e.g. Bu¨hlmann and van de Geer
[2011]) the bound from Theorem 3.3 in Vu et al. [2013] can be easily extended
to the `1-norm error. Recall that u1 is the eigenvector of Σ0 corresponding to
its largest eigenvalue. Then for λ ≥ 2‖Σˆ− Σ0‖∞, it holds
‖Zˆ − u1uT1 ‖2F + λ‖Zˆ − u1uT1 ‖1 ≤
Cs2λ2
(Λ1 − Λ2)2 =: 
2, (7)
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where s is the number of non-zero entries in β0 and C > 0 is a universal constant.
Lemma 2. Let Zˆ be the estimator defined in (5), with λ ≥ 2‖Σˆ−Σ0‖∞. Letting
uˆ1 denote the normalized eigenvector of Zˆ corresponding to its largest eigenvalue
and assuming uˆT1 u1 ≥ 0, it holds
‖uˆ1 − u1‖22 ≤ 4,
where  is defined in (7), and
‖βˆinit − β0‖2 ≤ ζ
4
√
‖β0‖22 − ζ
+ 2‖β0‖2
√
,
where
ζ := sλ+ 2 + 6‖β0‖22+ 4‖β0‖2
√
,
provided that we assume ‖β0‖22 − ζ > 0.
Under a sub-Gaussianity condition on the design (as will be assumed below
in Section 3.2), Lemma 2 implies that with λ √log p/n, it holds that
‖βˆinit − β0‖2 = OP (
√
sλ),
provided that ‖β0‖2 = O(1), 1/(Λ1 − Λ2) = O(1) and sλ→ 0.
3 Main results
3.1 Methodology and de-biasing
In this section, we define the second step estimator and propose methodology
for asymptotically normal estimation of loadings and the maximum eigenvalue
of Σ0.
We aim to define the second-step estimator localized in an `2-neighbour-
hood of the initial estimator βˆinit. However, for simplicity of presentation, we
will define the local neighbourhood around β0 instead of βˆinit as follows,
B := {β ∈ Rp : ‖β − β0‖2 ≤ η},
where η is some suitable positive constant. In practice we replace β0 in the
above definition by βˆinit; then Lemma 2 provides guarantees that for n suffi-
ciently large, a small `2-neighbourhood around βˆinit will contain β0 with high
probability. We define the program
βˆ ∈ argmin
β∈B, ‖β‖1≤T
Rn(β) + λ‖β‖1, (8)
where (λ, T ) is a pair of positive tuning parameters. We include the constraint
‖β‖1 ≤ T due to non-convexity of Rn(β). This will be necessary for deriving
theoretical guarantees for βˆ, namely for bounding the probabilistic error term.
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This constraint is not restrictive, but requires to provide a value for the tuning
parameter T . Asymptotically, T  1/λ  √n/ log p. Similar constraints were
studied e.g. in Loh and Wainwright [2014].
As pointed out previously, the optimized function (8) may be non-convex
even over the local set B. Hence it may possess stationary points that are
not global optima. Iterative methods such as gradient or coordinate descent
are guaranteed to eventually converge to a stationary point, regardless of con-
vexity, but this point could be a local minimum, saddle point or even a local
maximum. Otherwise computing global optima of non-convex functions in an
efficient manner may be very difficult in practice. To overcome this difficulty,
we provide statistical guarantees for any stationary point of the program (8),
not only for the global minimizer. Similar statistical guarantees providing or-
acle inequalities for non-convex regularized M-estimators were studied e.g. in
Loh and Wainwright [2014] or van de Geer [2016]. A stationary point βˆ of the
program (8) is any point of the feasible set where
(R˙n(βˆ) + λ∂‖βˆ‖1)T (β − βˆ) ≥ 0, for all β ∈ B, ‖β‖1 ≤ T, (9)
where ∂‖βˆ‖1 denotes the sub-differential of ‖β‖1 evaluated at βˆ. This definition
accounts also for local minima at the boundary; if the stationary point lies in the
interior of the feasible set, then (9) reduces to the Karush-Kuhn-Tucker (KKT)
conditions R˙n(βˆ) + λ∂‖βˆ‖1 = 0.
In the next section, we show that any stationary point βˆ is a near-oracle
estimator of β0. However, it is asymptotically biased as will be shown in the
sequel, but we can employ de-biasing (or de-sparsifying) techniques studied in
van de Geer et al. [2014]. If βˆ is a stationary point defined as in (9), the de-
sparsifying approach suggests to take the bias-corrected “estimator”
b˜ := βˆ −Θ0(‖βˆ‖22βˆ − Σˆβˆ),
where Θ0 is the inverse Hessian matrix of the population risk, Θ0 := R¨(β0)
−1.
The p × p matrix Θ0 is not known and needs to be replaced by a consistent
estimator as will be proposed below.
Furthermore, we aim to construct an asymptotically normal estimator for
the maximum eigenvalue, which is a quadratic function of β0. This estimation
problem was not considered in van de Geer et al. [2014], but similar ideas may
be applied. We will show that the estimator ‖βˆ‖22 is biased for Λmax, but may
be de-biased by defining
Λ˜ := ‖βˆ‖22 − 2βˆTΘT0 (‖βˆ‖22βˆ − Σˆβˆ).
An estimator of Θ0 may be constructed in a similar spirit as in van de Geer
et al. [2014] using nodewise regression. Nodewise regression was studied in
van de Geer et al. [2014] for generalized linear models which have a special
structure in the Hessian matrix of the empirical risk and the empirical Hessian
matrix is positive semi-definite. We however aim to apply nodewise regression
to approximately invert the Hessian matrix
R¨n(βˆ) := −Σˆ + ‖βˆ‖22I + 2βˆβˆT ,
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where the special structure from generalized semi-linear models is not present
and moreover, the empirical Hessian is not necessarily positive definite. To deal
with the non-convexity which arises due to absence of positive semi-definiteness,
we modify the nodewise regression program from van de Geer et al. [2014] by
adding an extra constraint ‖ · ‖1 ≤ T with a tuning parameter T > 0. Moreover,
due to non-convexity, we need to derive oracle inequalities for any stationary
point instead of only the global minimum.
In Algorithm 1 below we formulate the modified version of the nodewise
regression program for an arbitrary input matrix A. Recall that for a matrix
A ∈ Rp×p, we let Aj denote its j-th column, A−j ∈ Rp×(p−1) the matrix A
without its j-th column, Aj,−j ∈ R(p−1)×1 denote the column vector obtained
by selecting the j-th row of A and removing its j-th entry, and by A−j,−j ∈
R(p−1)×(p−1) we denote the matrix A without its j-th column and the j-th row.
Algorithm 1. Non-convex Nodewise Lasso
Input: A ∈ Rp×p, positive tuning parameters (λj , Tj), j = 1, . . . , p
for j = 1, . . . , p:
1: Compute any stationary point γˆj of the program
min
γj∈Rp−1: ‖γj‖1≤Tj
ΓTj AΓj + λj‖γj‖1, (10)
where
Γj := (−γj,1, . . . ,−γj,j−1, 1,−γj,j+1, . . . ,−γj,p). (11)
2: Define Γˆj via the relation (11) with γˆj and compute the estimator of the
noise level τˆ2j := ΓˆjAΓˆj +
1
2λj‖γˆj‖1.
3: Compute the nodewise Lasso estimator defined by Θˆj := Γˆj/τˆ
2
j .
Stack Θˆj , j = 1, . . . , p into the columns of Θˆ := [Θˆ1, . . . , Θˆp].
Output: Θˆ
We remark that a stationary point γˆj is defined analogously as in (9), that is,
γˆj is a stationary point of the program (10) if it lies in the feasible set and for
all γj ∈ Rp−1 in the feasible set it holds
(−2Aj,−j + 2A−j,−j γˆj + λj∂‖γˆj‖1)T (γj − γˆj) ≥ 0,
where ∂‖γˆj‖1 is the sub-differential of the `1-norm evaluated at γˆj . If γˆj is a
stationary point of the program (10) which lies in the interior of the feasible set,
then
−2Aj,−j + 2A−j,−j γˆj + λj∂‖γˆj‖1 = 0. (12)
In this case, using the KKT conditions (12), one can show that
ATj Γˆj = τˆ
2
j and ‖AT−jΓˆj‖∞ ≤ λj/2,
12
which implies
‖AT Θˆ− I‖∞ = O( max
j=1,...,p
λj/τˆ
2
j ).
We aim to apply the nodewise Lasso with A := R¨n(βˆ) and for this choice,
we show in the following section that we can obtain an oracle inequality for
Θˆj . Our theoretical results also identify the (asymptotically) correct choice of
the tuning parameters λ  1/T √log p/n. From a computational viewpoint,
calculating any stationary point of the Lasso-type program (10) can be achieved
by a polynomial time algorithm (such as the gradient or coordinate descent).
We collect the full procedure for obtaining the de-biased estimator in the scheme
below.
Algorithm 2. De-biased sparse PCA
Input: n× p data matrix X, positive tuning parameters λinit, (λ, T ), (λj , Tj),
j = 1, . . . , p
1: Compute the initial estimator βˆinit defined in (6) with the tuning parameter
λinit
2: Compute any stationary point βˆ of the following program, with tuning pa-
rameters (λ, T )
argmin
β ∈ Rp: ‖β‖1≤T, ‖β−βˆinit‖2≤η
−1
2
βT Σˆβ + ‖β‖42 + λ‖β‖1. (13)
3: Run the nodewise Lasso in Algorithm 1 with input matrix
R¨n(βˆ) = −Σˆ + ‖βˆ‖22I + 2βˆβˆT ,
with tuning parameters (λj , Tj), j = 1, . . . , p and output Θˆ
4: Compute the de-sparsified estimator and the eigenvalue estimator:
bˆ := βˆ − ΘˆT (‖βˆ‖22βˆ − Σˆβˆ), (14)
Λˆ := ‖βˆ‖22 − 2βˆT ΘˆT (‖βˆ‖22βˆ − Σˆβˆ). (15)
Output: bˆ, Λˆ
The tuning parameters in Algorithm 2 have to be chosen of order λinit 
λ  1/T  λj  1/Tj 
√
log p/n and the constant η in program (13) must be
chosen sufficiently small.
3.2 Theoretical results
In this section, we derive the main theoretical results: firstly we provide oracle
inequalities for βˆ and the nodewise Lasso Θˆ (thoughout this section, βˆ is the
estimator defined in (8), where we assume we are already in the neighbourhood
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around β0 and Θˆ is based on βˆ); secondly we provide results on asymptotic
normality of the bias-corrected estimators based on βˆ and Θˆ. We discuss how
these results may be used to construct confidence intervals and support recovery.
To bound the terms arising from the probabilistic analysis of the estimators,
we assume sub-Gaussian design, but we remark that similar results could be
obtained under bounded design using the concentration results derived in van de
Geer [2014].
Definition 1. We say that a vector Y ∈ Rp is sub-Gaussian with a parameter
σ if for all vectors α ∈ Rp such that ‖α‖2 = 1, it holds
Ee|α
TY |2/σ2 ≤ 2.
Condition 1 (Sub-Gaussian design). Assume that the n× p random matrix X
has independent rows, which are sampled from a zero-mean distribution with a
covariance matrix Σ0 and are sub-Gaussian vectors with a parameter σ. We say
that X is a sub-Gaussian matrix with a parameter σ.
The following lemma derives an oracle inequality for the second step esti-
mator βˆ. Recall that η is the size of the neighbourhood in the definition of βˆ,
ρ = φmax − φ2 is the eigenvalue gap and the sparsity in β0 is denoted by
s := ‖β0‖0.
Theorem 1. Assume that Condition 1 is satisfied with a parameter σ, let λ0 =√
2 log(2p)/n, λ1 = 4σ
2(‖β0‖2 + 1)[λ0 + λ20] and
ρ− 3η ≥ c0σ2CT [3CT +
√
6],
where c0 is a suitable universal constant. Let the tuning parameters (λ, T ) of
the program (8) satisfy
λ ≥ 2λ1, (16)
T ≤ CT /(2λ0), and ‖β0‖1 ≤ T. Then any stationary point βˆ as defined in (9)
satisfies with probability at least 1 − 2(J + 2)e− log(2p) where J = dlog T e the
error bound
‖βˆ − β0‖22 + λ‖βˆ − β0‖1 ≤
C2sλ
2
(ρ− 3η)2 , (17)
where C2 is a universal constant.
In an asymptotic formulation, we require that ‖β0‖1 = O(
√
n/ log p) and
‖β0‖2 = φmax = O(1). Then for λ 
√
log p/n and T  √n/ log p, we obtain
rates of order s log p/n, provided that ρ − 3η is lower bounded by a universal
constant. The tuning parameter T must be chosen large enough to guarantee
that β0 lies in the feasible set. The above result essentially requires that λ0‖β0‖1
is bounded by a universal constant for βˆ to achieve the oracle rates s log p/n.
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Similar oracle inequalities may be derived for the nodewise Lasso estimators;
but due to high-dimensionality, sparsity conditions on the columns of Θ0 are
necessary. Sparsity conditions on the inverse population Hessian have appeared
in literature on linear regression (Zhang and Zhang [2014]; van de Geer et al.
[2014]; Javanmard and Montanari [2014]) and generalized linear models (van
de Geer et al. [2014]; Belloni et al. [2015]; Chernozhukov et al. [2015]). For
j = 1, . . . , p, we define the population parameters
γ0j := argmin
γ∈Rp−1
ΓTj R¨(β0)Γj , (18)
where Γj is defined in (11) and we define the corresponding sparsity parameters
sj := ‖γ0j ‖0, for j = 1, . . . , p.
These sparsity parameters as well correspond to the sparsity in the columns of
Θ0. To keep the presentation simpler, in the results that follow, we assume that
the maximum eigenvalue of Σ0 is bounded (φmax = O(1)) and that there exists
a constant c > 0 such that ρ − 3η ≥ c > 0. A more refined result might allow
the quantities φmax and 1/(ρ − 3η) to grow, although their growth cannot be
faster than (a certain power of)
√
n/(max(s,maxj sj) log p).
Lemma 3. Assume Condition 1 with a universal parameter σ > 0, suppose
that ρ − 3η ≥ c > 0, φmax ≤ Cmax, for some universal constants c, Cmax and
maxj=1,...,p sj = o(
√
n/ log p). Let Θˆ be defined by the nodewise Lasso in Algo-
rithm 1 with input matrix R¨n(βˆ), where βˆ is defined in (9) with suitable tuning
parameters
λ 
√
log(2p)/n, and ‖β0‖1 ≤ T ≤ CT
√
n/ log(2p),
and for j = 1, . . . , p,
λj 
√
log(2p)/n and ‖γ0j ‖1 ≤ Tj ≤ C¯T
√
n/log(2p),
where CT , C¯T are suitable universal constants. Then it holds
max
j=1,...,p
‖Θˆj −Θ0j‖1 = OP ( max
j=1,...,p
sjλj),
max
j=1,...,p
‖Θˆj −Θ0j‖2 = OP ( max
j=1,...,p
√
sjλj).
Our main results derive the asymptotic distribution of the entries bˆj of bˆ and
the asymptotic distribution of Λˆ.
Theorem 2. Assume Condition 1 holds with a universal parameter σ. Suppose
that φmax ≤ Cmax and ρ − 3η ≥ c for some universal constants Cmax, c > 0.
Consider the estimator
bˆ := βˆ − ΘˆT (‖βˆ‖22βˆ − Σˆβˆ),
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with βˆ and Θˆ as in Lemma 3 and with the same tuning parameters as in Lemma
3. Then, under the sparsity conditions
s = o(
√
n/ log p) and max
j=1,...,p
sj = o(
√
n/ log p),
the de-sparsified estimator satisfies
bˆ − β0 = −Θ0R˙n(β0) + rem,
where
‖rem‖∞ = OP
(
max
j=1,...,p
max(s, sj) max
(
λ2, λ2j ,
log(2p)
n
))
= oP
(
1√
n
)
.
Moreover, for j = 1, . . . , p, if 1/σ2j = O(1), it follows that
√
n(bˆj − β0j )/σj  N (0, 1),
where
σ2j := nvar((Θ
0
j )
T Σˆβ0).
We require sparsity of small order
√
n/ log p in both β0 and in the columns of
Θ0. We remark that for estimation of a single entry β
0
j , it is enough to assume
sparsity in β0 and in the corresponding column Θ
0
j . The sparsity requirement
on β0 is in line with literature on asymptotically normal estimation in sparse
high-dimensional settings. In particular, for linear regression, the same sparsity
condition on the high-dimensional vector of regression coefficients is required.
For linear regression, this condition was shown to be necessary for construc-
tion of confidence intervals (see Cai and Guo [2015]). A sparsity condition on
the columns of the inverse Hessian of the population risk (here Θ0) also arises
as a requirement for asymptotically normal estimation, see e.g. Zhang and
Zhang [2014], van de Geer et al. [2014], Javanmard and Montanari [2014], Cher-
nozhukov et al. [2015]. Sparsity in the columns of Θ0 is for instance satisfied
in the popular “spiked covariance model” (see e.g. Johnstone and Lu [2009],
Deshpande and Montanari [2014]) as discussed in the example below.
Example 1. In the spiked covariance model, the covariance matrix has the
special form
Σ0 = I +
r∑
i=1
ωiuiu
T
i ,
for ui, i = 1, . . . , r being orthonormal vectors and ωi positive numbers. Then
one can easily deduce that the vectors ui are the first r eigenvectors of Σ0 with
corresponding eigenvalues Λi = 1+ωi, i = 1, . . . , r. We denote the remaining p−
r eigenvectors by ui, i = r+1, . . . , p, and their eigenvalues are Λi = 1 for i = r+
1, . . . , p. Assuming ω1 > ω2, we have β0 =
√
1 + ω1u1 and one can also deduce
that the eigendecomposition of Θ0 is given by U
TDU, where U has rows ui, i =
16
1, . . . , p and D := diag (2(1 + ω1), (ω1 − ω2), . . . , (ω1 − ωr), ω1, . . . , ω1)−1 . Then
one can show that
Θ0 =
∑
i≤r
Diiuiu
T
i +
1
ω1
(I −
∑
i≤r
uiu
T
i )
=
∑
i≤r
(Dii − 1/ω1)uiuTi +
1
ω1
I.
If we assume that each of the first r eigenvectors, ui, i = 1, . . . , r, has sparsity
at most s, then each row of Θ0 has sparsity at most rs+ 1.
For asymptotically normal estimation of the maximum eigenvalue, which is a
quadratic function of β0, we need to assume a somewhat stronger sparsity con-
dition.
Theorem 3. Assume the conditions of Theorem 2 and, in addition, assume
that
s3/2 = o(
√
n/ log p) and max
j=1,...,p
s
3/2
j = o(
√
n/ log p).
Recalling that
Λˆ = ‖βˆ‖22 − 2βˆT ΘˆT R˙n(βˆ),
the following asymptotic expansion holds
Λˆ− Λmax = −2βT0 Θ0R˙n(β0) + rem,
where
‖rem‖∞ = OP
(
max
j=1,...,p
max(s, sj)
3/2 max
(
λ2, λ2j ,
log(2p)
n
))
= oP
(
1√
n
)
.
Denoting the variance of the pivot by
σ2Λ := 4nvar(β
T
0 Θ0Σˆβ0),
it follows √
n
(
Λˆ− Λmax
)
/σΛ  N (0, 1).
The asymptotic variances of the estimators in Theorems 2 and 3 correspond
to the asymptotic variance of the loadings vector based on the sample covari-
ance matrix from fixed-p-regime (see e.g. Kollo and Neudecker [1997]). For
instance, if the observations are Gaussian N (0,Σ0) and there are no eigenvalue
multiplicities, then
σ2Λ = 2Λ
2
max,
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σ2j = (Θ
0
j )
TΣ0Θ
0
j‖β0‖42 + [‖β0‖22(Θ0j )Tβ0]2, (19)
=
β0j
2
+ ‖β0‖42
p∑
i=1,i6=j
u2i,j
Λi
(Λmax − Λi)2 ,
where ui,j is the j-th entry of the i-th eigenvector of Σ0 (see Lemma 6 in
Section 6.2.3 for the derivation). The asymptotic variance σ2Λ can be easily
estimated by σˆ2Λ := 2‖βˆ‖22. The asymptotic variances σ2j however depend on all
the eigenvectors ui, i 6= j. Simultaneous estimation of all the eigenvectors would
in theory require p n and is moreover impractical if we are only interested in
inference about the first few loadings vectors. Therefore, we suggest to use an
alternative procedure, which computes the natural estimator
σˆ2j :=
1
n
n∑
i=1
(ΘˆTj X
i(Xi)T βˆ)2 − (ΘˆTj Σˆβˆ)2. (20)
This does not assume the knowledge of the distribution of Xi and is only based
on the estimators Σˆ, Θˆj and βˆ. Analogously one can estimate the variance σ
2
Λ
in the non-Gaussian case. We omit the theoretical guarantees for these esti-
mators, but point the reader to results of a similar flavour which are proved
for estimation of asymptotic variance in Jankova´ and van de Geer [2015] under
sub-Gaussianity conditions on the design.
The result of Theorem 2 can be applied for support recovery of the entries
of β0 by thresholding the de-sparsified estimator at the level C
√
log p/n for a
suitable (possibly data-driven) C > 0. Define the thresholded estimator
bˆthresh,i := bˆi1bˆi>C
√
log p
n
,
where bˆi is the i-th entry of bˆ. Then bˆthresh := (bˆthresh,1,, . . . , bˆthresh,p) recovers
no false positives, i.e. the support Sˆ of bˆthresh satisfies asymptotically, with
probability tending to one,
Sˆ ⊆ S0,
where S0 is the support of β0. Moreover, if in addition the beta-min condition
holds, i.e.
min
j∈S0
β0j ≥ 2C
√
log p
n
,
then we obtain exact support recovery, i.e. Sˆ = S0 (asymptotically, with proba-
bility tending to one). The problem of support recovery of the first eigenvector
was studied in a number of papers, see e.g. Johnstone and Lu [2009], Amini and
Wainwright [2009], Deshpande and Montanari [2014], under irrepresentability
conditions or under the spiked covariance model. Our results do not need to
assume the irrepresentability condition, but require a sparsity condition on Θ0,
which may be viewed as a less stringent condition.
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4 Empirical results
4.1 Setup
In this section, we demonstrate the performance of the de-biased sparse PCA in
several models and different dimensionality regimes. We provide a comparison
to the classical PCA.
We consider the spiked covariance model with a single spike,
Σ0 = I + ωvv
T ,
where
v = (1, 1, 1, 0, 1, 0, . . . , 0) ∈ Rp
for two different spike sizes ω:
• Model 1 (Small spike): ω = 1/5,
• Model 2 (Large spike): ω = 1.
The observations X1, . . . , Xn are independent and N (0,Σ0)-distributed.
The more challenging model is arguably Model 1, where the eigenvalue gap is
smaller. Indeed, one can easily check that for Model 1, Λmax = 1.8, while for
Model 2, Λmax = 5. As we will see in the simulation study, classical PCA does
not perform well in Model 1, while it does perform well in our Model 2. In
terms of theoretical conditions such as sparsity, one can check that the vector
β0 =
√
1 + ‖v‖22v is the first loadings vector with sparsity s = 4 and the inverse
Fisher information R¨(β0)
−1 has sparsity 4.
We demonstrate the performance of the de-biased sparse PCA (and classical
PCA) for construction of confidence intervals for individual entries of β0. We
first calculate the confidence intervals assuming the asymptotic variance from
(19) is known. This gives a fairer comparison, otherwise for the classical PCA,
we would observe that too large estimates of asymptotic variance lead to large
confidence intervals and perfect coverage. We look at estimating the asymptotic
variance separately.
The sparse PCA estimator (8) is calculated using gradient descent, with a
tuning parameter λ =
√
log p/n and the starting point of the algorithm is the
initial estimator βˆinit. The constraint on the `1-norm turns out to be unnecessary
in our simulations. We compute the non-convex nodewise Lasso estimator with
tuning parameters λj =
√
log p/n, j = 1, . . . , p.
For Model 1, we investigate the scenarios: (p = 200, n = 200) (Figure 3),
(p = 200, n = 400) (Figure 4) and (p = 500, n = 800) (Figure 5). For Model 2,
we consider the scenario (p = 200, n = 200) (Figure 6). The target coverage is
95% in all simulations. The average coverage is reported over the non-zero set
S0 := {i : β0i 6= 0} and Sc0. The number of generated random samples is always
N = 200.
We can observe that the classical PCA does not perform well in estimation
of the non-zero entries of β0 in Model 1, while the de-biased estimator per-
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forms reasonably well. We also find that our theoretical condition requiring
s = o(
√
n/ log p) seems to be needed for our method to perform well in simu-
lations. Namely, comparing Figures 3 and 4, we see that the performance of
our estimator was substantially improved with the increased sample size. Note
that in the setting in Figure 3 (p = 200, n = 200), we have sparsity s = 4 and√
n/ log p ≈ 2.67, while in Figure 4 (p = 200, n = 400), we still have sparsity
s = 4 but due to a bigger sample size, we have
√
n/ log p ≈ 3.77. This confirms
our theoretical findings and we note that a similar phenomenon has also been
observed in other settings: the generalized linear models in Jankova´ and van de
Geer [2016] and Gaussian graphical models (Jankova´ and van de Geer [2015]
and Jankova´ and van de Geer [2016]).
Finally, we look at estimating the asymptotic variance, measured by the
length of confidence intervals given by Φ−1(0.95) σˆj√
n
, where σˆ2j is the estimator
of asymptotic variance estimator as proposed in (20). For the de-biased sparse
PCA, we use βˆ and Θˆ as defined in Section 3 to calculate the estimate of the
asymptotic variance (20). For the classical PCA, we use βˆ := βˆPCA and Θˆ :=
Σˆ−1 to calculate (20). The results are reported in Table 1. The average length
of a confidence interval is calculated over N = 100 randomly generated samples.
We also report the “Asymptotically efficient length”, which is the asymptotically
optimal length of a confidence interval corresponding to the fixed-p setting.
5 Discussion
We have proposed a computationally feasible methodology with theoretical
guarantees for constructing confidence intervals for loadings and the maximum
eigenvalue of the covariance matrix in a sparse high-dimensional regime. The re-
sults may also be applied for support recovery without requiring irrepresentabil-
ity conditions, although we do require the (arguably weaker) sparsity condition
on the columns of the inverse population Hessian matrix. We have shown that
the de-biasing methodology which was studied in a line of papers (Zhang and
Zhang [2014]; van de Geer et al. [2014]; Jankova´ and van de Geer [2015, 2016])
may be used even in a non-convex setting. The challenge here lied especially in
estimating the inverse Fisher information, which is not guaranteed to be positive
definite under non-convexity of the loss function.
To position our research relative to the existing literature on asymptotic
normality for principal component analysis in high dimensions, it is worth to
point out that contrary to the papers Koltchinskii et al. [2016] and Fan and
Wang [2015], our results do not study the special setting where the maximum
eigenvalue diverges, or where the eigenvalue gap diverges. We allow the eigen-
value gap to be very small, what arguably presents a more challenging setting,
requiring us to rely on sparsity conditions.
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Model 1: p = 200, n = 200
De-biased sparse PCA Classical PCA
β1 β2 β3
β4 β5 β6
β7 β8 β9
β1 β2 β3
β4 β5 β6
β7 β8 β9
Average coverage
Method S0 S
c
0
De-biased sparse PCA 0.78 0.84
Classical PCA 0.16 0.98
Figure 3: Histograms corresponding to (normalized) estimators of the first 9 entries of the
loadings vector β0. Left: de-biased sparse PCA estimator, right: classical PCA. The non-zero
entries of β0 are underlined.
Model 1: p = 200, n = 400
De-biased sparse PCA Classical PCA
β1 β2 β3
β4 β5 β6
β7 β8 β9
β1 β2 β3
β4 β5 β6
β7 β8 β9
Average coverage
Method S0 S
c
0
De-biased sparse PCA 0.95 0.97
Classical PCA 0.24 0.96
Figure 4: Histograms corresponding to (normalized) estimators of β0.
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Model 1: p = 500, n = 800
De-biased sparse PCA Classical PCA
β1 β2 β3
β4 β5 β6
β7 β8 β9
β1 β2 β3
β4 β5 β6
β7 β8 β9
Average coverage
Method S0 S
c
0
De-biased sparse PCA 0.78 0.77
Classical PCA 0.00 0.89
Figure 5: Histograms corresponding to (normalized) estimators of the first 9 entries of β0.
Model 2: p = 200, n = 200
De-biased sparse PCA Classical PCA
β1 β2 β3
β4 β5 β6
β7 β8 β9
β1 β2 β3
β4 β5 β6
β7 β8 β9
Average coverage
Method S0 S
c
0
De-biased sparse PCA 0.96 0.93
Classical PCA 0.94 0.95
Figure 6: Histograms corresponding to (normalized) estimators of the first 9 entries of β0.
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Estimating the asymptotic variance
Model 1: p = 200, n = 200
Average length
S0 Sc0
De-biased sparse PCA 0.406 0.319
Classical PCA 3.327 3.496
Asymptotically efficient length∗ 0.278 0.312
Model 2: p = 200, n = 200
Average length
S0 Sc0
De-biased sparse PCA 0.178 0.181
Classical PCA 0.232 0.268
Asymptotically efficient length∗ 0.186 0.173
Table 1: Average length of confidence intervals.
∗ corresponding to the fixed-p regime (see Kollo and Neudecker [1997]).
6 Proofs
6.1 Proofs for Section 2: First step estimator
Proof of Lemma 2. Using the arguments of Theorem 3.3 in Vu et al. [2013],
one can easily show (with the techniques used to prove oracle inequalities for
`1-regularized estimators - see e.g. Bu¨hlmann and van de Geer [2011]) that for
λ ≥ 2‖Σˆ− Σ0‖∞,
‖Zˆ − u1uT1 ‖2F + λ‖Zˆ − u1uT1 ‖1 ≤
C
(Λ1 − Λ2)2 s
2λ2,
where C is a universal constant. Let ‖A‖ := √Λmax(AAT ) denote the spectral
norm. Since for any square matrix A it holds ‖A‖ ≤ ‖A‖F , then
‖Zˆ − u1uT1 ‖ ≤ ‖Zˆ − u1uT1 ‖F .
Hence
‖Zˆ‖ ≥ ‖u1uT1 ‖ −  = 1− .
Write the eigendecomposition of Zˆ as
Zˆ =
p∑
j=1
φˆ2j uˆj uˆ
T
j ,
where φˆ1 ≥ · · · ≥ φˆp and uˆTj uˆj = 1. Since φˆ21 = ‖Zˆ‖ ≥ 1 −  and tr(Zˆ) =∑p
j=1 φˆ
2
j = 1, then
tr(ZˆT Zˆ) = tr(Zˆ2) =
p∑
j=1
φˆ4j = φˆ
4
1 +
p∑
j=2
φˆ4j ≥ (1− )2.
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Hence it follows
‖Zˆ − u1uT1 ‖2F = 2
(
1− tr(Zˆu1uT1 )
)
+ tr(ZˆT Zˆ)− 1
≥ 2
(
1− tr(Zˆu1uT1 )
)
− 2+ 2
= 2
1− p∑
j=1
φˆ2j (u
T
1 uˆj)
2
− 2+ 2.
Thus
2
1− p∑
j=1
φˆ2j (u
T
1 uˆj)
2
 ≤ 2. (21)
Moreover,
p∑
j=1
φ2j (u
T
1 uj)
2 ≤ φ21(uT1 u1)2 +
p∑
j=2
φ2j ≤ (uT1 u1)2 + . (22)
Then combining (21) and (22) it follows
2
(
1− (uT1 uˆ1)2
) ≤ 4.
Since we assume without loss of generality that uˆT1 u1 ≥ 0,
‖u1 − uˆ1‖22 = 2(1− uT1 uˆ1) =
2(1− (uT1 uˆ1)2)
1 + uT1 uˆ1
≤ 4.
Now we proceed to show the bound for ‖βˆinit − β0‖2. Recall that βˆinit =
tr(ΣˆZˆ)1/2uˆ1. Using the eigendecomposition of Zˆ, we can write
|tr(ΣˆZˆ)− tr(Σ0u1uT1 )| ≤ |tr((Σˆ− Σ0)Zˆ)|︸ ︷︷ ︸
i1
+ |tr(Σ0(
p∑
j=2
φˆ2j uˆj uˆ
T
j ))|︸ ︷︷ ︸
i2
+ |tr(Σ0(φˆ21uˆ1uˆ1 − u1uT1 )|︸ ︷︷ ︸
i3
.
Firstly, since ‖u1uT1 ‖1 ≤ s‖u1uT1 ‖F ≤ s and ‖Zˆ − u1uT1 ‖1 ≤ 2/λ, it follows
i1 ≤ ‖Σˆ− Σ0‖∞‖Zˆ‖1 ≤ λ/2(s+ 2/λ).
Secondly,
i2 = tr(Σ0(
p∑
j=2
φˆ2j uˆj uˆ
T
j )) =
p∑
j=2
φˆ2j uˆ
T
j Σ0uˆj ≤ Λmax
p∑
j=2
φˆ2j ≤ Λmax.
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Thirdly,
i3 = |tr(Σ0(φˆ21uˆ1uˆT1 − u1uT1 )| ≤ |tr(Σ0(φˆ21 − 1)uˆ1uˆT1 )|
+ |tr(Σ0(uˆ1uˆT1 − u1uT1 )|
≤ ‖uˆ1‖2Λmax + |(uˆ1 − u1)TΣ0(uˆ1 − u1)|
+ 2 |uT1 Σ0(uˆ1 − u1)|
≤ Λmax + Λmax‖uˆ1 − u1‖22
+ 2Λ1/2max‖uˆ1 − u1‖2
≤ 5Λmax + 4
√
Λ1/2max.
Hence, collecting the bounds,
|tr(ΣˆZˆ)− tr(Σ0u1uT1 )| ≤ λ/2(s+ 2/λ) + 2
(
3Λmax+ 2Λ
1/2
max
√

)
:= ζ.
But then, assuming Λmax − ζ > 0,
‖βˆinit − β0‖2 ≤ |tr(ΣˆZˆ)1/2 − tr(Σ0u1uT1 )1/2|‖uˆ1‖2
+ tr(Σ0u1u
T
1 )
1/2‖uˆ1 − u1‖2
=
1
2
√
Λmax − ζ
ζ + 2
√
Λ1/2max.
6.2 Proofs for Section 3.2
6.2.1 Oracle inequalities for the second step estimator
Proof of Theorem 1. The definition of a stationary point βˆ in particular implies
(R˙n(βˆ) + λZˆ)
T (β0 − βˆ) ≥ 0, (23)
where Zˆ is the sub-differential of the `1-norm of β evaluated at βˆ. By Taylor
expansion of the population loss, we obtain
R(β0)−R(βˆ) = R˙(βˆ)T (β0 − βˆ) + 1
2
(β0 − βˆ)T R¨(β¯)(β0 − βˆ), (24)
for an intermediate point β¯ = αβˆ + (1− α)β0, for some α ∈ [0, 1].
Since ‖β¯ − β0‖2 ≤ η, Lemma 1 implies Λmin(R¨(β¯)) ≥ 2(ρ − 3η) > 0. Thus,
combining (23) and (24) and rearranging yields
R(βˆ)−R(β0) + (R˙n(βˆ)− R˙(βˆ))T (β0 − βˆ)− λZˆT (β0 − βˆ) ≤ 0.
Using that βˆ and Zˆ satisfies
ZˆT βˆ = ‖βˆ‖1 and |ZˆTβ0| ≤ ‖Zˆ‖∞‖β0‖1 ≤ ‖β0‖1,
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it follows
R(βˆ)−R(β0) + λ‖βˆ‖1 ≤ λ‖β0‖1 + E(βˆ),
where we denoted the empirical process term by
E(β) := |(R˙n(β)− R˙(β))T (β0 − β)|.
It remains to bound the random term E(βˆ). Note that
E(βˆ) = −(βˆ − β0)TW (βˆ − β0) + βT0 W (β0 − βˆ),
where we denote W := Σˆ− Σ0. First note that for λ1 = 4σ2‖β0‖2(λ0 + λ20), by
Lemma 7 it follows that with probability at least 1− α, where α := 2e−log(2p)
‖Wβ0‖∞ ≤ λ1.
Hence
‖βT0 W (β0 − βˆ)‖∞ ≤ λ1‖β0 − βˆ‖1. (25)
By Lemma 10 with λ0 =
√
log(2p)
n , by (25) and using Ho¨lder’s inequality, with
probability at least 1− 2(J + 2)e− log(2p),
E(βˆ) ≤ λ′2‖βˆ − β0‖1 + λ2‖βˆ − β0‖1
+ 4× 27σ2
[
3‖βˆ − β0‖21λ20 +
√
6‖βˆ − β0‖1λ0
]
‖βˆ − β0‖22,
where λ′2 = 4σ
2(λ0 + λ
2
0). Next by the triangle inequality and by the definition
of the tuning parameter T ,
λ0‖β0 − βˆ‖1 ≤ λ0‖β0‖1 + λ0T ≤ CT .
Then it follows
3‖βˆ − β0‖21λ20 +
√
6‖βˆ − β0‖1λ0 ≤ ‖βˆ − β0‖1λ0(3CT +
√
6).
But then
E(βˆ) ≤ 4× 27σ2CT (3CT +
√
6)‖βˆ − β0‖22
+ (λ2 + λ
′
2)‖βˆ − β0‖1.
By the condition on the tuning parameter λ, we have λ ≥ 2(λ2 + λ′2), hence
E(βˆ) ≤ 4× 27σ2CT (3CT +
√
6)‖βˆ − β0‖22
+ λ/2‖βˆ − β0‖1.
Returning to the oracle inequality, by the condition ρ−3η ≥ c0σ2CT (3CT +
√
6),
where we take c0 := 2× 4× 27, we obtain
R(βˆ)−R(β0) + λ‖βˆ‖1 ≤ λ‖β0‖1 + (ρ− 3η)/2‖β0 − βˆ‖22 + λ/2‖β0 − βˆ‖1. (26)
The oracle inequalities then follow by the usual techniques (see e.g. Bu¨hlmann
and van de Geer [2011]), since the population risk satisfies R(βˆ) − R(β0) ≥
(3ρ− η)‖βˆ − β0‖22 as already derived above.
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6.2.2 Oracle inequalities for nodewise regression
In this section, we derive the rates of convergence for the estimator Θˆ defined
in Algorithm 1. These results are contained in Lemmas 4 and 5 below. Recall
the definition of the population parameters γ0j from (18) and define
τ2j = ER¨n(β0)j,j − R¨n(β0)j,−jγ0j . (27)
We now summarize several relationships that will be used throughout the proofs
without further reference. One can easily check that the definition of γ0j implies
γ0j = (R¨(β0)−j,−j)
−1R¨(β0)j,−j ,
provided that the matrix is R¨(β0)−j,−j is invertible. One can also verify that
τ2j satisfies
1
τ2j
= Θ0jj .
It is moreover not difficult to calculate the following relations, which will be
used throughout the proofs
Λmin(R¨(β0)) = φ
2
max − φ22,
Λmax(R¨(β0)) = 2φ
2
max,
Λmin(Θ0) = 1/(2φ
2
max),
Λmax(Θ0) = 1/(φ
2
max − φ22).
This also implies 1/τ2j ≤ Λmax(Θ0) ≤ 1/(φ2max− φ22) and hence τ2j ≥ φ2max− φ22.
To simplify notation, in this section we denote α := φ2max − φ22.
Lemma 4. Assume Condition 1 with parameter σ, let
λ0 =
√
log(2p)/n,
λ¯1 ≥ 16σ2(‖γ0j ‖2 + 1)[λ0 + λ20]
ρ− 3η ≥ c0σ2CT [3CT +
√
6],
where c0 is a suitable universal constant. Let the tuning parameters λj , Tj ,
j = 1, . . . , p of the program (8) satisfy
λj ≥ 2λ¯1, (28)
Tj ≤ CT /(2λ0) and ‖γ0j ‖1 ≤ Tj . Then any stationary point γˆj as defined in (9)
satisfies with probability at least 1− 2(J + 1)pe−2log(2p), where J = dlog T e,
max
j=1,...,p
‖γˆj − γ0j ‖22 + λj‖γˆj − γ0j ‖1 ≤ max
j=1,...,p
C1sjλ
2
j
(ρ− 3η)2 , (29)
where sj = ‖γ0j ‖0 and C1 is a universal constant.
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Proof of Lemma 4. The proof is similar to the proof of Lemma 1. For simplicity,
we denote the loss function by Ln(γj) := Γ
T
j R¨n(βˆ)Γj where the notation is as
in (10). Define L(γj) := Γ
T
j R¨(βˆ)Γj . The derivatives are denoted by dots. The
definition of the stationary point γˆj implies
(L˙n(γˆj) + λZˆ)
T (γ0j − γˆj) ≥ 0, (30)
where Zˆ is the sub-differential of the `1-norm evaluated at γˆj . By Taylor expan-
sion of the population loss, we obtain
L(γ0j )− L(γˆj) = L˙(γˆj)T (γ0j − γˆj) +
1
2
(γ0j − γˆj)T R¨(βˆ)(γ0j − γˆj). (31)
We have Λmin(R¨(βˆ)) ≥ 2(ρ− 3η) by Lemma 1. Thus, combining (30) and (31)
and rearranging yields
L(γˆj)− L(γ0j ) + (L˙n(γˆj)− L˙(γˆj))T (γ0j − γˆj)− λjZˆT (γ0j − γˆj) ≤ 0. (32)
Then it follows (using that ZˆT γˆj = ‖γˆj‖1 and |ZˆT γ0j | ≤ ‖Zˆ‖∞‖γ0j ‖1 ≤ ‖γ0j ‖1)
L(γˆj)− L(γ0j ) + λj‖γˆj‖1 ≤ λj‖γ0j ‖1 + |(L˙n(γˆj)− L˙(γˆj))T (γ0j − γˆj)|. (33)
It remains to bound the term
(L˙n(γˆj)− L˙(γˆj))T (γ0j − γˆj) = 2(Σˆj,−j − Σ0j,−j)T (γ0j − γˆj)
+ 2γˆTj (Σˆ−j,−j − Σ0−j,−j)(γ0j − γˆj).
We may use the same bounds as in Lemma 1, only now we need to consider max-
imum over all j = 1, . . . , p. Hence by union bound, we obtain with probability
at least 1− 2(J + 1)pe− log(2p), with λ0 =
√
2 log(2p)
n , and
λ¯1 ≥ 16σ2(‖γ0j ‖2 + 1)(λ0 + λ20),
and by the definition of tuning parameters Tj ,
|(L˙n(γˆj)− L˙(γˆj))T (γ0j − γˆj)| ≤ 4× 27σ2CT (3CT +
√
6)‖γˆj − γ0j ‖22
+ λ/2‖βˆ − β0‖1.
Returning to the oracle inequality, we have
L(γˆj)−L(γ0j )+λj‖γˆj‖1 ≤ λj‖γ0j ‖1+(ρ−3η)/2‖γ0j−γˆj‖22+λj/2‖γ0j−γˆj‖1. (34)
By the usual techniques (see e.g. Bu¨hlmann and van de Geer [2011]), we obtain
the oracle inequalities.
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Lemma 5. Suppose that conditions of Lemma 4 are satisfied and denote µ :=
‖βˆ − β0‖2 and cˆj := γˆj − γ0j . Then for λ0 ≥ ‖Σˆ− Σ0‖∞, it holds
|τˆ2j − τ2j | ≤ rτ,j ,
where
rτ,j := λ0(‖cˆj‖1 +
√
sj + 1φ
2
max/α)
+ 2φ2max‖cˆj‖2
+ 2µ(µ+ 2φmax)[‖cˆj‖2 + φ2max/α].
Moreover, if α− rτ,j > 0,
‖Θˆj −Θ0j‖1 ≤
1
α
‖cˆj‖1 +
(
1 +
√
sj
φ2max
α
)
rτ,j
α− rτ,j ,
‖Θˆj −Θ0j‖2 ≤
1
α
‖cˆj‖2 +
(
1 +
φ2max
α
)
rτ,j
α− rτ,j ,
where α = Λ1 − Λ2.
Proof of Lemma 5. First, one can easily show from the KKT conditions for the
nodewise Lasso that τˆ2j = R¨n(βˆ)
T
j Γˆj . Consider the decomposition
τˆ2j − τ2j = (R¨n(βˆ)j − R¨(βˆ)j)T Γˆj︸ ︷︷ ︸
i
+ (R¨(βˆ)j − R¨(β0)j)T Γˆj︸ ︷︷ ︸
ii
+ R¨(β0)
T
j (Γˆj − Γ0j )︸ ︷︷ ︸
iii
.
We need to bound the terms i, ii, iii. Before doing so, we prepare a few prelim-
inary results. Firstly,
‖Γ0j‖2 = ((Θ0j )T (Θ0j ))1/2/Θ0jj ≤ Λmax(Θ0)/Λmin(Θ0) ≤ 2φ2max/α.
Next observe,
|‖βˆ‖22 − ‖β0‖22| ≤ |(βˆ − β0)T (βˆ − β0)|+ 2|βT0 (βˆ − β0)|
≤ ‖βˆ − β0‖22 + 2‖β0‖2‖βˆ − β0‖2
≤ µ2 + 2φmaxµ. (35)
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Hence,
‖(R¨(βˆ)− R¨(β0))ej‖2 = ‖(‖βˆ‖22 − ‖β0‖22)ej + βˆj βˆ − β0j β0‖2
≤ |‖βˆ‖22 − ‖β0‖22|+ |βˆj |‖βˆ − β0‖2
+ ‖β0‖2|βˆj − β0j |
≤ |‖βˆ‖22 − ‖β0‖22|+ ‖βˆ‖2‖βˆ − β0‖2
+ ‖β0‖2‖βˆ − β0‖2
≤ 2µ2 + 2φmaxµ.
Now using the above preliminaries, we obtain the bounds for i, ii, iii. Firstly,
observing that ‖Γ0j‖1 ≤
√
sj + 1‖Γ0j‖2,
|i| ≤ ‖R¨n(βˆ)j − R¨(βˆ)j‖∞‖Γˆj‖1
≤ λ0(‖cˆj‖1 + 2
√
sj + 1φ
2
max/α),
where ‖Σˆ− Σ0‖∞ ≤ λ0. Moreover,
|ii| ≤ ‖R¨(βˆ)j − R¨(β0)j‖2‖Γˆj‖2
≤ 2µ(µ+ φmax)(‖cˆj‖2 + 2φ2max/α).
Next
|iii| ≤ ‖R¨(β0)j‖2‖cˆj‖2
= 2φ2max‖cˆj‖2.
Thus collecting the results above,
|τˆ2j − τ2j | ≤ rτ,j ,
where
rτ,j := λ0(‖cˆj‖1 +
√
sj + 1φ
2
max/α)
+ 2φ2max‖cˆj‖2
+ 2µ(µ+ 2φmax)[‖cˆj‖2 + φ2max/α].
By the mean value theorem,
| 1
τˆ2j
− 1
τ2j
| ≤ 1
τ˜2
|τˆ2j − τ2j |,
for some intermediate point τ˜2. But we have
τ˜2 ≥ τ2j − |τ˜2j − τ2j | ≥ 1/Θ0jj − |τˆ2j − τ2j | ≥ α− rτ,j ,
Hence, assuming that α− rτ,j > 0,
| 1
τˆ2j
− 1
τ2j
| ≤ rτ,j
α− rτ,j .
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Then we can easily obtain the rates of convergence for Θˆj using the bound
‖Θˆj −Θ0j‖1 = ‖Γˆj/τˆ2j − Γj/τ2j ‖1
≤ ‖cˆj‖1/τˆ2j + ‖Γ0j‖1|1/τˆ2j − 1/τ2j |.
Hence
‖Θˆj −Θ0j‖1 ≤
1
α
‖cˆj‖1 +
(
1 + 2
√
sj + 1
φ2max
α
)
rτ,j
α− rτ,j
Similarly follow the rates for ‖Θˆj −Θ0j‖2.
Proof of Lemma 3. Follows from Lemmas 4 and 5 by noting that α = φ21−φ22 ≥
ρ2 ≥ c for a universal constant, and φmax ≤ Cmax. Then by Lemma 4 it
follows maxj=1,...,p ‖γˆj − γ0j ‖22 = OP (maxj sjλ2j ) and maxj=1,...,p ‖γˆj − γ0j ‖1 =
OP (maxj sjλj). By Lemma 5 (since ‖Σˆ − Σ0‖∞ = OP (
√
log p/n)), it then
follows
max
j=1,...,p
‖Θˆj −Θ0j‖22 = OP (max
j
sjλ
2
j ),
and
max
j=1,...,p
‖Θˆj −Θ0j‖1 = OP (max
j
sjλj).
6.2.3 Asymptotic normality
Proof of Theorem 2. Using Taylor expansion of the function β 7→ ΘˆTj R˙n(β)
around β0 we obtain:
ΘˆTj R˙n(βˆ) = Θˆ
T
j R˙n(β0) + Θˆ
T
j R¨n(β˜)(βˆ − β0),
where β˜ = αβˆ+(1−α)β0 for some α ∈ [0, 1]. Then for the de-sparsified estimator,
we may write the decomposition
bˆj − β0j = βˆj − β0j − ΘˆTj R˙n(βˆ)
= − (Θ0j )T R˙n(β0)
− (Θˆj −Θ0j )T R˙n(β0)︸ ︷︷ ︸
i
+ βˆj − β0j − ΘˆTj R¨n(βˆ)(βˆ − β0)︸ ︷︷ ︸
ii
− ΘˆTj (R¨n(β˜)− R¨n(βˆ))(βˆ − β0)︸ ︷︷ ︸
iii
,
We first bound ii using Ho¨lder’s inequality and the KKT conditions for nodewise
Lasso for inversion of R¨n(βˆ). The estimator γˆj is defined as any stationary
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point of the program (10), but as we have shown oracle inequalities for γˆj , for
n sufficiently large, γˆj must lie in the interior of the feasible set and hence the
KKT conditions −2R¨n(βˆ)j,−j + 2R¨n(βˆ)−j,−j γˆj + λj∂‖γˆj‖1 = 0, are satisfied
with high probability. The KKT conditions for nodewise regression imply that
‖R¨n(βˆ)Θˆj − ej‖∞ = O(λj/τˆ2j ) (see e.g. van de Geer et al. [2014]). Hence
|ii| = ‖(βˆ − β0)(ej − ΘˆTj R¨n(βˆ))‖∞ ≤ ‖βˆ − β0‖1‖ej − ΘˆTj R¨n(βˆ)‖∞
≤ ‖βˆ − β0‖1λj/τˆ2j .
Next we bound iii using the Cauchy-Schwarz inequality
|iii| ≤ ‖βˆ − β0‖2‖ΘˆTj (R¨n(β˜)− R¨n(βˆ))‖2.
By the definition of β˜ it follows that ‖β˜ − β0‖2 ≤ ‖βˆ − β0‖2. But then
‖ΘˆTj (R¨n(β˜)− R¨n(βˆ))‖2
≤ ‖ΘˆTj (R¨n(β˜)− R¨n(β0))‖2 + ‖ΘˆTj (R¨n(βˆ)− R¨n(β0))‖2
≤ ‖ΘˆTj (‖β˜‖22 − ‖β0‖22)‖2 + ‖ΘˆTj β˜β˜T − ΘˆTj β0βT0 ‖2
≤ ‖Θˆj‖2|‖β˜‖22 − ‖β0‖22|+ |ΘˆTj β˜|‖β˜ − β0‖2 + ‖ΘˆTj ‖2‖β˜ − β0‖2‖β0‖2
≤ ‖Θˆj‖2
(
|‖β˜‖22 − ‖β0‖22|+ ‖β˜‖2‖β˜ − β0‖2 + ‖β˜ − β0‖2‖β0‖2
)
≤ ‖Θˆj‖2(2µ2 + 2φmaxµ)
≤ (‖Θˆj −Θ0j‖2 + 1/α)(2µ2βˆ + 2φmaxµ).
where we used the bound (35) from the proof of Lemma 5. Therefore,
|iii| ≤ (‖Θˆj −Θ0j‖2 + 1/α)(2µ2 + 2φmaxµ)µ.
Finally,
|i| ≤ ‖Θˆj −Θ0j‖1‖R˙n(β0)‖∞
= ‖Θˆj −Θ0j‖1‖R˙n(β0)− R˙(β0)‖∞
= ‖Θˆj −Θ0j‖1‖(Σˆ− Σ0)β0‖∞
≤ λ0‖Θˆj −Θ0j‖1,
for λ0 ≥ ‖(Σˆ− Σ0)β0‖∞. Hence the bound for the remainder is
max
j=1,...,p
|remj |
:= max
j=1,...,p
|i|+ |ii|+ |iii|
≤ max
j=1,...,p
‖βˆ − β0‖1λj/τˆ2j
+ (‖Θˆj −Θ0j‖2 + 1/α)(2‖βˆ − β0‖22 + 2φmax‖βˆ − β0‖2)‖βˆ − β0‖2
+ ‖Θˆj −Θ0j‖1λ0.
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We now combine the last bound with the result of Lemma 5 and probability
results from Section 6.3. In particular, under the Condition 1 and the assump-
tions φmax ≤ Cmax, ρ − 3η ≥ c > 0 and the assumed sparsity conditions, it
follows that
max
j=1,...,p
|remj | = OP
(
max
j=1,...,p
max(s, sj) max
(
λ2, λ2j ,
log(2p)
n
))
= oP
(
1√
n
)
.
Thus we conclude that
βˆ − β − ΘˆR˙n(βˆ) = −Θ0R˙n(β0) + oP (1/
√
n).
Finally, one can easily check that the random variable (Θ0j )
TXi(Xi)Tβ0 has
bounded fourth moments under Condition 1 with σ is a universal constant and
if φmax ≤ Cmax, ρ ≥ c > 0. Hence we may use the Lindeberg central limit
theorem on the term (Θ0j )
T R˙n(β0) to obtain that (assuming 1/σj = O(1))
√
n(Θ0j )
T R˙n(β0)/σj  N (0, 1).
This then implies
√
n(bˆj − β0j )/σj =
√
n(Θ0j )
T R˙n(β0)/σj + oP
(
1
σj
)
 N (0, 1).
Proof of Theorem 3. By Theorem 2, we have the asymptotic expansion
bˆ − β0 = −Θ0R˙n(β0) + rem,
with ‖rem‖∞ = OP (smax(λ2,maxj=1,...,p λ2j , log p/n)). Hence
‖βˆ‖22 − ‖β0‖22 = 2βT0 (βˆ − β0) + (βˆ − β0)T (βˆ − β0)
= 2βT0 (βˆ − β0 − ΘˆT R˙n(βˆ)) + 2βT0 ΘˆT R˙n(βˆ) + ‖βˆ − β0‖22
= 2βT0 (bˆ− β0) + ‖βˆ − β0‖22
= −2βT0 Θ0R˙n(β0) + 2βˆT ΘˆT R˙n(βˆ)
+ rem2,
where the remainder rem2 can be bounded
|rem2| := 2βT0 rem + 2(β0 − βˆ)T ΘˆT R˙n(βˆ) + ‖βˆ − β0‖22
≤ 2‖β0‖1‖rem‖∞ + 2‖β0 − βˆ‖1
∣∣∣∣∣∣∣∣∣ΘˆT ∣∣∣∣∣∣∣∣∣
1
‖R˙n(βˆ)‖∞ + ‖βˆ − β0‖22
≤ OP (
√
smax(s, sj) max(λ
2, max
j=1,...,p
λ2j , log p/n))
+ OP (√sj max(s, sj)λ2) +OP (sλ2)
= OP (max(s, sj)3/2 max(λ2, max
j=1,...,p
λ2j , log p/n)).
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Hence, under the sparsity conditions, we obtain
‖βˆ‖22 − ‖β0‖22 − 2βˆT ΘˆT R˙n(βˆ) = −2βT0 Θ0R˙n(β0) + oP (1/
√
n).
As in the proof of Theorem 2, it follows that the zero-mean random variable
2βT0 Θ0R˙n(β0) has bounded fourth moments. Asymptotic normality then follows
by an application of the Lindeberg central limit theorem.
Lemma 6. If Xi ∼ N (0,Σ0), i = 1, . . . , n and ρ > 0, then it holds that
σ2j := var((Θ
0
j )
T Σˆβ0) =
β0j
2
+ ‖β0‖42
p∑
i=1,i6=j
u2i,j
Λi
(Λi − Λmax)2 ,
and
σ2 := 4var(βT0 Θ0Σˆβ0) = 2Λmax.
Proof of Lemma 6. First under normality, it is well-known that
σ2j := (Θ
0
j )
TΣ0Θ
0
j‖β0‖42 + [‖β0‖22(Θ0j )Tβ0]2,
and
σ2Λ := 4β
T
0 Θ0Σ0Θ0β0‖β0‖42 + 4(‖β0‖22βT0 Θ0β0)2.
We first calculate Θ0 := R¨(β0)
−1. We write the eigendecomposition of Σ0 as
Σ0 = U
TΛU , for some U such that UTU = 1. By the condition ρ > 0, the first
column of U is u1 = β0/‖β0‖2. Then we may write
R¨(β0) = U
T (−Λ + ‖β0‖22 + 2Uβ0βT0 UT )U
= UT (−Λ + ‖β0‖22 + 2‖β0‖22e1eT1 )U,
which can be easily inverted
Θ0 = R¨(β0)
−1 = UTDU,
where
D := diag
(
1
2‖β0‖22
,
1
‖β0‖22 − Λ2(Σ0)
, . . . ,
1
‖β0‖22 − Λp(Σ0)
)
.
Then we have
Θ0β0 = U
TDUβ0 = U
T 1
2‖β0‖22
‖β0‖2e1 = β0/(2‖β0‖22),
and
ΘT0 Σ0Θ0 = U
TDΛDU.
Finally, we conclude
σ2Λ = 4β
T
0 Θ
T
0 Σ0Θ0β0 + 4(β
T
0 Θ0Σ0β0)
2
= 4
1
4
‖β0‖42 + 4
1
4
‖β0‖42 = 2‖β0‖42 = 2Λmax,
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and
σ2j := (Θ
0
j )
TΣ0Θ
0
jβ
T
0 Σ0β0 + ((Θ
0
j )
TΣ0β0)
2
= (Θ0j )
TΣ0Θ
0
jβ
T
0 Σ0β0 + ((Θ
0
j )
TΣ0β0)
2
= ‖β0‖42UTΛ1/2D2Λ1/2U +
β0j
4
=
β0j
4
+
β0j
4
+ ‖β0‖42
p∑
i=1,i6=j
u2i;j
Λi
(Λi − Λmax)2 .
6.3 Probabilistic bounds for the empirical process
We collect probabilistic results needed to bound the empirical process part re-
lated to the estimators βˆ, γˆj . Recall the definition of a sub-Gaussian matrix from
Condition 1.
Lemma 7. If X ∈ Rn×p is a sub-Gaussian matrix with parameter σ, then for
any fixed vector β, with probability at least 1− 2e− log(2p) it holds
‖(Σˆ− Σ0)β‖∞ ≤ 4‖β‖2σ2
(√
2 log(2p)
n
+
2 log(2p)
n
)
.
Proof of Lemma 7. The result follows from Lemma 14.13 in Bu¨hlmann and van
de Geer [2011].
Lemma 8. If X ∈ Rn×p is a sub-Gaussian matrix with parameter σ, then for
all t > 0
P
(
sup
θ∈Rp:‖θ‖2=1,‖θ‖0≤M
| ‖Xθ‖
2
2
n
− E‖Xθ‖
2
2
n
| ≥ 2σ2(t+
√
2t)
)
≤ 2 exp (−nt+ 2M log(2p))
Proof of Lemma 8. This lemma is essentially Lemma 15 in Loh and Wainwright
[2012], but we apply a slightly different version of Berstein’s inequality, namely
Lemma 14.9 in Bu¨hlmann and van de Geer [2011].
Denote Br(M) = {θ ∈ Rp : ‖θ‖r ≤M} for r ≥ 0.
Lemma 9 (Lemma 11 in Loh and Wainwright [2012]). For any constant s ≥ 1,
it holds
B1(
√
s) ∩ B2(1) ⊆ 3cl(conv(B0(s) ∩ B2(1))),
where cl(·) denotes the topological closure of a set and conv(·) denotes the convex
hull.
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Lemma 10. Suppose that X ∈ Rn×p is a sub-Gaussian matrix with parameter
σ. Let J := dlog2(T )e, and
λ0 =
√
2 log(2p)
n
,
λ1 = 4σ
2(λ0 + λ
2
0).
Then with probability at least 1− 2(J + 1)2e−log(2p), it holds
∀ θ ∈ B, ‖θ‖1 ≤ T :
|θTWθ| ≤ λ1‖θ‖1 + δ‖θ‖1‖θ‖22,
where
δM := 4× 27σ2
[
3M2λ20 +
√
6Mλ0
]
.
Proof. Consider the set
A := {θ ∈ B : ‖θ‖1 ≤ T},
and the decomposition
A = A0 ∪Ac0,
where
A0 := {θ ∈ A : ‖θ‖1 ≤ 1}.
We denote W := Σˆ−Σ0. First note that for λ1 = 4σ2(λ0 + λ20), by Lemma 7 it
follows that with probability at least 1− α1, where α1 := 2e−log(2p)
‖W‖∞ ≤ λ1. (36)
If we are on the set A0 and then by Ho¨lder’s inequality and bound (36), with
probability at least 1− α1, for all θ ∈ A
|θTWθ| ≤ ‖W‖∞‖θ‖21 ≤ ‖W‖∞‖θ‖1 ≤ λ1‖θ‖1. (37)
To treat the complementary set, Ac0, we use the peeling device (van de Geer
[2000]). Let Mj := 2
j and let J be the smallest integer such that 2J ≥ T .
Consider partitioning of the set Ac0
Ac0 =
J⋃
j=1
Aj
where
Aj := {θ ∈ A : Mj−1 ≤ ‖θ‖1 ≤Mj}.
Using the union bound and the definition of Aj we obtain the sequence of upper
bounds in the display below. Note that in the inequality (39) below, we used
that 4δM2j−1 ≥ δM2j .
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P∃ θ ∈ J⋃
j=1
Aj : |θTWθ| ≥ 4× 27δ‖θ‖21‖θ‖22
 (38)
≤
J∑
j=1
P
(
∃ θ ∈ Aj : |θTWθ| ≥ 4× 27δ‖θ‖21‖θ‖22
)
≤
J∑
j=1
P
(
∃ θ ∈ Aj , ‖θ‖2 = 1 : |θTWθ| ≥ 4× 27δM2j−1‖θ‖22
)
≤
J∑
j=1
P
(
∃ θ ∈ Aj , ‖θ‖2 = 1 : |θTWθ| ≥ 27δM2j
)
(39)
≤
J∑
j=1
P
(
∃ θ, ‖θ‖2 = 1, ‖θ‖1 ≤Mj : |θTWθ| ≥ 27δM2j
)
(Lemma 9)
≤
J∑
j=1
P
(
∃ θ ∈ cl(conv(B2(3) ∩ B0(M2j ))) :
|θTWθ| ≥ 27δM2j
)
. (40)
We now show that if
sup
v:‖v‖2=1,‖v‖0≤M
|vTWv| ≤ δ, (41)
then
|θTWθ| ≤ 27δ, ∀θ ∈ cl(conv(B2(3) ∩ B0(M))). (42)
First if θ ∈ conv(B2(3) ∩ B0(M2j )), then we can write θ =
∑
i viαi, where
vi ∈ B2(3) ∩ B0(M2j ). For each i, j it holds
|vTi Wvj | =
1
2
|(vi + vj)TW (vi + vj)− vTi Wvi − vTj Wvj |
≤ 1
2
(36δ + 9δ + 9δ) = 27δ.
Hence
|θTWθ| = |
∑
i,j
vTi Wvj | ≤
∑
i,j
27δαiαj = 27δ.
If θ is in the closure of the set conv(B2(3)∩B0(M2j )), we can obtain an analogous
implication as (41)⇒ (42) by continuity arguments. Therefore, we can continue
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the chain of bounds
J∑
j=1
P
(
∃ θ ∈ cl(conv(B2(3) ∩ B0(M2j ))) : |θTWθ| ≥ 27δM2j
)
(43)
≤
J∑
j=1
P
(
sup
v:‖v‖2=1,‖v‖0≤Mj
|vTWv| ≥ δM2j
)
(Lemma 8)
≤
J∑
j=1
2e−M
2
j log(2p)
since Mj≥1≤ 2Je− log(2p). (44)
Therefore we conclude from (37) and (44) that
P (∃ θ ∈ A : |θTWθ| ≥ λ1‖θ‖1 + 4δ‖θ‖21‖θ‖22)
≤ P (∃ θ ∈ A0 : |θTWθ| ≥ λ1‖θ‖1)
+ P (∃ θ ∈ Ac0 : |θTWθ| ≥ 4δ‖θ‖21‖θ‖22)
≤ 2(J + 1)e− log(2p).
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