Abstract. We evaluate a determinant of generalized Fibonacci numbers, thus providing a common generalization of several determinant evaluation results that have previously appeared in the literature, all of them extending Cassini's identity for Fibonacci numbers.
Introduction
The well-known Fibonacci sequence is given by f n = f n−1 + f n−2 with f 0 = f 1 = 1. Numerous properties of this sequence are known. We refer the reader to the monograph [9] for a wealth of information on this sequence. One of these properties is the so called Cassini identity, given by f n f n+2 − f 2 n+1 = (−1) n , which can be written in matrix form as det f n f n+1 f n+1 f n+2 = (−1) n .
(1.1)
Miles [6] introduced k-generalized Fibonacci numbers f k−1 = 1, and he gave the following generalization of (1.1):
More recently, Stakhov [8] has generalized Cassini's identity for sequences of the form f n = f n−1 + f n−p−1 . Hoggat and Lind [4] consider the so called "dying rabbit problem", previously introduced in [1] and studied in [2] or [3] , which modifies the original Fibonacci setting by letting rabbits die. In previous work by one of the authors [7] , the sequence arising in this setting was studied in detail. For instance, the recurrence relation for this sequence depends on two parameters k, ℓ ≥ 2 and is given by
k+ℓ−2 are initial values which will be specified below. It was also proved that, if r 1 , . . . , r k+ℓ−1 are the distinct roots of g k,ℓ (x) = x k+ℓ−1 −
, then the general term of the sequence is given by C
a i r i , with
Given the previous sequence, for every j ≥ 0 we can define a matrix A j,k,ℓ by
The main goal of this paper will be to find an explicit expression for det(A j,k,ℓ ), thus extending (1.1) and (1.2).
Extending Cassini's identity
Before we proceed, we have to fix our initial conditions. In the original setting [7] , when we start with a pair of rabbits that become mature ℓ months after their birth and die k months after their matureness, the k + ℓ − 1 initial conditions are given by C
Instead, in what follows we will consider the following initial conditions:
Note that this change in the initial conditions results only in a shift of indices. Namely, if C (k,ℓ) n denotes the original sequence and C (k,ℓ) n denotes the sequence given by the same recurrence relation and these new initial conditions, then for every n ≥ 0 we have
Thus, if A j,k,ℓ is the corresponding matrix (defined in the obvious way), we have A j,k,ℓ = A j+k+1,k,ℓ . Hence, we can focus on finding a formula for det( A j,k,ℓ ).
First of all, observe that det( A j,k,ℓ ) = (−1) k+ℓ−2 det( A j−1,k,ℓ ) because A j,k,ℓ is obtained from A j−1,k,ℓ by replacing the first row by the sum of the first k rows of the matrix, and then permuting the rows so that the first row becomes the last one. If we apply this idea repeatedly, we obtain that det( A j,k,ℓ ) = (−1) j(k+ℓ−2) det( A 0,k,ℓ ). Hence, it is sufficient to compute this latter determinant.
We shall focus now on computing this determinant, which explicitly is
To do so, recall that we have C In the last line we have used the following notations and facts: first of all, h m (x 1 , . . . , x N ) denotes the m-th complete homogeneous symmetric function in N variables x 1 , . . . , x N , explicitly given by
Furthermore, the Schur function indexed by a partition λ = (λ 1 , . . . , λ N ) in the variables x 1 , . . . , x N is defined by
It is well-known (cf. To proceed further, let us first observe that, by reading off the constant coefficient of g k,ℓ (x), we obtain
k+ℓ .
Furthermore, we have
Hence, we obtain
In order to evaluate h ℓ−1 (r in the expansion on the right-hand side. This is easy: if ℓ − 1 equals a multiple of k then we obtain 1, if ℓ − 2 equals a multiple of k then we obtain −1, and in all other cases we obtain 0. We continue evaluating the other factors in (2.1). We have
Furthermore, we must compute
a j . To begin with, recall the formula (1.3) and
With this in mind, we get
Moreover, observe that
.
Here, to obtain the second line, we have used the fact that 1 = r j is a root of x k+ℓ−1 −
. Now, to conclude we must compute
. To do so, let ω be a primitive ℓ-th root of unity. Then
. Consequently, we have
Finally observe that
We can now collect all the work done to obtain the following result. 
Proof.
i) Clearly gcd(ℓ, k 0 − 1) > 1 implies that gcd(ℓ + k 0 · rad(k 0 − 1), k 0 − 1) > 1. In the same way, if ℓ − 1 and ℓ − 2 are not multiples of k 0 , then neither are ℓ + k 0 · rad(k 0 − 1) − 1 or ℓ + k 0 · rad(k 0 − 1) − 2. Consequently, if α ℓ = 0, also α ℓ+k 0 ·rad(k 0 −1) = 0 as claimed. ii) If k ≥ ℓ 0 obviously neither ℓ − 1 nor ℓ − 2 can be multiples of k and therefore β k = 0 for every k ≥ ℓ 0 .
