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We study the stability of gap solitons of the super-Tonks-Girardeau bosonic gas in one-dimensional
periodic potential. The linear stability analysis indicates that increasing the amplitude of periodic
potential or decreasing the nonlinear interactions, the unstable gap solitons can become stable. In
particular, the theoretical analysis and numerical calculations show that, comparing to the lower-
family of gap solitons, the higher-family of gap solitons are easy to form near the bottoms of the linear
Bloch band gaps. The numerical results also verify that the composition relations between various
gap solitons and nonlinear Bloch waves are general and can exist in the super-Tonks-Girardeau
phase.
PACS numbers: 03.75.Lm, 67.85.-d
I. INTRODUCTION
The recent development of trapping and cooling
techniques enable experimental realizations of low-
dimensional ultracold atomic and molecular gases in opti-
cal lattices. In particular, by the magnetic Feshbach res-
onance or confinement-induced resonance methods, the
low-dimension particles can be adjusted continually from
strong repulsive to attractive interaction. It is therefore
possible to realize strongly correlated low-dimensional
quantum systems experimentally [1].
For the weakly repulsive regime in one dimension (1D),
the degenerate Bose gas acts as a quasi Bose Einstein
Condensation (BEC). As the strength of the repulsive
interaction tends to infinity, the bosons behave like im-
penetrable fermions and the system is known as the
Tonks-Girardeau (TG) gas [2, 3]. On the contrary, for
the strongly attractive regime, the 1D Bose gas is more
strongly correlated than the TG gas and can be sta-
ble in a wide range of strongly attractive interaction
strength, and thus called it as the super Tonks-Girardeau
gas (STG) phase [4–6]. The STG gas-like state corre-
sponds to a highly excited states and have no analog in
solid-state systems. They can be realized by a sudden
quench the effective 1D interaction from the strongly re-
pulsive to the strongly attractive interaction regime by
adjusting the magnetism field. The TG gas-like state can
transfer into the STG gaslike phase which are hard to re-
alize in traditional condensed-matter physics [7–9]. The
existence of these stable gas-like states against cluster-
like states due to the existence of large Fermi-pressure-
like kinetic energy inheriting from the strongly repulsive
interaction. Understanding the dynamic properties of the
new synthetic bosonic gas phase is an important subject.
As is well known, the mean-field theory typically does
not work well for a 1D system, except in the very weakly
interacting regime. The enhanced quantum fluctuation is
significant in 1D quantum systems [10–13] which exhibit
fascinating phenomena significantly different from their
three-dimensional counterparts. Thus when the inter-
action is strong, non-perturbative methods such as the
Bose-Fermi mapping [14] or the Bethe ansatz [15, 16]
needs to be used to characterize the features of the sys-
tem properly. In the thermodynamic limit of N,L→∞
and N/L remains finite, the energy density and chem-
ical potential of Bose gas in TG and STG phase have
been extracted from the Bethe-ansatz solution in the
absence of the external potential [8, 17]. With the
local-density approximation (LDA), a modified nonlin-
ear Schro¨dinger equation is obtained. Using this kind of
nonlinear Schro¨dinger equation, it is possible to investi-
gate further the dynamic properties of Bose gas in strong
interactive regimes.
Associated with the periodicity and nonlinearity, there
exist two important waves in nonlinear periodical sys-
tems, namely Bloch waves and gap solitons (GSs). Bloch
waves, which exist in both linear and nonlinear periodic
systems, are extensive and spread over the whole space
[18]. On the contrary, GSs, which are spatially localized
atomic wave packets, exist only in a nonlinear periodic
system [19]. In particular, a class of solitons called the
fundamental gap solitons, have the major peak well local-
ized within a unit cell [20]. The solitons with two peaks
of opposite signs within a unit cell are called the subfun-
damental gap solitons [21]. The existence and stability
of GSs are important issues. The relationship between
the GSs and the nonlinear Bloch waves (NLBWs) is also
a topic of considerable interest.
We have studied the GSs and NLBWs of interacting
bosons in one-dimensional optical lattices, taking into
account the repulsive interaction from the weak to the
strong limits [22]. The composition relation between the
GSs and NLBWs was verified numerically to exist for
the whole span of the interaction strength. The stable
GSs was found to form easily in a weakly interacting
system with energies near the bottom of the lower-level
linear Bloch band gaps. The present issues are whether
the stable GSs can exist in the stable STG phase, and
whether the composition relation remains valid? To what
extent the GSs and NLBWs change when the interaction
2changes from repulsive to attractive case?
In this paper, we attempt to investigate the GSs and
NLBWs of the so-called STG gas in a 1D optical lattices.
We are interested particularly in its existences and sta-
bility. It will be shown that the amplitude of periodical
potential and nonlinear interactions are two important
factors for the stability of GSs. The linear stability anal-
ysis indicates that stable gap soliton waves is easy to
form near the bottoms of the linear Bloch band gaps.
The composition relation remains valid in STG phase.
The paper is organized as follows. In Sec. II, we intro-
duce the model equation for a 1D periodic Bose system
in STG phase, and then present the Gaussian-like Bose
density profile ρ(x) within a unit cell and chemical po-
tential for different interaction constant |c| in order to
understand the special Bose system from an alternating
perspective. In Sec. III, theoretical analysis and numer-
ical simulations are used to investigate the stabilities of
different family GSs upon the changes of the interaction
and the strength of the periodic potential. We show,
in Sec. IV, that the composition relation exists between
the NLBWs and GSs in the present case. A general-
ized composition relation between the high-order solitons
and multiple periodic waves is also shown in this section.
Sec. V is a brief summary.
II. MODEL EQUATION
We consider a 1D periodic Bose system described by
the following modified nonlinear Schro¨dinger equation[
−
~
2
2m
d2
dx2
+ Vext(x) + F˜ (ρ)
]
Φ(x) = µΦ(x), (1)
where Vext(x) = v cos(
2pi
Λ x) is the periodic potential with
Λ the lattice constant and v the strength. F˜ (ρ) is re-
sponsible for the interaction energy with ρ = |Φ|2. The
nonlinear Schro¨dinger equation (1) is obtained by a min-
imization of the free-energy functional F = E −µN . The
chemical potential µ is introduced as a Lagrange multi-
plier and N is particle number. The energy functional E
can be represented as
E =
∫
dx
[
Φ∗
(
−
~
2
2m
d2
dx2
+ Vext
)
Φ+ ρǫ (ρ)
]
in the LDA where the system is assumed in local equilib-
rium at each point x in the external trap. The first gra-
dient term represents additional ”local” kinetic energy.
The second term is considered as external potential en-
ergy. The ground-state energy density can be expressed
as ǫ (ρ) = ~
2
2mρ
2e (γ). So F˜ (ρ) = ∂
∂ρ
[ρǫ (ρ)] with the
normalization condition
∫
dx|Φ(x)|2 = N . The quantum
e (γ) =
4π2
3
1 + p1|γ|+ p2γ
2 + p3|γ|
3/4
1 + q1|γ|+ q2γ2 + p|γ|3
(2)
which is obtained by the Bethe-ansatz technique in the
attractive STG phase [8]. Here γ ≡ c/ρ with c ≡ mg/ℏ2
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FIG. 1. (Color online) Panel (a): The Gaussian-like Bose
density profile ρ(x) within a unit cell for different interaction
constant |c|. For the repulsive case, F (ρ) is taken from the
Ref. [17]. The density profile labeled by Fermi is obtained by
the Bose-Fermi mapping method [22]. The particle number
is taken to be 50 and the periodic potential strength is v0 =
10. (b) The interaction constant |c| dependence of chemical
potential. The marks A, B, C and D are used to show the
parameters which have been used in panel (a).
(g is the scattering length) and p1 = 0.075, p2 = 0.013,
q1 = 0.227, q2 = 0.034, and p = 0.004 are the fitting
parameters. Contrary to the case in repulsive interaction
where c > 0, here c < 0 in the regime from the weak- to
the strong attractive interaction of STG phase.
For convenience, dimensionless scaling will be made for
the length and the energy. Position x is to be scaled in
the unit of Λ/(2π). Periodic potential Vext(x), interac-
tion energy F˜ (ρ), and the chemical potential µ are all
scaled in the unit of 8Er with Er = ~
2π2/2mΛ2 being
the recoil energy. We obtain the following dimensionless
time-independent nonlinear Schro¨dinger equation[
−
1
2
d2
dx2
+ v0 cos(x) + F (ρ)
]
Φ(x) = µΦ(x). (3)
Eq. (3) is the starting point of the calculations through-
out this paper.
In order to understand Bose gas in the STG phase
intuitionally, we first compare it to the repulsive interac-
tion case. By solving Eq. (3) numerically to obtain the
ground-state density profile ρ(x) and the corresponding
chemical potential µ for different interaction constant |c|.
It should note that the transition probability from TG
gas to STG phase is low for the weakly attractive regime
[7, 8]. In solving Eq. (3), we first differentiate it using
the finite-element method along with the periodic bound-
ary condition [23], and then evaluate several hundreds of
steps in imaginary time until the lowest chemical poten-
tial µ is reached. The wave function is then obtained. In
fact, the wave function obtained with this method is the
NLBWs corresponding to the lowest chemical potential
µ. In the calculation, the system is taken to be 10 lattice
constant long (x ranges from −10π to 10π), the strength
of periodic potential v = 10, and the particle number
N = 50 (average 5 particles per unit cell).
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FIG. 2. (Color online) Particle number N of FGSs as the
function of chemical potential µ for different interaction con-
stant c = −1 (dotted line), −10000 (solid line) respectively.
The points marked by red “+” sign locate at the center of
the fourth band gap and will be studied in Fig. 3. The other
parameters are same as that in Fig. 1. The arrows indicate
the particle number contained in the GSs where the chemical
potentials of the GSs are in the center of corresponding band
gap.
A Gaussian-like Bose density profile ρ(x) within a unit
cell is shown in Fig. 1(a). When |c| is increased (see, for
example, the case of A and B points shown in Fig. 1(b)),
density profile increases at the center while decreases at
the two sides. It indicates that Bose gas in STG phase
has a larger effective (or equivalent) repulsive interac-
tion in weak attractive regime than that in strong at-
tractive regime if we observe the properties of STG gas
only from Eq. 3 and Fig. 1. The existence of large effec-
tive (or equivalent) repulsive interaction is, in fact, due to
the existence of large kinetic energy inheriting from the
strongly repulsive interaction. The repulsive interaction
decreases with the increasing of |c| which is contrast to
the case in TG phase (see, for example, the case of C and
D). In the extremely strong interaction regime (|c| → ∞),
the chemical potential µ of the two phase will coincide
in Fig. 1(b) (See also the case B and C approaching the
case Fermi in Fig. 1(a)). In such limit, the system will
behave similar to the noninteracting fermions. We have
used the Bose-Fermi mapping method to calculate the
density profile. The five-peak shell structure is shown in
Fig. 1(a) (blue solid line). When the large particle num-
ber is loaded in the system, a smooth density distribution
will emerge.
III. GAP SOLITONS AND THEIR STABILITIES
A. The general features of Gap solitons
We set F (ρ) = 0 to solve the linear Schro¨dinger equa-
tion (3) exactly by the finite-element method. The pe-
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FIG. 3. (Color online) The different family GSs (red solid
line) and NLBW (blue dashed line) in the forth LBB gap
marked in Fig. 2.
riodic potential strength v0-dependent lowest four bands
and band gaps are shown in Fig. 2. A large v0 is used
in our calculations due to the large nonlinear interaction
of Bose gas in STG phase. So the Bloch bands reduce
to highly-degenerate thin levels. We then retain F (ρ)
to solve the nonlinear Schro¨dinger equation (3) numer-
ically. The numerical solutions of GSs are obtained by
differentiating Eq. (3) on a finite difference grid to ob-
tain a coupled algebraic equations and solve it with the
Newton-relaxation method [21].
Figure 2 shows particle number N of GSs as the func-
tion of µ for two different interaction constant c’s. As
shown, for example, when c = −10000 close to the strong
limit (solid lines), the first nonlinear Bloch band (NLBB)
develops from the first linear Bloch band (LBB) and is
lifted with the increase of N . The high-order NLBB de-
velops analogously from the high-order LBB and is lifted
with the increase of N . The so-called NLBB lifting is
simply due to the fact that the larger N is, the larger
the nonlinearity and hence the corresponding µ are. For
weaker interaction case, c = −1 (dotted lines), the NLBB
is seen to correspond to less N for the same µ, as com-
pared to those of the c = −10000 case. This is because
a large nonlinear interactions correspond to the smaller
interaction constant case, one does’nt needs a larger N
to achieve the same nonlinear effect.
As shown previously, NLBB can be viewed as the lifted
LBB by increasing the nonlinear interaction. While LBB
can be viewed as the evolution from the discrete en-
ergy levels of an individual well [22, 24]. Therefore it
is not difficult to think that NLBW belonging to the nth
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FIG. 4. (Color online) Studies of the stability of the FGSs
for different families. The interaction constant c = −10000.
The periodical potentials are taken (a) v = 10 and (b) v = 50
respectively. The other parameters are the same as that used
in Fig. 1.
NLBB should have n-1 nodes (in the sense of the nth
bound state) in an individual well of the periodic po-
tential. Therefore, GSs should behave like the bound
states in an individual well of the periodic potential in
a sense. The different family GSs are presented in Fig.
3. The chemical potentials are all taken in the center of
the fourth band gap to show the GSs completely. The
GS waves in Fig. 3 (a) and (b) belong to the first family
and hence no node. The difference of NLBWs between
Fig. 3 (a) and (b) is that the later obtain a π-phase dif-
ference in adjacent well. The GS waves in Fig. 3 (c) and
(d), however, belong to the second family and hence one
node. Therefore, the above conclusion remains correct
when the nonlinear term is replaced by the F (ρ) of Bose
gap in STG phase.
B. The stabilities of different family GSs
We shall study the linear stability of various GS solu-
tions in this subsection. As we know, the bright solitons
form for atomic matter waves when the linear spreading
due to kinetic energy is compensated by the attractive in-
teraction between atoms. Similarly, the existence of GSs
is due to that the linear spreading and repulsive atom-
atom interaction are compensated by the confinement of
periodical potential. It is therefore interesting to study
the effect of the nonlinear and periodical potential on
the GS stability. Following the standard procedure in
Ref. [22], we first add a small perturbation ∆Φ(x, t) to
a known solution Φ(x), and then insert the perturbation
into Eq. (3). One then obtains the linear eigen equations
by dropping the higher-order terms. Among all eigenval-
ues, if there exists a finite imaginary part, the solution of
Φ(x) would be unstable. Otherwise, the solution of Φ(x)
is stable.
The stability of GSs is investigated in Fig. 4 for dif-
ferent amplitude of periodical potential v0 = 10 and
v0 = 50. It indicates that the first family GSs which
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FIG. 5. (Color online) Shown η(µ) = EI/(EK + EI) for dif-
ferent family GSs. The chemical potentials µ are taken 0.3
(blue solid line marked with square) and 0.6 (black dashdot
line marked with circle) times band gap width away from
the bottom bands respectively. The other parameters are the
same as that used in Fig. 4 (a).
develop from the first LBB are stable when their chem-
ical potentials µ are near the bottom of the first LBB
gap. They will become unstable when µ becomes higher
within the first band gap (with the increase of N), and
enters into the second and third band gaps (not shown
in Fig. 4). Similarly, the second and high family GSs
are also stable when the chemical potentials are near the
bottom of the corresponding band gap.
The above behaviors are very similar to the repulsive
case. This is due to the little particle number contained
in GSs (See Fig. 2) while the GSs develop from the bot-
toms of band gaps. In such case, the particles behavior is
similar to the non-interaction particles in a single poten-
tial well. In such case, the GSs are, in fact, the station-
ary states in discrete energy levels and therefore stable.
When increasing the particle number, the interaction be-
tween particle will increase. If the interaction energy
cannot be compensated by the confinement potential en-
ergy when the confinement potential remains unchanged,
the GSs will become unstable. Seen also from Fig. 3, the
wave functions of high-order family GS have more nodes.
It is therefore that the kinetic energy of GS is larger in
high-order family than that of in low-order family. From
the above analysis, it also indicates the interaction is the
main factors to govern the GS satiability.
It is interesting to see that the first family GSs are sta-
bile only in a narrow regimes near the bottom of the first
bang gap. This regime becomes wide for high family
GSs. See the length of red arrows in Fig. 2, the par-
ticle number contained in GSs are equal approximately
in the center of band gaps. If judging the GS stabil-
ity according to the general intuition, the high family
GSs should be unstable due to large kinetic energy. In
order to understand the GS stability in different family
quantitatively, we multiply Φ(x) in the left side of Eq. 3
and integrate in whole space to obtain the kinetic energy
EK =
∫
dx|∂Φ(x)
∂x
|2 and interaction energy between atom
5EI =
∫
dxF (ρ)ρ. The quantum η(µ) = EI/(EK +EI) is
defined to indicate the effect of repulsive interaction be-
tween atoms. The number results of η(µ) are presented
in Fig. 5. The chemical potentials µ are taken 0.3 and
0.6 times width of the band gap away from the bottom
bands respectively. It is clearly that the repulsive in-
teraction of high family GSs becomes weak relative to
the the kinetic energy. Therefore, even though with the
same particle number, the low-order family GSs are tend
to unstable and the high-order family GSs is expected to
be stale however.
C. The effects of periodical potential
Comparing the linear stability analysis presented in
Fig. 4 (a) and (b), the fourth family GSs are only un-
stable in a narrow regime near the top of band gap when
v0 = 10 (Fig. 4 (a)). However, the GSs are all stable in
the entire regime of the fourth band gap when v0 = 50
(Fig. 4 (b)). The increasing of stable regime seems not
to be obvious for low-order family GSs when increasing
the amplitude of periodical potential.
When increasing periodical potential, the unstable GSs
will become stable GSs since the confinement of periodi-
cal potential is enough to compensate the linear spread-
ing and repulsive atom-atom interaction. So the stable
regime near the bottom of band gap will become wide in
such as case. As the above discussions, the effect of non-
linear interaction for high-order family GSs are weaker
than that of low-order family GSs. It results the varia-
tions of the stable regime is obvious for high-order family
GSs when increasing the periodical potential. We have
also studied the stability of Bose near TG phase numer-
ically. The above behaviors are still right (not present
here).
IV. COMPOSITION RELATIONSHIP
As shown previously, the different family GSs originate
from the stable bound state of single periodical well and
develop in the band gaps. On the other hand, NLBB can
be viewed as the lifted LBB by increasing the nonlinear
interaction. However, LBB can be viewed as the evolu-
tion from the discrete energy levels of an individual well.
Therefore GSs and NLBWs should have some similarity.
It has shown that GSs and NLBWs belonging to the nth
NLBB have n-1 nodes in an individual well of the peri-
odic potential. In particular, it has also pointed out and
proven numerically in the whole interaction regime that
GSs are the building blocks of the NLBWs [22, 24]. The
current issue is whether the above statements remain cor-
rect when the nonlinear term is replaced by the case of
Bose atoms in the STG phase.
In Fig. 3, we have plotted both NLBW (blue dashed
line) and GSs (red solid line) for Bose in STG phase
(c = −10000). An almost perfect (unnoticeable) match
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FIG. 6. (Color online) Illustration of the high-order gap
solitons (red solid line) and NLBWs (blue dashed line) for
c = −10000 and µ = 0.20. The periodic potential strength is
v = 10 for all panels.
is found between the NLBW and the GS within one unit
cell. The good match occurs regardless of the first family
or the high family GSs. It thus gives a strong evidence
that GSs can be considered as the building blocks of the
NLBWs. It is important to note that the waves shown
in Fig. 3(a)&(b) are belonging to the first-family GS and
hence of no node. In Fig. 3(c)&(d) however, GS belong
to the second-family and hence of one node. The good
matches are also found between the NLBW and the GS
of high-order family in Fig. 3(e)&(f) and (g)&(h) where
multiply notes exist within one unit cell.
In addition to the GSs and NLBWs studied previously,
there are two other types of waves which are also com-
mon in a nonlinear system. One is called the high-order
GSs which are GS waves of multiple peaks over multiple
unit cells [25]. Another is called the multiple periodic
waves which are defined as Φ(x) = exp(ikx)ψk(x) with
ψk(x) = ψk(x+2nπ) and n being a positive integer [26].
In the repulsive atom interaction, it has been shown that
composition relation between the GSs and the NLBWs
can be generalized to construct multiple periodic waves
from the high-order GSs [22, 27]. The present issue is
again to see whether the generalized composition rela-
tion remains valid in the present case of Bose gas in STG
phase.
We have first solved the nonlinear Schro¨dinger equa-
tion (3) numerically using the imaginary-time method
with the periodic boundary conditions. The NLBW func-
tion Φ(x) and chemical potential µ = 0.20 are obtained
accurately with a given interaction constant c = −10000.
The Newton-relaxation method is then used to solve the
nonlinear Schro¨dinger equation (3) to obtain high-order
6GSs with the pre-obtained µ = 0.20 as done in the case
of Fig. 3 with the proper guess wave function.
Fig. 6 (a) show the four-peak high-order GSs (two cen-
ter peaks up, two adjacent peaks down). An almost per-
fect match is found between the high-order GSs and the
NLBWs except the phase of wave function in some sin-
gle well. Thus high-order GSs can also be viewed as the
truncated NLBWs in the whole interaction regimes. The
Newton-relaxation method is further used to solve the
nonlinear Schro¨dinger equation (3) to obtain the multi-
ple periodic waves in Fig. 6 (b) with the pre-obtained
µ = 0.20. Five periodic high-order GSs in Fig. 6 (b)
has been used as the initial guess wave function. An
almost perfect match is found between the multiple pe-
riodic waves and the NLBWs except the phase of wave
function in some single well. We also present the multi-
ple periodic waves in Fig. 6 (c) (five-peak periodic waves)
and Fig. 6 (d) (ten-peak periodic waves). In particular,
we presents twenty-peak periodic waves in Fig. 6 (e). The
best matches between GSs and high-order GSs, as well
as multiple periodic waves and NLBWs, strong support
that the GSs are the basic entity and the other waves can
built by them.
The above conclusions are useful to obtain NLBWs and
multiple periodic waves of nonlinear Schro¨dinger equa-
tion. In actual numerical calculation, we can first solve
the nonlinear Schro¨dinger equation to obtain GSs of dif-
ferent family, and then build an initial wave function
with the GS. If we want to obtain n-periodic waves in
m-periodic potential well, the initial guess wave function
can be built by n-GSs as a block (m/n is assumed to be a
integer). If we want to obtain NLBWs in m-periodic po-
tential well, the initial guess wave function can be built
bym-GSs arrangement one by one. With the initial wave
function, the Newton-relaxation method is again used to
solve the nonlinear Schro¨dinger equation (3) to obtain
GSs and multiple periodic waves accurately. The ad-
vantage of this method is that the initial wave function
is very close to the finial wave function. The iteration
times decrease obviously.
V. SUMMARY
In summary, we have investigated the GSs of 1D pe-
riodic bosonic gas in STG phase. The main focus is to
consider its stabilities. By the linear stability analysis,
it is found that the periodic potential and the nonlin-
ear interactions are important to the stabilities of GSs.
Increasing the amplitude of periodic potential or decreas-
ing the nonlinear interactions, the unstable GSs can turn
into stable. It is particular that the high family of GS
is easy to form near the bottoms of the LBB gaps. Our
numerical results further verify that the composition re-
lation between various GSs and NLBWs does exist gen-
erally. It gives an alternative way to obtain the NLBWs.
It is worth emphasizing that the above conclusions are
also valid to Bose gas in the whole repulsive interaction
regime.
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