Introduction
Main results. Let T g,n and M g,n denote the Teichmüller and moduli space respectively of genus g Riemann surfaces with n marked points. The Teichmüller metric on these spaces is a natural Finsler metric that quantifies the failure of two different Riemann surfaces to be conformally equivalent. It is equal to the Kobayashi metric [Roy74] , and hence reflects the intrinsic complex geometry of these spaces.
There is a unique holomorphic and isometric embedding from the hyperbolic plane to T g,n whose image passes through any two given points. The images of such maps, called Teichmüller disks or complex geodesics, are much studied in relation to the geometry and dynamics of Riemann surfaces and their moduli spaces.
A complex submanifold of T g,n is called totally geodesic if it contains a complex geodesic through any two of its points, and a subvariety of M g is called totally geodesic if a component of its preimage in T g,n is totally geodesic. Totally geodesic submanifolds of dimension 1 are exactly the complex geodesics.
Almost every complex geodesic in T g,n has dense image in M g,n [Mas82, Vee82] . We show that higher dimensional totally geodesic submanifolds are much more rigid. Theorem 1.1. The image in M g,n of a totally geodesic complex submanifold of T g,n of dimension greater than 1 is a closed totally geodesic subvariety of M g,n .
One dimensional totally geodesic subvarieties of M g,n are called Teichmüller curves. There are infinitely many Teichmüller curves in each M g,n . We show that higher dimensional totally geodesic submanifolds are much more rare. Theorem 1.2. There are only finitely many totally geodesic submanifolds of M g,n of dimension greater than 1.
Context. Once source of totally geodesic submanifolds of M g,n is covering constructions, see [MMW, Section 6] for a definition. The first example of a totally geodesic submanifold of dimension greater than 1 not coming from a covering construction was given in [MMW] . Two additional examples will appear in forthcoming work of EskinMcMullen-Mukamel-Wright. These three examples are totally geodesic surfaces in M 1,3 , M 1,4 and M 2,1 respectively.
Work of Filip implies that any closed totally geodesic submanifold of M g,n is in fact a subvariety [Fil16] . Any real submanifold of T g,n that contains the Teichmüller disk between any pair of its points must in fact be a complex submanifold.
The inclusion of a totally geodesic complex submanifold into Teichmüller space must be an isometry for the Kobayashi metrics. Antonakoudis has shown that there is no holomorphic isometric immersion of a bounded symmetric domain of dimension greater than 1 into Teichmüller space [Antb] , and that any isometry of a complex disk into Teichmüller space is either holomorphic or antiholomorphic [Anta] .
Elements of the proofs. If N is a subset of moduli or Teichmüller space, define QN to be the locus of quadratic differentials which generate Teichmüller disks contained in N. Typically N will be a totally geodesic subvariety or submanifold, in which case we may view QN as the cotangent bundle to N. Note that QN is stratified according to the number of zeros and poles of the quadratic differential.
For every quadratic differential on a Riemann surface, either the quadratic differential is the square of an Abelian differential, or there is a unique double cover on which the lift of the quadratic differential is the square of an Abelian differential. The double cover is equipped with an involution. We call the Abelian differential together with this choice of involution the square root of the quadratic differential.
Let ΩN be the locus of square roots of quadratic differentials in the largest dimensional stratum of QN. The following ingredient in our analysis may be of independent interest. Theorem 1.3. If N is a totally geodesic subvariety of moduli space, then ΩN is transverse to the isoperiodic foliation. Theorem 1.3 is equivalent to saying that there is no nonconstant path in ΩN along which absolute periods of the Abelian differentials are locally constant. See [McM14] for a definition of the isoperiodic foliation, which is also known as the kernel foliation, the absolute period foliation, and the rel foliation. [EFW] .
The proof of Theorem 1.1 also uses Theorem 1.3 and results of [EFW] . A key tool is the computation of the algebraic hull of the Kontsevich-Zorich cocycle from [EFW] .
Proof of Theorems 1.2 and 1.3
We use notation consistent with [MMW] . We assume some familiarity with recent results on the GL(2, R) action on the Hodge bundle.
If N is a totally geodesic subvariety of moduli space, ΩN is an example of an affine invariant submanifold; these are subvarieties of a stratum of ΩM g ′ (for some g ′ > 0) that are locally equal to a finite union of subspaces defined over R in period coordinates [EMM15, Fil16] . The tangent space ΩN(Y, ω) to an affine invariant submanifold ΩN at a point (Y, ω) is a subspace of relative cohomology H 1 (Y, Σ, C), where Σ is the set of zeros of ω. Let p denote the map from relative to absolute cohomology. The rank is defined to be half the dimension of p of the tangent space [Wri14] . This is an integer because p of the tangent space is symplectic [AEM] .
To prove Theorem 1.3 we will compare the dimension of ΩN to that of N, using the following two results to get a lower bound on the dimension of N.
Theorem 2.1. Any affine invariant submanifold ΩN of rank r contains a set of Jenkins-Strebel differentials whose image in local period coordinates is a open subset of an affine subspace of codimension r, such that circumferences of horizontal cylinders are constant on this subset.
The affine subspace is the translate of a subspace
An affine subspace is any translation of a vector subspace. A JenkinsStrebel differential is an Abelian or quadratic differential that is the union of horizontal cylinders and their boundaries; these are also known as horizontally periodic differentials.
Theorem 2.1 can be viewed as a black box coming from [Wri15], however we provide specific references to [Wri15] .
Proof. Lemma 2.2. Let X ∈ M g,n be a Riemann surface. If two JenkinsStrebel differentials q, q ′ on X have the same core curves of cylinders, and corresponding cylinders have the same circumference, then q = q ′ .
A point of ΩN consists of a translation surface (Y, ω) and an involution J that negates ω, such that Y /J ∈ N. There is a map from ΩN to QN, because ω 2 defines a quadratic differential on Y /J. In turn there is a forgetful map from QN to M g,n obtained by forgetting the quadratic differential but remembering the location of the poles. We will refer frequently to the composite of these two maps, which gives a map ΩN to M g,n . For notational simplicity we will omit J from our notation; there is no harm for our arguments in assuming it is the only involution on Y negating ω, as our arguments would not be any different were this not to be the case.
Proof of Theorem 1.3. Suppose N has dimension d. Since N is totally geodesic, there is a d − 1 dimensional family of complex geodesics in N passing through each point of N, so we get that QN has dimension 2d. Hence ΩN also has dimension 2d.
Let r be the rank of ΩN. By definition rank is at most half the dimension of ΩN, so r ≤ d. By Proposition 2.1 there is a 2d − r dimensional family of Jenkins-Strebel differentials in ΩN, and hence also QN, with constant circumferences. By Lemma 2.2 we see that the dimension of N is at least 2d − r. The inequalities 2d − r ≤ d and r ≤ d give r = d. By definition of rank, it follows that the projection of the tangent space of ΩN to absolute cohomology has the same dimension as ΩN. Since leaves of the isoperiodic foliation are tangent to the kernel of this projection, we get that ΩN is transverse to the isoperiodic foliation.
Proof of Theorem 1.2 given Theorem 1.3. It is proved in [EFW] that each stratum of Abelian differentials contains at most finitely many affine invariant submanifolds of rank at least 2. By Theorem 1.3, if N is a totally geodesic submanifold of dimension at least 2, then ΩN has rank at least 2.
Since ΩN determines N, and there are a finite list of strata that may contain ΩN for N a totally geodesic submanifold of M g,n , the result follows.
Proof of Theorem 1.1
This section requires the results and arguments from the previous section.
LetÑ be a totally geodesic submanifold of T g,n of dimension d > 1. Let N denote the projection ofÑ to moduli space. Let QN be the closure of QN. Note that QN and QN are GL(2, R) invariant. The goal of this section is to show that QN = QN, which implies N is closed and hence establishes Theorem 1.1. In order to find a contradiction, we assume QN = QN. By [EMM15] , each stratum of QN is an affine invariant submanifold. Since QN is properly contained in QN , we see that QN must have dimension strictly greater than 2d.
The rough idea of the proof of Theorem 1.1 is to consider all tangent spaces of totally geodesic submanifolds of dimension d through each point of N. Some version of this gives an equivariant subvariety of a Grassmanian bundle. Using [EFW] we wish to show this subvariety is very large, so roughly speaking there are totally geodesic submanifolds of N through every point and in so many directions that we are able to contradict Theorem 1.3. The first step is to show that there is at least one totally geodesic submanifold through each point of N .
Lemma 3.1. Suppose that L k are totally geodesic submanifolds of T g,n of constant dimension, and that X k ∈ L k converge to X. Let P k denote the cotangent space to L k at X k , and suppose that P k converge to a subspace P of the cotangent space of T g,n at X. Then there is a totally geodesic submanifold of T g,n that passes through X and whose cotangent space at X is P . Let Q 1 T g,n be the bundle of quadratic differentials over T g,n of norm less than 1. There is a well known continuous map Q 1 T g,n → T g,n that maps (Y, q) to the unique Riemann surface Y ′ such that there is a Teichmüller mapping Y → Y ′ with initial quadratic differential q and stretch factor (1 + q )/(1 − q ). The restriction of this map to the quadratic differentials of norm less than 1 on any fixed Riemann surface is a homeomorphism to T g,n . See for example [FM12, Chapter 11] for a review of this material.
Since L k is totally geodesic, it contains the image of P k under this map. By invariance of domain, this image is a real manifold of real dimension equal to the real dimension of P k , so we see that L k is equal to the image of P k .
The map Q 1 T g,n → T g,n restricted to the preimage in Q 1 T g,n of any compact subset of T g,n is a proper map. Hence we get that L is the image of P under this map. By invariance of domain, L is a real manifold of dimension equal to the real dimension of P . Since L is totally geodesic, L must in fact be a complex submanifold.
Corollary 3.2. For every (X, q) ∈ QN there is at least one d dimensional totally geodesic submanifold L such that the Teichmüller disk generated by q is contained in L and QL ⊂ QN .
Note that L is not assumed to be closed (a priori it may be dense in N), and it is not assumed to be unique.
Lemma 3.3. Let L be a totally geodesic submanifold of M g,n . We assume L is complete but not closed. Then ΩL is locally a countable union of subsets that are linear in period coordinates.
Thus, we see that although the immersed manifold ΩL may a priori be dense and may intersect itself, each "leaf" of ΩL is defined by homogeneous linear equations with real coefficients in period coordinates.
Proof.
Consider an open subset of QL, which can be considered as a manifold immersed into the bundle of quadratic differentials over M g,n . For each open subset of QL, its image in ΩL is a locally GL(2, R) invariant submanifold. An argument attributed to Kontsevich [Möl08, Proposition 1.2] gives that this local piece of submanifold must be linear.
Consider the bundle over ΩN whose fiber over a point (Y, ω) consists of all 2d-dimensional subspaces defined over R of ΩN (Y, ω) that contain ω. Let R be the total space of this bundle, and denote fibers by R(Y, ω).
Consider the subset R ′ of R consisting of those subspaces V such that the restriction of the map from ΩN → M g,n to a neighbourhood of ω in the subspace V has derivative of rank at most d at every point.
Proof. This follows directly from the definition, since having rank at most d is a closed condition. Proof. This is immediate from the definition, because a map to a manifold of dimension d can have rank at most d.
Lemma 3.6. Every fiber of R ′ is nonempty.
Proof. This follows from Corollary 3.2 and Lemmas 3.3 and 3.5.
Suppose (Y, ω, V ) ∈ R, and (Y ′ , ω ′ ) = g(Y, ω) for some g ∈ GL(2, R). Since V is real linear and contains ω, and since the relative cohomology class of ω ′ is a linear combination of Re(ω) and Im(ω), we get ω ′ ∈ V . Hence GL(2, R) acts on R by the usual action on Abelian differentials and parallel transport (the Gauss-Manin connection) on the 2d-dimensional subspaces, and R ′ is GL(2, R) invariant.
Lemma 3.7. Let U be a connected neighborhood of a point p in C a , let M be a complex manifold, and let f : U → M be analytic. For any k and d, the set V k,d (p) of k planes V through p such that f restricted to V ∩ U has derivative of rank at most d at every point of V ∩ U is a subvariety of the variety of k planes through p.
In coordinates provided by the Plücker embedding, V k,d (p) is defined by a (possibly infinite) set of homogeneous polynomials that vary analytically with p ∈ U.
Corollary 3.8. The fibers of R ′ are varieties.
Proof of Lemma 3.7. Let S be the set of k planes through p equipped with a choice of basis for the tangent space to the k plane at p. It is equivalent to show that the set of (V, v 1 , . . . , v k ) ∈ S for which f restricted to V ∩ U has derivative of rank at least d + 1 at at least one point of V ∩ U is a Zariski open subset of S.
We may assume M = C b . Using the basis v 1 , . . . , v k , we may consider Df restricted to V ∩ U as a matrix whose entries are analytic functions on U. If the derivative of f restricted to V ∩ U has rank at least d + 1 at some point, then there is some d + 1 by d + 1 minor of this matrix whose determinant R is not identically zero.
Since R is nonzero, there is some ℓ so that the ℓ-th multivariate Taylor polynomial R ℓ of R centered at p is also nonzero. Each coefficient of R ℓ can be viewed as a polynomial function on S. (This polynomial depends on all partial derivatives of order at most ℓ of f at p. Since f and p are fixed, all these numbers may be viewed as constants.) Let c : S → C be one of the nonzero coefficients of R ℓ .
(V, v 1 , . . . , v k ) is contained in the Zariski open set defined by c = 0. On this set, R ℓ = 0 and hence R = 0, and hence the rank of the derivative of f restricted to the k-plane is at least d + 1 at some point. This proves the first statement.
For the second statement, note that R ℓ is an analytic function of p.
does not contain the set of all subspaces S ′ in R(Y, ω) for which ker(p) ∩ S ′ has maximal dimension and such that the symplectic form restricted to p(S ′ ) is as degenerate as possible.
"Maximal dimension" means maximal among all S ′ ∈ R(Y, ω). Note that the symplectic form restricted to p(S ′ ) can never be zero, since S ′ contains ω. That the symplectic form is as close to degenerate as possible is equivalent to the dimension of the largest symplectic subspace of p(S ′ ) being as small as possible among all S ′ ∈ R(Y, ω).
Proof. First we prove that R ′ (Y, ω) = R(Y, ω) for almost every (Y, ω). Suppose in order to find a contradiction that R ′ (Y, ω) = R(Y, ω) for a positive measure set of (Y, ω). Since the GL(2, R) action is ergodic, and since
Suppose ΩN has dimension 2r + b, where r is the rank. By the assumption that QN has dimension strictly greater than 2d, we get that 2r + b > 2d.
By Proposition 2.1 and Lemma 2.2 there exists (Y, ω) ∈ ΩN and an affine subspace S of ΩN (Y, ω) that contains ω, has dimension r + b, and maps injectively to M g,n . Let RS be the subspace spanned by S, so RS is a vector subspace of dimension r + b + 1.
If r + b + 1 ≤ 2d, extend RS to a subspace S ′ of dimension 2d. By the Constant Rank Theorem (a corollary of the Inverse Function Theorem), since the map S → M g,n is injective, the derivative must have rank at least r+b at some point. But since S ′ ∈ R ′ by supposition, we get r + b ≤ d. This contradicts 2r + b > 2d.
If r + b + 1 ≥ 2d, pick a subspace S ′ of RS of dimension 2d and containing ω. As above, we get a point where the derivative of the map has rank at least 2d − 1, and since S ′ ∈ R ′ we get 2d − 1 ≤ d. We get a contradiction since d > 1.
The second statement follows similarly since by Lemma 2.2 we can choose S so that it contains ker(p) and so that p(S) contains a Lagrangian.
We now give the result of [EFW] that we will use, phrased in a way to suit our present purpose. It can be viewed as a black box. Define G(Y, ω) to be the subgroup of GL (ΩN (Y, ω) ) that acts trivially on ker(p)∩ΩN (Y, ω), preserves the tautological plane span(Re(ω), Im(ω)), and induces a symplectic linear transformation of p (ΩN(Y, ω) ).
Remark 3.10. There exists a basis for ΩN (Y, ω) beginning with a basis for ker(p) ∩ ΩN (Y, ω) followed by Re(ω), Im(ω) with respect to which G(Y, ω) can be informally specified as 
where r is the rank and I is an identity matrix. Lemma 3.13. Suppose R ′ is a nonempty closed GL(2, R) invariant subset of R whose fibers are defined by a (possibly infinite) collection of polynomials that vary real analytically. Then every fiber R ′ (Y, ω) must contain all subspaces S ′ in R(Y, ω) for which ker(p) ∩ S ′ has maximal dimension and such that the symplectic form restricted to p(S ′ ) is as degenerate as possible.
Proof. This follows from Corollary 3.12, because any nonempty closed subset of R(Y, ω) invariant under G(Y, ω) must contain all such subspaces S ′ . Since R ′ is closed, if this is true almost everywhere then in fact it is true everywhere.
Proof of Theorem 1.1. As indicated at the beginning of this section, in order to find a contradiction, we assume QN = QN and get that QN has dimension greater than 2d. By Lemma 3.6 and Corollary 3.8, fibers of R ′ are non-empty varieties. Lemma 3.9 gives that fibers of R ′ cannot contain all subspaces S ′ in R(Y, ω) for which ker(p) ∩ S ′ has maximal dimension and such that the symplectic form restricted to p(S ′ ) is as degenerate as possible. This contradicts Lemma 3.13.
