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Experimental Validation of Energy Resources
Integration in Microgrids via Distributed
Predictive Control
Giancarlo Mantovani, Giuseppe Tommaso Costanzo, Student Member, IEEE, Mattia Marinelli, Member, IEEE,
and Luca Ferrarini, Senior Member, IEEE
Abstract—This paper presents an innovative control scheme
for the management of energy consumption in commercial build-
ings with local energy production, such as photovoltaic panels or
wind turbine and an energy storage unit. The presented scheme is
based on distributed model predictive controllers, which manage
the storage system and the building space heating and cooling. The
proposed approach is implemented and tested in SYSLAB, the
experimental facility for distributed energy systems at the Techni-
cal University of Denmark, Risø Campus. The experimental setup
consists of wind and solar renewable sources, a vanadium redox
battery system, resistive load, and a point of common coupling to
the national grid. Several experiments are carried to assess the
performance of the control scheme in managing local energy pro-
duction and consumption.
Index Terms—Distributed model predictive control, energy
management, microgrid testing.
NOMENCLATURE
PCC Point of common coupling.
RES Renewable energy sources.
PV Photovoltaic.
VRB Vanadium redox flow battery.
HVAC Heating, ventilation, and air conditioning.
P Building MPC prediction horizon.
M Building MPC control horizon.
MPC Model Predictive Control
N Battery MPC prediction and control horizon.
Ts Sample time [s].
k Discrete time index.
wP Weight for energy cost in building MPC.
wU Weight for control action slew rate in building MPC.
wSP Weight for set-point tracking term in building MPC.
wRES Weight for renewables power production tracking
term in building MPC.
qP Weight for energy cost term in battery MPC.
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qU Weight for control action slew rate in battery MPC.
qSP Weight for PCC power set-point tracking term in bat-
tery MPC.
C Battery capacity [kWh].
e Battery efficiency.
PPCC ,k Power at point of common coupling at time k [kW].
Pb,k Building power consumption at time k [kW].
Pbatt,k Battery power (positive if discharged) at time k [kW].
PRES,k RES power at time k [kW].
PPV ,k PV power at time k [kW].
Pwind,k Wind power at time k [kW].
yT ,k Floor temperatures at time k in building MPC [°C].
ˆyT ,k+i|k Predicted floor temperatures vector at time k + i,
using measurements until time k [°C].
rT ,k Floor temperatures set-point (reference) vector at
time k in building MPC [°C].
ΔuFC ,k Building MPC control action variation (supply water
temperature) at time k in [°C].
xT ,k Building state variable vector (temperature of all the
modeled masses, i.e., air, walls) at time k.
dT ,k Building thermal disturbances vector at time k.
rPCC ,k Set-point (reference) power at PCC at time k [°C].
xB,k Battery state variable at time k [kWh].
SOCk Battery state-of-charge at time k [%].
pk Energy price at time k [EUR/kWh].
aj jth coefficient of the wind turbine static curve.
vwind Wind speed [m/s].
I. INTRODUCTION
NOWADAYS the growing interest for low-pollutant gasemissions technologies, the increasing electricity tariffs
and high costs of connection to the power grid are mak-
ing, more than before, PV installations and distributed power
generation economically attractive for industrial and commer-
cial customers. This trend puts the electric power systems
to face challenges such as: reversed power flow, increased
power transit in the transmission grid and grid voltage, and
frequency stability [1]. According to this, customers’ active
participation in grid congestion management and voltage sup-
port represents an attractive opportunity that is enabled by the
coordination of energy production and consumption at customer
level. In this scenario, smart microgrids represent a promising
approach to local energy management for large customers in
the view of reducing not only the impact of large penetration of
0885-8969 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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PV and distributed generation in general in the power system
[2], but also reduce the capital cost for reinforcing the existing
distribution infrastructures or building new ones [3].
A microgrid is a part of the power grid that includes prime
movers, power electronics converters, local energy storage and
loads. Depending on the installed technology, the microgrid may
operate both in islanded or grid-connected mode [4], [5]. In this
context, the application of advanced energy management tech-
nologies for microgrids draws the boundary between microgrids
and smart microgrids [6].
The control strategy presented in this paper addresses the
optimal energy management in a smart microgrid for grid-
connected operation by means of explicit power set point to
the local load and storage. The power schedules for load and
storage are produced by two model predictive controllers that
exchange information regarding their foreseen operation in the
view of adapting the overall microgrid consumption to real-time
pricing and providing ancillary services to the grid. Thus, the
smart microgrid enables users to reduce the expenses related
to electricity consumption through proper integration of renew-
able energy sources, storage devices, and online parameters and
load monitoring [7]–[10]. Note that, as it is presented in this
study, the energy can be locally stored in the battery or in the
building thermal inertia. Technologies allowing the last option
for local storage are already of high interest, since the building
sector is foreseen to increase dramatically its impact on en-
ergy consumption and greenhouse gas emissions in the coming
15 years [11]. The interested reader can refer to [12] and [13] for
an overview on current energy storage technologies for power
systems applications, including microgrids.
This paper presents the design and the experimental validation
of an energy management strategy for microgrid with an electric-
ity storage device, a smart building (whose consumption related
to thermal management is controlled by a predictive controller),
and RES such as PV and wind. The building controller exploits
the intrinsic flexibility related to the thermal inertia to reduce
the operating costs and balance the local production, while the
battery controller trades off the overall energy expenditure with
the reduction of power flow at the PCC. The interested reader
can refer to [14] and the references therein for an overview on
techniques for controlling building consumption.
In this paper a model predictive technique aimed at control-
ling and managing both the building and the storage is pre-
sented, taking advantage of previously described approaches
[15], [16]. This paper is organized as it follows: Section II
presents the experimental setup, while the overall control archi-
tecture and algorithms are included in Section III. Section IV
focuses on the experiments and their results, while Section V
is devoted to the concluding remarks and outlines the future
investigation.
II. EXPERIMENTAL FACILITY DESCRIPTION
The proposed approach is tested in SYSLAB, which is a
small-scale power system consisting of real power components
interconnected by a three-phase 400 V power grid.
All devices are connected to the local electric network and
are fully controllable through a Supervisory Control and Data
Fig. 1. Configuration of the experimental setup; the components involved in
the experiments are highlighted in red.
Acquisition (SCADA) system. In particular, the following com-
ponents are used in the experiments.
1) A 10-kW PV plant formed by two equal-size sections of
5 kW each. The two modules have different technology:
thin film in copper indium selenium and polycrystalline.
The plant is interfaced to the low voltage network via
a three-phase inverter equipped with Maximum Power
Point Tracking (MPPT) tracking.
2) A 11 kW, two-bladed 13 m diameter, fixed pitch stall
control, asynchronous generator-equipped wind turbine.
The cut-in wind speed is 2.5 m/s while the nominal wind
speed is 11 m/s. The squirrel cage asynchronous generator
is directly connected to the 400-V network.
3) A 75-kW resistive dump load, controllable in steps of 1
kW.
4) A 15 kW–190 kWh VRB storage system, formed by a
series of 126 cells and two tanks containing 6500 L of
Vanadium solution each. The storage is equipped with
an inverter capable of providing up to ±15 kW and ±12
kVAr in constant P–Q mode. The battery inverter is able
to ramp from full power charge to full power discharge in
2 s.
The microgrid layout is reported in Fig. 1. The storage system
is connected in parallel with the two generation plants and the
system is connected to the local main network. References [17]
and [18] present an analogous grid layout for microgrid hourly
energy management; yet those control strategies present some
differences from the one proposed in this study.
III. ALGORITHMS DESCRIPTION
A. Architecture
The overall control scheme shown in Fig. 2 is based on two
MPC regulators. The first one is devoted to control the building
heating and cooling system, while the second one dispatches the
battery power flow. The building is simulated basing on existing
model of five-floor shopping mall presented in [15] and the
related power consumption is implemented in the local network
using the dump load. The battery and the rest of the devices are
real equipment of SYSLAB network, presented in Section II.
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
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Fig. 2. Distributed control system architecture. In dark gray the real compo-
nents, belonging to SYSLAB network. In the white boxes are the controller and
the simulated models (building).
The building MPC controls the supply water temperature
of the HVAC heating terminals (fan coils) at each floor. The
controller objective function trades off three components: user
comfort (i.e., set-point temperatures), energy auto consumption
from renewables, and system running costs. To this end, the
controller uses predictions of weather conditions and energy
price.
The battery MPC is in charge of controlling the battery power
flow in the view of minimizing the power transit at the PCC
while serving the building load as imposed by the first MPC.
The battery MPC cost function also minimizes the total cost of
the energy exchanged at the PCC and it decides whether it is
convenient to sell RES production to the grid, or to serve the
load or to charge the battery. By properly tuning the weights in
the cost function, the MPCs can operate in power tracking mode
(minimize the power flow at PCC) or can give more importance
to overall energy cost minimization. All the process takes into
consideration the battery operating constraints in terms of in-
put regularization and minimum and maximum state-of-charge
(SOC).
Therefore there is an interaction between the two MPCs: the
building MPC communicates the estimated load profile (based
on RES production and on thermal energy stored) to the bat-
tery MPC, which decides the battery charging and discharging
power according to the building load profile and the current and
predicted production from renewables. This scheme meets the
general requirement of distributed control and each controller
can be configured independently with respect to the local system
under control.
B. Building MPC
The building MPC performs the multizone optimal tempera-
ture control on a five-floor commercial building. The building
model is designed in [15] and is based on first-principle equa-
tions. Tuning of parameters is done over a period of one month,
while for validation a different two-month length data set is
used. The building model obtained has an average accuracy in
reproducing indoor temperature in all the zones of about 0.5 °C,
while monthly energy consumption error obtained is about 1%.
Because of HVAC plants, which are based on heat exchangers,
the resulting model is nonlinear. The operating points and model
parameters change from season to season. This paper focuses
on the model tuned on the heating season.
All relevant environmental conditions are taken into account,
such as outside air and ground temperature, solar radiation, and
internal heat gains due to people and appliances. The economic
MPC minimizes the cost function in (1), where φ,Γ,Γd , C are
the building model matrices computed linearizing the nonlinear
model explained in [15]; xk are state variables (walls and rooms
temperatures); uk are the manipulated variables (supply water
temperature of the HVAC); dk represents the thermal distur-
bances, as external temperature or solar radiation; while yk are
the measurable outputs (zones average temperatures).
Thus, the MPC cost function for building MPC is as follows:
min
Δu
J(k) =
p∑
i=0
∥∥(rk+i|k − yˆk+i|k )
∥∥2
wy
︸ ︷︷ ︸
(1)
+
m−1∑
i=0
‖Δuk+i‖2wu
︸ ︷︷ ︸
(2)
+
m−1∑
i=0
ck+iPb,k+iw
α
︸ ︷︷ ︸
(3)
+
m−1∑
i=0
pk+i(Pb,k+i − PRES,k+i)2wg
︸ ︷︷ ︸
(4)
s.t.
{
xk+1 = φxk + Γuk + Γddk
yk = Cxk
ymin ≤ yk ≤ ymax
umin ≤ uk ≤ umax .
(1)
Term (1) accounts for temperature set-point tracking (rk is
the reference value at step k), (2) for input variable regulariza-
tion, i.e., smoothing out the control action, (3) for energy cost
minimization, and (4) for tracking available power from renew-
ables. This last addend allows minimizing the difference among
building consumption and renewable power production over the
control horizon; the weight of this term linearly increases with
the energy price pk , in order to enhance RES tracking when en-
ergy cost is higher. The balance among the weights of the cost
function allows accounting more for thermal comfort objectives,
cost minimization, or RES tracking.
The model is subject to hard constraints on indoor temperature
of each zone (yk ) and to manipulated variable (supply water
temperature to each zone, uk ). In this paper, the following values
are adopted: umin = 20 ◦C, umax = 60 ◦C, ymin = 19 ◦C, and
ymax = 23 ◦C. Constraints are active from 7:30 am to 8:00 pm
(building opening time).
In this study, a linearized model is used in the building MPC
and, in order to achieve robustness to model errors and non-
measurable disturbances (e.g., internal gains due to people),
the controller is equipped with a Kalman filter for estimat-
ing the influence of such disturbances on the control variable
(offset-free MPC). Full details on building MPC included in the
control architecture experimentally tested in this paper can be
found in [19].
MPC weights are chosen by trial-and-error and may vary
depending on the experiment (see Table I). The quadratic pro-
gramming solver that computes the MPC control input mini-
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TABLE I
MPC CONTROLLERS PARAMETERS FOR EACH SCENARIO
ID TS P M N wP wU w S P wR E S qP qU qS P
E1 ÷ 3, S2 120 30 15 30 10−4 0.1 10 10−5 0.1 0.1 10
S1 120 30 15 - 10−4 0.1 10 10−5 - - -
S3 120 30 15 150 10−4 0.1 10 10−5 10 0.1 0.5
mizes the overall cost function and finding a solution which is
optimal with respect to the weighted objectives.
Since the building and its control are simulated, the integra-
tion with the rest of the network is performed by dispatching the
power computed by building MPC to the dump load in steps of
1 kW up to 15 kW. Thus, real building consumption is scaled
accordingly.
C. Battery MPC
The distributed control architecture presented in this paper
allows the MPCs having different objectives. The battery MPC
manipulates the unit power flow in the microgrid with two dif-
ferent objectives: minimize the energy cost and minimize the
absolute power flow at PCC. Note that the battery power profile
is computed taking into account the building power consumption
over its prediction horizon. The last objective is more related to
the operating limits of the microgrid: imposing a zero profile at
PCC allows using undersized equipment, and imposing a pre-
defined power profile against the grid allows offering ancillary
services.
By tuning the parameters of the battery MPC different targets
can be pursued. The battery model implemented in the MPC
controller is as follows:
SOCk+1 = SOCk +
e
C
Pbatt,k . (2)
Note that the control action, Pbatt,k sets the battery output
power, since the VRB can be controlled at constant power mode
using a power converter. The battery MPC cost function is de-
fined as
min J =
N∑
k=1
‖PRES,k − Pb,k + Pbatt,k + RPCC‖2qS P
+ ‖Δuk‖2qU + ‖pi · PPCC‖2qP (3)
where RPCC is the set point for power transit at PCC. In this
MPC the prediction horizon N is equal to the control horizon.
Hard constraints are considered in the optimization: the VRB is
operated in a way that the SOC allowed range is between 20%
and 90%.
D. Predictors
It is known that input prediction plays a crucial role in MPC
performances. In this research, the most critical prediction is
RES production over the prediction horizon. Innovative predic-
tion schemas are not investigated in this paper, but rather the
assessment of the impact of a good or bad prediction on the
presented control system is studied. Thus, the following predic-
tors for wind and PV are implemented. For wind generation,
the prediction is performed by computing the produced power
from a static model of the turbine, fed with wind predictions
coming from DTU wind energy department. The characteristic
was developed in [18] and is a polynomial estimator derived
from experimental tests
Pˆwind,k =
∑5
j=0
aj · vˆjwind,k . (4)
In this study a simple model of PV production is chosen to
test this power management system with respect to weather pre-
dictions. Therefore we use the PV production of the previous
day as forecast for the next day. This working assumption is
functional to the objective of this paper, which is not to de-
velop novel predictors, but to assess the effect of good or bad
predictions on the control architecture. Using as the day-ahead
PV production as a prediction for the following day is an easy
and reliable technique for making this kind of test. Obviously,
this technique cannot be adopted for the commissioning of the
system, which definitely needs more robust prediction methods.
Notice that the real-time measurement of RES production is
available in SYSLAB. Thus, some experiments run using only
the RES prediction, whereas others exploit both measurements
and predictions. In the first case, the battery MPC acts in open
loop (OL), while in the second case in closed loop (CL).
IV. EXPERIMENTS PLAN AND TESTS’ RESULTS
A. Experiments Plan Description
The experiments plan foresees the analysis on several hours,
thus catching the short-term variability of RES. In particular,
the following experiments are performed:
1) E1. Wind + Building + Battery with OL battery MPC;
2) E2. PV + Building + Battery with OL battery MPC;
3) E3. Wind + Building + Battery with CL battery MPC.
In addition to experimental scenarios, three additional simu-
lation scenarios are run in order to perform a sensitivity analysis
with respect to architectural changes and controller parameters
variation. For each scenario the following values are computed:
1) overall energy provided by the battery (discharged, posi-
tive; charged, negative) (Ebatt);
2) energy transit at the PCC (sum without the sign of positive
and negative values) (Epcc);
3) energy produced by PV (or Wind) (ERES );
4) expected energy production of PV (or wind) (EˆRES );
5) energy consumed by Building (Eb );
6) total energy cost on 6 h basis (EUR).
All listed indicators computed for each scenario are summa-
rized in Table II. Refer instead to Table I for MPC controllers’
parameters. Regarding simulation scenarios, only the setup with
PV is investigated: in this way it is possible to evaluate changes
in performances given the same environmental conditions.
B. Experimental Scenarios
1) E1. Wind + Building + Battery With OL Battery MPC:
The objective of E1 experiment is to have a run with the overall
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
MANTOVANI et al.: EXPERIMENTAL VALIDATION OF ENERGY RESOURCES INTEGRATION IN MICROGRIDS VIA DISTRIBUTED PREDICTIVE 5
TABLE II
INDICATORS FOR EXPERIMENTAL AND SIMULATED SCENARIO
ID Eb Eb a t t Ep c c ER E S EˆR E S EUR
Unit kWh kWh kWh kWh kWh €
E1 60.56 23.60 33.90 5.54 38.59 10.34
E2 62.33 41.23 7.88 12.77 15.46 5.96
E3 60.24 4.35 8.77 55.89 32.13 −0.31
S1 61.88 0 53.80 12.77 15.46 13.12
S2 61.88 42.01 7.17 12.77 15.46 5.62
S3 61.88 30.53 19.76 12.77 15.46 5.40
In light gray the comparable scenarios are highlighted (with PV).
Fig. 3. E1. (a) Building actual and dispatched consumptions (continuous and
dotted gray), wind actual and predicted production (continuous and dotted red),
and energy price (solid green). (b) Battery power (dashed gray), PCC power
transit (red), and battery SOC (blue).
control architecture in place and wind as source of renewable
energy. E1 results are shown in Fig. 3. This test is 6 h 15 min long
and starts at 8 am (building time). The battery MPC operates
in OL configuration with respect to the measurements on RES
production. On the other hand, building MPC is a CL controller
with Kalman filter.
In this experiment, the battery MPC weights are set in order
to privilege the reference tracking of 0 W at the PCC. The
prediction of RES power production (first plot, in dotted red)
is fed to the battery MPC and it is obtained combining the
wind turbine static characteristic with the wind speed forecast
(updated every 12 h). The measure of real RES production (first
plot, solid red curve) is used only for monitoring and it is not fed
back to the controller. The battery SOC is reported in the second
plot of Fig. 3 (blue line) and it respects the hard constraints
included in the optimization problem (20/90%).
The building reference power consumption profile (first plot,
dashed gray curve) is the output of the building MPC, which is
the set point of the resistive dump load (see Fig. 3, first plot,
solid gray curve). The tracking error visible in the first plot is
Fig. 4. E2. (a) Building actual and dispatched consumptions (continuous and
dotted gray), PV actual and predicted production (continuous and dotted red),
and energy price (solid green). (b) Battery power (dashed gray), PCC power
transit (red), and battery SOC (blue).
due to the fact that dump load can be controlled in discrete steps
of 1 kW and its resistive nature makes it sensible to voltage
variations. The building MPC controller is tuned in order to
minimize the energy cost, given a certain pricing profile (in the
first plot, green curve) and it is equipped with a renewables
tracking function based on RES prediction, which tries to shift
consumptions when RES production is high. The temperature
set point imposed by the user is set constant at 20 °C. In all the
experiments, the building MPC weights were not changed.
At the beginning, HVAC plants switch on in order to heat up
the internal environment. The chart in the first plot of Fig. 3
shows that the building has a consumption which increases,
since the MPC modulates the load in order to have a temperature
set-point ramp which does not the actuators. In the first plot it
is depicted the prediction of wind power production, which is
about 6 kW at the beginning, but within few hours becomes null.
Because of the bad performance of the RES predictor, the
power at PCC cannot be controlled to zero, as depicted in the
second plot, and additional power is purchased from the grid to
serve the building load. This behavior highlights the necessity
of further investigation: 1) test the architecture with a better pre-
diction; and 2) increase the control system robustness through
RES power measurement feedback.
These points are addressed in the experiments E2 and E3.
2) E2. PV + Building + Battery With OL Battery MPC: Fig. 4
shows the results obtained in experiment E2. In this test, PV is
used instead of wind as microgrid RES since a more accurate
prediction can be obtained (as explained in Section III-D). PV
production prediction (first plot, dashed red) is very accurate,
except from second 5400 to second 6300, where some clouds
limited the production for a while (first plot, solid red). The
battery initial SOC in experiment E2 required relaxing the SOC
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constraint on lower bound from 20% to 5% in order to be able
to perform a longer run. The tests starts at 11.26 am local time,
thus PV production is at its peak. This time shifting does not
have any impact on the results, as it is the discrepancy between
predicted and actual RES power to be the critical factor. Fig. 4
shows that in this case the results are better.
Battery MPC dispatches battery power with a discharging
profile which allows a very accurate compensation for RES
variability. Thus, scheduling functions in the future allow cost
minimization with nearly zero power at PCC except when re-
newables production prediction is inaccurate (from about second
5400 to 6300).
In the last part of the experiment E2, the microgrid is buy-
ing energy from the main network. This is due to the fact that
battery MPC does not allow to go under 5% SOC limit, thus
minimizes the cost as much as possible by discharging the bat-
tery, while waiting for an input of RES during the following
day to provide low-cost battery charging exploiting exceeding
renewables production (which happens in the morning, when
building MPC imposes a consumption ramp). The late reaction
of the controller reaction to this constraint is due to the fact
that battery MPC prediction horizon N is 1 h. The effects of a
different parameterization with a larger N will be studied in S3
simulation.
As a conclusion, E2 proves that developed schema performs
well when RES prediction is good. It is now necessary to make
corrections to improve robustness with respect to forecasting
errors.
3) E3. Wind + Building + Battery With CL Battery MPC:
The third experiment is 4 h 40 min long and is focused on eval-
uating a robust control scheme which introduces RES measure-
ment feedback. Since both MPC controllers need information
on disturbances for the whole prediction horizon, the first value
in the vector containing the prediction of RES production is
substituted with the actual local measurement
PˆRES =
[
PRES,MEAS,k PˆRES,k+1 · · · PˆRES,k+P−1
]
(5)
where PˆRES is the prediction of renewables production fed to
the battery MPC controller in order to compute the next control
action to the battery at time k. The first plot shows that the pre-
diction of renewable energy (dashed red) has about a 35% error
with respect to the actual production (solid red). Besides this,
results obtained with feedback MPC are improved with respect
to previous tests from the PCC power tracking point of view.
Since the scheduling ability of MPC is affected by the prediction
error, the solution found by the algorithm is suboptimal. Notice
that this technique allows to have a power at PCC around the
set-point value (see second plot of Fig. 5, dashed red curve),
but with some noise due to: 1) huge discrepancy between real
wind production and its prediction; 2) the fact that Ts (120 s)
is too high for catching wind power dynamic variations; and
3) the dump load tracking error. Nevertheless, average power
exchanged with the grid every 10 min has a maximum deviation
from set point equal to 1.97 kW, but an average one of 0.38 kW
against a 4 h 40 min experiment (second plot, solid red curve).
So, performances are more satisfying over a 10 min horizon.
Fig. 5. E3. (a) Building actual and dispatched consumptions (continuous and
dotted gray), PV actual and predicted production (continuous and dotted red),
and energy price (solid green). (b) Battery power (dashed gray), PCC power
transit (red), and battery SOC (blue).
This solution, which was tested with wind energy as RES,
proves to be very promising in cases like E2, since PV prediction
is more reliable and MPC sampling time is sufficient for catching
PV power variations with a sufficient accuracy. In addition, the
long deviation in prediction over time tends to compromise the
MPC performances, which rely on an input variable which is
inaccurate over the all prediction horizon. This goes in favor of
E2 case as well, since it presents large prediction errors, but for
a limited amount of time (e.g., because of cloud coverage of PV
panels). This will be tested in simulation scenario S2.
C. Simulation Scenarios
Further investigation consequent to experimental tests is done
to complete the analysis of the microgrid control architecture.
Starting from the reproduction in simulation of experiment E2
case, which considers the battery MPC in OL with PV as RES,
three simulations are run:
1) S1. PV + Building with no battery;
2) S2. PV + Building + Battery with CL battery MPC;
3) S3. PV + Building + Battery with CL battery MPC, with
energy cost minimization as a main objective.
Consistent comparison between different architectures and
parameters is guaranteed by applying to all simulations the same
environmental conditions, which are chosen to be the ones of
E2 experiment (with PV).
1) S1. PV + Building With no Battery: This first simulation is
performed in order to asses performances obtained without the
battery and its controller. In this test, there is only the building
MPC and no battery MPC. Thus, renewable energy is consumed
when available and cannot be stocked. If the RES production
exceeds the building consumption, it is dispatched to the grid.
Resulting trends are not shown for brevity and for the simplicity
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Fig. 6. S2. (a) Building simulated consumption (dotted gray) line, PV actual
and predicted production (continuous and dotted red), and energy price (solid
green). (b) Battery power (dashed gray), PCC power transit (red), and battery
SOC (blue).
of this case. Instead, the usual indicators are computed and
compared to the other cases in Table II.
2) S2. PV + Building + Battery With CL battery MPC: S2
simulation has the objective of assessing the CL battery MPC
with respect to RES power production. RES production and
MPCs parameters are the same of E2, except for the PV pre-
diction vector over the control horizon, where the first element
is the actual power measurement, and for measurement noise
and dump load tracking error, that are not represented in sim-
ulation. Results displayed in Fig. 6 show a great improvement
with respect to OL configuration of E2. In fact battery MPC,
thanks to PV power measurements, adapts its control action by
compensating the renewables prediction error: this allows for a
very performing PCC set-point tracking, until SOC 5% lower
bound is reached.
3) S3. PV + Building + Battery With CL Battery MPC and
Energy Cost Minimization as Main Objective: S3 simulation
provides an example of a battery MPC tuned in order to have
as main target the overall cost minimization given the time of
use (TOU) energy price profile with an on-peak and off-peak
tariffs of 0.3 and 0.1 EUR/kWh, respectively (see Fig. 7 first
plot, green line). This simulation aims at emphasizing MPC
scheduling capabilities, which are not very visible in E2 and S2,
whose objective is constrained power tracking. For this purpose,
some battery MPC weights are changed and prediction (and
control, which is equal) horizon is increased (see Table I).
Plots in Fig. 7 show that the behavior of battery controller
is radically changed with respect to previous cases. In fact,
battery power tends to be negative (i.e., battery is charging)
when energy price is low, while on the contrary it tends to be
positive (i.e., battery is discharging) when energy price is high;
this is done still considering the presence of RES and in CL
Fig. 7. S3. (a) Building simulated consumption (dotted gray) line, PV actual
and predicted production (continuous and dotted red), and energy price (solid
green). (b) Battery power (dashed gray), PCC power transit (red), and battery
SOC (blue).
configuration for compensating for prediction errors. The result
of this process is a power flow at PCC which is not zero, since
such a flow is chosen in order to minimize the energy cost over
the prediction horizon and zero reference value is not the most
effective in terms of cost. Notice that S2 and S3 pursue opposite
objectives, but several intermediate behaviors can be obtained
by choosing parameters and weights inside the boundaries of
these two experiments.
D. Results Comparison and Comments
The indicators listed in Section III-A are summarized in
Table II. Notice that for a consistent comparison of operating
cost (EUR), the cost of energy already stored in the battery and
consumed during the experiments needs to be evaluated. This is
done by assuming that stored energy is bought at the off-peak
price, which is reasonable since the cost minimization term is
included in both MPCs cost function and the energy price is
known.
Results shown in Table II allow for two further comments.
First, as expected, the simulation without the battery shows a
very high operating cost: thus, its presence coupled with the
portrayed optimal controller gives a great advantage. Second, in
CL tests, power reference tracking at PCC is strongly improved,
thanks to real-time measurements of RES production, even if in
the case of wind energy.
V. CONCLUSION
In this paper, the experimental validation of distributed micro-
grid control architecture is presented. The microgrid consists of
two RES, controllable load, storage system, and grid connection.
The distributed model predictive controllers manage the storage
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system and the building space heating and cooling. The ap-
proaches are implemented and tested in the testing facility SYS-
LAB. In addition to the experiments, simulations are performed
in order to strengthen the analysis of the microgrid control ar-
chitecture and understand which aspects could be possibly im-
proved. In particular, an interesting issue foresees the extension
of the battery MPC with a cascade control strategy which divides
power quality control (a pure tracking problem) to battery power
scheduling (optimally performed with the presented battery
MPC). In addition, further improvements can be made on the
side of predictors, in order to enrich the architecture with more
reliable RES production forecasts over the prediction horizon.
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