Introduction {#Sec1}
============

Changing conditions in the Arctic, such as diminishing sea ice^[@CR1]^, is one of the factors that recently led to a renewed interest in Arctic acoustics and motivated the Canada Basin Acoustic Propagation Experiment (CANAPE). Participants from several institutions carried out the deployment phase of CANAPE during two sea trips to the north of Alaska in 2016. This paper discusses acoustic recordings that were obtained on an array of receivers that was deployed during CANAPE. These data cover a period of 154 days and include signals from sources that were deployed at ranges of 17.5, 29.6, and 237.8 km from the array and ambient sounds from sea mammals and ice-related events. Some of the recordings consist of harmonics that are believed to be associated with the resonances of ice floes^[@CR2],[@CR3]^. The pronounced variations of the harmonics cannot be explained in terms of the resonances of an isolated floe; this effect may be related to the coupling of the vibrations of floes at moving contact points. Data from CANAPE are compared with results obtained with the parabolic equation method^[@CR4]^, which is useful for solving large-scale wave propagation problems in which there are gradual horizontal variations in the parameters of the medium. An improved approach for handling variations in ice thickness is presented for the Arctic parabolic equation^[@CR5]^, which was not available during previous studies in Arctic acoustics^[@CR6]--[@CR13]^. Applying this model for parameter ranges relevant to CANAPE led to a better understanding of the requirements for obtaining stable solutions.

Methods and Materials {#Sec2}
=====================

Parabolic equation method {#Sec3}
-------------------------

The parabolic equation method is based on the assumption that outgoing energy dominates energy that is backscattered toward the source in an environment in which horizontal variations are gradual. Due to an unmatched combination of accuracy and efficiency, this approach is often applied to large-scale wave propagation problems before it becomes practical to fully test the results using other approaches. When it was applied to a mode cut-off problem in which trapped modes in the ocean couple into beams of energy in the sediment^[@CR14]^, the results were not tested initially but were later found to be in agreement with a coupled mode solution^[@CR15]^. When it was applied to a problem involving refraction of acoustic waves by the zonal winds in the atmosphere of Jupiter^[@CR16]^, the results were tested only in a qualitative sense using ray solutions. Accuracy is tested here for problems in Arctic acoustics using a finite-element model for directly solving the elastic wave equation^[@CR17]^. It is not practical to run this model at high frequencies, but it is usually sufficient to test the accuracy of a parabolic equation model at low frequencies since (a) continuous horizontal variations in the properties of the medium become more gradual on the scale of a wavelength as frequency increases and (b) horizontal variations associated with a sloping interface do not scale with frequency.

The parabolic equation method is described here for a two-dimensional problem in an elastic medium, where *x* is the horizontal coordinate and the parameters of the medium are initially assumed to depend only on the depth *z*. The elastic wave equation may be written in the form^[@CR5]^,$$\documentclass[12pt]{minimal}
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For this non-conventional set of dependent variables, there is no $\documentclass[12pt]{minimal}
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As discussed in^[@CR5]^ and references therein, solutions based on Eq. ([5](#Equ5){ref-type=""}) may be obtained using approaches for approximating the square root of the operator, the numerical implementation of the differential operators (including interface and boundary conditions), generating an initial condition, and handling horizontal variations in the medium that are sufficiently gradual so that backscattered energy is negligible relative to outgoing energy. Going from Eq. ([1](#Equ1){ref-type=""}) to Eq. ([5](#Equ5){ref-type=""}) often results in reductions in computation times of several orders of magnitude and makes it practical to solve large-scale problems of interest in ocean acoustics and seismology. This gain in efficiency is often achieved with no significant loss in accuracy when outgoing energy dominates and the square root of the operator is approximated using a higher-order rational function. The gain in efficiency is non-linear in frequency, and finite-element models for directly solving Eq. ([1](#Equ1){ref-type=""}) are rarely used in ocean acoustics^[@CR4]^.

Sources and receivers {#Sec4}
---------------------

On August 26, Scripps Institution of Oceanography deployed a 225--325 Hz source 175 m below the surface in 3852 m of water at 74.3018°N 153.9499°W. The Naval Research Laboratory deployed the other hardware discussed here. On October 21, a source was deployed 192 m below the surface in 317.5 m of water at 72.8342°N 158.6625°W; it transmitted 890 Hz and 2.5 kHz cw tones, upsweeps in the 700--1100 Hz and 1.5--4 kHz bands, and m-sequences centered at 900 Hz and 2.5 kHz. On October 22, a source was deployed 99 m below the surface in 149 m of water at 72.5638°N 158.2155°W; it transmitted 910 Hz and 2.55 kHz cw tones, downsweeps in the 700--1100 Hz and 1.5--4 kHz bands, and m-sequences centered at 900 Hz and 2.5 kHz. On October 24, a 500 kHz upward-looking sonar for measuring ice draft was deployed 27 m below the surface in 166 m of water at 72.6492°N 158.5423°W. The 64-element array of receivers has a 54-element rectangular subarray (nine vertical by six horizontal), an additional ten elements in the lower horizontal subarray, and a receiver spacing of 0.432 m in both directions. On October 19, the array was deployed in 151.2 m of water at 72.7054°N 158.9691°W, with the upper horizontal subarray 93 m below the surface. Acoustic data were recorded on each receiver at 24 bits and a sampling rate of 12 kHz for 45 minutes every four hours until the batteries ran out after March 22, 2017. The array and its data were recovered on September 3, 2017. This data set represents a broad range of spatial, frequency, and temporal sampling, but the initial study presented here focuses on temporal variations and ambient sounds, for which it is sufficient to consider data from a single receiver.

Results {#Sec5}
=======

Extending the arctic parabolic equation to higher frequencies {#Sec6}
-------------------------------------------------------------

Horizontal variations in the environment may be handled by approximating in terms of a series of regions in which the elastic parameters depend only on depth. In each region, the factorization in Eq. ([4](#Equ4){ref-type=""}) is exact and approximations based on Eq. ([5](#Equ5){ref-type=""}) may be used to propagate the field through each region. All that remains is to specify conditions for estimating transmitted fields across the vertical interfaces between regions. Various conditions have been proposed and found to provide accurate solutions for problems involving sloping interfaces and boundaries^[@CR18]--[@CR20]^. For some cases, an approach that was proposed for handling a sloping fluid-solid interface requires the introduction of an artificial intermediate region and relatively fine sampling in the computational grid^[@CR19]^. The approach presented here provides comparable accuracy but greater efficiency, which can be a significant advantage at relatively high frequencies.
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The accuracy of the approximate condition for conserving energy in Eq. ([11](#Equ11){ref-type=""}) is illustrated here for examples involving sloping ice-water interfaces^[@CR19]^. For these problems, a 25 Hz source is located in a water column in which *c* = 1500 m/s; the parameters of the ice are *c*~*p*~ = 3500 m/s, *c*~*s*~ = 1750 m/s, $\documentclass[12pt]{minimal}
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In applying the Arctic parabolic equation to frequencies relevant to CANAPE, it was found that a stability issue (which had apparently been overlooked previously) exists for some ranges of the parameters. The operator square root in Eq. ([5](#Equ5){ref-type=""}) may be approximated with an expansion of the form,$$\documentclass[12pt]{minimal}
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Acoustic recordings {#Sec7}
-------------------

All of the acoustic recordings discussed here were obtained in 2017 on one of the end receivers of the top row of the array. All of the signal types that were transmitted by the two nearby sources are audible in Audio [S1](#MOESM1){ref-type="media"} (January 14). In the spectrogram of this recording in Fig. [4](#Fig4){ref-type="fig"}, the signals from the closer source (which can be distinguished by the fact that some of them are upsweeps) appear more intense. There are many recordings of marine mammals in the data, including a Bearded Seal (*Erignathus barbatus*) in Audio [S2](#MOESM2){ref-type="media"} (February 9). The spectrogram of this recording in Fig. [5](#Fig5){ref-type="fig"} has characteristics in common with a spectrogram of vocalizations of this species in^[@CR25]^. The area was free of ice until near the end of the second sea trip. An early stage of ice appears in the image in Fig. [6](#Fig6){ref-type="fig"} and the video footage in Movie [S1](#MOESM1){ref-type="media"}, which were obtained near 75°N 150°W on October 29. The many recordings of ice-related events in the data include stressing and fracturing in Audio [S3](#MOESM3){ref-type="media"} (February 15), numerous cracking events in Audio [S4](#MOESM4){ref-type="media"} (February 11), and strong ice breaking events in Audio [S5](#MOESM5){ref-type="media"} (February 19). Marine mammals and signals from the sources are also audible in these recordings.Figure 4Spectrogram of Audio [S1](#MOESM1){ref-type="media"}, which shows the signals received from the nearby sources.Figure 5Spectrogram of Audio [S2](#MOESM2){ref-type="media"}, which contains vocalizations of a Bearded Seal.Figure 6Pancake ice that began to form after the sources and receivers were deployed. Surface waves corresponding to short wavelengths are filtered out by this type of ice, as can be seen in Movie [S1](#MOESM7){ref-type="media"}.

Some sounds that originate in the ice, such as the ones in Audio [S6](#MOESM6){ref-type="media"} (February 11), are suggestive of marine mammal vocalizations. The spectrogram of this recording in Fig. [7](#Fig7){ref-type="fig"} has a signature of harmonics that is believed to be associated with the resonances of moving ice floes that rub against each other^[@CR2],[@CR3]^. Only odd harmonics should be excited according to an analysis based on *SH* waves in plates of ice^[@CR2]^, but even and odd harmonics are excited in the recording in Fig. [7](#Fig7){ref-type="fig"}. The coupling of *SH* modes to acoustic modes in the water should be relatively weak, but the received signal was strong for this event. The variations of the harmonics in Fig. [7](#Fig7){ref-type="fig"} cannot be explained in terms of the resonances of an isolated floe, which would be expected to vary on a much larger time scale (as the size and shape of the floe vary). This effect could be related to the coupling of vibrations between floes at contact points, which vary constantly as floes slide past each other. If this hypothesis is valid, it may explain features that appear near 100 s and 1 kHz in Fig. [7](#Fig7){ref-type="fig"}; the discontinuous jumps between harmonics could be due to discontinuous jumps between contact points. Variations over short time scales could be related to temporal variations in the ambient stresses and deformations of the ice and trapped air under the ice as the floes slide past each other.Figure 7Spectrogram of sounds that are generated when moving ice floes rub together.

Appearing in Fig. [8](#Fig8){ref-type="fig"} is the variability over time of the peak amplitude of the received signal from the distant source. There were periods of strong noise, but a downward trend in amplitude began early in 2017. By that point, the area had already been covered with ice for more than a month, but it takes time for keels and other features under the ice (which tend to scatter energy out of the ocean acoustic waveguide) to develop during fracturing, drifting, rafting, and ridging^[@CR26]--[@CR30]^. Evidence of these processes appears in the images in Figs [9](#Fig9){ref-type="fig"} and [10](#Fig10){ref-type="fig"}, which were obtained during a helicopter flight from Barrow to the vicinity of the array on March 18, 2017. The evolution of under-ice features with time is evident in the upward-looking sonar data appearing in Fig. [11](#Fig11){ref-type="fig"}. In order to qualitatively illustrate what is believed to be the primary loss mechanism that affects the curve in Fig. [8](#Fig8){ref-type="fig"}, the parabolic equation method is applied to a problem involving an ice profile that was generated using a five-parameter stochastic model^[@CR31]^, with a mean draft of 3.5 m, rms topographic variation of 1.38 m, characteristic length of 100 m, fractal dimension of 1.5, and normalized skewness of 1.41. The speed of sound in the water column is a linear function of depth, with *c* = 1430 m/s at *z* = 0 (the surface of the ice) and *c* = 1460 m/s at *z* = 400 m. The parameters of the ice are *c*~*p*~ = 3500 m/s, *c*~*s*~ = 1750 m/s, $\documentclass[12pt]{minimal}
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Discussion {#Sec8}
==========

Applications to CANAPE data motivated improvements to the Arctic parabolic equation model that are useful at higher frequencies than had been considered previously. The accuracy of an approximate energy-conservation condition for handling variable ice thickness is comparable to the accuracy of an approach that requires the introduction of an artificial intermediate material and fine sampling in the numerical grid. Some rotated rational approximations of the square root function map a short segment of the real axis below the real axis in the complex plane, and this can cause stability issues when the ocean depth is sufficiently large relative to a wavelength. The Arctic parabolic equation was used to illustrate how scattering from under-ice features acts as a loss mechanism. The received signal from a distant source began to lose intensity well after the area was covered with ice, apparently due to the time it takes for under-ice features to develop during fracturing, drifting, ridging, and rafting processes.

The array of receivers recorded for 154 days and captured many sounds from marine mammals and ice-related events. A mechanism was proposed for variations of harmonics that were previously identified with the resonances of ice floes rubbing together. The resonance frequencies of an isolated floe cannot be used to explain this behavior. Since the vibrations of two floes in contact are coupled, the resonance frequencies should vary as the contact points vary during the relative motion of the floes. This study involved data from only one receiver. By processing data from multiple receivers, it should be possible to determine the locations of ice fracturing events, possibly even for cases in which a developing fracture behaves as a moving acoustic source^[@CR32]^. Due to the weak coupling of sounds from ice-related events into propagating modes^[@CR33]^ and attenuation associated with scattering from under-ice features, distant ice-fracturing events (which would be received as a series of dispersed arrivals) could be detected at a lower rate than would be expected based simply on geometry.
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