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a b  s  t r  a c  t
In  manufacturing  sectors,  firms  are  paying  an  increasing  attention  to  sustainability  concept  with  regard  to
their  end-of-life  products  in  order  to respect  environmental  norms  and  satisfy  the  consumer  sensitivity.
This  practise  allows  creating  value  by reintroducing  dismantling  and  recovering  parts  and/or  materials  of
end-of-life  products  into manufacturing  process,  or  into  maintenance  process.  Thus,  deconstruction  pro-
cesses  are  developed  in  order  to  examine  all  activities  addressing  the  end  of  life  (EOL)  systems  to  ensure
its  disposal  according  to environmental  constraints  when  seeking  an  economic  optimum.  In  this context,
one  of  the  first  tasks  to perform  is  to  repatriate  the EOL  systems  at  lowest  cost  considering  geographi-
cal  optimization  of  treatment  centers.  Considering  this  point,  the  present  paper  proposes  an  evaluation
and  optimization  approach  for  the  withdrawal  location  process  in  the  field  of  aircraft  dismantling.  Given
the  multitude  and  heterogeneity  of  characteristics  to be taken  into  account,  we  propose  to  consider  dis-
mantling  site  location  problem  as  multi-criteria/multi-objectives  decision  making  problem  and  solve  it
using  a  new  AHP-BOCR  approach  based  on  qualitative  and  quantitative  evaluations.  A  bipolar  structur-
ing  framework  is  considered  to distinguish  positive  and  negative  aspects  in  the  elicitation/evaluation
process  to avoid  compensation  and  satisficing  game  theory  is  used  as  suitable  mathematical  tool  for
recommendation  process.  An  experimental  study  is  carried  out  to show  the  usefulness  of  the  
             
1. Introduction
Firms are increasingly interested in recovering used products
due in particular to growing environmental awareness of popula-
tion and increasing customer expectations of enterprises to dispose
of manufactured products safely [1]. Considered as the best way for
recovering some categories of end-of-life products [2,3], the EOL
management becoming pervasive in socio-economic life, in order
to consider questions dealing with the transport, reuse, refurbish-
ment, recycling, disposal, secure storage, valorization, or, scrapped
of EOL product [4,5]. These activities are included in the decon-
struction process [6] which includes services of product returning,
recycling, material substitution, reuse of materials, waste disposal,
refurbishing, repair, and remanufacturing [7].
The deconstruction process is developed as part of the reverse
logistics which discusses first, the planning process establishment
to implement and control raw material flows, current inventory,
q Preliminary version of  this paper was presented at IFAC MIM  2013 as a commu-
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finished goods from the point of use to the point of recovery.
Reverse logistics also discusses the selection of proper disposal site
and the optimization of the dismantling systems in order to reduce
the negative impact of EOL products on the environment and to
increase benefits of manufacturers thanks to recycling and recovery
operations.
In the aerospace sector, increasing number of end-of-life planes
requires to pay more attention to the elimination phase because
EOL aircrafts contain valuable components and parts that can be
reused and reintroduced in the aftermarket [8]. Moreover, the
older fleet management and aircraft scrapping must face legislative
pressure in terms of environmental protection laws and economic
benefits [5] generated by policy of sustainable environment. These
aspects are considered as critical factors in measuring the contri-
bution of a firm to sustainable development. Thus, environmental,
economic and social factors can be considered in reverse logistics to
evaluate the efficiency of improvement actions. For example, eco-
nomic factors can provide information on the benefits of adopting
reverse logistics by manufacturers. Where cost saving and improv-
ing the corporate image allow to gain competitive advantage and
to increase the environmental performance [9–12].
Among the issues addressed by the reverse logistics, the selec-
tion of proper disposal sites consists in aerospace sector to choose
a withdrawal plan for the dismantling EOL aircraft. This issue
 requires optimizing some preference indicators such as, logistic
costs, environmental effects, job creations, or economic enhance-
ment. The withdrawal design phase allows to ensure geographical
deployment reducing, long distance of EOL systems repatriation
to the dismantling sites and limiting their storage needs or their
processing capacity. This phase may take into account various
parameters as: the complexity of the transport, the depth of dis-
assembly (which products will be recycled?) and the sequencing
of operations according to sustainable development (how to get
the products while minimizing the time and cost of deconstruc-
tion, and maximizing the income generated by the products of the
deconstruction?) [13]. An evaluation phase must then be realized
to choose the best alternative among different existing decon-
struction places. In fact, several sites can be candidates for the
deconstruction operations which lead to many solutions in terms of
logistics. In this context, the scrapped aircraft withdrawal plan loca-
tion problem is considered in this paper. A new structured approach
is proposed to resolve decision problem of the scrapped aircraft
withdrawal plan location considering a new flexible bipolar con-
text. A bipolar way is proposed to consider positive and negative
aspects distinctly in order to identify the best alternative or the
most satisficing one. The potential interaction of decision elements
and the impact of human behavior on the final decision are taken
into account. Given the large volume of data involved in solving the
scrapped aircraft withdrawal plan location problem, this paper pro-
poses to resolve it by using a multi-criteria/multi-objective decision
approach based on AHP method which offers a robust hierarchi-
cal structure. The AHP process is adjusted to meet the needs and
to minimize complications. BOCR analysis built upon the bipolar
notion of supporting and rejecting that characterized relationships
between attributes and objectives is demonstrating its power as a
structuring tool for decision analysis, see for instance [65–69] for
some modeling methods and applications based on this notion. The
BOCR analysis considering benefit, opportunity, cost and risk fac-
tors is associated to AHP method in order to consider uncertainty
aspect in adequate withdrawal plan identification. This approach
allows distributing the data across four distinct factors thus forming
less voluminous clusters reducing the number of pairwise compar-
ison at the operational level. The potential interactions between
problem characteristics are considered using Choquet integral. The
proposed model allows alternatives to be characterized by hetero-
geneous criteria and manage incomparability between alternatives
in terms of Pareto-equilibria using satisficing game theory in rec-
ommendation phase where a final selection is given according to
positive and negative contribution.
1.1. Literature review of facility location problems
The facility location framework can consider different contexts
involving multiproduct and multistage reverse logistics network
problem for the return products [14], evaluating green supply
chain alternatives [15,16], recovery planning like the determina-
tion of the disassembly level [17], or the elaboration of catalog
distributors to reduce costs from returns processing [18]. The facil-
ity location problems including remanufacturing are frequently
encountered in the literature and solved using several approaches
going from optimization to multicriteria evaluation. For example,
in [19], authors used p-median method to calculate the mini-
mum weighted distance from p manufacturing/remanufacturing
facilities to n demand locations considering the minimum effi-
cient scale for environmental and economic performance. In [20],
authors proposes a conceptual framework, an analytical model, and
a three-stage algorithmic solution based on p-median approach.
The objective was to determine the optimal number and location
of receiving canters and the correct financial incentive in order to
stimulate collection of used or unrecoverable products to a required
degree. In order to locate recycling centers and to assign collection
depots to those centers, authors in [21] propose 2-stage location set
covering problem–p-median integrated model that obtains exact
solutions using heuristic algorithms on the basis of set opera-
tions. The Mixed integer programming model [22–24] is another
optimization approach used to capture, for example, component
commonality among different products to have the flexibility to
incorporate all plausible means in tackling product returns using
a multi-commodity formulation and use a reverse bill of materials
[25]. In some facility location problems, fuzzy context is considered
[26–28] to take into account risk which influences the supply chain
design and management and which can be related to uncertainty
embedded in the model parameters (which affects the problem of
balancing supply and demand) and/or, natural disasters, strikes and
economic disruptions, or terroristic acts. The optimization meth-
ods offer complex technical resolution leading to a final ‘optimal’
solution characterizing the instruction given by the analyst once
the resolution is complete. However, these methods are not always
applicable and flexible for complex problems with a large volume
of data. For p-median method for example, it is difficult to solve
the instances of very large sizes and the associated classical linear
relaxation to this problem. For mixed integer programming model
using integer variables make an optimization problem non-convex
and therefore far more difficult to solve. Memory and solution time
may rise exponentially as more integer variables are added.
The multicriteria context is proposed as an alternative in some
studies with fuzzy TOPSIS method [29], AHP approach [30,31],
ELECTRE III method [32], or fuzzy compromise programming [33]
to deal with the vagueness of human judgments and determine
marginal utility function for each criteria to consider scaling and
subjective weighting issues. It is argued that the selection of a facil-
ity location is a multi-criteria decision-making problem including
both quantitative and qualitative criteria. This supports the use of
multicriteria methods as those given above. However, some meth-
ods although easy to implement, can be restrictive, depending on
the problem considered. For example, TOPSIS method based on
ideal and non-ideal notion has the disadvantage of only considering
cardinal criteria where preferences are fixed a priori and method
provides the best action among the poor if all the alternatives are
not satisfactory. For the AHP method based on hierarchical struc-
ture and linguistic scale, a large number of decision elements can
increase the number of pairwise comparisons and a rank reversal
problem can occur where two actions can view their order pri-
ority reversed after adding or deleting one or several actions. For
outranking ELECTRE III method using a veto threshold, the com-
plexity lies in the large number of technical parameters and in
the interpretation which may be difficult. More generally, complex
decision problem considering a multitude of objectives, a variety
of conflicting and often heterogeneous criteria and multiple actors
with different opinions and personalities, in a potentially uncertain
environment make multicriteria modeling necessary to consider
simultaneously all these aspects. Compromises are then required
to achieve a response. However, the multicriteria modeling pro-
posed in literature considers generally that elicitation of criteria
is independent of alternatives and objectives, which is not always
true in practice. On the other hand, aggregation methods are used
to represent alternative with a unique value. This compensatory
approach does not distinguish between the positive and negative
aspects that alternatives present regarding objectives.
The remainder of this paper is organized as follows: Section
2  introduces the characteristics of deconstruction processes. Sec-
tion 3  addresses the structured framework method for analysis
development starting with an introduction of proposed AHP-BOCR
approach and, detailed then the steps of aggregation phase and
the basis of the satisficing game theory used on the recom-
mendation phase. Section 4 provides an example of application.
Section 5 concludes the article and discusses some perspectives
and guidelines for future works.
2. Deconstruction process characteristics
Deconstruction process is a system that involves all activities
addressing the EOL system to ensure its disposal according to
environmental constraints when seeking an economic optimum.
It consists of a set of physical, human, information and energy enti-
ties. Hardware resources can be structured hierarchically following
the decomposition of the main system subassemblies and individ-
ual components [34]. The development and implementation of a
deconstruction system is a complex task that requires the realiza-
tion of a deconstruction project. In general, a deconstruction project
aims to define the management of EOL systems in order to achieve
objectives such as the valuation of their components, proposi-
tion of regenerative active products, the mastery of operations for
ensuring the safety, disassembly and dismantling, as well as the
separation of hazardous components to ensure the safety of the
environment and traceability of reuse parts from deconstruction.
The objectives of a deconstruction project are mainly expressed
in terms of operations control for ensuring the safety, disassem-
bly and dismantling, recovery of materials (formulated as recovery
rates generally ranging from 70% to 95%) and traceability of reuse
of parts from decommissioning. To achieve these objectives, three
phases can be distinguished in a deconstruction process [34,37]
(see Fig. 1):
1. Reverse logistics phase: the first step deals with reverse logistics
activities; the EOL system is out of service, stored, cleaned and,
depending on the type of system, decontaminated and secured
until its management. The objective here is to repatriate the EOL
systems at lowest cost considering geographical optimization of
treatment centers, thinking about parking places, or transport
modes.
2. Dismantling phase: when the EOL system arrives to the selected
site, dismantling activities can be implemented. First, parts
which can be reused are recovered and sent in a repair shop
before being recycled. The Dislocation is then realized by sep-
arating the system components according to the nature of
materials, their formatting for handling (cutting, batch training).
The dislocation can also deals with draining the system and the
removal of pollutants and hazardous materials. The goal is to
recover the components (such as engine, landing gear, equip-
ment) that can be potentially reused on one hand and, in case it
is not possible or not economically worthy, to extract reusable
materials (such as aluminum, alloys, plastics). This step allows
the production of valuable products representing an added value
in the process.
3. Valorization phase: where treatment of EOL system part or mate-
rial is realized to give them a value. There are generally four types
of recovery.
- functional recycling: reinstate the products resulting from the
deconstruction;
- material recycling: reusing the material components of the EOL
system;
- energy recovery: incinerating of non-recyclable products
obtained from deconstruction to produce energy;
- packaging and storage of hazardous products and products that
cannot be valued in environmental friendly conditions.
Our work is a part of the implementation of the first phase
of deconstruction process. The objective is to ensure optimal
geographical deployment of deconstruction site with lower cost
considering, geographic optimization of treatment centers, reflec-
tion on parking site, transport modes, and traffic pattern.
The determination of deconstruction site is a  complex deci-
sion problem requiring to consider contradictory objectives usually
related to economic, ecological and social notions. The first res-
olution phase consists to form a committee of experts and to
define parameters and characteristics of the problem. Consider-
ing fixed objectives and involved aspects in the problem selection,
the identification of potential sites is based on parameters such
as; the logistics chain operations, resources needed to carry opera-
tions, possible transportation methods, the storage capacity, the
economic parameters (such as the cost and profit generated by
each potential site), social parameters (such as the employment
creation) and environmental parameters (such as the level of
pollution generated). To evaluate characteristics of potential with-
drawal sites, several criteria related to economic profit, valorization
Fig. 1. Disassembly process representation [35].
rate, and ecological balance have to be taken into account [13].
Based on literature reviews and practical experiences, the com-
mittee of experts define a set of indicators such as  those suggested
below.
Economic indicators: related to costs and revenues generated
by the development of a deconstruction site. Cost indicators include
logistic costs (such as transport and conditioning), production cost
(deconstruction cost), management costs and administrative cost.
Revenues indicators imply generally valorization revenues related
to the expected sales forecasts, quantities of coming products and
monetary values. Other revenues related to the potential ben-
efits with the corresponding incomes as components sale and
saving taxes can be considered. These indicators can be detailed
in quantifiable criteria for evaluation. In logistic costs for exam-
ple, the evaluation of transport cost can consider distance and
cost/km criteria including fuel costs, transportation maintenance,
tolls, transportation taxes (fixed costs), and rental cost-related to
resources, travel insurance, payroll service providers – cost of use-
related to depreciation of machinery or tools – travel time and
resource efficiency (variables costs). For conditioning costs, sev-
eral criteria can be considered; the ratio of qualified workforce
work can informs on the degree of work complexity and the labor
costs, cost/h including energy as fuel, gas and electricity, rental cost
including tariffs for incurred services and tools for conditioning
(shears or cranes).
Environmental indicators: can be divided into qualitative and
quantitative economic and non-economic indicators focusing on
the measurement of physical data, i.e. emissions, waste, energy
and transportation [36], or residual waste and energy [24]. In this
paper, to assess the impact of the dismantling project on individuals
and the biotic and abiotic environment according to environmental
regulations, the pollution indicators are considered in the evalua-
tion process. The revalorization and treatment indicators such as
recycling and confinement are proposed to estimate benefits of
dismantling project.
The pollution indicators consider some criteria such as, pollution
sources (tanks, vessels, piping, storage areas and warehousing –
drums, cans, bags –  chronic or accidental spills, or waste buried
contaminated soil), transfer mode of pollution (possible vectors
are water surfaces, groundwater, air –spread by the wind) and tar-
get threatened or affected (human beings, fauna and flora). The
impact on humans can be visual (disruption duration, number
of affected persons), respiratory (level of air quality, number of
affected persons), or acoustic (average decibel, number of affected
persons). The impact on environment can be estimated consid-
ering quantity of waste and its impact (on air quality, pollution
of water sources, or soil pollution), or transport mode (fuels
consumption).
The revalorization and treatment indicators can be evaluated
considering recycling criteria (% recycled materials, % reused mate-
rials), power generation and containment of hazardous materials,
number of accidents per year, average severity of accidents, number
of employees involved, or level of stakeholder satisfaction.
Social indicators: proposed to characterize the social per-
formance of the project considering positive (employment) and
negative impact (perturbations or accidents) of the project on the
society. Criteria as visual, acoustic, respiratory perturbations and
accidents can be considered for negative impact where positive
impact can be estimated considering satisfaction level of stakehol-
ders and number of hired employees. The complete list of proposed
criteria for dismantling lactation problem is summarized in the last
section.
The evaluation committee can be composed by several actors
participating in the definition of dismantling process. The most
important stakeholders may be represented by the following enti-
ties [13].
Operating companies: they have exploitation rights of the EOF
aircrafts without necessarily being their owners. The operating
company is the starting point of the dismantling process.
The owner company: it has the aircraft and it is responsible for
the selection of deconstruction site after alternatives evaluation.
Dismantling company: the company that deals with deconstruc-
tion. It deconstructs the aircraft in accordance with the owner. The
Negotiation parameters include costs, dates, or profits.
Other actors: transport companies, cleaning, insurance, govern-
ment organizations and/or NGOs.
Modeling a deconstruction site location problem must integrate
all of the above elements and provide support for the imple-
mentation of an optimization method. Indeed, for large systems
with many recovery trajectories (alternatives), the data evaluates
potential solutions can be very large and automated search for an
ideal solution can be necessary. To find the withdrawal plan that
meets the fixed objectives without violating the regulations, the
following section propose to consider the dismantling site location
problem as a multicriteria decision problem and resolve it using
bipolar approach based on Analytic Hierarchy Process and BOCR
analysis.
3. Structured framework for analysis
Considering dismantling sites as potential alternatives noted
A = {a1, a2,  . . .,  an} , the evaluation method must quantify the capac-
ity of each site to meet the objectives of decision makers noted
O =  {o1, o2,  . . ., oq} . To resolve multicriteria decision problem, the
literature presents generally alternatives by a common set of crite-
ria for all objectives. However, in practice there are cases where
the criteria are dependent on alternatives and/or objectives. The
proposed approach offers the possibility of conducting elicitation
of criteria for each pair (alternative, objective) in order to quan-
tify alternative potential to achieve the objectives. A set of criteria
for (ol, ai) is noted Col (ai) = {coI1 , c
oI
2 , . . ., c
oI
m }. In decision problems,
characteristics of alternatives may be detailed in several levels
through detailed criteria going form general to operational level.
Once quantifiable criteria evaluated, the opposite path is taken by
aggregating subsets of each level in order to quantify potential
of alternatives (see Fig. 2). The formulation of criteria hierarchi-
cally, has become the main feature of the analytic hierarchy process
(AHP) developed by Saaty [37]. This hierarchy of criteria allows the
analyst to structure the decision problem providing users a better
understanding and allowing them to focus on allocation of weights
to the criteria and sub-criteria. We propose in the next section to
use AHP process in modeling and evaluation phases of proposed
approach. The evaluation results at each level are assumed nor-
malized in the range [0,1] in order to maintain a same order of
magnitude for evaluations. It is assumed that alternative perfor-
mance can be assessed through a set of indicators noted Iol (ai)
to estimate the degree of achievement of objective ol considering
alternative ai (Eq. (1)).
Iol (ai) = ϕ
ol (col (ai)) (1)
where ϕol represents an aggregation measure of correspondent
component.
The proposed approach considers a social choice problem where
decision makers seek to obtain a final decision in collective way. In
this case, based on the proposed framework by the analyst, the
role of stakeholders is to elicit commonly the problem character-
istics in the elicitation phase and then evaluate them depending
on their discipline, knowledge and experience. The selection pro-
cesses of criteria are structured hierarchically where global criteria
are detailed until operational level. The number of considered crite-
ria is not limited in this approach. However, it is clear that a large
Fig. 2. Hierarchical structuration of  criteria.
number of parameters would make the process more complicated
and lengthy.
The stages of the corresponding decision making problem are as
follows:
1. Actors select objectives and indicators to measure their degree
of achievement.
2. Potential alternatives are identified by actors.
3. For each pair (objective, alternative), actors can determine a
set of criteria that permit the evaluation of an alternative with
regard to an objective.
4. Alternatives are evaluated with regard to objectives for recom-
mendations.
The aim of this paper is to develop a new AHP-BOCR approach
based on qualitative and quantitative evaluations to structure and
solve dismantling site location problem. The analytic hierarchy pro-
cess (AHP) proposed by Saaty [38] allows solving complex and
unstructured decision problems from a pairwise comparison of
relative criteria under a hierarchical structure. To evaluate the fea-
sibility of dismantling sites installation, a BOCR analysis (see for
instance [65]), is associated to AHP method to analyze alternatives
based on Benefit (B), Opportunity (O), Cost (C) and Risk (R) aspects
simultaneously. In the proposed bipolar approach, the positive
criteria of benefit (certain) and opportunity (uncertain) and the
negative criteria of cost (certain) and risk (uncertain) are synthetiz-
ing distinctively through the selectability and rejectability notions
in order to rank alternatives considering positive and negative
impacts respectively, before the recommendations. We define pos-
itive/negative criteria in terms of supporting/rejecting objective
achievement as criteria positively/negatively correlated with the
variation of considered objective. Elicitation of positive/negative
criteria in BOCR framework can be done by answering questions
as “what are the certain/uncertain characteristics that represent
a benefit/opportunity (cost/risk) in using the alternative ‘ai’ to
achieve objective ‘ol’?”. Two distinct groups are identified:
- the set of criteria supporting the achievement of objective ‘ol’
noted Cols (ai),  where C
ol
s (ai)  =  C
ol
b
(ai)  ∪ Colo (ai).  This set includes
benefits criteria noted Col
b (ai) and opportunity criteria noted
Colo (ai).
- the set of criteria rejecting the achievement of objective ‘ol’
noted Colo (ai) where C
ol
r (ai) =  C
ol
c (ai)  ∪  C
ol
r (ai).  This set includes
cost criteria noted Colc (ai) and risk criteria noted C
ol
r (ai).
The AHP-BOCR evaluation method and the recommendation
phase are developed in the next section.
3.1. AHP-BOCR evaluation approach
First introduced by Saaty in the 70s, the analytic hierarchy
process has become one of the most commonly used methods
in multicriteria decision literature [38]. The principle of the AHP
method is to decompose a decision problem into different ele-
ments grouped in clusters, in a linear hierarchy starting from
general to particular. Criteria are detailed until reaching opera-
tional level that allows alternatives evaluation [39]. Saaty also
proposed a BOCR analysis method to let decision makers dealing
with benefits, opportunities, costs, and risks [40–42]. The degree
of objective achievement may be described by these four factors
[43] where each one is represented by a set of criteria detailed in
sub hierarchy going from general to operational level. Considering
bipolar relationships, strength assessment using AHP-BOCR analy-
sis is obtained by distinguishing positive (selectability notion) and
negative (rejectability notion) factors. Pairwise comparison is car-
ried out to quantify the relative importance of each element with
respect to the objective achievement (Fig. 2).
The relative importance is obtained for each element by a pair-
wise comparison with respect to an element of the upper hierarchy
Table  1
AHP scale.
Qualitative scale Numerical values
Equally important 1
Moderately more important 3
Strongly more important 5
Very strongly more important 7
Extremely more important 9
Intermediate scales (compromise) 2, 4, 6, 8
Fig. 3. Parameters of  proposed AHP-BOCR approach.
level using a ratio scale such as an AHP scale showed in Table 1.
Unlike interval scales [44], the ratio scale does not require any unit.
The evaluation can be made from a verbal judgment representing
a relative value or same unit quantity fraction. This approach has
been welcomed by psychologists who consider easier and more
accurate to express their opinion by considering only two elements
instead of a set of elements simultaneously [45].
In the evaluation phase, a set of parameters must be quanti-
fied by decision makers (Fig. 3) to determine the performance of
each alternative. The detailed evaluation of these parameters is
discussed below.
Step 1. Identification of weight parameters
The evaluation of the decision problem by the AHP procedure
starts with the assessment of the objective importance considering
the overall goal [39]. A pairwise comparison of the set of objec-
tives is achieved by answering questions such “how important is
objective ‘ok’ compared to the objective ‘ol’  with regard to the over-
all decision goal noted O.” The AHP scale given in Table 1 is used
to obtain a pairwise comparison matrix noted (˝O(l, l′))q×q (see
below), where ˝O(l, l′) corresponds to relative importance of the
objective ol compared to the objective ol′ .
˝O =
o1 o2 . . . oq
o1
o2
...
oq


1 ˝k,O1,2 . . . ˝
k,O
1,q
˝k,O2,1 . . . ˝
k,O
l,l′
. . .
... ˝k,O
l′,l
= 1/˝k,O
l′,l
. . .
...
˝k,Oq,1 . . . . . . 1


This matrix must be consistent and satisficing transitivity condi-
tion on all comparisons. This means that the matrix ˝O must satisfy
the following conditions ˝O(l, l)  = 1, ˝O(l, l′)  = 1/˝O(l′, l) and ˝O(l,
l′) = ˝O(l, l′′) · ˝O(l′′, l′)  (for more details see [46,45]). If  the matrix
is perfectly consistent, the condition of transitivity ˝O(l, l′) = ˝O(l,
l′′)  · ˝O(l ’ ’ , l′) is satisfied on all comparisons. To avoid checking the
consistency after an arbitrary matrix construction, we propose a
straightforward approach that leads to a consistent matrix [39]:
- select a pivot objective noted op
-  compare other objectives to this pivot to obtain scores v(l, p) (from
Table 1) for all other objectives j  /=  p
- generate the matrix ˝O with;
˝O (l, p) =   (l,  p) , ˝O (p, l) =  1/ (l, p) , ˝O
(
l, l′′
)
=  ˝O (l, p)˝O
(
p, l′ ′
)
= ˝O (l, p)/˝O
(
l′′, p
)
(2)
The relative comparison vector ‘ωo’ is calculated using Eq. (3).
ωO(ol) =
1
q
q∑
l′′=1
(
˝O(l, l′′)∑i=1
q
˝O(i, l′′)
)
(3)
The relative importance of indicators Iol (ai)  given an objective
ol, ∀  ol ∈ O, is then evaluated by the way of a pairwise comparison.
For each alternative ai, the relative importance vector of indica-
tors Iol (ai) for objective ol is noted ωoli . This vector is obtained from
a consistent matrix noted ˝ol
i
(Eq. (3)). In BOCR framework, the
degree of relative importance of criteria with respect to the objec-
tives is noted ωol× where ω
ol
× (cj)  represents the relative importance
of cj ∈ Col× (ai)  for each category ×  = b, o, c, r. The vector ω
ol
× can be
obtained in the same way as vectors ωol
i
and ωO.
Step 2. Alternative evaluation
The evaluation matrix of the alternative noted ol× considering
different sub-sets of criteria Col× (× = b, o, c, r) can be obtained in
two ways:
For a given criteria, if the evaluation of the alternative is quan-
titative with col
j
(ai) the performance of alternative ai with regard
to col
j
, then the pairwise comparison matrix ˝
col
j
× for each category
× = b, o, c, r is obtained through Eq. (4).
˝
col
j
× (ai, ai′ ) = c
ol
j (ai)/c
ol
j (ai′ ) (4)
Otherwise, the pairwise comparison matrix ˝
col
j
× for each cate-
gory × = b, o, c, r can be obtained using AHP method by answering
questions like “what is the performance of the alternative ai in com-
parison to alternative ai′ considering the criteria Colj ?”. The values
of the evaluation matrices ol× are calculated from the Eq. (5) [39].
ol× (ai, c
ol
j ) =
1
n
n∑
i′=1

 ˝c
ol
j
× (ai, ai′ )∑
i′′
˝
c
ol
j
× (ai′′ , ai′ )

 (5)
Once the AHP procedure has been carried out considering BOCR
analysis, the performance evaluation of alternatives is represented
by b, o, c,  r factors obtained after aggregation. The proposed aggre-
gation phase is developed in the next part.
3.2. Aggregation phase
The aggregation concept is a common feature for all multicri-
teria decision problems evaluation procedures such as; the theory
of multi-criteria utility (MAUT) and outranking methods. In MAUT
procedure, one-dimensional utility functions are aggregated into
an overall utility function by combining all the criteria, whereas
in outranking methods (such as ELECTRE), preference relations
are aggregated by pair alternatives (see [47,48]). To aggregate a
set of data and represent them by a single value, the most used
aggregation method is the average weighted arithmetic [49–51].
This method has the drawback of ignoring the interaction between
the aggregate components, as the synergy, redundancy or inde-
pendence. To remedy this, fuzzy integrals were then put up.
Considering positive and negative aspects distinctly in proposed
approach promotes synergistic relationships between the criteria
of each cluster. In this context, we propose the use of Choquet inte-
gral [52,47] as aggregation tool to consider the concept of synergy
in each set.
3.2.1. The use of Choquet integral in proposed approach
The Choquet integral is given by ‘Gustave Choquet’ (Choquet
1954) and introduced into the fuzzy measure community by ‘Muro-
fushi and Sugeno’ [53]. It is considered as an adequate substitute
to the weighted arithmetic mean because it proposes to define a
weight to each element and each subset of elements [49]. The use of
the Choquet integral as an aggregation tool of interacting elements
in multicriteria decision problems has been proposed by several
authors [54–57,47]. We propose to use this integral to aggregate a
data of the proposed bipolar hierarchical approach.
Let X = {x1, x2, . . .,  xn} be the set of numerically valued elements
to aggregate by Choquet integral, to consider potential interactions,
a fuzzy or capacity measure noted ‘v’ must be defined as follows:
Definition 1 (:). Let 2x be the power set of X, a function v  : 2x →
[01] is a capacity or a fuzzy measure over X if it verifies:
i) v(∅) =0, v(X) = 1,
ii) S ⊆ T ⇒ v(S) ≤ v(T), ∀  S, T ⊆ X
iii) For each S ⊆ X, v (S) can be interpreted as the weight of the
importance of the combination of elements of the set S (relative
weights to S). The Choquet integral of vector x of elements of
the set X associated to the capacity or fuzzy measure is given
by Eq. (6).
Cv(x):=
n∑
i=1
{v(A(i))(x(i) − x(i−1))} (6)
where (.) is a permutation over a set X such as x(1) ≤ . . . ≤ x(n), x(0) =
0 and A(i) = {(i), . . ., (n)} .
For more details on the axiomatic characterizations of Choquet
integrals, interested readers can consult the following references:
[58,52,50]. The difficulty of computing Choquet integral is to define
a fuzzy measure over the set X that necessitates obtaining 2x− 2
coefficients that represent the measure of subsets of X other than
∅ and X. When the classification of elements can be realized by
assigning them relative importance normalized weights, we pro-
pose to use a weighted cardinal fuzzy measure (WCFM) that leads to
a straightforward formula for the corresponding Choquet integral
[54].
Definition 2 (:). A weighted cardinal fuzzy measure (WCFM) over
X associated to a relative normalized weights vector ω = [ω1, ω2,
. . ., ωn] is given by Eq. (7).
v() =
||
|X|

∑
j∈
ωj

 (7)
where  is a subset of X.
It is straightforward to verify that this function fulfills conditions
of a capacity or fuzzy measure. Let us denote by Cω(x), the Choquet
integral of numerical n dimension vector x associated to a WCFM
with relative vector, then this integral, is given by Eq. (8).
Cω(x) =
∑n
k=1



(n −  (k − 1)
n
)∑
j∈A(k)
ωj



 (x(k) − x(k−1))


(8)
where (.) indicated a permutation on the set X such as
x(1) ≤ . . . ≤ x(n), x(0) = 0, and A(k) is defined by A(k) = {(k), . . .,  (n)} .
Using presented Choquet integral, the aggregation levels of pro-
posed model can be summarized by the following algorithm.
Aggregation algorithm
Input data
ωO relative importance vector of objectives
ωol
i
relative importance vector of indicators
ωol× relative importance vector of criteria cj ∈ C
ol
× (ai) for each  category × = b, o,
c, r
ol× evaluation matrix of the alternative considering sub-sets of criteria
Col× , where × = b, o,  c, r
Output data
B(ai), O(ai), C(ai), R(ai) benefit, opportunity, cost and risk evaluation measures
of  alternative ai
1:  For each alternative ai
2:  For each objective ol
3:  For each indicator Iol×k ∈  I
ol
× , where × = b, o, c,  r and  k = ¯1,  t where t is
dimension of  Iol×
4:  For each criteria col
j
∈  Col× (ai), where × =  b, o, c, r
5:  Evaluation of alternatives performance considering criteria for  each
indicator
Iol×k
(ai) = aggreg(col× (ai))
End  for col
j
(ai)
6: Evaluation alternatives performance for each  objective
×ol (ai)  =  aggreg(Iol×k (ai)), where × =  b, o, c, r
Where Iol× (ai) = aggreg(I
ol
×k
(ai))  with Iol×k (ai) =  ϕ
ol (col× (ai)), × = b, o,  c, r
End  for Iol×k
7:  Evaluation alternatives performance for each  × factor
×o(ai) =  aggreg(× ol (ai))
End for ol
End for ai
These levels of aggregation allow representing each alternative
with b, o, c,  r factors. The aggregation function aggreg is replaced by
the Choquet integral. For example, the aggregation of criteria on an
indicator Iol×k may be given by the following expression:
Iol×k (ai) =  aggreg(c
ol
× (ai))
=
∑m×
k=1



(m× − (k −  1)
m×
) ∑
col
j
∈Col
×
ωol× (c
ol
j )




(
ol× (ai, c
ol
j )(i) −  
ol
× (ai, c
ol
j )(i−1)
)
 (9)
where × = b, o, c, r  and m× is the dimension of the considered criteria
set.
Given the bipolar nature of the criteria, we propose the use of
satisficing game theory as flexible recommendation tool for final
evaluation process in order to represent each alternative with a
supporting measure (represented by benefit and opportunity) and
rejecting measure (represented by cost and risk). In the following, a
brief description of the satisficing game theory is presented before
addressing the application example.
3.3. Satisficing game theory
The philosophy behind the majority of the techniques used in
the literature for the construction of an evaluation model is based
on the superlative rationality [59] in which all alternatives must be
compared to each other in the aim of optimality seeking. However,
decision makers in solving real world problems do not necessarily
seek the optimal solution, often costly in terms of time and money,
but a satisfactory solution whose capabilities are estimated fairly
good regarding to objective achievement [60]. The satisficing game
theory is based on this observation and provides adequate tools for
the selection of acceptable alternatives. The concept of being good
enough is suitable for our approach, where an alternative can be
considered good enough when its supporting contribution exceeds
the rejecting one. To this end, each alternative ai will be charac-
terized by a selectability measure S(ai) that estimates the extent
to which ai complies with the overall goal and rejectability mea-
sure r(ai) that represents the cost associated with alternative ai.
In BOCR framework, the selectability measure corresponds to the
aggregation of benefit and opportunity factors and the rejectability
measure corresponds to the aggregation of cost and risk as shown
in Eqs. (10) and (11) [61].
 s(ai) = ıB(ai) + (1 − ı)O(ai) (10)
 r(ai) = (1 − ı)C(ai) +  ıR(ai) (11)
where B(ai), O(ai), C(ai), R(ai) are the evaluation results of alterna-
tive ai considering respectively, benefit, opportunity, cost and risk
factors.
0 ≤ ı ≤ 1 : is the risk aversion index. It permits to consider the
risk aversion attitude of a decision maker on selection phase. The
more ı is close to 1, the greater is the risk aversion of decision
maker who, being pessimistic, will tend to give more importance
to risk than cost in rejectability measure (Eq. (11)) and penalize
opportunity in favor of benefit in selectability measure (Eq. (10)).
Inversely, when the risk aversion index tends to 0, the decision
maker is considered as optimistic. He will focus on opportunity to
benefit in the selectability measure, and will overlook risk against
cost in the rejectability measure.
Finally, selectability and rejectability functions are given respec-
tively by the following Eqs. (12) and (13).
s(ai)  =
 s(ai)∑
vi∈A
 s(vi)
(12)
r(ai)  =
 r(ai)∑
vi∈A
 r(vi)
(13)
The satisficing game theory is characterized by several sets that
can be used on recommendation phase to select the proposed solu-
tion(s).
The satisficing set Sq⊆ A (at a boldness or caution index q) is the
set of alternatives defined as following (Eq. (14)).
Sq = {ai ∈ A : s(ai) ≥ qr(ai)} (14)
q: is the caution index used to adjust the aspiration level.
Increasing q allows reducing the size of satisficing set Sq (if too many
alternatives are declared satisficing). On the contrary decreasing q
leads to a growing satisficing set (if Sq is empty for instance) (Fig. 4).
A sensitivity analysis can be performed to determine the ‘thresh-
old’ value of caution index noted qmin below which all alternatives
are satisficing and the maximum value of the caution index noted
qmax above which no alternative is satisficing. For all satisficing
Fig. 4. Graphical representation of  a  satisficing set.
Fig.  5. Graphical representation of non-dominated alternatives.
alternatives, the inequality (15) must be checked such as, for cau-
tion index q there is Sq=A.
s(ai) ≥ qr(ai), ∀ai ∈ A ⇔ q  ≤ qmin = min
ai∈A
(
s(ai)
r(ai)
)
(15)
On the contrary, there is no satisfactory alternative Sq =∅ if and
only if the inequality (16) below is satisfied.
s(ai)〈q r(ai) ∀ai ∈ A ⇔ q〉qmax =  max
ai∈A
(
s(ai)
r(ai)
)
(16)
Let us notice also that sometimes some satisficing alternatives
can be dominated by others alternatives presenting a higher
selectability measure and a lower rejectability measure. To identify
these alternatives an equilibrium set ε is defined as follows.
ε = {ai ∈ A : D(ai) = } (17)
where D(ai) is the set of alternatives that are strictly better than ai.
The set D(ai) is defined with Eq. (18) (Fig. 5).
D(ai)  = Ds(ai)  ∪ Dr(ai) (18)
where Ds(ai) and Dr(ai) are defined as follows:
Ds(ai) = {ai′ ∈ A : r(ai) < r(ai) and s(ai) ≥ s(ai)} (19)
Dr(ai) = {ai′ ∈ A : r(ai) ≤ r(ai) and s(ai) > s(ai)} (20)
The satisficing equilibrium set εsq is given by Eq. (21).
εsq = ε ∩ Sq (21)
The satisficing equilibrium set εsq constitutes a Pareto equi-
librium which means that the alternatives in this set are
incomparable. A graphical representation of the alternatives can
be done in the plane (s(ai), r(ai)) as shown in Fig. 6. The sat-
isficing Pareto set is given by the portion located on the hatched
curve above the straight line between the satisficing and not sat-
isficing alternatives. Considering a discrete number of alternatives,
the proposed approach is based on simple Pareto front algorithm
where satisficing alternatives are identified first by comparing their
selectability and rejectability measures. Then, the non-dominated
sets of alternatives are identified by considering distances between
alternatives. The pareto frontier are obtained thereafter consider-
ing the intersection of satisficing and non-dominated alternative.
Fig. 6. Graphic representation of  alternatives in the plane (s ,  r).
In the recommendation phase, the ranking or the selection of
final solution(s) can be obtained from satisficing equilibrium set
using a selection criterion. The selection and the ranking are the
relative evaluation operations that can be performed on the set
of alternatives A  through a selection criteria noted ‘cs’ [62]. The
selection criteria can be determined by a value function noted (ai)
defined in terms of selectability measure s and rejectability mea-
sure r, as follows ([39]).
(ai) = (s(ai), r(ai)) ∀ai ∈ ε
S
q (22)
The value function (ai)  can take several forms depending on the
decision goal, for example:
sc1 : (ai) = s(ai)  −  qr(ai) ∀ai ∈ ε
S
q (23)
that gives the priority to alternatives with large difference between
the selectability measure and the rejectability measure given the
index of caution q, or
sc2 : (ai) = s(ai)/qr(ai) ∀ai ∈ ε
S
q (24)
that considers alternatives with the largest index of caution, or
(25)(ai)  = s(ai)
(
respect ·  (ai)  =
1
r (ai)
)
∀ai ∈ ε
S
qthat gives
priority to alternatives with the largest selectability (respect. low-
est rejectability); this later case is suitable when one of the measure
is uniformly distributed over alternatives. The value function can
then be used to select the ultimate alternative a∗
i
as follows (Eq.
(26)).
a∗i = argmax
ai∈ε
S
q
(ai) (26)
or to rank alternatives using the relation given by Eq. (27)
ai < ai′ ⇔ (ai) ≥ (ai) ∀ai, ai′ ∈ ε
S
q (27)
The preference relation < indicates that alternative ai is better than
alternative ai′ .
A global sensitivity analysis would study the variability of inputs
and their impact on the output result. This analysis can be used
to validate the proposed and guide research efforts and devel-
opment method. Given the hierarchical decomposition, variation
calculus from operational level to final measures is rendered easy
in a chaining process; so that a sensitivity analysis scheme can be
easily considered in order to measure the robustness of selected
alternative.
4. Case study
The developed approach is applied to solve the scrapped air-
craft withdrawal plan location problem. This paper investigating a
centralized reverse supply chain structure due to the significant
economic advantage it has in the context of localization strate-
gies [63]. Indeed, the centralized structure allows minimizing the
investments of restatement process which often requires specific
test equipment and a qualified workforce, as emphasizes on reverse
logistics literature. In addition, the concentration of returns in one
place allows economies of scale by volume effect and a wider range
of possibilities for rework and therefore additional revenue oppor-
tunities [64].
Considering a bipolar context where positive and negative
aspects are evaluated distinctly, AHP procedure combined to BOCR
analysis is used to select the most satisficing aircraft dismantling
site among seven potential locations in decision problem, discussed
initially in [13]. The materials of considered problem are adapted
and re-organized to the approach established in this paper. The
overall goal of the problem is to repatriate an EOL aircraft to a
dismantling platform. Economic, environmental and social objec-
tives have been fixed by the group decision. The indicators used
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Fig. 7. Alternative representation in (r ,  s) plane for  (ı =  0.5).
to calculate the achievement degree of objectives are elicited by
decision makers for each objective and detailed in quantifiable
criteria characterizing the alternatives in BOCR analysis framework
(Tables 2–4).
The evaluation of alternatives using proposed AHP-BOCR
approach starts with the determination of the decision parameter
weights (objectives, indicators, criteria) using a pairwise compar-
ison in each hierarchical level, Eqs. (2) and (3) are used to deduce
parameter weights. The numerical evaluation of alternatives is then
realized, the pairwise comparison matrix in this case are deduced
with Eq. (4). The Numerical evaluation (quantitative and qualita-
tive) of alternative considering economic objective for example, is
given in Table 5.
Considering BOCR framework, from different performance and
weights matrices, a proposed approach through Eq. (5) has been
done to obtain the evaluation of each alternative with regard to
criteria in terms of matrices ol× for each category. The BOCR analysis
of objectives is deduced using proposed aggregation method and
summarized in Table 6.
Finally, considering all objectives, the selectability measure
(benefit and opportunity) and the rejectability measure (cost and
risks) are deduced based on the satisficing game theory formalism
through Eqs. (10)–(13). Considering that decision makers have an
average risk aversion (ı = 0.5) given the equal importance to certain
parameters (benefit and cost) and uncertain ones (opportunity and
risk), the results are summarized in Table 7 and the graphical repre-
sentation of the alternatives is shown in Fig. 7. Showing alternatives
positions in the plane (s, r) may be of a great aid for analysis
(mainly when there is a great number of alternatives) as this allows
to visualize equilibria, satisficing, not satisficing alternatives. For
a particular alternative one can determine alternatives that may
dominate it; this information can be used to guide a sensitivity
analysis process for trade-off seeking for instance and facilitates
dialog between the analyst and the decision group.
Assuming that the caution index (red line in Fig. 7) is equal to 1
(q = 1) with q ∈ [0,481,46], an alternative is considered satisfactory
if its selectability measure is greater or equal to its rejectability
measure, thus, the satisficing equilibrium set in this case consists
on alternatives a1, a3, a5, a6 which are not dominated and have
selectability measure greater of their rejectability measures (εs1 =
{a1, a3, a5, a6}). The graphical representation shows also that alter-
native a2, although satisfactory, is not in equilibrium set because of
its domination by other alternatives. The alternative a4 is consid-
ered unsatisfactory on the other hand.
A sensitive analysis can be realized by varying index caution
q ∈ [0,481,46] to identify stable alternatives; considering that deci-
sion maker presents a low caution (q = 0.6 for example), only
alternative a4 is not satisficing because of its low performance
and a satisficing equilibrium set consists on εs0,6 =  {a1, a3, a5, a6}.
Conversely, when decision maker presents a high caution (q = 1.2
for example), caution expressed is reflected in the selection of
Table  2
Evaluation data for economical objective.
Factors Indicators Criteria Unit
Benefit Recycled products % Of materials to be recycled %
Price  or value of materials to be recycled Euro/kg
Reused products % Of parts of  systems to be reused %
Resale value of  spare parts Euro/un
Energy value % Of waste %
Energy value Euro/kg
Resources %  Of use of  resources %
Distance traveled with 1T  of freight with 1  l of fuel km t/l
Volume of the material Units
% Of skilled labor %
Opportunity Forecast orders Forecast quantity of parts  and system components Units
Frequency components required 1/year
Volume of the material Unities
Possible profits Profit taxes Euros
Profit  appropriation Euros
Cost Transportation cost Place of  dismantling distance km
Cost/km Euro/km
Travel time Days
Location cost Euro
Cost  of  packaging Cost of ownership (depreciation) Euros
Working hours Days
Hourly cost Euros
Parking time prior to  the dismantling Days
Cost of  production Service life Days
Service cost Euros
Administration cost Management costs (doc, training) Euros
Risk  Opportunity cost %  Of skilled labor %
Resources in the best alternative Euros
Volume of the material Units
Table 3
Evaluation data for environmental objective.
Factors Indicators Criteria Unit
Benefit Recycling/reuse % Of materials to  be recycled %
%  Of parts of systems to be reused %
%  Waste %
Presence of hazardous materials /
Frequency components required 1/year
Volume of  the material Unit
Value  recyclable materials Euro/unit
Resale value of coins Euro/unit
Resources %  Of use of  resources used %
%  Of skilled labor %
Opportunity Gain Distance traveled with 1T  of  freight with 1 l  of fuel km*t/l
Volume of  the material Unit
Level of stakeholder satisfaction /
Frequency components required 1/year
Cost Recycling %  Of waste untreated %
Number of  people affected Persons
Packaging Hourly cost Euros
Working time Days
Parking time  before the deconstruction Days
Cost/km Euros/km
Travel time Days
Rental  cost Euros
Others Cost  of  service Euros
Management costs Euros
Service life Days
Risks  Pollution Level of air quality /
Level of pollution of water resources /
Level of soil pollution /
Others kwh consumed by ton of  commodity kwh/m2
%  Of skilled labor %
            
Table  4
Evaluation data for social objective.
Factors Indicators Criteria Unit
Benefit Comfort Level of  air quality /
Employment Number of employees Persons
Level of  stakeholder satisfaction /
Yield Travel time Days
Working hours Days
Service  life Days
Opportunity Employment %  of  skilled labor %
Environment Level of  air quality /
Level  of  soil pollution /
Cost Accidents Frequency rate of accidents with stop 1000%
Severity rate %
Sound incident Number of people affected Persons
Average  decibel Db
Risk Pollution Level  of  pollution of  water resources /
Level  of  soil pollution /
Presence  of  hazardous materials
Infections Number of people affected Persons
Table 5
Numerical evaluation of  alternatives considering criteria of  economic objective.
Criteria of economic objective a1 a2 a3 a4 a5 a6 a7 Unit
% Of materials to be recycled 0.55 0.4 0.63 0.68 0.65 0.08 0.25 %
Price  or value of materials to be recycled 50 30 45 25 60 35 35 Euros/kg
%  Of parts of systems to  reuse 0.35 0.4 0.3  0.2 0.25 0.15 0.6  %
Resale  value of spare parts 150 100 300 500 200 150 100 Euros/unit
%  Of waste 0.08 0.25 0.05 0.1 0.08 0.03 0.13 %
Energy  value 15 10 15 13 1  12 10 Euro/kg
%  Of use of resources 0.85 0.65 0.9  0.825 0.75 0.6 0.66 %
Distance  traveled with 1T of freight with 1 l  of  fuel 50 45 80 200 250 70 50 km  t/l
Volume  of the material 10,000 120,000 150,000 17,000 13,000 70,000 10,000 Units
%  Of skilled labor 0.3 0.6 0.85 0.75 0.6  0.9 0.5  %
Forecast  quantity of  parts and system components 10,000 10,000 10,000 15,000 12,000 70,000 80,000 Units
Required  components frequency 40 30 60 50 40 55 50 1/years
Volume  of the material 10,000 120,000 150,000 17,000 13,000 70,000 10,000 Units
Profit  taxes 2000 1000 3,000,000 2000 15,000 5,000,000 150,000 Euros
Profit  appropriation 45,000 10,000 400 100 150,000 50 50 Euros
Place  of dismantling distance 1500 300 2000 8000 1000 500 1000 km
Cost/km  15 40 25 10 60 45 20 Euro/km
Travel  time 16 7 15 30 10 13 12 Days
Location  cost 25,000 30,000 75,000 5000 50,000 15,000 5000 Euros
Cost  of ownership (depreciation) 1000 15 25 35 40 45 Euros
Working  hours 3 15 5  20 7  10 15 Days
Hourly  cost 120 300 45 100 90 75 50 Euros
Parking  time prior to the dismantling 200 100 50 90 130 250 200 Days
Service  life 260 150 100 90 150 300 350  Days
Cost  of service 2,000,000 3,500,000 1,500,000 4,000,000 2,000,000 1,500,000 3,000,000 Euros
Management costs 10,000 150,000 70,000 5000 10,000 15,000 120,000 Euros
%  Of skilled labor 0.3 0.6 0.85 0.75 0.6  0.9 0.5  %
Resources in the best alternative 2,500,000 3,000,000 3,000,000 3,000,000 3,000,000 3,000,000 3,000,000 Euros
Volume  of the material 10,000 120,000 150,000 17,000 13,000 70,000 10,000 Units
Table 6
AHP evaluation matrix for  b, o, c,  r factors.
Objectives ol× a1 a2 a3 a4 a5 a6 a7
Economic objectives ×=b 0.13 0.15 0.17 0.18 0.15 0.10 0.12
×=o  0.08 0.12 0.24 0.04 0.20 0.26 0.06
×=c  0.15 0.21 0.14 0.10 0.11 0.11 0.18
×=r  0.10 0.14 0.17 0.15 0.14 0.17 0.13
Environmental
objectives
×=b 0.13 0.14 0.16 0.16 0.15 0.13 0.12
×=o  0.09 0.18 0.19 0.16 0.15 0.14 0.08
×=c  0.03 0.19 0.11 0.36 0.07 0.06 0.15
×=r  0.09 0.13 0.15 0.16 0.13 0.21 0.14
Social objectives ×=b 0.16 0.14 0.13 0.18 0.11 0.14 0.13
×=o  0.13 0.16 0.15 0.13 0.14 0.14 0.15
×=c  0.09 0.04 0.09 0.52 0.10 0.08 0.09
×=r  0.06 0.09 0.10 0.52 0.06 0.08 0.08
Table  7
Selectability and rejectability measures for  the considered application (ı = 0.5).
Bipolar measures a1 a2 a3 a4 a5 a6 a7
s(ai) 0.118 0.149 0.178 0.138 0.152 0.156 0.108
r(ai) 0.090 0.140 0.130 0.285 0.104 0.121 0.130
Table 8
Ranked alternatives.
Selection criteria Alternatives
a1 a2 a3 a4 a5 a6 a7
cs1 4 5  1 7 2 3 6
cs2  3 5  2 7 1 4 6
cs3 6  4  1 5 3 2 7
1  6  4 7 2 3 4
Final  ranking 4 5  1 7 2 3 6
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Fig. 8. Alternative representation in (s ,  r) plane for  (ı =  0.8).
alternatives that have the lowest levels of rejectability, in this case
satisficing equilibrium set is εs1,2 =  {a1, a3, a5, a6} when the rest of
alternatives is considered non-satisficing. The final solution can
be deduced using proposed selection criteria with Eqs. (23)–(25)
from satisficing equilibrium set (εs1 = ε
s
0,6 =  ε
s
1,2 = {a1, a3, a5, a6})
as shown in Table 8  where the ultimate dominance structure is
given by Eq. (28).
a3 < a5 < a6 < a1 (28)
The proposed approach involves external factors of caution and
risk aversion to express a human behavior that can significantly
alter the final selection. To illustrate this, we propose to consider
two extreme cases, when a ‘pessimistic’ decision maker expresses
a strong risk aversion (ı = 0.8) and the case of an optimistic decision
maker whose rate of risk aversion is low (ı = 0.2).
A strong risk aversion pushes generally the decision maker to
focus on some certain gain while avoiding risk. Such behavior is
reflected in the proposed approach by given more importance to
risk in rejectability measure and focus on benefit in selectabil-
ity measure. For pessimistic decision makers focusing on positive
certain element (benefit) and negative uncertain element (risk)
(ı = 0.8), the set of satisficing equilibrium contains the following
alternatives (εs0,8 = {a2, a3, a5, a1}), Fig. 8. Note that the alternative
a6 is replaced in this case by alternative a2 in the satisficing equi-
librium set. This is explained by the fact that the benefit and risk
provided by the alternative 2 are more important than those pre-
sented by the alternative 6. However the opportunity offered by
the alternative 6 is greater than alternative 2.
In the second case (ı = 0.2), see Fig. 9, the decision maker is
optimistic and bets on the potential of alternative (opportunity)
neglecting the possible risk. This leads to prefer opportunity to
benefit in selectability measure and cost to risk in rejectability
measure. When decision makers have a low risk aversion, one
will note that the satisficing equilibrium set contains the same
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Fig. 9. Alternative representation in (s ,  r) plan for (ı  = 0.2).
satisficing equilibrium set as for ı = 0.5 (εs1 = ε
s
0.2 = {a1, a3, a5, a6})
which means that the selected alternatives present a good
evaluation on benefit, opportunity, cost and risk factors.
Considering a risk aversion index, the final solution can be
obtained by the selection criteria defined in the previous section
and/or a sensitivity analysis which would make vary the risk aver-
sion index and select the most stable alternatives. In this case, one
can easily observe that alternative a3 is satisficing and dominant
regardless of risk aversion, it can therefore be considered as an
ultimate solution which joined the first analysis based on variation
index caution. In case of group decision conflict, simulation of pos-
sible scenarios allows a  better analysis of the alternative and human
behavior impact for a better reflection for a consistent choice.
5. Conclusion
This paper addressed the problem of selecting a site for dis-
mantling an EOL aircraft. After having described the dismantling
process, a methodology has been introduced. Considering the prob-
lem as a multi-criteria/multi-objectives decision problem, the AHP
procedure combined with BOCR analysis have been proposed to
structure and address the problem issue. Given the bipolar nature
of criteria distributed according to benefit, opportunity, cost and
risk factors, the satisficing games theory has been proposed as
the analysis tool for the final recommendation process. The risk
aversion attitude that decision makers may present is taken into
account in the model through the risk aversion index. The main
contribution of this work is related to the structuring framework
making easier the elicitation of problem characteristics in order to
evaluate the different alternatives in the dismantling site location
problem. The developed approach also proposes a flexible recom-
mendation tool that integrates the human factor in the evaluation
and allows analyze its impact by considering different scenarios. In
the recommendation phase selectablity and rejectability measures
were calculated integrating the concept of risk aversion to take
into account the impact of the decision maker nature on the final
ranking. This aggregation reveals the significant impact that the
nature of individuals can have on their final choice. This approach
provides ease of immersive excursion and can be assimilated to
non-experts tool where the graphical results help facilitate dialog
between analyst and decision makers. This proposal can be adapted
to deal with complex decision problems including a multitude
of characteristics considering design of reverse logistics network
as multiproduct and/or multistage reverse logistic network prob-
lems and also in general decision fields involving group decision.
Although the proposed flexible model has some new features such
as those related to bipolar hierarchical structure, elicitation of crite-
ria considering each objective and alternative and integration of
the human factor, some weakness can be felt when applying the
approach developed in this paper particularly due to the amount of
parameters that have to be elicitated and the interpretation issues
by decision makers mainly when they are trained in different back-
grounds. But if the process is conducted by an analyst step by step,
these difficulties may be reduced. The influence of EOL aircrafts
characteristics in the reverse supply chain and disassembly choices
can be considered in more general model.
Future works can address on the one hand some improvement
considering more flexible bipolar structuration based on graphical
models as Bayesian network to address the evaluation approxima-
tions for example. On the other hand, the evaluation and recom-
mendation methods for group decision making problems can be
developed considering that alternatives are represented with local
preferences of each decision makers. The more general approach
based on bipolar context can be developed considering the impact
of human nature (fear, egoism, risk aversion, or influence) in evalu-
ation process. The representation of interactions between decision
elements can be done using graphical models such as Bayesian
networks that can be used to address the approximations related
to individual assessments and/or the representation of influences
between decision makers. To achieve a common legitimate solution
for the group decision, the consensus processes can also be devel-
oped. The satisficing game theory is an interesting mathematical
tool to consider the recommendation phase. A sensitive analysis
can be developed to show the impact of inputs data and potential
influence on decision makers considering group decision on final
results. Thanks to the flexible nature of the presented approach, it
would also be interesting to develop it in solving strategic games
problems. More elaborate process of achieving equilibrium may be
subject of future developments in cooperative games and the vari-
ous cases of coalitions for example. Non-cooperative games are also
an untapped field of application. These perspectives can be offered
for solving reverse logistics problems mentioned above but also
decision making problem in more general fields.
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