Feedback from colleagues and patients is a core element of the revalidation process being developed by the General Medical Council. However, there are few tools which have been specifically developed and validated for doctors in primary care. This paper presents data demonstrating the reliability and validity of one such tool. 
Introduction
Multi-source feedback (MSF) has come a long way in medical education in recent years, from early explorations of peer assessment 1 2 3 to its current use at different stages of training and practice, in a number of countries 4 . In the UK MSF has become well established in Foundation Programme training 5 , increasingly in speciality training 6 and is set to become a central component in the revalidation of all practicing doctors 7 8 . While there are qualitative approaches to multi-source feedback and appraisal 9 10 For high stakes usage, the requirements for such a tool to be reliable and valid are even more important than for more formative and lower stakes usage. In practice, reliability means that a stable and accurate assessment can be obtained , the dominant approach is that of questionnaires which are completed by a number of 'raters' to produce an aggregate score. 11 while validity relates mainly to the appropriateness and sense of the tool's content, to the coherence of any underlying constructs it measures, and its relationship to other indicators 12 .
Further influences on the effectiveness of feedback are in recipients' characteristics, such as their ability to reflect and whether they agree with it 13 , but the measurements must be robust and meaningful before such questions are addressed.
Studies reporting the validation of tools in medical education have concentrated on the construct validity of the tools -ensuring that multiple-item scales are measuring relevant underlying constructs -and their reliability. Generalisability theory has been used to establish the required numbers of raters for reliable measurements 14 . The required number has been found to vary, with for example different tools reported to require 12 colleagues (various specialties) 15 , 22 patients and 8 colleagues (primary and secondary care) 16 , 41 patients, 6
clinical and/or 5 non-clinical colleagues (primary care) 17 , 25 patients and 13
colleagues (psychiatry) 18 , 23 patients, 10 medical and 7 non-medical colleagues (various specialties) 19 . Studies not using generalisability theory have been reported to require four colleague raters in paediatrics 20 , and six 21 or eight 22 
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raters for Foundation Programme trainees (across specialties) to reliably identify doctors presenting problems.
This paper describes the validation of a multi-source feedback tool for use in primary care settings. Little published research has been conducted with tools developed specifically for this environment, which differs from other clinical contexts both in the composition of teams (being smaller and with a different mix of clinical and non-clinical staff) and the nature of the patient interaction (being predominantly one-to-one, and with a more patient-driven agenda).
There is evidence that the key competencies forming the focus for feedback differ between primary and secondary care settings 23 , although a tool used in both primary and secondary care settings found no difference between scores for doctors in each setting 16 .
MSF systems must be clear who is to provide feedback -whether raters will be drawn only from other doctors, or from colleagues in other clinical professions (such as nurses or pharmacists), non-clinical colleagues (clerks or receptionists) or patients. In general practice the inclusion of the patient is particularly pertinent, as while other clinicians have the expertise to assess clinical behaviour, they are rarely present during consultations. On the other hand, while patients provide a valuable first hand account of doctor performance, they lack clinical knowledge. Different relationships and areas of expertise mean that questions may need to cover different domains, and be phrased differently, for different groups.
For example, the Canadian Physician Achievement Review (PAR 24 ), largely developed in general practice 25 consists of a number of questionnaires, with varying focus on clinical and non-clinical skills, for patients, medical colleagues and non-medical colleagues. It is now well established in a number of domains and has become a mandatory part of a revalidation programme 26 In the UK, Murphy and colleagues . 27 reported the evaluation of a number of assessments for general practice registrars which included colleague MSF and patient satisfaction. The MSF component consisted of just two items -one referring to professional behaviour, the other to clinical performance. Doctors' clinical colleagues were asked to complete both, while non-clinical colleagues were asked to complete just the item concerning professional behaviour.
Patients received a separate tool 28 . The revalidation process in the UK has dual aims, both diagnostic and developmental. Tools such as those examined here should therefore be able to identify the small proportion of doctors who are underperforming, while still being of use to the vast majority of doctors with no major problems who must nonetheless complete the revalidation process. The GMC has produced guidelines for feedback tools to be suitable for the revalidation process.
and as such have good content validity. 36 This paper reports findings on the reliability and construct validity of feedback collected on the CFET and DISQ as well as the use of the feedback for identifying potential problem doctors.
Methods

The CFET (colleague) and DISQ (patient) questionnaires
The Colleague Feedback Evaluation Tool (CFET) is a survey instrument used to collect feedback from a doctor's colleagues while the Doctor's Interpersonal Skills Questionnaire (DISQ) is used to collect feedback from patients. Table 1 summarises the content of both questionnaires. The CFET has 17 items describing specific doctor attributes, and one asking for an overall, or global, judgement. The DISQ patient questionnaire consists of 12 items including two global assessments.
Responses to both questionnaires are on a 5-point scale with anchors 'Poor' (1) to 'Excellent' (5) with an option for 'Don't know'. For the CFET, but not the DISQ, the extremes of the scale are further defined with exemplars. For example, under 'Clinical Knowledge', the 'Poor' end of the scale is defined as "Does not keep knowledge up to date; misinformed", while 'Excellent' is defined as "Evidence aware; regularly updates knowledge".
Other information gathered using the CFET relates to whether a colleague is a doctor or 'other', and on the DISQ whether a patient is seeing a doctor for the first time, and the age of the patient. The gender of respondents is asked on both tools. Consecutive patients attending the doctor receiving feedback were offered the DISQ by the practice receptionist on arrival. In the case of patients under the age of 16, their parent or guardian would be offered the questionnaire. The patient was asked to complete the questionnaire after the consultation, and to post it in a sealed envelope (provided) in a box in the reception area.
The analysis presented in this paper used anonymised datasets derived from these volunteer samples.
Analysis
A detailed outline of the analysis is contained in the Appendix. In summary, the data was explored at two levels: unaggregated, at patient and colleague levels;
and aggregated to the level of the index doctor.
Analysis took three approaches:
(i) Reliability was investigated using classical approaches (internal consistency, Cronbach's alpha) modified to deal with the uncrossed aspects of the study (raters provide only one rating and all raters may be different for every doctor), or using approaches based on generalisability theory ('G-study'). In the latter case, mathematical approaches to handling variation in the numbers of raters (unbalanced aspects of the study), or in the number of items rated, are outlined in detail in the appendix.
(ii) Hierarchical cluster analysis was used to investigate clustering of variables at various levels of data analysis, and principal components analysis was used to investigate the internal structure of the questionnaires.
(iii) Finally, data-fitting and predictive modelling of the combined patient and colleague feedback for each doctor using linear regression and the data-mining tool Cubist were carried out to identify variables which might be used alone or in combination to identify doctors whose performance may warrant further scrutiny.
Results
The data presented relates to feedback obtained regarding the performance of 179 general practitioners.
CFET and DISQ unaggregated data profile
Of 2421 colleague respondents completing the CFET, 768 (31.7%) identified themselves as doctors, and 1569 (64.8%) reported 'other' occupational status.
Female respondents (1734, 71.6%) predominated (males 497 (20.5%), 190 (7.8%) unspecified). Table 2 outnumbered males (2938, 35%) in almost a 2:1 ratio (2% unspecified).
Descriptive statistics for each item are given in Table 3 . Mean ratings ranged from 3.98 to 4.40, with an overall mean of 4.25 (standard deviation 0.85). All items had similar negative skewness to CFET items (CFET skewness average all items −0.91; DISQ skewness average all items -0.92), so patients' ratings therefore also reflect favourable impressions of doctor performance. The proportion of responses using the bottom two scale descriptors averaged Equivalent results for DISQ were 0.95 and 0.89 (Table 4 ; see Statistical
Appendix for further details). Num Num Table 5 provides an overview of the component loadings and the way they changed from one level of analysis to the other.
For DISQ, only one component was found for the 10 non-global items at both the unaggregated (7839 full responses out of 8474) and aggregated levels, accounting for 81% and 94% of the variance respectively, and indicating that DISQ is unidimensional at both levels. These results provide further evidence that the questionnaire structure is reliable for both raters and ratees and remains broadly unaffected by adding responses with missing values. 
CFET and DISQ aggregated data profile and analysis
For CFET, the 179 doctors had an average of 14 questionnaires completed by colleagues (minimum 7, maximum 17) using all 2421 colleague responses. Table 6 identifies those 55 doctors whose standardised, non-global item values are ≤−1.96 and therefore can be regarded as falling in at least the bottom 2.5% of performance on one or more items if these are normally distributed. Since items are negatively skewed, the use of the −1.96 threshold will find those doctors at the extreme end of the long tail for each item. A standards-based approach should be used with caution on skewed data.
Nevertheless, if a doctor is falling in the long tails of several items both within and across sources, this may be an appropriate trigger to considering further investigation of that doctor's performance.
Using a standards-based approach to modelling of the data identified almost one third of doctors whose performance on at least one of the [30] items was at least −1.96 standard deviations below the norm for this sample. In the context of a total number of available average ratings (n=5370, 30 such ratings for each of the 179 doctors), 137 "outlying" performances were attributable to outlying average ratings on CFET items, whilst 68 were attributable to outlying averages on DISQ items (Table 6 ). This ratio of almost 2:1 could result from CFET containing almost twice the number of items as DISQ, or may suggest that colleagues are more critical of a doctor's performance than are patients. 
b) Stepwise regression
Stepwise regression only introduces a variable into a model if it is significant (p≤0.05) and is useful for selecting the minimal subset of variables required to predict an independent variable. A stepwise linear regression through the origin (constant not included on the assumption that no independent variable would be zero due to its aggregation) that initially included all CFET and DISQ non-global items (independents) on CFET and DISQ global items (dependents) resulted in highly successful models ( Table 7) using subsets of items, with almost perfect prediction (99.9%). The standardised beta coefficients provide an indication of the relative influence of the selected non-global items. 
c) Linear predictive modelling
Finally, the 27 non-global items were tested for their accuracy in predicting all three global variables summed to form a total global score. On the 10-fold cross-validation using Cubist (a model is constructed using a random 90% of doctors and then tested on the remaining 10% of doctors in each fold) , the overall mean predictive error for the total global score across all folds was 
Generalisability and required numbers of raters
Inspection of the variance components (Table 4) Decision (D) studies with CFET indicated that the absolute minimum number of colleague raters to achieve a reliability of 0.80 was 11 provided that only 11
CFET items were used (Table 8) . However, the D-study also shows that only 14 colleague responses are required to produce a G-coefficient of 0.82 (with 13 colleagues G=0.79). For DISQ, experiments were carried out with Equation 4 to determine D-study predictions for different response averages. Table 9 Finally, the multi-source predictive model using all colleague and patient feedback for each doctor identified two rules that used subsets of items for predicting to the three global items. A global assessment of a doctor's performance could be confidently predicted through measuring only these subsets of items which overlap with those identified in stepwise linear regression as independent predictors of a doctor's performance.
These results indicate that a multi-source analysis results in the identification of predictive items that are themselves subsets of items found in analysis of separate data-sets drawn from the two questionnaires. In other words the reasons for global doctor performance in separate datasets are also reasons for global performance when those data-sets are combined -separate colleague and patient ratings combine effectively as predictors of combined global ratings.
We are not aware that this has been demonstrated before.
Conclusion
The analysis indicates that a doctor's performance as assessed using three global assessment items can be determined with 96% accuracy using responses to patient or colleague feedback on patient responses (confidence in the doctor's ability, consideration, ability to listen to patients and showing concern), and colleague responses (evaluation of clinical ability, team orientation and evaluation of clinical knowledge). Reliability and generalisability coefficients at both the aggregated and unaggregated levels indicate that the questionnaires are fit for purpose, even when taking into account that the rater is the main source of error in the uncrossed, fully nested and unbalanced design we adopted. The decision study results (using 0.8 G coefficient as the threshold) indicate that, based on the average number of rater responses in this study, 14 colleague responses and 25 patient responses are the minimum required for a reliable assessment of a doctor's professional behaviour and practice when using the CFET and DISQ instruments respectively.
Limitations of Study
Participants receiving feedback were a self-selecting sample which may bias the results. Also, only 64% of colleague responses could be used at the reluctance to award a negative judgement on overall ability of the doctor.
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