By making use of a very large amount of unexploited computing resources, grid computing achieves high throughput computing. We present a classical parallel method GMRES (m) to solve large sparse linear systems utilizing a lightweight GRID system XtremWeb. XtremWeb is a global computing platform which is dedicated to multi-parameters generic applications. We have implemented this important algorithm GMRES (m) which is one of the key methods to resolve large, non-symmetric, linear problems on this system. We discuss as well the performances of this implementation deployed on two XtremWeb networks: a local network with 128 nondedicated PCs in Polytech-Lille of University of Sciences and Technologies of Lille, France, a remote network with 3 clusters of SCGN Grid including 91 CPUs totally in the High Performance Computing Center of University of Tsukuba in Japan. We also performed the tests on the platform of supercomputer IBM SP4 of CINES in Montpellier, France. We compare the performances on the two different computing systems. The advantages and drawbacks of our implementations on this GRID computing system XtremWeb will be well explained.
INTRODUCTION
In this article, we present a distributed version of GMRES (m) algorithm which is well implemented on the lightweight GRID system XtremWeb. Moreover we will compare the performances in XtremWeb with those of IBM SP4 in a supercomputing context. We will find the good features of XtremWeb:heterogeneous, good fault tolerance, high throughput, large-scaled, and low cost.
XTREMWEB DESKTOP GRID SYSTEM
The lightweight desktop GRID system XtremWeb [3] , [5] , [8] , [11] which intends to distribute applications to dynamic and volatile resources matching up to their availability by utilizing its own fault tolerance and security policies. It is an Open Source, Free Software (GPL) and non-profit software platform for scientific applications of Global Computing and Peer to Peer distributed systems [11] .
In XtremWeb framework, to join in the global computing, the devices or instruments can play two roles:
A Collaborator: A Collaborator is a powerful machine registered with XtremWeb administration server. It can download the whole XtremWeb system software, and then setup its own global distributed computing environment. An accord is given to XtremWeb administration server by the Collaborator. This accord allows XtremWeb main server to exploit the surplus resources which are collected by the Collaborator. In this pattern the group of devices governed by a Collaborator will do computing jobs distributed by main XtremWeb server only when they are idle and no jobs allocated by their Collaborator.
A Volunteer: A Volunteer is a device or instrument that registers to the XtremWeb administration server voluntarily. It downloads the computing components and installs them. While it has idle time, it will contribute it for the computing jobs.
An outline of XtremWeb global computing framework is given in Fig.1 . In the centre of this framework is XtremWeb Root Server (8) . It distributes the computing jobs and administrates the communications. A local network of tens even hundreds of PCs in a school or an institution connected directly with XtremWeb server donate its idle time collected to global computing (2) . Collaborators can manage their own distributed applications (6, 7) and work together with XtremWeb while they have spare resources to share. Some server can be reconfigured for special purpose such as collecting results (4) . A more universal pattern (5) is to do global computing via an ISP (Internet Service Provider) server which connects with millions of personal devices (PC, Laptop, PDA, iMac, Palmtop, Digital handset etc). It is a ideal commercial pattern for GRID computing, because the computing time consumed for each device can be recorded then paid by ISP. We can as well connect directly without any intermediate server to these various personal devices with XtremWeb server to do our computing (3). Anyhow, a school, an enterprise or an institution can setup its completely isolated Intranet XtremWeb system for their private computing jobs (1) .
The task management mechanism of XtremWeb system is the CoordinatorWorker mode (see Fig 2) . The Coordinator administrates the task management process. Especially, it reserves all the results, but unfortunately no true concept of task scheduling is applied until now. There is only the FIFO (First In First Out) scheduling policy. Workers are the dispersed volunteer devices which would like to donate their unexploited CPU time to execute the computing jobs provided by the Coordinator. It is a "pull" model: All actions and connections are only initiated by Workers. In the beginning, every Worker connection is registered by the Coordinator. According to its local policy, Worker demands tasks from the Coordinator to execute the applications. For network security all of the communications between Coordinator and Workers are well encrypted. Worker downloads the executable components and all the associated data (the input files, the command line arguments for the executable binary file, etc), saves them on local storage media then begins the computing. Once a task terminated, Worker sends the results (the output files) to the Coordinator.
For fault tolerance, XtremWeb uses several fault tolerance mechanisms to deal with Workers, Clients and Coordinator failures which enable the system to restart correctly after any failure happens. All the tasks distributed by Coordinator are saved in reliable media (hard disks etc) and managed by using transaction mechanism in order that integrity of whole system is preserved if the Coordinator does not work for any reason (power failure, crash etc). When restarting, the Coordinator gets information saved on reliable media to reinstall its proper state; then it retrieves tasks (waiting and scheduled ones). Transaction mechanism is also used by the Worker when fetching tasks and the Client when submitting tasks. When the Coordinator restarts from failure while the Client and Worker work well, this can make sure a consistent state. An alive signal is sent periodically by the Worker to the Coordinator. If no alive signals are sent after a certain time, the faults of Workers are detected. Their tasks will be resent and rescheduled to the other Worker available. In this way, XtremWeb uses resilient components that can fetch their context before restarting to achieve fault tolerance.
For network security, to guarantee user authentication, Workers integrity, application and results protection and user execution logging, XtremWeb relies on three mechanisms: the authorized users list, the Coordinator authentications by Workers and Clients, the sandbox utility. There are at the same time the firewalls on every site to assure the network security. XtremWeb protocols use single side (the pull model of Worker side) communications to go through the firewall.
GMRES (M) ALGORITHM ADAPTED TO XTREMWEB 1) Arnoldi process
This process gives an orthonormal basis of the Krylov subspace , where , and . We give one variant of the algorithm which results from a recursive application of the Gram-Schmidt (GS) process on the columns of the matrix , where v 1 is the normalized vector v. Algorithm 1: Arnoldi process 1. Compute , and .
For do for , compute and end do
We define as the upper Hessenberg matrix whose nonzero entries as the coefficients h ij .
Therefore, we obtain this important relation
Let H m be the m × m upper Hessenberg matrix obtained from by removing its last row, then we can write (3.2) and (3.1) can be rewritten (3.3) where e m is the m th canonical vector of
The Gram-Schmidt process used above is called the Classical Gram-Schmidt process (CGS). The Modified Gram-Schmidt process (MGS) is another variant of the GS process; moreover it is more stable than CGS. On the other hand it is not well parallelizable. We can remedy to the stability drawback of CGS by reorthogonalizing the vector v j+1 at each iteration or only if a loss of orthogonally is detected. The test adopted by Kelley in [13] is based on the Brown/Hindmarch condition, the re-orthogonalization is done if in working precision, with
The Arnoldi process will be used in the GMRES solver, and in Arnoldi's method for computing eigenvalues and eigenvectors of large sparse matrices, to perform the projection onto the Krylov subspace . In the parallel implementation of the Arnoldi process, in the previous methods, we will use the re-orthogonalized CGS version, because it is well parallelizable and stable.
2) GMRES method
The GMRES (Generalized Minimum RESidual) method was proposed by Saad and Schultz in 1986, see [9] as a Krylov subspace method for solving nonsymmetric systems. The iterate of GMRES is the solution of the least squares problem A powerful tool for solving this optimization problem is the QR decomposition based on Householder transformations [15] , [16] .
In the GMRES algorithm the number of vectors requiring storage increases with m. One way to resolve this problem is using the algorithm iteratively, by finding the iteration x m , and restarting the algorithm with the initial guess x 0 = x m , until convergence.
Thus, we obtain the restarted GMRES(m) after m iteration of GMRES. 
XTREMWEB IMPLEMENTATION OF GMRES (M)
In our implementation of GMRES (m) on XtremWeb system, for saving the memory and cutting communications on the network that all the sparse matrices are stocked in the compressed format CSR. The most economical format for the sparse matrices is the format CSR (Compress Sparse Row) or its equivalence by column CSC (Compress Sparse Column). This format CSR stocks the sparse matrices by three vectors: A (the vector contains all the nonzero elements), JA (the vector contains the number of columns of the element in A), IA (the vector contains the number of nonzero element where begin each line).
To implement this GMRES (m) algorithm, 11 software components are written. In Fig 3 the components with the name beginning with "comm" are executed on Coordinator of XtremWeb system, they are sequential programs. The components with the name starting with "sub" are executed on Workers of XtremWeb in a parallel way. In reality, at a given moment a job will be executed on which Worker is totally decided by the XtremWeb scheduling strategy and Worker local policy.
RESULTS AND ANALYSIS
The first matrix tested is the matrix "vp" with the size 2q × 2q presented in the Fig 4 , its eigenvalues are a j + ib j , and we take the eigenvalues in two rectangles R 1 with vertex -2.5 ± 2i, -1.5 ± 2i, and R 2 with vertex 1.2 ± 4i, 1.8 ± 4i [12] . In our tests, we use a matrix "vp" generated with the size 100,000 saved in the Matrix Market formatted file, later we use it as "matrixvp1E05".
The second matrix is matrix "DA" which is a dense, square matrix generated by a matrix generator. "DA20000" is a matrix with dimension 20,000 including 4 × 10 8 nonzero elements.
Two XtremWeb network configurations are employed: a LAN and a WAN based configuration. The Coordinator of the two XtremWeb network runs on a dedicated server in the building of engineer school of Lille (Polytech-Lille) in Lille. The local configuration, Workers (128 PCs, non-dedicated, Linux system) run in the computer rooms of Polytech-Lille. The WAN configuration makes use of the 3 clusters of SCGN Grid [17] in High Performance Computing Center of University of Tsukuba in Japan. Totally, 82 Workers (CPUs in the clusters) are in use. The description of details of the two sites is given in the Table 1 . And the powerful configuration of IBM SP4 is shown in Table 2 .
The goal of our tests is not to measure the performances on each peer nor of our light-weight grid XtremWeb because we will just obtain a literally Figure 4 . Matrix sparse VP.
worthless set of data. In fact, because of the dynamic and volatile nature of grid, this kind of information is inexplicable and is valuable only for a system with an efficient scheduling in real time. Even so, it is still helpful to explain the final test results for proposing XtremWeb-a good lightweight desktop grid system for some numerical computing resolutions. In reality, the computing time varies greatly (the difference processor frequency, available memory, computing load, network traffic, etc and as well the high volatility of Workers of XtremWeb). So all the data used in our results should be average values of many tests.
The way of storage of our matrices used for our computing is a key factor to the performance for our tests. We use two manners to do it. One is to read data file by all the subroutines in each steps of our algorithm, it is the case when we have to deal with the matrices downloaded from Internet site in Matrix Market or the other formats. The other is to generate the matrices locally by a distributed version matrix generator when we have to use the data of matrix to do some calculation. In fact, in Fig 3, only two components "sub1" and "sub3" call for the matrix to do the multiplication.
In Table 3 , for the computing time (CPU time), we can effortlessly notice the modest CPU time consumed because of powerful CPUs of the clusters and the small data volume of this matrix (for one Worker, the whole matrix "matrixvp1E05" is cut into 10 pieces with the dimension of 10,000 including 20,000 nonzero elements). We can as well notice that we gain 15% performance in this case of generator configuration thanks to significant diminution of communications and traffics in networks.
The results shown in Table 4 reveal that when we increase nW (the number of Workers participating the global computing), we obtain a finer granularity, which means for every job executed, the data to compute are less, then we consume less CPU time of computing, meanwhile the number of jobs augments linearly with more Workers. The CPU time consumed for computing decreases
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Solution of linear systems by GMRES method on global computing platform with more Workers thanks to smaller volume of data to compute. For total time that we evaluate on the Coordinator, there is an optimal value nW=25 in Table 4 , when nW is 25, we have the shortest computing time on Coordinator side. When nW is small, the principal time is utilized for the computing, in this table "nW=10, 15" are those cases. But the network traffic increases greatly with more Workers involved in. We can remark the total communication time increases much when we use more Workers for our tasks. In all, the time to get convergence for our GMRES (m) method increases with the increase of Workers after the optimal threshold (nW=25). This result matches to the theory that the parallel implementation of GMRES (m) requires intensive communications and multiple synchronizations.
We also performed some tests for the same matrix on the supercomputer platform IBM SP4 and the results are shown in Table 5 . Compared with the tests done in Table 4 , we observe some remarkable differences as summarised here. When the number of processors or Workers involved in is from 10 to 20, the CPU time consumed for IBM SP4 is less, which can be explained by the limitation of hardware configuration of PCs in the LAN of Polytech-lille. In fact, even in our tests for better performance, we make Workers run on the more powerful PCs (memory ≥512M, main frequency ≥2GHz), because of limitation of memory and shared with other applications running on the Workers when memory demanded is larger than 200 M, it causes frequent paging in hard disk. Finally, the latency of CPU becomes longer, even the more powerful processors of LAN than IBM SP4 (in Table 2 , main frequency ≤1.7GHz). But when more Workers (nW=25, 30) involved in, the demand of memory is much less, the CPU time used for computing of LAN is less than that of IBM SP4. One of main reasons is the extra cost of the function MPI_WTIME ( ) which is used for IBM SP4 MPI to get the universal time and includes the additional time for synchronization.
The communication time in Table 4 keeps increasing with more Workers joined in the global computing. Contrarily, that of IBM-SP4 decreases continuously with more processors engaged in (see Table 5 ). And the time of communication of IBM SP4 is much less thanks to the very high speed connection (Federation Switch US protocol on same node 1201Mb/s [18] between the processors of this supercomputer, however the maximum bandwidth of LAN in Polytech-lille is only 10Mb/s. And because of excellent performance of network hardware of supercomputer IBM SP4, when we augment the number of processors for parallel computing from 10 processors to 30 processors, the time of communication decreases correspondingly, in all we need less time to convergence for GMRES method.
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CONCLUSION
We implemented our GMRES (m) algorithm in two computing platforms: A desktop grid system XtremWeb, a supercomputer system IBM SP4. We could tell the differences. Without any doubt, the supercomputer system IBM SP4 has the much better performance thanks to its excellent hardware and software configurations. But it has a key shortcoming: too expensive. A high school or a small company can not afford it. The lightweight GRID computing system XtremWeb we present principally in this paper is really a good system for GRID computing. Compared with the performance of Supercomputers, the time of resolution is much more. But the interest of the grid computing model is to use the inexpensive PCs in computer room or at home interconnected by Internet and free time of these unexploited resources. XtremWeb is well designed for profiting it. Facing the volatile character of global computing network with thousands of even more devices interconnected by Internet, XtremWeb has a good competence of fault tolerance at the same time. In fact, additionally in our practice, the processors of IBM SP4 are limited (288 CPUs maximum), and when we demand the utilization of processors of several nodes (nP ≥32), because of many users sharing the expensive resources; our tasks may be always in the queue of waiting for execution for a few days even weeks. But for XtremWeb, we can launch our jobs as we want, and more than thousands of processors can be engaged in, usually our jobs are executed as we launch thanks to persistent availability of idle time of devices. Truly until now the LAN of Polytech-Lille is not fully exploited, there are few users of P2P platform to profit this computing resource. That makes us easier to accomplish our computing tasks than on the Supercomputer IBM SP4.
But we observe equally that the sequential components executed on Coordinator of our GMRES computing software (see Fig 3) along with the central management of all communications turn out to be the bottleneck, the communication can be optimized and implemented in a decentralized mode. And a more efficient scheduling instead of FIFO mode for the jobs distributed to Workers would improve significantly the performance. Even so, we anticipate that longer lasting computing jobs will obtain better performance with relatively low charge of communication. And for the parallel algorithm like GMRES (m) which necessitates a lot of communications and synchronizations, the XtremWeb is not a very ideal computing platform.
Our results of tests confirm moreover the portability of our implementation on XtremWeb system. In future, with more Workers and with larger bandwidth, we will resolve the very large scale linear systems with the grade of millions without difficulty.
