on explanatory pluralism in Theory & Psychology as exemplary of some of these attitudes. As Huib Looren de Jong (2001) nicely summarizes, the general fear is that
In the era of brain sciences and behavioral genetics, of psychopharmacology and evolutionary explanations of behavior, psychology seems caught between a rock and a hard place. Either it faces annexation of its subject, human behavior and mental life, by neuroscientists and geneticists, or it may have to withdraw into not-so-splendid isolation. (p. 731) We hope to mitigate such fears. A related story, of course, can be told in the opposite direction: neuroscientists also often hold views about the uselessness of psychology that are in need of modification. However, that is an essay for another day.
Here we focus on 'reductionism' in cognitive neuroscience and the implications for its relationship to psychology. A number of theoretical psychologists have raised such concerns. For example, Radder (2001) has argued 'against physicalist interpretations of psychology, whether reductive or nonreductive ' (p. 773) , showing particular concern with 'the claimed reduction of human cognitive behavior to the underlying "neurocomputational" brain processes ' (p. 774 ). We will attempt to disentangle reduction from ontology (of which physicalism is one flavor) in a way that allows for a potential interplay of explanations across disciplines and is non-prejudiced regarding ontological privileging. Theo Meyering (2001) , for example, is right to note that Philosophical psychology ... has been the battle-ground of quite a few antireductionist arguments leveled against physicalism in its various guises. Yet a fair assessment of these arguments is complicated by the fact that the notion of reduction itself is hardly a unitary concept any longer. (p. 761) This point must be elaborated. Ontological physicalism is not the position of most, if any, cognitive neuroscientists. Their version of methodological reductionism is much different. But this sense of reduction should not worry theoretical and philosophical psychologists.
One version of physicalist reductionism, summarized by Bem (2001) , is taken to hold 'that all special sciences ... are micro-reducible, in principle, to fundamental micro-physics ' (p. 786 ). Against such a view, Bem's response is reasonable: 'Why should we accept an a priori restricted ontology, and why should we believe a metaphysics with such a restrictive programme? ' (p. 786) . Our concern, however, is not to offer an alternative metaphysics or to make room for an 'autonomous psychology' that is 'grounded on its [own] distinctive ontological equipment' (Bem, 2001, p. 790 ). Instead we focus on explanation in science. Although we argue a somewhat different point than found in McCauley and Bechtel's (2001) alternative to Bem, we agree that the traditional ontological commitments of reductionists, the commitments that 'antireductionists fear' typically 'offer misleading views of both scientific practice and scientific progress ' (p. 736) in part because 'they miss the multi-level character 200 THEORY & PSYCHOLOGY 17 (2) of so much scientific research ' (p. 737) . Focusing on reduction as found in scientific practice, we argue that the methodology of cognitive neuroscience need not imply any ontological barriers for work in psychology.
Reductionism
Talk of reduction in science often carries connotations of elimination, replacement and judgments about what is really important. The classical scheme of unified science would have it that psychology reduces to biology, biology to chemistry, and chemistry to physics. The 'real' science, the 'Holy Grail' (Meyering, 2001) as it were, that contains the fundamental true descriptions would be physics. On such a schema, psychology is clearly marginalized, occurring many steps away from the ultimate ontology of the world. As Looren de Jong (2001) puts it, psychology occurs outside the 'single-plot story' that this view of the world sets up. Fortunately, such a view has no important relation to work in cognitive neuroscience or much of the recent work in philosophy of science. The basic reason for this is that this simpleminded reductionist account assumes a simple-minded ontology that neglects the more important issues of explanations or intelligibility. Issues of reduction become rather pointed at the intersections of psychology and neuroscience. Sometimes an impulse is felt to 'reduce' the forest of descriptions and explanations of human thinking, cognitive abilities and actions to the collection of dendritic trees. Our goal in this paper is to assuage any worries that using neuroscience in explanations implies a nothing but ontological reduction of the socio-psychological phenomena of interest in psychology. It does not. Unfortunately, the overzealous talk of some neuroscientists and philosophers of neuroscience (e.g., Bickle, 1998 Bickle, , 2003 Churchland & Churchland, 1994) readily gives the impression of a goal of eliminating psychology. And it is true that some of these people, like the behaviorists before them, do have this goal. One need not.
Denying reduction or elimination in this sense, however, should not be seen to force psychology into isolation. Looren de Jong (2001) nicely sets up the tripartite distinction we wish to challenge: … how are explanations of higher levels (like psychology) related to lower-level (neuroscientific) explanations: as elimination (the higherlevel has to go), as reduction (the higher level is to be translated into neuro-speak) or as autonomy (psychology has no truck with lower [i.e. neuro]-sciences?). (p. 731) We hold that the first two positions (elimination and reduction) can be denied without leaving us with the isolation of the third.
Psychological explanations are an important aspect of accounting for what people are and why they do what they do; so is cognitive neuroscience. The MACHAMER & SYTSMA: NEUROSCIENCE AND THEORETICAL PSYCHOLOGY  201 goal should be to integrate these explanations in ways that are mutually informative, despite some differences in levels of focus. As such, we deny the first of Looren de Jong's claims, in three ways: (a) neuroscience cannot be seen as reductionist in a physicalist or even biological sense; (b) neuroscience should be understood to be primarily concerned with elucidating mechanisms that are implicated in the production of behavior (and action)-its goal is not to simply map correlations between neuronal and behavioral events (although this may often be part of the process of discovering mechanisms); and (c) neuroscience, alone, ought not to be seen as being in the business of supplying a complete account of human beings, human thinking or even human action. This relates to our third claim. Culture, historical situation, social constraints, and so on, are essential to full explanations of human action. However, they do not arise in a vacuum. Culture is in part a biological phenomenon, a feature of social groups that is causally related to individual cognitive mechanisms. As such, neither brains nor culture should be left out of the equation.
Reductionism in Neuroscience
First of all, it is best if we bring a little clarity to the term 'reduction'. The way in which most scientists use 'reduction' typically differs from the ways philosophers have used it. Scientists, most often, mean that at least part of an explanation of a phenomenon is provided by exhibiting the lower-level mechanisms that contribute to explanations of how a 'higher-level' phenomenon is brought about. The mechanisms involved in giving a working explanation of a phenomenon, such as a behavior or the carrying out of a cognitive task, refer to different (often called lower) levels of entities and activities in order to explain how the higher, person-or organism-level behavior, came about. In some cases, the lower-level entities and activities are constitutive of the entities and activities at higher levels; but this need not always be the case (see Craver 2001 Craver , 2002 .
As an example of a scientist's usage, consider Eric Kandel in his 2000 Nobel Prize address:
Throughout my career I have been interested in the biology of learning. I have been curious to know: What changes occur in the brain when we learn? And, once something is learned, how is that information retained in the brain as memory? I have tried to address these questions by developing a reductionist approach that would allow me to investigate the biological mechanisms underlying elementary forms of learning and memory at a cell and molecular level-as specific molecular activities within specific identified nerve cells.
It is this emphasis on mechanisms and the connections between memory, memory tasks and the molecular changes at a synaptic level that corresponds 202 THEORY & PSYCHOLOGY 17(2) to the scientific sense of reduction. Detailing such connections in ways that provide explanations, in the sense of articulating how the workings of the parts could produce the observed phenomenon or the evidence taken for it, is the hallmark of the scientist's concept of reduction. Many philosophers, by contrast, have meant by 'reduction' something much more drastic. In this tradition, Schaffner (1993, p. 431) argued that uni-level reduction is the hallmark of a fully 'clarified science', the realization of which requires the satisfaction of two specific conditions. First, the causal generalizations contained in the explanans of a given theory must be completely reduced to terminology referring to lower-level processes occurring at one specific level of aggregation in the reducing theory. Second, the explanandum must be made uni-level (translated into the same uni-level terms) in so far as it contains a general statement situated at the same or different level of aggregation as the explanans. This means that the phenomenon to be explained (the explanandum) must be reinterpreted so that their descriptive terms end up being at the same level as the explaining statements (the explanans).
A more specific example comes from the mind/brain debate, which is often stated in reductivist terms. Physicalists, in the extreme, claim that all mentalistic terms (or mental 'entities') used in describing mental phenomena can be reduced to, replaced by or eliminated in favor of purely physical terms (or physical entities). Paul and Patricia Churchland (1994) are qualified holders of this view, while Bickle (1998 Bickle ( , 2003 is its strongest and most ardent supporter. This view, stripped of its nuances, assumes that the physical is the privileged level such that it both makes sense and will be more explanatory to eliminate from the vocabulary of science any references to the mental. Such a view clearly would eliminate any work in psychology that uses mental terms like 'reason', 'perceive', 'know', 'feel', and so on. The worry is that the higher-level entities and activities (e.g. mental, personal or social levels) used to explain human behavior and action are illegitimate because they do not clearly refer to identifiable spatio-temporal entities or some such privileged class of objects. Often critics of reduction argue only against this very strict, philosophical view.
It is not just with regard to neuroscience that such worries occur, however; they are also common within psychology. One area in which this has come to the fore is in debates over evolutionary approaches to human behavior, a framework that also forms a dominant perspective in cognitive neuroscience today. One fear is that in looking to 'reduce' behavior to the outcome of evolved mechanisms, that is, to mechanisms that would then be candidates for elucidation in neural or molecular biological terms, we tacitly preclude other approaches to understanding human behavior. Again, this need not be the case. Laland and Brown (2003) have commented on one way to avoid the exclusion tendency, by shifting our understanding of 'reduction':
One dictionary definition of reductionism is 'the belief that complex data and phenomena can be explained in terms of something simpler.' This Mind (c. 1628 Mind (c. /1985 , a 'divide and conquer' approach has been employed fruitfully in science. Considering the military metaphor further, the 'reduction'-the dividing up of problems into smaller pieces-is primarily a way of focusing one's attention by breaking up a larger problem into smaller sub-problems. Such an approach, however, requires awareness of the whole; it requires an understanding of how the smaller battles fit into the larger war. This methodology contrasts with the urge to ontologize the 'reduced' pieces as more basic or more real, to think that the war is nothing but the collection of battles. By way of contrast, consider what Richard Lewontin (1991) has said on the subject:
By reductionism, we mean the belief that the world is broken up into tiny bits and pieces, each of which has its own properties and which combine together to make larger things. The individual makes society, for example, and society is nothing but the manifestation of the properties of individual human beings. (p. 107, italics added) This is an endorsement of a brand of ontological reductionism. Its danger is in the 'nothing but'; for our purposes, that psychology is 'nothing but' the manifestation of the properties of individual neurons.
Our answer to the question of whether or not cognitive neuroscience is reductive, then, depends on what sense of reduction we are committed to. If one means by philosophical reductionism a nothing-but-ism as regards brain bits, then the answer is 'no'. Cognitive neuroscience itself is not a philosophical or metaphysical position. It is the scientific study of a certain domain of phenomena of our world. At the same time, one should recognize that cognitive neuroscience is not completely free of metaphysical baggage. In being a 'scientific' discipline that picks out and focuses on a 'certain domain of phenomena', cognitive neuroscientists make disciplinary decisions about what to study and how to study it, which can in turn presuppose assumptions about the value of these decisions. Our point is not to stick our heads in the sand and deny the very noticeable differences in focus and approach found between cognitive neuroscience and theoretical psychology, but to deny that work on either side is furthered by ontological privileging. One can deny that cognitive neuroscience need be ontologically reductionistic while accepting that the knowledge it produces must be understood in terms of its methodological commitments. As such, if by 'reductive' one means a methodology that employs a 'divide and conquer' approach to complex problems, then the answer is 'yes'; cognitive neuroscience often is methodologically reductionist.
As the metaphor above suggests, an approach of methodological reductionism does not privilege one level of description. An understanding of how 204 THEORY & PSYCHOLOGY 17 (2) what is to be 'reduced', the phenomenon, fits into a larger environmental 'whole' is essential to the adequacy of the overall explanations. Furthermore, the very idea of a part that functions to produce an effect of the whole precludes an eliminativist strategy. In fact, all mechanisms in cognitive neuroscience attempt to explain cognitive events or behaviors of organisms by referring to causal processes that are described in terms of entities and activities occurring in various brain parts, which may be distinguished into various levels. If this is correct, it follows that all mechanistic explanations in cognitive neuroscience are multi-level. Further, if this is so, ontological reduction (reducing higher levels to a single lower level or eliminating higher levels and replacing them with a lower level) is impossible in the sense that both the 'higher' and the 'lower' levels are part of the explanations produced in cognitive neuroscience. Some philosophers have recognized this (see, e.g., Craver 2002; Craver & Darden, 2001; Schaffner, 1993; Wimsatt, 2006) . The strict concept of ontological reduction is therefore largely irrelevant to what the scientists are doing. It is not even clear that the classical example of reduction of thermodynamics to statistical mechanics works in the ontological way (see Sklar, 1999) . Ontological reduction should not be a worry for researchers in psychology:
Higher level entities and activities are ... essential to the intelligibility of those at lower levels, just as much as those at lower levels are essential for understanding those at higher levels. It is the integration of different levels into productive relations that renders the phenomenon intelligible and thereby explains it. (Machamer, Darden, & Craver, 2000, p. 23) Psychology is not an anathema to neuroscience (a point that some neuroscientists could be reminded of) and neuroscience should not be an anathema to psychology. The two are no more in tension than a general is with his battle commanders.
A further consequence of this is that we should expect that scientific disciplines will have divergent methodologies. We should recognize that 'science' itself is a complex cultural phenomenon driven by individual scientists. It is no more uni-level than the explanations it produces. As such, when we speak of 'mechanistic explanations', we do not imply that there is only one kind of mechanism, that only one mechanism is relevant to the production of the phenomenon of interest, or that the mechanisms refer to only certain kinds of entities. We are not even claiming that all good explanations must be mechanistic, though we hold that many are. Further, historicity enters even into thinking about what counts as an acceptable mechanism (i.e. what kinds of entities and activities are taken as fundamental in a field at a time); this is very much a historically contingent fact depending on the many social and psychological processes that have formed that field or domain of inquiry, as well as the more individualistic goals and purposes of the particular researcher (cf. Machamer et al., 2000) .
Mechanisms and Correlations
Cognitive neuroscientists using reductive strategies usually have as their goal not just to find cellular mechanisms or brain region activities that correlate with cognitive or behavioral events. They want to discover the mechanisms that make such events causally explicable. Finding correlations may be a step that is useful for finding causal connections, but such correlations are certainly not the desired end state nor are they taken to be explanatory on their own. At some points in the research all we may know about is some such correlation, but this only indicates that research must start somewhere. This starting point is not the desired end point.
What we find in looking at actual research in neuroscience is that neuroscientists, like any cognitive scientists, deal with idealized systems. They try to isolate and explain things by providing the mechanism of systems that they idealize as closed, non-interactive systems. They select an event of interest, say how someone can remember where a place is, and try to explain this recall ability in terms of perceptual experience and memory by describing the mechanisms that are used to acquire, maintain, retrieve and use such knowledge. These mechanisms do not explain why remembering that place is important. That place is a bit of cultural knowledge. But neither are the mechanisms irrelevant to such a larger goal since they form constraints on the acquisition, maintenance and use of cultural knowledge such as the relevant social norms for a population at a given time (Machamer & Osbeck, 2004) .
Another voiced concern is that if neuroscience is seeking such causal connections, seeking the mechanisms that 'produce' the higher-level phenomenon (memory, knowledge, etc.), then we are locked into some form of causal determinism. This, it is held, would be a bad consequence in that it might ontologically privilege the lower-level via the backdoor. As Rom Harré (2002) notes, 'we can easily discern a movement one might call "psychologists against biological determinism"' (p. 612). Well, determinism is even less of a major philosophical problem than reductionism. But we shall not argue this directly. Suffice it to say here that the mechanisms that are sought to explain cognitive events are almost always 'indeterministic', and this in two ways. First, no mechanism always works all the time. In fact, most cognitive events, like most biological phenomena (e.g. making a protein from DNA), have multiple ways of coming about, multiple mechanisms that can produce a given kind of result. Second, this 'indeterminism' results from the fact that there are no universal, unrestricted in scope and supported by counterfactuals, laws that form part of these biological (broadly speaking) sciences (see Bogen, 2003 Bogen, , 2005 Mitchell, 2003; Rosenberg, 2001) .
The view that there are no 'proper' laws in biology (Mitchell, 2003; Rosenberg, 2001 ) is sometimes used to draw unwarranted conclusions. For example, in discussing social constructionism and the 'nature' of cognitive phenomena, Harré (2002) also exchange explanations in terms of laws for explanations in terms of social and especially semantic conventions' (p. 611). As indicated above, while we agree that explanations may involve social and semantic conditions, this is not in exchange for laws of explanation. Thinking of explanation in terms of mechanisms certainly allows that 'the human brain is one of the tools people use to accomplish their cognitive projects' (p. 613). Indeed, the evolutionary framework of much cognitive neuroscience then fits with the insight that 'the brain is shaped for the tasks it is used to perform' (p. 613). So, if the fear of determinism is a fear of actions being determined by laws, such a fear is unfounded since there are no classical laws. Moreover, there have been some interesting attempts to try to explain how free will works in terms of neuro-mechanisms (Walter, 1998 (Walter, /2001 . Such lines of inquiry are not precluded from science because of philosophical arguments concerning determinism.
Neuroscience and the Social Side of Behavior
As noted, explaining cognitive events or behavior by neuro-mechanisms does not preclude explaining them by social or psychological mechanisms. In fact, it is to be expected that explanations at these divergent levels should, if they are actually good explanations, complement and bolster each other. One recent line of inquiry that explicitly takes this into account is gene-culture coevolution theory (see, e.g., Boyd, 2004; Boyd & Richerson, 1985; Henrich & McElreath, 2003; Richerson & Boyd 2005) . The basic premise is that culture is a biological phenomenon and must be understood as such. Our biology, crucially including our neuro-mechanisms for knowledge acquisition, retention and use, exerts pressures on the ways in which cultures develop, just as culture has exerted pressures on the evolution and development (in a lifetime) of many of our neuro-mechanisms. Rather than engage in the persistent debate over 'whether the chief level in social phenomena is the individual or the social', gene-culture coevolution theorists 'take seriously and treat explicitly forces at both levels, and sometimes more' (Henrich & McElreath, 2003, pp. 132-133) .
The hallmark example of this type of coevolution does not deal with higher-level cognitive abilities. Nonetheless, the moral is important. In 1970, geographer Fredrick Simoons suggested that the ability to digest lactose increases in frequency in certain populations in response to the cultural development of dairy farming. Lactose is a sugar found in 'Mother's milk'. Not surprisingly, mammals are typically only able to digest milk in infancy (i.e. they generally only produce the enzyme lactase that breaks down lactose prior to weaning). Subsequent work has shown that adult lactase production is controlled by a single dominant gene. People in northwest Europe, India, and pastoralists in western Asia and Africa have a long history of dairy farming and have this enzyme, while it is generally rare or absent elsewhere. So, this geographical distribution largely corresponds to gene frequency regarding adult lactase production. Further, painstaking statistical work has shown that a cultural history of dairy farming is the best predictor of the rate of this gene in the corresponding populations (Cavalli-Sforza, Menozzi, & Piazza, 1994; Holden & Mace, 1997 ; see also Richerson & Boyd 2005, pp. 191-195 , for a summary of this work).
This correlation appears to be best explained as an example of geneculture coevolution: the cultural evolution of dairy farming exerted a pressure on the genetic evolution of those populations. Gene-culture coevolution theorists generalize on this point: 'The evolving pools of cultural and genetic information carried by human populations are partners in a similar swirling waltz. ... We think that gene-culture coevolution has also played an important role in the genetic evolution of human psychology' (Richerson & Boyd, 2005, p. 192) . Social learning of culturally accumulated information plays a significant role in human behavior. We could not be writing this paper without years of formal education. But social learning-including knowledge retention and transmission-is no trivial task. How enhanced capacities for culture have coevolved with locally adaptive cultural knowledge has been a major focus of gene-culture coevolution modeling work.
The basic and rather obvious assumption is that 'culture is an evolving product of populations of human brains, brains that have been shaped by natural selection to learn and manage culture' (Richerson & Boyd, 2005, p. 7) . Conversely, culture has been a force in shaping brains. Such a multi-level perspective has been fruitful, generating interesting questions at each level. As Henrich and McElreath (2003) There is not space here to review the work that has been done on each of these questions. For our purposes, what is most interesting is how these questions unite seemingly divergent disciplines (including biology, psychology, anthropology and sociology), not by 'reducing' or 'eliminating' them, but by synthesizing their insights. In particular, work on lower-level mechanisms of social learning in cognitive neuroscience is relevant, moving up levels, in understanding the cultural patterns observed in populations. Work on higher-level adaptation of culture is relevant, moving down levels, in articulating formative pressures on the evolution of the cognitive mechanisms involved. The interrelation of these questions calls for investigation at multiple levels. As such,
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THEORY & PSYCHOLOGY 17 (2) cognitive neuroscience has an important role to play in understanding human behavior, as will be further explored in the next two sections.
Reduction and Relevance
Ignoring such unifying work, one way to deny from the start the relevance of neuroscience to psychology is to emphasize the role of culture and society in human knowledge and action (claim (3) above). Since cognitive neuroscience largely focuses on the individual level down, and more on the brain than the body and environment, it has little to say directly about the larger entities and activities that comprise culture and history. We want to suggest, however, that just because it typically does not offer direct insights into culture, this does not mean that biology (including neurobiology, neuroscience and cognitive neuroscience) is not relevant to understanding how culture evolves or how historical setting, including cultural milieu, relates to individuals and their psychology. As Bem (2001) writes, 'the psychological level has its external system. It is the cooperation of the brain, the body and the environment, natural as well as socio-cultural, and sometimes in historical perspective' (p. 791). Thus, we hold that claim (3) is false, not because culture and historical setting are irrelevant to explaining human behavior, but because neuro-mechanisms are relevant to explaining culture. As embodied beings with extensive capacities for social interaction and culture, neither those capacities (including an articulation of the neuronal mechanisms relevant to them) nor the culture that evolves alongside those capacities can be left out of the equation if we want to increase our understanding. Recognizing this, there are twin dangers that can arise from a tendency for nothing-but ontological reductionism in discussing the biology of human behavior. One danger is to take it seriously as science; the potential result to be avoided is the tendency to ignore crucial cultural and historical factors in our explanations of human behavior. This danger is evident in some current talk in evolutionary psychology. For example, Cosmides and Tooby (1998) write that 'the mind is a set of information-processing machines that were designed by natural selection to solve adaptive problems faced by our huntergatherer ancestors' (p. 1, emphasis added).
Here the danger lies in taking this 'is' too ontically. It is one reasonable approach to understanding human behavior to focus on potential solutions to adaptive problems faced in our evolutionary history. What should be avoided is taking this methodology to minimize the relevance of culture, to ontologically reduce human behavior to solely the 'product' of the workings of individual brains:
The brain is a physical system whose operation is governed solely by the laws of chemistry and physics. What does this mean? It means that all of your thoughts and hopes and dreams and feelings are produced by chemical reactions going on in your head (a sobering thought). (Cosmides & Tooby, 1998, p. 4, emphasis added) Again, taking production too ontically is to privilege lower-level mechanisms over the higher-level individual or cultural processes that are also relevant to understanding our hopes and dreams, for example. It does not follow that the laws of chemistry and physics are all there is to the story that needs to be told about human dreams and feelings. Looked at from a different perspective, we can ask: is it reasonable to expect to explain all of our thoughts, hopes, dreams and feelings solely in terms of the laws of chemistry and physics? The answer seems to be rather obvious-it is not. Minimally, one needs to know much about a culture to know what dreams are possible for people in that culture, or to pick out what constitutes a 'thought', a 'hope', a 'dream' or a 'feeling'. The reverse danger is to take this response-that human behavior is unlikely to be adequately explained solely in terms of the laws of chemistry and physics-to motivate the opposite extreme. It is equally unreasonable to think that human behavior can be adequately explained in the absence of explanations about how brains work. This is to deny the less ontological sense of "production" in which the workings of neural mechanisms explain higher-level changes in the organism. To deny the ontological privileging of the sub-parts is not equivalent to denying their relevance to explanations of the individual's behaviors. Despite widespread recognition that the 'nature versus nurture' debate is facile as an either/or dichotomy, there remains a tendency to pick sides in deciding what types of explanations are legitimate. More appropriately, we should recognize that individual biology and group culture interact in the production of behavior and hence that explanations at both levels are important, especially since they should be expected to modify one another.
What Psychology Can Learn from Neuroscience
It would seem that a person's knowledge is one of the most important properties that we can investigate about human beings. It relates directly to Henrich and McElreath's (2003) third question above: 'What cognitive processes guide human social learning?' This being so, we shall take knowledge as our example. Cognitive neuroscience has much to tell us about the natures of knowledge, despite its own taxonomic and localization problems. Cognitive neuroscience provides a way of thinking about the different kinds of knowledge that humans have that goes well beyond, for example, the philosophical tradition of knowing how and knowing that. Cognitive neuroscience can help us to understand the mechanisms involved in people's exhibiting the types of behaviors that are taken as evidence of such traditional distinctions. In doing so, they constrain our theorizing about the distinctions relevant to understanding the diversity of human knowledge (just as such distinctions have motivated work on the systems of neural mechanisms).
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THEORY & PSYCHOLOGY 17 (2) While there are problems with trying to localize where in the brain these different knowledge or memory systems are, localization is worth investigating because it tells us something about how to identify systems and leads us to discover the mechanisms by which such systems work. For example, Squire and Kandel (1998) review and synthesize years of memory research, including work on memory deficits due to brain damage and laboratory research into the mechanisms of memory, by dividing memory up into various kinds, such as declarative and non-declarative. Whereas declarative memory is composed of facts (semantic), events (episodic) and the spatial, non-declarative memory is messier, being comprised of procedural memory and the memories formed by priming, perceptual experience, simple classical conditioning, habituation and sensitization. Now if we consider again our example of knowing where a place is and how to go to it, we see that this kind of knowing ought to fall within the domain of spatial memory. Minimally, knowing where and how to get there is not simply knowing how or knowing that. In fact, since different systems in the brain from those involved in semantic (fact) memory or habituation are responsible for spatial memory, we seem to gain support for making a robust distinction between these three kinds of memory.
This example also allows us to see an important point about relations among levels. We first notice a phenomenon about humans, that they know how to get places, and then try to operationalize this kind of knowledge into some paradigmatic experimental situations (or find deficits in this kind of performance due to specifically localizable brain lesions). We then run experiments, gather data and relate this data to other data gathered about the mechanisms that are active while such knowledge is being used. For example, we may want to know whether the pathway of learning spatial locations goes through the hippocampus and involves hippocampal working memory (which is what semantic learning seems to involve).
While it is whole organisms that learn spatial locations or recall spatial information, we can nonetheless attempt to isolate the system by which this information is learned and recalled, for example, in place neurons (Kobayashi, Nishijo, Fukuda, Bures, & Ono, 1997) . Eichenbaum (2002) describes the idea this way:
... the acquisition of cognitive maps involves a wholly distinct form of cognition from that of habit formation. Cognitive maps involve the representation of places in terms of distances and directions among items in the environment, and are composed as a rough topological map of the physical environment that the animal uses to navigate among salient locations and other important cues. (p. 118) A major bit of evidence for this hypothesis comes from the severe impairment of rats' ability to negotiate a water maze following hippocampal ablation (Eichenbaum, 2002, pp. 119-120) .
But questions still remain. Is the designed experimental task (e.g. the water maze) really one that is wholly spatial and not one that could be accomplished by some other system or some other form of representation, say, by propositional (semantic) representations? The idea of place neurons suggests there is a special form of representation in the hippocampus that is unlike what is used in building up habits or for remembering words or propositional facts. As such, learning about the mechanisms by which the brain works can help us theorize, not only by providing constraints on where and how such learning or memory recall occurs in the brain, but also by pointing us towards the kinds of cases of learning and memory that we have to study. This ought to help convince us that it is a real phenomenon that we are exploring and not just an artifact that arises because we, sloppily, have aggregated many different kinds of events under one rubric or devised an experiment that does not actually reflect the phenomenon we seek (see Feest, 2005 , for more on the operationalist aspect of experiments and their problems).
As such, reflecting on place neurons can direct us in devising experiments that get at this spatial phenomenon. Further, this line of thought should direct our theoretical and conceptual analyses by constraining the sorts of theoretical moves that are open to us in dealing with space perception and memory tasks. The result is that it seems that in order to refine our scientific explanations, to become convinced that they are plausible explanations of real phenomena, we need to move up, then down, and again up the levels to coordinate what we find at one level of the mechanism with what we have assumed at another.
We will close by reporting on one fairly recent and exciting example of using neuroscience to help explain how humans learn. It comes from Rizzollati et al. 's (1998; Rizollati, Fadiga, Fogassi, & Gallese, 2002 ) discovery of 'mirror neurons' in the ventral premotor area of monkeys. Hurley (2006) and others have used mirror neurons to try to explain social imitation learning, a phenomenon that is important to understanding the accumulation of culture. The neuroscientist V.S. Ramachandran (2000) describes the possibilities as follows: Rizzolatti . .. found that certain cells will fire when a monkey performs a single, highly specific action with its hand: pulling, pushing, tugging, grasping, picking up and putting a peanut in the mouth, etc. Different neurons fire in response to different actions. One might be tempted to think that these are motor 'command' neurons, making muscles do certain things; however, the astonishing truth is that any given mirror neuron will also fire when the monkey in question observes another monkey (or even the experimenter) performing the same action, e.g. tasting a peanut! With knowledge of these neurons, you have the basis for understanding a host of very enigmatic aspects of the human mind: 'mind reading,' empathy, imitation learning, and even the evolution of language. Anytime you watch someone else doing something (or even starting to do something), the corresponding mirror neuron might fire in your brain, thereby allowing you to 'read' and understand another's intentions, and thus to develop a sophisticated 'theory of other minds'. (p. 2)
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THEORY & PSYCHOLOGY 17 (2) The discovery of mirror neurons opens up great possibilities for understanding how humans and animals learn from imitation. Work on mirror neurons currently continues along interesting paths, such as research indicating that primates represent actions not just in terms of objects, but also in terms of what the goal of an action is (Nelissen, Luppino, Vanduffel, Rizzolatti, & Orban, 2005) . This learning by imitation also provides us with an example of a form of learning that fundamentally is not based on classical or operant conditioning (though presumably it may be strengthened by rewards). This form of imitation learning thus poses a challenge to neuroscience itself, since virtually all the experiments in neuroscience have used some form of conditioning as the paradigm for their learning experiments. In addition, for theoretical and philosophical psychologists, this research ought to open up a whole new framework for thinking about the role of imitation in memory and learning, for it provides evidence about the sorts of actions that can be learned by imitation and under what circumstances this is possible. Further, the study of mirror neurons provides all of us with one more example of why the individual and the social is not an exclusionary dichotomy that calls for a solution by reduction (or emergence). Mirror neurons are most interesting exactly because of their relation to both of these levels.
By now the moral of our discourse should be clear. If the fear of incorporating studies in cognitive neuroscience into one's account of cognition and thought derives from anti-reductive prejudices, then fear not. If the exclusion is based on assumptions about the irrelevancy of cognitive neuroscientific studies to pertinent questions about knowledge or cognition, then we hope we have provided some grounds for thinking they are relevant. Finally, if someone excludes the results of neuroscientific investigations because they consider them to be too individualistic, ignoring social and cultural aspects of cognition, we hope to have shown there are nonetheless some important things to be learned.
