Abstract. This paper deals with the massive three-dimensional Dirac operator coupled with a Lorentz scalar shell interaction supported on a compact smooth surface. The rigorous definition of the operator involves suitable transmission conditions along the surface. After showing the self-adjointness of the resulting operator we switch to the investigation of its spectral properties, in particular, to the existence and non-existence of eigenvalues. In the case of an attractive coupling, we study the eigenvalue asymptotics as the mass becomes large and show that the behavior of the individual eigenvalues and their total number are governed by an effective Schrödinger operator on the boundary with an external Yang-Mills potential and a curvature-induced potential.
1. Introduction 1.1. Motivations and main results. The Dirac operator was introduced to give a quantum mechanical framework that takes relativistic properties of particles of spin 1 2 into account. This operator can be seen as a relativistic counterpart of the Schrödinger operator and, as for this latter, the behavior of physical systems can be deduced from a thorough spectral analysis [26] .
In the present paper we focus on a class of Dirac operators with potentials supported on zero measure sets (the so-called δ-potentials). Such interactions are often used in mathematical physics as idealizations for regular potentials located in a neighborhood of this zero set. While such operators are well understood in the one-dimensional case, see e.g. [1, 10, 15, 23] as well as for the closely related radial mutidimensional case [11] , the systematic study in higher dimension appeared to be much more involved and attracted a lot of attention recently. It seems that the first results on Dirac operators with interactions supported on general smooth surfaces (shells) were obtained in [3, 4, 5] , where the selfadjointness and the discrete spectrum were discussed. The analysis was based mostly on the usage of potential operators involving the fundamental solution of the unperturbed Dirac equation. In [7, 8, 21] , the study was pushed further in order to understand the Sobolev regularity of functions in the domain, the δ-shell potential being then encoded by a transmission condition at the shell. Furthermore, as for Schrödinger operators with δ-potentials [6] , the shell interactions in the Dirac setting can be understood as suitable limits of regular potentials localized near the surface, as it was shown recently in [18, 19] . One of the main motivations for the present paper is the recent work [2] , where the closely related MIT bag model dealing with Dirac operators in bounded domains and special boundary conditions were studied. In fact, it is shown in [2] that for large negative masses the asymptotics of the MIT bag eigenvalues is determined by an effective operator acting on the boundary, and it is one of our objectives to study the related problem for scalar shell interactions.
We are going to study the specific case of the three-dimensional Dirac operator coupled with a Lorentz scalar shell interaction of strength τ ∈ R supported on a smooth compact surface Σ. The operator acts in L 2 (R 3 , C 4 ) and writes formally as
where α 1 , α 2 , α 3 , β are the standard C 4×4 Dirac matrices written down explicitly in (1.4), m ∈ R is the mass of the particle and δ Σ is the Dirac distribution on Σ. The expression (1.1) is formal due to the presence of the singular term δ Σ , the rigorous definition of A m,τ is given below in (2.2) using suitable transmission conditions at Σ. We remark that the special value τ = 0 corresponds to the free Dirac operator, whose properties are well known (see Section 2.2). Furthermore, the values τ = ±2 play a special role as they correspond to "hard walls" at Σ, i.e. A m,±2 is decoupled and represent the direct sum of two operators acting inside and outside of Σ; this corresponds to the so-called MIT bag model already considered in [2] , see Remark 2.1 below.
In what follows we exclude the above special values of τ . Our main results can be roughly summed up as follows.
(A) The operator A m,τ defined as in (2.2) below is self-adjoint, its spectrum is symmetric with respect to 0, and its essential spectrum is (−∞ Finally, being motivated by the analysis of [2] we provide an asymptotic study of the discrete spectrum for the case when τ < 0 with τ = −2 is fixed , m → +∞ (1.2) and obtain the following results:
(E) The total number of discrete eigenvalues of A m,τ counted with multiplicities obeys a Weyl-type law and behaves as where K and M are respectively the Gauss and mean curvature and the 1-form ω is given by the local expression ω := σ · (ν × ∂ 1 ν)ds 1 + σ · (ν × ∂ 2 ν)ds 2 with ν being the outer unit normal on Σ. (The precise definition of Υ τ is given in Subsection 4.1.)
We remark that by setting formally τ = ±2 in (1.3) one recovers the eigenvalue asymptotics for the MIT bag model as obtained in [2, Thm. 1.13] with the effective operator written in an alternative way.
Let us describe the structure of the paper. In the following Section 1.2 we introduce first a couple of conventions used throughout the text. Section 2 is devoted to the definition of the operator and to the proof of the assertions (A) and (B), see Theorem 2.3. The proofs are mostly based on the use of singular integral operators previously studied in [21] and some resolvent machineries already used in a similar (but different) context in [7, 8] . In Section 3 we deal with a more detailed study of the discrete spectrum. The key idea of the analysis is to obtain the sesquilinear form for the square of A m,τ . The squared operator clearly acts as the (shifted) Laplacian away from Σ, and the main difficulty 2 m,τ is given by the same expression as the one for the so-called δ ′ -potential, see e.g. [9, Prop. 3.15] , but defined on a smaller domain. Hence, our construction delivers a new type of generalized surface interactions [13] . Nevertheless, an additional geometry-induced constraint along Σ leads to a much more involved analysis and a completely different behavior when compared to the δ ′ -interaction studied, e.g., in [12] . In particular, Propositions 3.4 and 3.6 cover the above points (C) and (D). Section 4 is then devoted to the study of the asymptotic regime (1.2), and the points (E) and (F) follow from Corollaries 4.3 and 4.4, which are both consequences of a central estimate given in Theorem 4.1. In fact, the asymptotic analysis does not use the above operator Υ τ but another unitary equivalent operator introduced in Section 4.2 which is easier to deal with and which implies an equivalent reformulation given in Proposition 4.7. The upper and lower bounds for the eigenvalues are then obtained separately in Subsections 4.4 and 4.5 respectively, by comparing the operator A m,τ first with operators in thin neighborhoods of Σ and then, using a change of variable, with operators with separated variables in Σ × I with I being a one-dimensional interval, whose one-dimensional part is analyzed directly similar to, e.g., [14, 22] . Contrary to the approach of [2] our study does not use semi-classical type estimates, which allows a self-contained proof.
1.2.
Notations. For a Hilbert space H, one denotes by ·, · H the scalar product on H and by · H the associated norm. As there is no risk of confusion and for the sake of readability, we simply set · C 4 = | · | and · R 3 ⊗C 4 = | · |.
By B(H) we denote the Banach space of bounded linear operators in H. If T is a selfadjoint operator in H, then we denote by D (T ) its domain, by ker(T ) and ran(T ) its kernel and range respectively, and E n (T ) will stand for the n-th eigenvalue of T when enumerated in the non-decreasing order and counted according to multiplicities. The spectrum of T is denoted by spec(T ), the essential spectrum by spec ess (T ) and the resolvent set by res(T ). If the operator T in H is generated by a closed lower semibounded sesquilinear form t defined on the domain D (t), then the following variational characterization of the eigenvalues holds (min-max principle): for n ∈ N set
, then E n (T ) = ε n (T ) if ε n (T ) < inf spec ess (T ), otherwise one has ε m (T ) = inf spec ess (T ) for all m ≥ n. We sometimes write E n (t) := E n (T ) and ε n (t) := ε n (T ). Furthermore, for E ∈ R we denote by N(T, E) the number of eigenvalues of T in (−∞, E) and set N(t, E) := N(T, E).
For two closed and semibounded from below sesquilinear forms t 1 and t 2 their direct sum t 1 ⊕ t 2 is the sesquilinear form defined on
If T 1 and T 2 are the operators associated with t 1 and t 2 , then the operator associated with t 1 ⊕ t 2 is T 1 ⊕ T 2 , and N(t, E) = N(t 1 , E) + N(t 2 , E). The form inequality t 1 ≥ t 2 means that D (t 1 ) ⊆ D (t 2 ) and t 1 (u) ≥ t 2 (u) for all u ∈ D (t 1 ). By the min-max principle the form inequality implies the respective inequality for the Rayleigh quotients, ε n (t 1 ) ≥ ε n (t 2 ) for any n ∈ N, and the reverse inequality for the eigenvalue counting functions, N(t 1 , E) ≤ N(t 2 , E) for all E ∈ R.
Let α 1 , α 2 , α 3 , β and γ 5 be the 4 × 4 Dirac matrices 4) where I k denotes the k × k identity matrix and σ j are the 2 × 2 Pauli spin matrices,
The Dirac matrices fulfill the anti-commutation relations
For vectors x = (x 1 , x 2 , x 3 ) ∈ R 3 we employ the notation
2. Qualitative spectral properties 2.1. Definition of the operator. Let Ω + ⊂ R 3 be a bounded C 4 smooth domain. We set
and denote by ν the unit normal vector field on Σ pointing outwards of Ω + . For s ∈ Σ and τ ∈ R we set
Note that for any s ∈ Σ the matrix B(s) is self-adjoint and unitary by (1.5). For m ∈ R and τ ∈ R, we denote by
For τ ∈ R \ {−2, 2} we set
(2.3)
Then one has the commutation relations
For τ / ∈ {−2, 0, 2}, the transmission condition for u ∈ D (A m,τ ) can equivalently be rewritten as
Remark 2.1. For |τ | = 2 the transmission condition in (2.2) decomposes as
i.e. A m,±2 is the orthogonal sum of Dirac operators in Ω ± with MIT bag boundary conditions as studied, e.g., in [2, 21] . Using the language of [2] , for τ = 2 and m > 0 one recovers the MIT bag operator with the positive mass m in Ω + and the one with a negative mass (−m) in Ω − (and vice versa for τ = −2). As mentioned in the introduction it was shown in [18, 19] that, under some technical assumptions, the operators A m,τ can be approximated by Dirac operators with regular potentials. As A m,τ approximates A m,±2 for τ tending to ±2, this could provide a new interpretation and regularization of MIT bag operators with negative masses, namely as the restriction of the limit of Dirac operators with suitable squeezed potentials and positive mass. The missing point in this program is the fact that the technical restrictions of [18] do not allow to study the values of τ close to ±2. 
with dΣ being the surface measure. When computing A m,τ u in the distributional sense using the above definition of δ Σ u and the expression given in (1.1), one sees that the transmission condition in (2.2) ensures that
Let us list some basic properties of the operator A m,τ : The results will be deduced from [7, 8] by applying the abstract machinery developed there for suitable boundary conditions. To keep the paper self-contained we give a complete proof in the rest of this section. We first introduce some related integral operators in Section 2.2, and with their help we prove the self-adjointness of A m,τ in Proposition 2.8. The points (a)-(e) are justified in Section 2.4.
2.2.
Auxiliary integral operators. First, we define the free Dirac operator and discuss some of its properties which will be needed for our further considerations. Recall the definition of the Dirac matrices α j and β from (1.4). Then, the free Dirac operator A m,0 is given by
With the help of the Fourier transform one easily sees that A m,0 is self-adjoint and that 
The resolvent of A m,0 and the particular form of its integral kernel will be important later for the basic spectral analysis of the Dirac operator with a Lorentz scalar δ-shell interaction. Now we are going to discuss some integral operators which are related to the Green's function 8) and
where dΣ is the surface measure on Σ and B(x, ε) is the ball of radius ε centered at x. Both operators Φ λ and C λ are well-defined and bounded, see [7, Proposition 3.4] 
and it has the more explicit representation
Let ϕ ∈ H 1 2 (Σ, C 4 ) and λ ∈ res(A m,0 ). Then, the trace on Σ of
for λ ∈ (−|m|, |m|); the case λ ∈ C\R can be shown in the same way. In particular, we have 1
14)
The operator C I 4 can be extended to a bounded operator 
Using the definitions of the matrices P ± τ from (2.1) and (2.13) and (2.14) this yields
i.e. −1 is an eigenvalue of τ βC λ .
Conversely, if −1 is an eigenvalue of τ βC λ with non-trivial eigenfunction ϕ, then
by (2.10). Moreover, employing again (2.13) and (2.14) we obtain
and hence λ is an eigenvalue of A m,τ .
Using Lemma 2.4 and a result from [4] we deduce finally, that A m,τ has no eigenvalues in (−|m|, |m|), if the interaction strength τ is small. 
Hence, if τ < τ m := Proof. Let u ∈ D (A m,τ ). Employing an integration by parts we have
Using the transmission condition (2.5), the anti-commutation relation (1.5) and β 2 = I 4 the last term can be rewritten
Since u ∈ D (A m,τ ) was arbitrary, the claim of this lemma follows.
The following technical result will play a crucial role in the proof of the self-adjointness of A m,τ : Lemma 2.7. Let τ ∈ R and let for λ ∈ C \ R the operator C λ be defined by (2.9) . Then the operator I 4 + τ βC λ admits a bounded and everywhere defined inverse in
Proof. First, we note that I 4 + τ βC λ is injective, as otherwise the symmetric operator A m,τ would have the non-real eigenvalue λ by Lemma 2.4. To show that I 4 + τ βC λ is also surjective note
Using the anti-commutation relations (1.5) we obtain that βC λ + C λ β is an integral operator with kernel
i.e. βC λ + C λ β is a constant matrix times the single layer boundary integral operator for
; cf., e.g., [20, Theorem 6.11] . Moreover, by (2.15) also
. Note that both operators I 4 + τ βC λ and I 4 − τ βC λ are injective, as otherwise one of the symmetric operators A m,±τ would have the non-real eigenvalue λ by Lemma 2.4. Hence, we get finally by Fredholm's alternative that
Therefore, we deduce eventually
and thus, I 4 + τ βC λ is surjective. This shows that the closed operator I 4 + τ βC λ is bijective and hence, it admits a bounded and everywhere defined inverse by the closed graph theorem. Now, we are prepared to prove the self-adjointness of A m,τ which is the central point of Theorem 2.3: Proposition 2.8. Let m, τ ∈ R and let A m,τ be defined by (2.2) . Then, A m,τ is selfadjoint and for any λ ∈ C \ R one has the resolvent formula
Proof. Since A m,τ is symmetric by Lemma 2.6 it suffices to show that ran(
, see (2.12), and
by Lemma 2.7. We are going to prove that u ∈ D (A m,τ ) and (A m,τ − λ)u = v. Then, this implies the claim on the range of A m,τ − λ and the resolvent formula.
Due to the mapping properties of Φ * λ and C λ we have
. Moreover, using (2.13), (2.14), (2.12) and
Hence, the theorem is shown.
Basic properties.
In this section we are going to prove the points (a)-(e) of Theorem 2.3. To prove (a) take any λ ∈ C \ R. First, we note that by Lemma 2.7 the inverse (
is bounded, it follows from the closed graph theorem that the product
is bounded. As the embedding ι :
is compact and Φ λ is bounded, we deduce with the help of Theorem 2.8 that
This is statement (a) of Theorem 2.3. Next, we define the charge conjugation operator C and the time reversal operator T by Cu := iβα 2 u and Tu := −iγ 5 α 2 u. Then a simple computation shows that
Assume that λ ∈ spec(A m,τ ). Then there exists a sequence (u j ) ∈ D (A m,τ ) with u j = 1 and (A m,τ − λ)u j → 0 when j → +∞. Then for v j := Cu j one has v j = 1 and
In order to prove (d), we note first that the claim is trivial for τ = ±2. For τ = ±2 consider the unitary transform 3. Variational approach 3.1. Quadratic form for the square of the operator. In order to proceed with a more detailed study, let us introduce some geometric quantities. Throughout this section assume that Σ be the boundary of a bounded C 4 smooth domain. Recall that at each point s ∈ Σ the Weingarten map S : T s Σ → T s Σ is defined by S := dν(s). Its eigenvalues κ 1 and κ 2 are called the principal curvatures, and we denote by
the mean curvature and the Gauss curvature of Σ, respectively.
The following result will be of crucial importance for the subsequent analysis:
with dΣ being the surface measure on Σ.
The proof of Proposition 3.1 will use a couple of preliminary computations. First recall the elementary equality
Other important identities are summarized in the following lemma. Recall that for two operators A and B one denotes by [A, B] := AB − BA their commutator.
be an open set with compact C 4 smooth boundary, let ν be the outward pointing normal vector field on the boundary, let M be the mean curvature on ∂Ω, and let B be defined by (2.1). Then for u ∈ H 2 (Ω, C 4 ) the following identities hold:
In particular,
Proof. The identity (3.4) was obtained in [2, Lemma A.3] . By applying Green's formula and the equality (α · ∇) 2 = ∆ we obtain
and one arrives at (3.5) with the help of (3.3). Furthermore, an integration by parts and the anti-commutation rule (1.5) show that
and proves (3.6). Finally,
, and using that β is unitary, (3.5) and (3.6) we arrive at (3.7).
We will also use the following assertion, which is a rather standard application of the elliptic regularity argument, but we prefer to give a proof for the sake of completeness. 
. Thus, we have w ε ± ∈ H 2 (Ω ± , C 4 ) due to the above properties of E. We claim that lim ε→0 w ε ± − u ± H 1 (Ω ± ,C 4 ) = 0. By definition, it is clear that this is true for w ε − so, we focus on w ε + . We have w
, with a constant C > 0 thanks to the boundedness of E. The first term in the right-hand side converges to zero by definition. This is also true for the second term because using the transmission condition P
, with a constant K > 0. Thus, the right-hand side converges to zero by hypothesis and we get lim ε→0 w ε ± − u ± H 1 (Ω ± ,C 4 ) = 0. The only thing left to prove is that (w ε + , w ε − ) ∈ D (A m,τ ) which is true if the transmission condition is verified. Indeed, we have
Hence, the lemma is proved.
Proof of Proposition 3.1. Due to Lemma 3.3 it is sufficient to prove the result for the functions u ∈ D (A m,τ ). Using (3.7) for Ω = Ω ± we obtain
To simplify J 1 we remark first that
. By (2.4) and (2.5) we get
It remains to analyze the term J 2 . Making again use of the transmission condition (2.5) and the commutation relation (2.4) we obtain
With the help of (3.4) we arrive at
Finally, using the expressions of R ± τ and the transmission conditions we conclude
which completes the proof of (3.2) for u ∈ D (A m,τ ). The following assertion holds true due to the unique continuation principle, see Theorem 3.7 in [4] and the discussion thereafter to obtain the result in our setting:
Now we use Proposition 3.1 to obtain first estimates on the discrete spectrum of A m,τ . Proposition 3.6. Assume that τ / ∈ {−2, 2}, then:
Proof. (a) It is sufficient to show that the discrete spectrum of A := A 2 m,τ is finite, i.e. that A has at most finitely many eigenvalues in [0, m 2 ). Recall that A is the self-adjoint operator associated with the sesquilinear form
Let Ω ⊂ R 3 be a large ball containing Ω + and set Ω c = R 3 \ Ω. Using the natural identification
consider the sesquilinear form
Then b is closed, lower semibounded, and, moreover, it is an extension of the form a. Let B be the self-adjoint operator in L 2 (R 3 , C 4 ) associated with b, then due to the min-max principle one has ε n (A) ≥ ε n (B) for all n. Therefore, it is sufficient to show that B has at most finitely many eigenvalues in (−∞, m 2 ).
One easily remarks that B = B 0 ⊕B c , where B 0 is the self-adjoint operator in L 2 (Ω, C 4 ) generated by the sesquilinear form
given by the sesquilinear form
One has B c ≥ m 2 and, therefore, the number of eigenvalues of B in (−∞, m 2 ) is the same as that of B 0 . On the other hand, the domain of b 0 is compactly embedded in L 2 (Ω, C 4 ) and hence, B 0 has compact resolvent. As B 0 is lower semibounded, its eigenvalues form a sequence converging to +∞ and there are at most finitely many eigenvalues in (−∞, 
and thus, the claim is also true for τ = 0.
(c) It is sufficient to show that ker(A
Together with the condition P − τ u + + P + τ u − = 0 this implies that u + = u − = 0 on Σ. Using again Proposition 3.1 we arrive at
and deduce that u ± are constant on each connected component of Ω ± . As u ± = 0 on Σ = ∂Ω ± , the functions u ± vanish identically. 4. Discrete spectrum in the large mass limit 4.1. Effective operator on the shell. By Theorem 3.6 A m,τ can only have discrete spectrum when τ and m have opposite signs. As seen in Theorem 2.3 (e), the operators A m,−τ and A −m,τ are unitarily equivalent, hence in this section we assume without loss of generality that τ < 0 with τ = −2 is fixed and we are going to study the behavior of the discrete spectrum as m → +∞. In order to state the main result, we need to introduce an effective operator on Σ, which appears to be a Schrödinger operator with an external Yang-Mills potential, cf. [25, Section 69] . Namely, consider the (matrix-valued) 1-form ω on Σ given by ω = σ ·(ν ×dν), i.e. by the local expression
For a parameter (coupling constant) θ ∈ R, denote
Recall that by definition this operator is given by the local expression
where (g jk ) is the metric tensor on Σ, (g jk ) := (g jk ) −1 , and it is the unique self-adjoint operator associated with the closed sesqulinear form λ θ given by
Finally, consider the Schrödinger operator with an additional (bounded) scalar potential induced by curvatures given by
which acts on L 2 (Σ, C 2 ) as well. We will often use the shorthand
The aim of the present section is prove the following main result: 
Let us present first some important consequences.
Corollary 4.2. For any fixed j ∈ N there holds
Proof. As the j-th eigenvalue of Υ τ ⊕ Υ τ does not depend on m, it is sufficient to use Theorem 4.1 with δ = km −1 log m and a sufficiently large k > 0. 
m,τ ) due to the degeneracy, see Theorem 2.3(c). Now it is sufficient to apply Taylor expansion to E 2j (A 2 m,τ ) using the asymptotics of Corollary 4.2 and to remark that
Finally, the following Weyl-type asymptotics holds: Proof. Using Theorem 4.1 with δ = km −1 log m and a sufficiently large k > 0 one concludes that there exist constants C > 0 and m 0 > 0 such that for m > m 0 there holds
Due to the obvious identity N(Υ τ ⊕ Υ τ , E) ≡ 2N(Υ τ , E) it is sufficient to study the behavior of N(Υ τ , E) for large E. As Υ τ is an elliptic differential operator on a compact manifold having the same principal symbol as the Laplacian, the classical Weyl asymptotics, see e.g. Section 16.1 in [24] , gives
and the substitution into (4.4) gives the result. We remark that the latter result on N(Υ τ , E) is indeed very standard for the operators with C ∞ coefficients, but in our case the coefficients are only supposed to be C 2 . For the extension of the Weyl asymptotics to C k coefficients see e.g. Theorem 1.1 in [27] .
Remark 4.5. One easily sees that Υ τ commutes with the charge conjugation operator u → σ 2 u satisfying u, σ 2 u L 2 (Σ,C 2 ) = 0 for any u ∈ L 2 (Σ, C 2 ). This implies that any eigenvalue of Υ τ has an even multiplicity, which is in agreement with Theorem 2.3 (c). Furthermore, a short direct computation shows that the operators Λ(θ) and Λ(1 − θ) are unitarily equivalent, the associated unitary operator being u → (σ · ν)u. As a result, the operator Υ τ is unitarily equivalent to Υ 4 τ , which is in agreement with Theorem 2.3 (d).
Intermediate operator.
In what follows, it will be more comfortable to work with another operator which is unitarily equivalent to Υ τ ⊕ Υ τ but acts in a different space. Namely, consider the following Hilbert space:
and denote by L τ 0 the self-adjoint operator associated with the sesquilinear form Proof. As the matrices P ± τ (s) are invertible for any s ∈ Σ, the map V :
is bijective. Furthermore, everywhere on Σ one has
and then
Therefore, the operator
is unitary. We are going to show that U * L τ U = Υ τ ⊕ Υ τ . As the operators K, M, U act pointwise, they commute and thus
In order to obtain an expression for U * L τ 0 U let us transform the expression ℓ τ 0 (Uf, Uf ) for f ∈ H 1 (Σ, C 4 ). In the local coordinates of Σ one has
It follows that
We further use the unitarity of β and of α · ν to transform
Now we use the identity
and the equality ν · ∂ j ν = 0, which holds due to |ν| = 1, to find
then we have
Because of
where we used A * j = A j , which holds by (4.9) and (1.6). Using the expression for A j and (4.8) we obtain
Due to g jk = g kj and b kj = −b jk we have jk g jk b jk = 0, which shows that W is a scalar potential,
Recall the elementary identities
In order to give a more explicit expression for W we assume that the local coordinates are chosen in such a way that the associated tangent vectors t j correspond to the principal directions, i.e. that ∂ j ν = κ j t j with κ j being the principal curvatures, then g jk and g jk are diagonal, ∂ j ν · ∂ k ν = κ j κ k g jk δ jk , and
Therefore, it follows from (4.10) that
Furthermore, using in (4.9) the expressions (1.4) for the Dirac matrices one has
with ω j given in (4.1). Therefore, using the natural unitary identification operator J :
As K, M and J commute, the substitution into (4.7) completes the proof.
As both K and M are bounded, one can set c 0 := K − M 2 ∞ and remark that for all c > 0, δ > 0 and j ∈ N there holds
Therefore, Theorem 4.1 becomes a consequence of the following two-side asymptotic estimate: 
The proof of Proposition 4.7 occupies the rest of the paper and is split into several parts. In Subsection 4.3 we give first a two-side estimate for the eigenvalues E j (A 2 m,τ ) in terms of operators in Σ × (−δ, δ) by using tubular coordinates. In Subsection 4.4 we obtain the right-hand side inequality of (4.15), and Subsection 4.5 is devoted to the lower bound.
One may use a part of the computation of Proposition 4.6 to give some additional information on the external Yang-Mills potential given by the form ω and appearing in the definition of the effective operator Υ τ . Proof. By definition, see [25, Section 69], the field strength F ≡ F θ defined by the form θω is given by F = F 12 ds 1 ∧ ds 2 , where (4.11) and of the block representation (4.14). To obtain a readable expression for b jk we use (4.12), then b jk = ν · (∂ j ν × ∂ k ν) ν, and b 12 = (ν · x)ν is the orthogonal projection of x onto the line directed by ν. As the vectors ∂ j ν are orthogonal to ν, the vector x is a multiple of ν, therefore, we have b 12 = x and F 12 = 2θ(1 − θ)σ · x. In order to compute the vector x we assume that the local coordinates are chosen in such a way that the triple (t 1 , t 2 , ν) is direct and recall that ∂ j ν = St j with S being the Weingarten map, then
Having in mind that the volume form is vol Σ = |t 1 × t 2 |ds 1 ∧ ds 2 , we arrive at the sought representation. 
where the sesquilinear forms q
with domain
Proof. The computations are quite standard, but we prefer to give full details for the sake of completeness. Consider the map
According to a classical result of differential geometry there is some δ 0 > 0 such that for all 0 < δ < δ 0 the mapping Φ :
is a diffeomorphism with dist Φ(s, t), Σ = |t|. From now we assume that δ ∈ (0, δ 0 ) and define
Denote by a the sesquilinear form defined on
Furthermore, using the natural identification
defined on the functions u with 
We are now going to give a lower bound of the form b 
and we may assume that δ is sufficiently small to have ϕ ≥ 1 2 . Let us start by considering the unitary transform
Then the standard change of variables with the help of the above expressions for the metric tensor show that forũ := Uu one has in the local coordinates
Therefore, if we define the sesquilinear forms b
is its restriction to the functions vanishing at Σ × {±δ}. By construction one has
) for all n, and due to (4.17) there holds
Due to the above expression forg one can estimate, with some C > 0 that for all for
and then b
, and the form b 
In order to remove the weight ϕ in the above expressions, let us introduce the unitary transform
and the sesquilinear forms b we remark that for
one has
Hence, we get
Using the integration by parts on (−δ, 0) and (0, δ) we get
In view of the expression for ϕ one sees that uniformly on Σ when δ tends to 0, one has
we can estimate, with a suitable C > 0, 
In order to control the integral of ∇ s v 2 TsΣ⊗C 4 ϕ we remark that due to the CauchySchwarz inequality one has
which results in
with a suitable C ′ > 0. Analogous estimates give 
Furthermore, one can represent, with a suitable smooth function
Proof. Let us start by giving a more precise description of T v(0
. Using integration by parts on (−δ, 0) and (0, δ) we conclude that
Therefore, it is sufficient to check for which v one has s 
is arbitrary and to One then concludes that a negative number E = −k 2 is an eigenvalue of T D s,m iff one can find a ± , b ± ∈ C 4 , not all zero, such that that the function v given by
satisfies the above boundary conditions. From (4.27) we deduce a ± = θb ± , θ := −e 
and the substitution into (4.28) shows that E = −k 2 is an eigenvalue iff the equation
and therefore, one may rewrite the last condition as
with µ given by (4.2). Therefore, a solution b − = 0 to the preceding equation exists iff k satisfies (4.30) and in that case the first eigenvalue is four times degenerate due to the arbitrary choice of b − ∈ C 4 , and the representation (4.25) follows from the preceding representation for v in (4.29) . In order to show the uniqueness of the lowest eigenvalue and to study the behavior with respect to m and δ, let us rewrite (4.30) in the form
one remarks that F : (0, +∞) → (1, +∞) is a diffeomorphism, with F (0 + ) = 1 and F (+∞) = +∞, which shows that the solution k is unique for µmδ > 1. Furthermore, for mδ → +∞ one has obviously kδ → +∞, which implies that θ → −∞. The substitution into (4.30) shows that k ∼ µm, and another use of (4.30) gives (4.24). Now we are going to use the preceding lemma in order to establish an upper estimate for the eigenvalues defined by the form q 
with the function ψ m as in (4.25) , where the constant c m > 0 is independent of s and chosen by c (
H . By Lemma 4.10 one can find m 0 > 0 and C > 0 independent of s such that
, and by the min-max-principle one has, by estimating all constants by a generic constant C,
Proof of the upper bound in Proposition 4.7.
It is sufficient to substitute the estimate of Lemma 4.11 into the upper bound of Lemma 4.9 and to use
4.5. Lower bound. We start with an estimate for another auxiliary one-dimensional operator. 
and let H m,c be the associated self-adjoint operator in L 2 (−δ, δ), C 4 . Then for m → +∞ the first eigenvalue has the multiplicity 4 and 
Proof. In the proof we rewrite the condition P − τ u(0 
Therefore, it is sufficient to check for which v one has s m,c (u, v) = 0 for all u ∈ D (h m,c ).
Testing on u localized near ±δ one concludes that v must satisfy
Now assume that u vanishes at ±δ, then using (4.34) one rewrites
By summarizing the above, the domain of H m,c consists of the functions v ∈ H 2 (−δ, δ) \ {0}, C 4 satisfying the boundary conditions (4.34), (4.35) and (4.36). One then concludes that a negative number E = −k 2 with k > 0 is an eigenvalue of H m,c iff one can find a ± , b ± ∈ C 4 , not all zero, such that the associated eigenfunction
satisfies the above boundary conditions. From (4.35) we deduce
It follows then from (4.34) that b
and the substitution into (4.36) shows that E = −k 2 is an eigenvalue iff the equation
admits a solution b − = 0. One may rewrite the last condition as
and using the equality β 2 = I 4 we compute
Therefore, a solution b − = 0 to the above equation exists iff k satisfies
with µ given by (4.2), and in that case the first eigenvalue is four times degenerate due to the arbitrary choice of b − , and the representation (4.25) follows from the preceding constructions of the function v. In order to show the uniqueness of k and to study its behavior with respect to m, let us rewrite (4.38) as
One remarks that for ε ∈ (0, 1) the function F ε : (0, +∞) → R is well-defined and
and F ′ ε (x) > 0 provided x > ε and F ε (x) > 0. Furthermore, F ε (x) > 0 if and only if x tanh x > ε, therefore, F −1 ε (0, +∞) is a subinterval of (ε, +∞). It follows that
is a diffeomorphism, and there exists a unique solution k provided cδ < 1, which is satisfied for large m due to (4.3), as µmδ > 0. On the other hand, F ε (x) is decreasing in ε due to
which implies kδ ≥ k 0 δ with k 0 > 0 being the solution to F 0 (k 0 δ) = µmδ. As F 0 (x) = x tanh x, one easily checks that k 0 δ → +∞ for mδ → +∞, and then kδ → +∞ and θ → +∞. Therefore, k ∼ mµ for large m due to (4.38), and another iteration of (4.38) gives (4.31). In order to estimate the next eigenvalue of H m,c we proceed first in the same way and show that E = k 2 with k > 0 is an eigenvalue iff
Using the convexity of x → tan x one sees that 0 < tan x < 4 π
x for x ∈ 0, π 4
, hence, G ε (x) < 0 for all x ∈ 0, π 4 and ε ∈ 0, as m is large, in other words, the operator H m,c has no eigenvalues in 0, π 2 16δ 2 for m → +∞. In order to complete the proof of (4.32) it remains to check that 0 is not an eigenvalue of H m,c for m → +∞. If 0 were an eigenvalue, then there would exist a ± , b ± ∈ C 4 , not all zero, for which the function
would satisfy the boundary conditions (4.34), (4.35), (4.36). The condition (4.34) gives
and (4.35) implies
hence we deduce
This yields
and the substitution into (4.36) together with the identity (4.37) imply
As the number in the parentheses is non-zero for large m, the only solution is the trivial one a − = 0, which then implies that 0 is not an eigenvalue of H m,c .
For what follows we need a special representation for the matrices B from (2.1):
Lemma 4.13. For each s ∈ Σ there holds B(s) = Θ 0 (s)βΘ 0 (s) * with the unitary matrices Θ 0 (s) ∈ C 4×4 given by
and that Θ * 0 (s)Θ 0 (s) = I 4 , i.e. that Θ 0 is unitary. Moreover, using the commutation relations (1.5) we have
An explicit computation with the help of Lemma 4.13 gives then the following result. Now let us recall some standard constructions, for which it is useful to use the identification
Recall that for any Banach space B the gradient ∇ s : C 1 (Σ, B) → C 0 (T Σ, B) acts in local coordinates of Σ as
In particular, for the C 2 maps Θ : Σ → B(G) and Θ * : Σ → B(G) from Lemma 4.14 one can find a constant C > 0 such that for every u ∈ C 0 (Σ, G) at every point s ∈ Σ there holds 
whose norm remains uniformly bounded for δ → 0 + and mδ → +∞. Moreover we have As the constant C is independent of m and δ, the continuity result follows. To prove the mapping properties of [∇ s , Π] between the Sobolev spaces of order 1, it is enough to remark that (4.44) is differentiable with respect to s because Θ is C 2 . . Therefore, from (4.47) we obtain, with a suitable c 3 > 0,
Let us substitute all the estimates obtained into (4.46). One remarks that all terms Π ⊥ u can be minorated by and b > 0 is a suitable constant. Now define a sesquilinear form q on ran(Π) × ran(Π ⊥ ) by q (u, u ⊥ ), (u, u ⊥ ) = q 0 (u, u). Then the inequality (4.48) takes the form q N m,τ,δ (u, u) ≥ q 0 (Πu, Πu) = q(Uu, Uu), where Uu = (Πu, Π ⊥ u). As U is unitary, one has by the min-max principle E j (q N m,τ,c ) ≥ E j (q) for all j. On the other hand, due to the representation q = q 0 ⊕ 0 we have E j (q) = E j (q 0 ) for all j ∈ N with E j (q 0 ) < 0. Therefore, E j (q N m,τ,δ ) ≥ E j (q 0 ) for all j ∈ 1, . . . , N(q 0 , 0) . But again due to the form inequality one has N(q 
