Abstract: The combination of polarization-multiplexing (pol-mux) high-order quadratureamplitude-modulation (QAM) format and non-data-aided (NDA) channel equalization largely enhances the spectral efficiency of the coherent optical systems. In this paper, we present a two-stage frequency-domain equalization method for long-haul coherent polmux NDA system with 16-QAM modulation format. Chromatic dispersion (CD) is blindly estimated and compensated in the first stage of the equalizer, while multimodulusalgorithm-assisted decision-directed multimodulus algorithm (MMA-DDMA) is designed for the second stage to further enhance the equalization performance. The proposed algorithms are experimentally demonstrated in a 80-Gb/s coherent 16-QAM system over 800-km fiber transmission and 30-ps mean differential group delay to achieve wide-range precise CD estimation and better equalization performance compared with conventional adaptive algorithms.
Introduction
During the last decade, coherent detection in combination with digital signal processing (DSP) technique has been demonstrated as a promising solution for next-generation optical transmission system due to its ability to enable the use of advanced modulation formats and compensation of linear fiber transmission impairments such as chromatic dispersion (CD) and polarization mode dispersion (PMD) [1] , [2] . More recently, polarization-multiplexed (pol-mux) 16-quadratureamplitude-modulation (16-QAM) systems have gain strong interest as they provide a spectrally efficient approach to realize the growing demand of channel capacity. However, the performance degradation due to fiber impairments increases with the dense separations of the 16-QAM constellations; therefore, effective DSP circuits should be designed for such a high-capacity optical transport system. Implementation complexity and equalization algorithms are two key issues of DSP block design. Time-domain (TD) finite-impulse-response (FIR) filters are widely deployed in single-carrier systems; however, they are very power consuming since their computational complexity increases exponentially with the number of FIR filter taps. Single-carrier frequency-domain (FD) equalization (SC-FDE) system shows the ability to largely reduce the computational cost by utilizing block processing and fast Fourier transform (FFT) [3] . On the other hand, although data-aided system enables fast startup equalization in a single stage [4] , the spectral efficiency is degraded as it requires transmitting a long training matrix for channel estimation. Two-stage equalizer concept is generally adopted for long-haul NDA coherent optical systems [2] , [3] , which consists of CD equalization in the first stage and adaptive algorithms in the second stage for blind adaptation. Constant modulus algorithm (CMA) and decision-directed (DD) algorithm are typically incorporated together for blind adaptation in the second stage in 16-QAM system [5] . However, CMA may not be the optimum choice for 16-QAM due to the nonconstant modulus nature of the QAM constellations. Furthermore, none of the previous demonstrations perform CD parameter estimation prior to CD equalization, and none of them implement both stage equalizers in the FD, which cannot adapt to the changing optical paths and achieve the least computational complexity.
A two-stage FDE method for coherent pol-mux NDA system with 16-QAM signals is reported in [6] . FD blind CD estimation is performed in the first-stage equalizer to support flexible path switching ability in all-optical networks. In the second stage, a dual-mode algorithm, which combines CMA and DD multimodulus algorithm (DDMA) is used for FD 2 Â 2 multiple-input-multiple-output (MIMO) adaptive equalizer to provide better performance than the conventional DD algorithms. In this paper, a comprehensive investigation of the proposed concept is reported, and we further improve the preconvergence speed and equalization performance of the second-stage equalizer by applying the multimodulus algorithm (MMA) instead of CMA for the initial equalizer convergence. The proposed system is verified in 80-Gb/s coherent pol-mux16-QAM experiments to achieve robust performance over 800-km transmission of standard single-mode fiber (SSMF) and with 30-ps mean differential group delay (DGD).
2. Receiver's DSP Design of SC-FDE System With Two-Stage Blind Equalization Fig. 1 shows the receiver's DSP block diagram for the proposed coherent pol-mux NDA system. After being sampled by an analog-to-digital converter (ADC), the received signal of each polarization first goes through the frequency offset compensator using spectrum-based NDA frequency offset estimation method [7] , which is independent of modulation format and robust against fiber impairments. Then, the timing synchronization is realized by utilizing a short training block with sample autocorrelation method. In the next step, the FD blind CD prediction is conducted, and the estimated CD parameter is used to determine the fixed CD equalizer coefficients. Most of the CD is mitigated in this stage. Since CD causes the largest delay spread within all the fiber impairments, the output of the CD equalizer is rearranged into shorter blocks before being passed through the second-stage half symbol spaced 16-tap FD 2 Â 2 adaptive equalizer. Finally, phase correction is performed using decision-aided maximum likelihood (DAML) algorithm [8] before symbol demodulation and bit error rate (BER) calculation. 
Blind CD Prediction and Compensation
Overlap FDE (OFDE) [3] is used in this stage for CD mitigation with 25% overlap ratio. The fixed equalizer coefficients follow the well-known quadratic CD spectral phase characteristic
where f is the baseband signal frequency, represents the carrier wavelength, c stands for the speed of light, and indicates the accumulated CD in (ps/nm). An autocorrelation-based FD maximum search method [9] with good performance for 2-fold oversampling systems is employed to predict . The prediction procedure is shown in Fig. 2 . 100 signal spectral blocks from both polarizations are first filtered by a number of CD equalizer candidates determined by N preset values. N is chosen to cover a CD range of 0-32 000 ps/nm, where we assume 2000 km is the upper bound of the transmission link, and the scanning resolution is set to 100 ps/nm for a good compromise between estimation accuracy and complexity. Then, for each equalizer candidate, the related metric is calculated according to the clock-tone magnitude cost function. Finally, the estimated value is found out with the FD maximum search criterion.
FD Dual-Mode Blind Adaptation
The second-stage equalizer is typically used to compensate the residual CD and polarizationdependent impairments, and perform polarization demultiplexing. The conventional blind equalizer consists of two main algorithm modes: first, a blind algorithm is used to conduct initial adjustment for the equalizer until the amplitude equalization has been sufficiently accomplished, and then, the equalizer is switched to a DD algorithm to further open the Beye[ of the signal constellations. The first step is also known as preconvergence. It is necessary because the DD algorithms cannot work properly unless the slicer makes the right decisions most of the time. All previous demonstrations perform Bhard switch[ for the equalizer to convert to DD mode, which means switching the equalizer to DD mode after preconverge with a preset iteration value. However, the hard switch is obviously not applicable in a real optical transport network where the signals are dynamically added and dropped, since the receiver needs to be adaptive to the signals with different bit rates and suffering from different fiber impairments. As shown in Fig. 3 , we propose to realize Bsoft switch[ between the two modes by adding a radius monitor to determine when to switch to the second mode. Within every observation period, 1000 symbol decisions for each polarization are extracted for the purpose of radius monitoring, which requires negligible latency to make the decision of soft 
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Frequency-Domain Blind Equalization switch; the monitor then will compare the signal decision amplitude histogram with the radius test statistics threshold [12] . The threshold is set by allowing some error offset to the ideal QAM amplitude histogram, which is equivalent to set a symbol error rate without the knowledge of the transmitted signal. The monitor will control the equalizer to switch to the DD mode until the threshold condition is satisfied. Moreover, we can adjust the threshold to realize the tradeoff between preconvergence speed and equalization performance. For the preconvergence filtering, the output of the CD equalizer is first converted to TD, the even and odd samples of each polarization are split into two tributaries. Each tributary is transformed to FD with 16-point FFT operation. This 16-tap half symbol rate equalizer with first adaptive mode follows the FD implementation structure proposed in [10] , which combines the sample separation method and 50% overlap-save sectioning approach [11] . There are four subequalizers for each polarization, and this structure shows much lower computational complexity over TD approaches when the tap length is ! 8. Consequently, the FD output vector for X and Y polarization after preconvergence can be expressed as
where BÂ[ stands for element wise multiplication, X in =Y in indicates the FD input vector with ength 16, E is the subequalizer also with size 16, and ðÁÞ 0 and ðÁÞ 1 represent the first and second samples of each symbol of the block, respectively. We should notice that X out;pre =Y out;pre are now with 1 sample/symbol, then after transforming them back to TD using inverse FFT (IFFT), the first half of the signal block will be dropped. With the TD output, the FD gradient error H x =y can be estimated by using the blind algorithms, which are discussed later, and then, the coefficients of the subequalizer can be updated using the following formulas:
where is the step size, ðÁÞ Ã is the conjugation operator, T is the auxiliary matrix to replace the last 8 samples of the following multiplied matrix with zeros, and i is either x or y . After carrier phase recovery and passing through the slicer for decisions, if the radius error condition is satisfied, the equalizer will switch to 16-tap FD symbol rate blind equalizer using DD algorithms for adaptation. Similarly, with 50% overlap block processing, the final equalized TD signal of each block can be formulated as
Since the equalizer operates in symbol rate, there are only two subequalizers for each polarization; the computational complexity of the second mode is now reduced by 50% without changing the FFT size. The equalizer tap weights are updated similarly to (4) and (5) just without the superscript 0/1.
Regarding the error update algorithms, CMA is employed in most of the literatures for the initial adaptation of the equalizer coefficients, its cost function J CMA can be formulized as [2] 
where E ½ stands for the expectation operation, p is an integer, R p CMA is the constant radius for CMA when using 2p-order statistics of the signals, s n indicates the transmitted signal constellation, and y n is the equalized signal. However, CMA may not be the optimum choice for 16-QAM signal due to the nonconstant modulus nature of the QAM constellations. We propose to use MMA for preconvergence as it combines the benefits of the reduced constellation algorithm (RCA) and CMA, its cost function can be expressed as [13] 
where <ðÞ and =ðÞ represent real and imaginary, respectively. We set p equal to 2 for (8)- (11) throughout the paper since it provides the best compromise between performance and complexity of implementation. The convergence rate for MMA is expected to outperform CMA as it simultaneously minimizes the dispersion of the real and imaginary parts of the equalized signal around the separate straight modulus. DD least mean square (LMS) and radius-directed equalizer (RDE) are widely used in 16-QAM systems [14] . However, DD-LMS actually requires a phase-corrected decision to maintain high accuracy, which may be affected by the imperfect phase correction, whereas the decision of RDE is made by choosing the nearest constellation radius to the equalized signal, which may lead to incorrect decision because the signal inside the decision region of one constellation may not be the closest to the radius of this constellation. DDMA is first proposed in [15] and is employed in our system as the second algorithm mode with the cost function expressed as
where d n is the decision of y n . It is easy to realize that DDMA is equivalent to CMA with PSK modulation format and DDMA only depends on the amplitude information of the decisions. In this case, an incorrect decision only due to bad phase compensation can be viewed as a correct decision; therefore, DDMA is expected to be more robust against the inherent phase noise in coherent optical systems. In view of the number of decision points, DD-LMS needs to make decisions within 16 constellation points, while DDMA only has three amplitudes as its decision set. Consequently, DDMA is much more robust against channel distortions than the conventional DD algorithms.
Experimental Results and Discussions
Experimental setup of the coherent optical pol-mux 16-QAM system is shown in Fig. 4 . Two 10-Gsymbols/s arbitrary waveform generators (AWGs) are used to generate two independent baseband 16-QAM signal streams. The data modulate the output of a 100-kHz linewidth external cavity laser (ECL) using two optical I/Q modulators, one for each polarization. After being pol-mux with a polarization beam combiner (PBC), the signals are transmitted through several 80-km amplified spans of SSMF, and then, a commercial PMD emulator is used to produce 30-ps mean DGD. At the receiver end, the signal goes through an optical bandpass filter (OBPF) followed by a polarization beam splitter (PBS), then the signal is detected by an optical 90 hybrid with a local oscillator (LO), balanced photodiodes, and low-pass filters (LPFs). A 40-Gsamples/s real-time oscilloscope is then used to sample the output of the receiver, and 8 Â 10 5 samples for each polarization are stored for offline processing. Fig. 5 shows the estimated CD error versus transmission distance in the first stage of the twostage equalizer. The largest CD estimation error is 400 ps/nm, which illustrates the FD CD estimation is precise and ensures that 16-tap is enough in the second stage to cope with the residual impairments. This CD estimation method is expected to maintain high accuracy with longer transmission link in the presence of both linear and nonlinear channel distortions; therefore, it is suitable for the initiation of the digital equalizer.
In the second stage, firstly, we compare the performance and convergence speed between MMA and CMA in back-to-back (B2B) case only with 30-ps DGD while the DD mode is disabled, and the OSNR is 25.3 dB. The measured Q-values versus different step sizes with 5000 iterations for FD-CMA and FD-MMA are depicted in Fig. 6 . As can be seen, the optimum step size for CMA is slightly larger than MMA, while MMA can achieve better peak performance with a smaller step size. Fig. 7 shows the Q-values versus iterations for these two algorithms with either CMA optimum (large ) or MMA optimum (small ) step size. According to the convergence contours in Fig. 7 , it is clear that, if large is used for MMA, it converges much faster than CMA with similar Qperformance, while with MMA optimum step size, MMA converges similarly to CMA with about 1-dB better Q-value. Fig. 8 shows the equalization performance when changing the decision threshold with MMA as the first mode and fixed setup for the second DDMA mode for B2B transmission. Clearly, when we allow a large error threshold (9 0.2) to occur, the decision-aided mode cannot perform effective adaptation due to the poor decisions. Typically, an error threshold of 10 À2 is considered to be safe for the equalizer to switch between these two modes and certainly that a lower error threshold leads to better performance with the tradeoff of longer preconvergence time.
The two attractive features of MMA indicate that we can either use fewer symbols for preconvergence to achieve a set Q-value, or MMA can provide a better steady-state BER performance 
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Frequency-Domain Blind Equalization with enough symbols for convergence. Fig. 9 shows the required number of iterations versus transmission distances to achieve BER of 0.002. In this case, we fix the DDMA settings and adjust the radius test statistics threshold to allow relatively large decision error to occur when switching to DDMA mode. From Fig. 9 , we can see that MMA-DDMA requires less than 500 iterations through the whole transmission range, while CMA-DDMA requires more than 3000 iterations to achieve the same goal. This again verifies the superior convergence rate of MMA. In order to pursuit the best performance, we allow enough symbols for the algorithms to converge, and the measured Q-factors versus transmission distances combining different blind algorithms are depicted in Fig. 10 . The green curve is the measurement using prior CD parameter for the first-stage equalizer, whereas other curves use blind CD prediction instead. The equalization performance for MMA-DDMA is similar either with or without prior CD information, which again illustrates the effectiveness of the proposed concept. MMA-DDMA outperforms CMA-DDMA by more than 1-dB Q-value through all transmission distances. Among the three different DD methods, MMA-DDMA achieves the best performance with about 0.5-dB better Q-value compared with MMA-DD-LMS and MMA-RDE. The Q-factor for 800 km is 10.53 dB, which is much larger than the 7% soft-decision FEC limit of 9.2 dB for error-free transmission. The constellation diagrams of the equalized signal with either single MMA mode or dual mode algorithm for B2B, and 800-km transmission are shown in Fig. 11 . We can clearly visualize the significant performance improvement offered by the second-stage DDMA algorithm.
Conclusion
We have reported and experimentally demonstrated a long-haul coherent optical 16-QAM system using two-stage FD blind equalization. The proposed system realizes both stages in FD, which potentially provides the least implementation complexity in the NDA systems. Blind CD prediction shows accurate estimation performance for a wide CD range, which allows the equalizer with great adaptability to the changing optical paths. In the second stage, MMA is used for preconvergence, and DDMA is used to further improve the equalized signal quality. Through the experimental demonstration of 80-Gb/s coherent pol-mux 16-QAM system over 800-km SSMF transmission, MMA requires 10 times less symbols for preconvergence than CMA to achieve the same BER, and it outperforms CMA with more than 1-dB Q-value when both algorithms get enough symbols for convergence. On the other hand, DDMA shows greater resilience to fiber impairments compared with DD-LMS and RDE, and achieves about 0.5-dB better Q-value over the other DD algorithms.
