Absfract-The problem of designing optimum receivers with a finite bdt-in delay, for a class of stochastic signals, is considered. The approach used here is based on the so-called fixed-lag smoothing techniques. Specific cases of amplitude and phase modulation are considered in detail to illustrate the type of optimal (suboptimal in the nonlinear case) receivers which are obtained using this approach. The performance of these finite-delay demodulators is compared with that obtainable using the ideal infinite-delay ,and the common zero-lag demodulators. It is found that introduction of a nominal, delay results in a significant improvement in performance over the zero-lag demodulators, of course, at the cost of increased complexity.
I. INTRODUCTION
T HE PROBLEM of obtaining optimum receivers for analog (stochastic) signals has been widely studied by a number of workers [1] -[SI. It has been shown that these receivers can achieve the lower bound on mean-square error (given by the Cramer-Rao inequality) only if an infinite lag is introduced [SI. Such receivers are obviously unrealizable and attention has been mostly concentrated on designing zero-lag receivers. As is to be expected, the mean-square error of such receivers is much larger than that of the unrealizable infinite-lag receivers [SI. A question that naturally arises is whether better receiver pe'rformance can be realized if one is willing to allow a finite lag in the system. The ainj of this paper is to present and analyse a class of optimal/suboptimal finite-lag receivers which have been obtained \ through an application of modern estimation theory.
Derivation of optimum receivers through modern estimation techniques was first proposed by Snyder and Van Trees [7] , [SI and Kelly and Gupta [9] . These workers have shown that a state-variable formulation of the problem permits application of the Kalman filtering techniques [lo] for deriving optimal zero-lag receivers if the system involves linear modulation schemes. 'HoKever, if the modulation employed is nonlinear,. then only suboptimal receivers are possible, since an exact solution of the nonlinear filtering problem is physically intractable. The discrete time forms of the receivers in [9] turn out to be rather convenient from the point of view of realization. In view of this, the present authors have been interested in' exploring the feasibility of designing discrete. time finite-lag receivers based on the state-variable formalism.
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As will be discussed in the sequel, it turns out that highly satisfactory forms of receivers are obtainable if one employs fixed-lag smoothing techniques instead of the filtering techniques employed in [7? [9] .
It may be recalled that two distinct approaches have been followed in the literature for deriving the algorithms for fixed-lag smoothing. The first one has been introduced by Bryson and his students [14] and by Meditch [15] . These authors have treated the smoothing problem as quite distinct from the filtering problem and have extended the statistical and nonstatistical methods available for the filtering problem to the case of smoothing problems. The second approach which has. been introduced recently by Bismas and Mahalanabis [lG] converts the fixed-lag smoothing problem into an augmented filtering problem. The results of the present study are based on the approach of [16] . This approach enables the development of easily realizable receivers using delay elements and is also convenient from the point of view of the steady-state analysis of the finite-lag receivers. It should be mentioned that Moore and his students [17] , [all' have also employed the approach of [16] to derive some interesting results on fixed-lag smoothing and its applications in communication. The results to be discussed in the sequel may be considered to be complementary to those of [17] and [21] . Following is a brief summary of the paper.
The communication problem studied in this paper is formulated in Section 11. The fixed-lag smoothing algorithm used is briefly reviewed in Section '111. This section also considers the steady-state analysis of this algorithm where an explicit relation is obtained for the steady-state variance of smoothing in terms of the filtering variance and the amount of delay introduced. The results of Section I11 are applied to study the problem of optimum demodulation of amplitude-and phase-modulated signals in Sections IV and V.
FORMULATION OF THE PROBLEM
A block diagram of the basic communication system to be considered in this paper is shown in Fig. 1 . The message model is taken to be an n-vector Gauss-Markov process x(t) described by the differential equation. (1) where F(t) is an n X n system matrix, u(t) a zero mean, q-vector white noise process with covariance matrix Q(t), and G(t) is an n X q matrix. The modulator unit is de- scribed by the relation m(t) = h(.c,t), where m(t) is the n-dimensional output of the modulator and h(z,t) is an n-vector function which may be either linear or nonlinear. It is assumed that the transmission channel additively corrupts the signal so that the input to the receiver, y(t), is given by
k(t) = F(t)z(t) + G'(t)u(t), t 2 t o
where 17(t) is another zero mean white Gaussian noise process with covariance R(t), independent of u(t). The sampler is assumed to sample the bandlimited output of the fitter at the Nyquist rate so that the output of the sampler can be taken to be given by
with T as the sampling interval and with the notation y(k) used for y(tk), the sampled value of y(t) at the kth sampling instant t = ta. The sampled message process z(k) can then be modeled by the difference equation
where @(k) is an n X n state transition matrix. The communication problem to be treated in the sequel is the finding of a minimum variance estimate of the message process x(k). from the observations y(k). The receivers proposed in the earlier literature [7> [9] have been based on the use of filtering and prediction techniques of Kalman, which yield on-line estimates of ~(k). The minimum value of the variance of estimation in this case has been shown to be considerably larger than the value achievable through the use of fixed-lag smoothing. As shown in [21] , this fact can be usefully employed to design better receivers than those proposed by Snyder [SI and Kelly and Gupta [9] . However, the results reported in [Zl] are not as comprehensive as might be desired. Several interesting results obtained by the present authors as a result of independent investigations are included in the present paper.
More specifically, the discrete time communication problem studied here may be stated as follows: find an
--,y(k)1, such that tho trace of the error covariance matrix
is minimized. The method of state augmentation given in [lS] will be employed for obtaining the desired estimates in view of the simplicity of the resultant receivers. A brief outline of this method is first given for the sake of completeness.
II'IXED-LAG SMOOTHING

A. The Smoothing Algorithm
The first step involved in the state augmentation approach to the smoothing problem is to form an augmented state vector X(k) as follows:
Writing (3) and (4) in terms of this new state vector, and applying to this augmented system model the well known filtering solutions, one obtains a minimum variance estimate 2(k/k) of X(k). Partitioning these augmented system filtering equations for the components
, a set of equations is obtained which can be solved recursivily for the smoothed estimate P L (k/k) (see the Appendix). Some important features of this smoothing algorithm are discussed here.
1) The smoothing equations presented here are for a linear message state model and a nonlinear observation model. Since an exact solution of the estimation problem is not physically tractable in the nonlinear case, a secondorder approximation for both the filtering [lS] and the fixed-lag smoothing problems [lS], [lS] has been employed. Even this second-order approximation is complex in nature, particularly because the filtering and smoothing error covariance equations involve a term that couples them to the observations. This coupling term, however, is usually very small and is neglected here. This enables precomputation of the estimator gain vectors K i (k), 0 5 i 5 L, independent of the observations, thus simplifying its structure.
2) The approximate filtering and smoothing equations presented for the nonlinear observations case reduce to the known exact relations for the linear observations case when the following substitution is made for the vector function h(x,k):
where the matrix H(k) defines a linear transformation of the process x(k). In this case there are no coupling terms and the implementation of the estimator is straightforward.
3) The Lth-stage smoothed estimate (i.e., the estimate with a lag of LT seconds) is obt'ained recursively from the filtered estimates through L stages of smoothing so that smoothed estimates for all lags O,T,-..,LT seconds are available after the implementation of the algorithm. The error covariance matrix of the ith-stage smoothed estimate is obtained by subtracting a positive definite matrix from the error covariance matrix of the (i -1)th-stage smoothed estimate. This confirms the expected improvement in performance via data smoothing.
4) The particular smoothing algorithm used here has been shown [19] to be computationally more efficient than the other fixed-lag smoothing algorithms reported in the literature.
B. Xteady-State Analysis of the Smoothing Algorithm
In the communication theory context, it is of interest to find an explicit relationship between the steady-state values of the error covariance matrices PLL(k/k) and P o ,(k/k) as a function of L, the amount of lag introduced, for the case of stationary signals. The stationarity condition implies that the matrices-F, G, Q, and R be constant quantities. Further, the state transition matrix @ now becomes = exp (FT).
The desired relation for the steady-state behavior can now be easily derived. Consider first the quantities Pio(k/k) appearing in the algorithm.
2 . Equations (41) 
and where Poo a (= Pe a ) is the steady-state error covariance matrix of the filtered estimate (zero-lag receiver). By a repeated substitution of the values of i from 1 to L, it can be easily seen that
Next consider the quantities Pic(k/k). Again, in the steady
where . 2 While the condition P(k/k) = P(k -l/k -1) holds exactly for the linear observations case in the steady state, it is only so approximately for the case of nonlinear observations. In this latter case, the steady-state value fluctuates slightly about a mean value, the approximate value of which is obtained by using this configuration. Note and carrying out the limiting operations on (lo), (12) , and (13) yields
and
Combining (14) and (15), an explicit relation is obtained for the steady-state value of the smoothed error covariance as a function of the steady-state value of the filtered error covariance and the amount of delay incorporated:
Note that the second-order term in u(k) [(37)] makes no contribution to the steady-state covariance matrix in the continuous time case. The result so obtained, however, is approximate because higher order terms have not been considered and because a term (usually very small) which couples the covariance equations (41)- (45) with the observed process has been neglected in .the above derivation. It is important to note, however, that the same expression holds exactly for the case of linear observations with h, = H.
IV. APPLICATIONS TO ANALOG COMMUNICATION: AMPLITUDE MODULATION
A. The Receiver Structure
In order to illustrate the proposed receiver, a relatively simple system corresponding to a suppressed-carrier (SC) double-sideband (DSB) amplitude-modulation process will be considered here. The signal process evolves according to the model
where s(t) is assumed to be a scalar, for convenience. The parameter a is a constant associated with the spectral density of the signal which is of the form
The discrete time model corresponding to (17) is
The observed signal in this case has the form
With the set of equations (18) (56) is shown in Fig. 2 . If this is compared with the zero-lag receiver that can be obtained using the method of [SI, it is found that the section shown inside the dotted lines is common to. both. There are L additional units in the present receiver corresponding to L stages of smoothing and a lag of LT seconds. Each additional stage of smoothing involves three elements-a comparator, a variable gain amplifier, and a delay equal to the sampling period. Fortunately, even a relatively small delay helps to reduce the estimation error significantly, as will be seen below.
B. Performance Analysis and Simulation Results
Identifying the parameters F, G, and H for the scalar model of (17) and (19) for DSB amplitude modulation and substituting these values in (16) gives the following expression for the performance of the finite-lag receiver (P"(R)), in terms of that of the zero-lag receiver (pB(0)) and the delay T: is the input signal-to-noise ratio (SNR) at the receiver in the message bandwidth. The expression for P a (0), the mean-square error of the zero-lag receiver, can be easily seen to be [5] P(0) = (1 + ZA/T)"~ -1
Plots of P * (R), both agaipst R and the input SNR A, are shown in Figs. 3-6 . These curves clearly show that a delay of the order of the time constant or the message correlation time (-l/a) is sufficient to approach the performance of the ideal infinite-lag receiver..
The receiver proposed in Section IV-A has also been studied through digital simulation. The continuous time signal equations and the observations of the noise corrupted modulation products have been sampled at intervals of 10~4 seconds. The simulation results presented below are in terms of the output SNR in the steady state, which is given by A,(L) = SNR at the output of an L-stage smoothing receiver.
where u 2 is the variance of the signal process x(k). For the scalar message model of (17), 
where B = a/2n and R is the power spectral density of the channel noise process 7(T). Equation (22) for a lag of five sample periods (-1/2a) and (23)-(24) have been plotted in Fig. 7 as a function of a 2 /RB, the received SNR. It is clear that a significant improvement results in the case of the finite-lag receiver.
V. THE CASE OF PHASE MODULATION
The type of modulation which is more interesting to study is some form of angle modulation, a case which would require the use of nonlinear estimation techniques. The signal process is again assumed to be given by (17) and the signal spectrum by .(17a). The ,observation equation, however, is now given by where the parameter p gives the modulation index when the variance of z(k) is unity. Application of the fixed-lag smoothing results of Section I11 to this case gives equations (57)-(66) of the Appendix for suboptimum demodulation of the phase-modulated signals. The resulting receiver structure is shown in Fig. 8 . It is interesting to note that the receiver consists of a discrete time phase-lock Fig. 8 . Quasi-optimum finite-lag receiver for phase-modulated signals.
loop followed by a number of smoothing stages which have the same structure as for the case of amplitude demodulation.
For the performance analysis of this finite-lag demodulator for phase-modulation signals, application of (16) 
and an accurate va;iue of the zero-lag estimation error variance is then obtained by using (27) and (28) . This value can then be used to obtain the error variance for a finite-lag receiver by substituting (28) in (26). Plots of P B (.) against 7, as calculated from (26) and (27) are shown in Figs. 9 and. 10, with a and A as parameters.
An important point to note here is that in the nonlinear example considered here (phase modulation), the amount of lag necessary to achieve the performance of the ideal infinite lag receiver is significantly less then l/a, the time constant of the system dynamics, for values of P > 1. This fact highlights the nontrivial advantage that can be gained using this technique. Fig. 10 . Perforinance of the finite-lag phase demodulator. Fig. 11 . Performance of the finite-lag phase demodulator: simulation results. Fig. 11 shows some experimental results. It compares the improvement in phase error variance cV 2 of the finite lag receiver of Fig. 8 over the zero-lag demodulator and also shows the maximum possible improvement with an infinite-lag (unrealizable) receiver for the first-order Butterworth message spectrum of (17) . The solid curves showing the results for the infinite-lag case are plotted using the theoretical formula
where
Note that C i I2RB is the input carrier-to-noise-power ratio in the message bandwidth B and d is the order of the assumed ButterwoMh spectrum of the message (d = 1 corresponds t? the spectral density of a first-order Markov process and d = 00 to that of an ideally bandlimited process). The dotted curves show the plot of the ratio u$(finite lag LT secohds) uv z (zero lag)
lim P 2 PL lim against the input SNR, obtained from the simulation of the modified, discrete phase-lock loop on a digital computer. It is seen from Fig. 11 that the maximum possible improvement (corresponding to an infinite lag) for a firstorder process is about 3 dB. With a nominal lag of five sampling intervals for a baseband sampling rate of 10 kHz, the modified demodulator with delay gives an improvement of almost 2 dB over the zero-lag demodulator.
It should be noted in this case, however, that the above results hold only for input SNR'S higher than the threshold value. For SNR's below the threshold level there may not be any appreciable improvement in performance through the introduction of finite lag. This is because the first stage of the receiver still consists of the same phase4ock loop which is responsible for the threshold behavior, and latter stages are essentially smoothing stages, unlikely to change the bad estimates of the threshold region drastically.
VI. CONCLUSIONS AND REMARKS
A few remarks about the proposed communication receivers are in order now. It has been shown that the steadystate value of the smoothing error covariance matrix can be related explicity to the steady-state value of the filtered error covariance of the concerned system. It is seen from the application of this relation that the amount of delay required to be introduced, to approach the performance of the ideal infinite-lag receivers, is of the order of the message correlation time for the linear modulation case, and significantly less than this 'figure for the nonlinear modulation case (phase modulation).. Within these limits, however, there is always a need for a trading off between the desired improvement and the associated increase in cost.
Second, it should be noted that the receiver complexity can be significantly reduced if the gain factors Kl(k),K 2 (k), • --,KL(~) could be treated as constant quantities. From the simulations for various data in the case of amplitudeand angle-modulation systems, it was observed that in about less than one fourth of the message correlation time, the variances Pij(k/k) and hence the above gains acquired their steady-state values. It seems reasonable to assume, therefore, that these steady-state values be used to start with, without much deterioration in the steady state performance, though a larger acquisition time may now be required. This nominal increase in acquisition time is not of much consequence except in some detection problems.
APPENDIX
The aim of this Appendix is to describe in outline the various steps involved in the derivation of the finite-lag receiver algorithm's of Sections I11 and IV. Consider the state observation equations
Defining the augmented state vector as in (5), viz.,
the system state and observation equations (4) and (3) reduce to the following equations, respectively,
and where
and 0 0
Equation (29) follows from the fact that ti(k
. ,L. The problem of finding the minimum variance estimates 2(k/k) by approximating y(X(k),k) up to second-order has been discussed in Jazwinski [lS, ch. 6, 91. The resulting filtering algorithm for the augmented n(L + 1)-dimensional state vector X(k) consists of the following equations:
In (34) and (36), the symbol ~(k) is defined as follows:
in which gx denotes the gradient vector and
where X i and (P)i, are the components of the vector X and matrix P, respectively. Note that (36) involves a quantity J which is a complex term that couples the variance equation with the innovation process v(k) and hence with the observations. It has been shown [8] , [9] , however, that for large SNR and second-order approximation this coupling term can be neglected. This fact also facilitates precomputation of the receiver gain parameters.
The desired finite-lag receiver algorithm can now be obtained by recalling the definition of the augmented vector X in ( the dimensions of M i (.) andPij(.) being n X 1 andn X n, respectively. However, it is not necessary to solve completely the augmented state estimation equations (32)-(38) to get the smoothed estimate ZL(k). The computational burden can be reduced significantly by decomposing these equations into a set of component equations. Rewriting (32)-(36) in terms of the components x;(.), i = 0,1, ---,L the following smoothing estimation algorithm is obtained:
Similarly, solving (36) for the elements P ii (.) gives the following recursive equations for the smoothing error covariance matrices
P&l,i-l( 
A. Amplitude Modulation (DSB-SC-Amplitude-Modulation)
For simplicity of illustration, the scalar message model of (18) 
All double and higher frequency terms have been neglected in the above treatment.
