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ABSTRACT
DYNAMICAL EFFECTS OF NOISE ON NONLINEAR
SYSTEMS
O¨ZER DUMAN
M.S. in Physics
Supervisor: Assist. Prof. Dr. Giovanni Volpe
August, 2014
Randomness and nonlinear dynamics consitute the most essential part of many
events in nature. Therefore, a better and comprehensive understanding of them
is a crucial step in describing natural phenomena as well as the prospect of pre-
dicting their future outcome. Besides the interest from a fundamental point of
view, it is also useful in a wide variety of applications requiring delicate and care-
ful use of energy. Especially recent advances in micro- and nano-scale technology
requires harnessing the underlying noise itself as it is relatively hard to exert
forces without damaging the system at that scale. The main aim of this work
is to study the effects of noise on nonlinear dynamics. We show that the inter-
play between noise, nonlinearity and nonequilibrium conditions leads to a finite
drift with the potential to change the dynamics of the system completely in a
predictable and tunable fashion. We report that the noise-induced drift disrupts
the phase space of a 2-D nonlinear system by shifting the fixed point by a finite
amount which may result in dramatic alterations over the temporal behavior of
the system. We track such alterations to several multi-dimensional model sys-
tems from ecology, soft matter and statistical physics. In a 2-D ecological model
describing two species competing for the same resource, it is found that the sys-
tem switches between coexistence and extinction states depending on the shift
due to the noise-induced drift whereas for an aggregate of Brownian particles, it
is shown that noise-induced drift selectively shifts the probability distribution in
certain geometries which can be used in the realization of a microparticle sorter
in the mould of Feynman ratchets. In the case of the aggregate consisting of mi-
croswimmers, tunable anomalous diffusion depending on the confinement length
is reported.
Keywords: Stochastic differential equations, stochastic differential delay equa-
tions, nonlinear dynamics, diffusion processes, Brownian motion, microswimmers.
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O¨ZET
GU¨RU¨LTU¨NU¨N DOG˘RUSAL OLMAYAN SI˙STEMLER
U¨ZERI˙NDEKI˙ ETKI˙LERI˙
O¨ZER DUMAN
Fizik, Yu¨ksek Lisans
Tez Yo¨neticisi: Assist. Prof. Dr. Giovanni Volpe
Ag˘ustos, 2014
Raslantısallık ve dog˘rusal olmayan dinamikler dog˘ada gerc¸ekles¸mekte olan birc¸ok
olayın o¨zu¨nu¨ tes¸kil etmektedir. Bu anlamda, dog˘a olaylarını tasvir etme ve olası
sonuc¸larını o¨ngo¨rme noktasında bu iki olguyu daha iyi ve kapsamlı bir bic¸imde
anlamak o¨nem arz etmekte. Bilimsel temele ilis¸kin ilginin yanı sıra, bu an-
lama c¸abası enerjinin hassas ve dikkatli kullanımını gerektiren c¸es¸itli uygulamalar
ic¸in kullanıs¸lıdır. O¨zellikle yakın zamanda mikro- ve nano-teknoloji alanında
yas¸anan gelis¸meler, bu boyutlarda sisteme zarar vermeden kuvvet uygulamak
go¨reli olarak zor oldug˘undan, arka plandaki gu¨ru¨ltu¨yu¨ enerji kaynag˘ı olarak kul-
lanmayı gerekli kılmıs¸tır. Bu c¸alıs¸manın esas amacı gu¨ru¨ltu¨nu¨n dog˘rusal olmayan
dinamikler u¨zerindeki etkisini aras¸tırmak. Bu c¸alıs¸mada gu¨ru¨ltu¨, dog˘rusal ol-
mama ve denge dıs¸ı olma durumlarının birbiriyle etkiles¸imi, sistemin dinamik-
lerini o¨ngo¨ru¨lebilir ve ayarlanabilir bir s¸ekilde bu¨tu¨nu¨yle deg˘is¸tirebilecek sonlu
bir su¨ru¨klenmeye yol ac¸abileceg˘ini go¨steriyoruz. Gu¨ru¨ltu¨ kaynaklı su¨ru¨klenme 2
boyutlu dog˘rusal olmayan bir sistemin faz uzayını sabit noktayı sonlu bir miktar
kaydırmak suretiyle deg˘is¸tirdig˘inden, sistemin zaman ic¸erisindeki davranıs¸ında
dramatik deg˘is¸imlere sebebiyet verebilir. Bu deg˘is¸imleri ekoloji, yumus¸ak madde
ve istatistiksel fizikten uyarladıg˘ımız c¸es¸itli c¸ok boyutlu modellerde go¨steriyoruz.
Aynı kaynak ic¸in mu¨cadele etmekte olan iki tu¨ru¨ ic¸eren 2 boyutlu ekolojik bir
model dahilinde, sistemin gu¨ru¨ltu¨ kaynaklı su¨ru¨klenmeye bag˘lı olarak, tu¨rlerin
bir arada yas¸adıg˘ı ve yok oldug˘u durumlar arasında gec¸is¸ yaptıg˘ını; bir araya
getirilmis¸ Brown parc¸acıkları ic¸inse, gu¨ru¨ltu¨ kaynaklı su¨ru¨klenmenin olasılık
dag˘ılımını belirli geometrilerde kaydırdıg˘ını, bunun Feynman c¸arkları yapısında
mikroparc¸acık ayrıs¸tırıcı yapmada kullanılabileceg˘ini go¨steriyoruz. Bir araya ge-
tirilmis¸ mikroyu¨zu¨cu¨ler ic¸inse, hapsedilme uzunlug˘una bag˘lı anomal difu¨zyon
go¨zlemledig˘imizi rapor ediyoruz.
iv
vAnahtar so¨zcu¨kler : Stokastik diferansiyel denklemler, gecikmeli stokastik difer-
ansiyel denklemler, dog˘rusal olmayan dinamikler, difu¨zyon su¨rec¸leri, Brown
hareketi, mikroyu¨zu¨cu¨ler.
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Chapter 1
Introduction
Most events in nature occur on a random fashion intrinsically. Even a larger
percentage of events, on the other hand, appear to be random, rather than be-
ing random per se, to an observer looking from outside to the particular system.
Consequently, study of random phenomena has been very important both as a
mechanism for describing the exquisite properties of nature and as a modeling
tool for predicting the outcome of random events. Pointing to its importance,
it can be traced back to ancient Greeks who mostly made philosophical specu-
lations about the nature of randomness without connecting it to mathematics
necessarily. Democritus (460 BC - 370 BC), who thought that all matter is made
of indivisible tiny atoms, hypothesized that the whole universe is deterministic.
According to his argument, randomness is related to the lack of knowledge of
the human mind as there is no room for randomness in an entirely deterministic
universe [1]. About 200 years later, another atomist Epicurus argued that atoms
constituting the matter move randomly, so that the matter constituting the uni-
verse cannot be reduced to a pre-determined set of relations. He thought that,
at the most basic level, there will always be randomness of sorts [1]. Later, in his
exhaustive categories, Aristotle, according to whom all the events in the world
are seperated into the categories of certain, probable and unknowable events,
formulated randomness in the domain of unknowables [2].
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The transition, in the study of randomness, from loose philosophical specu-
lation to concrete mathematical formulation arrived much later than Aristotle.
Incidentally, as a mathematical tool it sprung out from the need to describe the
properties of physical structures at the very beginning of the last century while
the work on a thorough mathematical formulation intensified with the develop-
ments in finance which heavily required better understanding of randomness. The
earliest work on stochastic differential equations is Einstein’s famous work on the
movement of a microparticle immersed inside a fluid, which is observed by the
botanist Robert Brown almost a century before Einstein [3]. Louis Bachelier,
Marian Smoluchowski and Paul Langevin also contributed to the formulation of
Brownian motion at the same decade. At this point, it is interesting to note that
the first modeling example on the study of randomness comes from physics. A
thorough mathematical formulation of the general framework of mathematics of
stochastic differential equations came from the works of mathematicians Kiyoshi
Itoˆ and Ruslan Stratonovich towards the middle of the century [4, 5].
Most events in nature occur on a nonlinear fashion intrinsically as well as being
random! Besides its practical importance as a modeling toolkit, nonlinearity is
essential for almost all kinds of mathematical modeling on nature. It can even
be argued that nature consists of randomly occuring nonlinear events more than
most. Therefore, a concise and thorough understanding of the effects of random
fluctuations on nonlinear systems is much needed. The work led to this thesis is
aimed at the study of randomness when it is coupled with nonlinear dynamics on
this ground.
In literature, it has been shown that fluctuations give rise to interesting phe-
nomena in nonlinear systems, such as the noise-induced drift [6, 7, 8, 9, 10], Itoˆ-
Stratonovich dilemma [11, 12, 13, 14, 15] and stochastic resonance [16, 17, 18].
These effects are so useful and versatile in capturing the properties of nature that,
they can be used to make predictions about the conditions on earth thousands
of years ago [17] or about the information transfer in crayfish [18]. Another im-
portant aspect of these phenomena is the inherent fundamental interest related
to the understanding of randomness as it has the potential for giving rise to
counter-intuitive behavior such as a directed, deterministic drift borne out of the
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underlying noise alone [6, 7].
This thesis starts with a lengthy introduction to the formalism of stochastic
differential equations with passive and active Brownian motion as paradigmatic
examples, which is followed by a short introduction on the simulation methods
for stochastic differential equations. Finally, results are presented and discussed.
Computational results can be classified in 3 parts: The fundamental theoretical
and numerical work on the effects of noise on nonlinear dynamics and the appli-
cations of the results derived from this; namely, collective behavior of microswim-
mers interacting with nonuniform diffusion and microparticle sorting with the
noise-induced drift.
The interplay between noise and nonlinear dynamics is discussed throughout
the thesis. It is shown that, counter-intuitively, noise can alter the future behavior
of a nonlinear system in a deterministic way despite rendering it random in the
first place. The main result of this thesis is that noise changes the stochastic
calculus convention with which one interprets and models a nonlinear stochastic
system dynamically and deterministically depending on the underlying properties
of the system. Applications of this result is studied on nonequilibrium model
systems consisting of an aggregate of interacting microswimmers immersed in
a heat bath and an aggregate of Brownian particles immersed in a macroscopic
diffusion gradient. In both cases, interesting noise-induced effects on the collective
motion of the aggregate as well as the single particle motion are observed. More
precisely, it is shown that noise itself can drive particles in a given direction in
such a way that this effect can be used in the realization of a particle sorter as
a possible application. It is also demonstrated that, in a prey-predator system,
noise can lead the system between the states of coexistence and exclusion of one
species, thereby altering the stability of the system dramatically.
3
Chapter 2
Background
2.1 Stochastic Differential Equations
2.1.1 Drift and Diffusion
A stochastic differential equation (SDE) is formed with the addition of a term
depicting randomness into an ordinary differential equation of the form
dX
dt
= u(t,Xt) +D · ”noise”
where u, which comprises the deterministic part of the equation, is referred as
drift and D, introducing randomness into the equation, is referred as diffusion.
Under the framework of a general SDE, a rich and useful concept describing
stochastic events are diffusion processes. Conceptually they are Markov processes
with continuous paths.
Given that the probability of a random event taking place at time tn+1 is given
with
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P (X(tn+1)B|X(t1) = x1, X(t2) = x2, ..., X(tn) = xn)
=
∫
B
p(t1, x1; t2, x2; ...; tn, xn; tn+1, y)dy∫∞
−∞ p(t1, x1; t2, x2; ...; tn, xn; tn+1, y)dy
(2.1)
for all Borel subsets B of < with time instants 0 < t1 < t2 < ... < tn < tn+1
and states x1 < x2 < ... < xn  <, by restricting the time dependence of this
probability distrubution, the Markov property can be casted in the form:
P (X(tn+1)B|X(t1) = x1, X(t2) = x2, ..., X(tn) = xn)
= P (X(tn+1)B|X(tn) = xn))
(2.2)
so that probability of the event taking place at time tn+1 depends only on the
probability at time tn [19]. If a series of random events satisfy the property
defined in equation 2.2, the stochastic process X(t) is called as a Markov process
with transition probabilities
P (s, x; t, B) = P (X(t)B|X(s) = x) (2.3)
where s < t with a transition density given by P (s, x; t, B) =
∫
B
p(s, x; t, y)dy for
all Borel subsets. If all of the transition densities of a stochastic process depend
on the time difference t−s only, it is referred as a homogeneous Markov processs,
examples of which are the Wiener process with transition density:
p(s, x; t, y) =
1√
2pi(t− s)e
− (y−x)2
2(t−s) (2.4)
and the Ornstein-Uhlenbeck process with transition density:
p(s, x; t, y) =
1√
2pi(1− e−2(t−s))exp(−
(y − xe(t−s)2)2
2(1− e−2(t−s))) (2.5)
5
Partial derivatives of the equation 2.4 with respect to time and state yields
the heat equation which, for example, describes the variation of temperature in
a physical system:
∂p
∂t
− 1
2
∂2p
∂y2
= 0 (2.6)
Heat equation is a specialized case of a more general class of Kolmogorov
equations which connect probability evolution with respect to time with proba-
bility evolution with respect to state. The Kolmogorov forward equation (also
known as Fokker-Planck equation, especially in the physics community) gives the
probability evolution with respect to time in the forward direction:
∂p
∂t
+
∂
∂y
(u(t, y)p)− 1
2
∂2
∂y2
(D2(t, y)p) = 0 (2.7)
whereas Kolomogorov backward equation gives that of backward in time:
∂p
∂s
+
∂
∂y
(u(s, x)p)− 1
2
D2(s, x)
∂2p
∂y2
= 0 (2.8)
given that drift and diffusion functions are smooth functions. Therefore, analysis
of the partial derivatives of the transition probability of the Wiener process, given
in 2.4, indicates of a general structure in the evolution of probability distribution
of a special class of functions, named as diffusion process [19]. To be specific, a
diffusion process is a specific form of a Markov process with the properties:
•
lim
1
t− s
∫
(y−x)>
p(s, x; t, y)dy = 0 (2.9)
•
lim
1
t− s
∫
(y−x)<
(y − x)p(s, x; t, y)dy = u(s, x) (2.10)
•
lim
1
t− s
∫
(y−x)<
(y − x)2p(s, x; t, y)dy = D2(s, x) (2.11)
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The first property described in equation 2.9 prevents a diffusion process from
having instantenous jumps. The second property implied by 2.10 shows that:
u(s, x) = lim
1
t− s < X(t)−X(s)|X(s) = x > (2.12)
as a result of which, in a sense, the definition of drift u(s,x) becomes the instan-
tenous rate of change in the mean of the stochastic process. In a similar fashion,
the third property gives the squared diffusion coefficient as:
D2(s, x) = lim
1
t− s < (X(t)−X(s))
2|X(s) = x > (2.13)
so that the diffusion coefficient becomes the description of the instantenous rate
of change of the squared fluctuations of the stochastic process [19].
2.1.2 White Noise
The noise term in an SDE gives the correct meaning to the diffusion term by
rendering the system random through the diffusion process. In order for a system
to be considered random, it must have the following properties which are deducted
by observation:
1. For t1 6= t2, Wt1 and Wt2 should be independent from each other.
2. Wt should be stationary, that is, the joint probability distribution should
not depend on time.
3. < Wt > = 0
Incidentally, the first and second properties cannot be satisfied at the same
time for a given stochastic process on the grounds that such a noise function
lacks continuous paths. As a result, the noise function should be interpreted as a
generalized function so as to extend the notion of a function from the frameworks
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of a discontinuous function into a smooth function, since smooth functions sat-
isfy the conditions of existence and uniqueness theorem, thereby allowing many
calculus operations to be applicable. Therefore, the noise function is represented
as a generalized stochastic process called the white noise process, denoted by Wt
[20]. White noise can be seen as the mean square derivative of a Wiener process,
which is, by definition, delta-correlated in time, has zero mean and finite vari-
ance. Standard Wiener process is defined with the transition probability depicted
in equation 2.4. As a result, in the general form of an SDE, randomness is intro-
duced via the white noise, which turns into the Wiener process in the discretized
form of the equation. With these properties regarding drift, diffusion and noise
terms, a general stochastic differential equation can be discretized as:
Xk+1 −Xk = u(tk, Xk)∆tk + σ(tk, Xk)Wk∆tk (2.14)
where Xk = X(tk), Wk = Wtk and ∆tk = tk+1 − tk. In the limit of ∆tk → 0, this
expression becomes:
Xt = X0 +
∫ t
0
u(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs (2.15)
As a consequence, by means of adding randomness into an ordinary differential
equation through the white noise process, we model a stochastic process Xt in
the form of equation 2.15.
The standard Wiener process can be modeled as a scaled random walk on
any finite interval of time. By dividing the unit interval [0, 1] into equal length
subintervals with length ∆t = 1/N in 0 = t
(N)
0 < t
(N)
1 < ... < t
(N)
N = 1 and
adding the stipulation that the system makes a stepwise move
√
∆t on the interval
independently and with equal probabilities to either side, we can construct a
random walk scheme MN with independent increments X1
√
∆t, X2
√
∆t, X3
√
∆t,
... for the given interval. Numerically, the scaled random walk MN corresponds
to
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MN(t
(N)
n ) = (X1 +X2 + ...+Xn)
√
∆t
where X denotes the random variables which can take on values ±1 with equal
probabilities. The random walk process MN has zero mean and a finite variance
of ∆t[ t
∆t
] for the interval 0 ≤ t ≤ 1 [20]. It follows directly from the form of MN
that < (MN)
2 >→ t as N = 1/∆t → ∞ for any 0 ≤ t ≤ 1. Hence, due to its
properties of having zero mean and finite variance the requirements for Central
Limit Theorem is met, so that the process MN can be classified as standard
Wiener process [20].
Existence and uniqueness theorem guarentess a unique solution under the
condition that the function is both continuous and differentiable. However, as
is shown, even though Wiener process is continuous, it is almost nowhere dif-
ferentiable since its variance grows unboundedly with time. As a result, Wiener
process is of unbounded variation with the mean always remaining at zero.
In physics and engineering applications, variance refers to the average power.
In a similar fashion, the variance of a stochastic process X(t) can also be inter-
preted in the same way:
< X2(t) >= cov(0) =
∫ ∞
−∞
S(w)dw (2.16)
where cov(0) gives the covariance cov(t − s) at s = t and S(w) describes the
spectral density which is a measure of the average power per unit frequency at the
frequency w [20]. Inverse Fourier transform of this expression gives the spectral
density:
S(w) =
∫ ∞
−∞
cov(s)cos(2piws)ds (2.17)
In a sense, spectral density of fluctuations is given by the power spectrum of
the autocovariance for a random process. This is called to be the Wiener-Khinchin
Theorem [21, 22]. In this respect, Gaussian white noise can be thought of as
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a zero-mean stationary process with constant nonzero spectral density S(w) =
S0. As the name white suggests, its average power is distributed uniformly in
frequency space, so it has a covariance of cov(s) = S0δ(s) for all s.
By using delta-correlation property of white noise, we can define a new process
Xh(t) again with zero-mean but with a different covariance:
Xh(t) =
W (t+ h)−W (h)
h
(2.18)
which indicates a correlation in time with correlation length being equal to h [20].
Thus, spectral density varies depending on the value of h, a low value indicating
a very broad spectrum whereas a high value for h indicates a smaller spectrum.
This type of process with broad banded spectrum including correlations in time
are reffered as coloured noise processes, an example of which is given by the
Ornstein-Uhlenbeck process. Its transition probability is given in equation 2.5
and its covariance is cov(s) = e−γ|s|, indicating correlations since it depends on
time explicitly as opposed to the Wiener process. Comparison of equation 2.7 with
2.5 reveals that Ornstein-Uhlenbeck process can be interpreted as the stationary
Markov process determined by the linear Fokker Planck equation [23].
2.1.3 Colored Noise
When the terms that make up the Langevin equation:
y˙ = U(y) +D(y)ξ(t) (2.19)
includes a noise process ξ(t) that is not white, but correlated with some finite
correlation time with the given properties:
< ξ(t) >= 0, < ξ(t)ξ(t′) >= κ(t− t′) (2.20)
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the stationary noise process is called as a colored noise process (in which color
refers to the correlations in contrast with the all-in feature of white noise process)
[20]. Here the autocorrelation function κ is not a singular, delta function. Since
it is correlated, the stochastic process y(t) is not a Markov process anymore.
A convenient example for the colored noise process is the Ornstein-Uhlenbeck
process as is described before.
2.2 Brownian Motion
Brownian motion is considered to be the paradigmatic example demonstrating
the properties of stochastic differential equations. It describes the motion of a
microparticle immersed in a fluid in which collision of the immersed particle with
the surrounding fluid molecules cause an erratic random motion. Modeling of
such motion is determined with adding a stochastic force term that captures the
properties of the random motion. Essentially, the stochastic force should not
cause a bias in any direction in the motion of the particle, as a result the mean
of the force term should equal to zero. In addition, since the force is caused by
collisions of individual fluid molecules with the particle, it should vary rapidly
and each collision should be instantenous, which imply that collisions should be
uncorrelated from each other. Therefore, in essence, the stochastic force term
should have the properties of < Wt >= 0 and < (Wt −Wt′ ) >= Γδ(t− t′) where
Γ is a constant, which match with the properties of Wiener process [24].
By Newton’s second law, the equation of motion for the particle is:
mv˙ = −γv +Wt (2.21)
where the first term on the right hand side of the equation describes the damping
and the second term gives the stochastic force depicting the collisions of particle
with the surrounding fluid molecules. This equation describing the motion of a
particle immersed in a fluid is called the Langevin equation. Its straightforward
solution with treating the mass as unity yields [25]:
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v(t) = v0e
−γt + e−γt
∫ t
0
e−γt
′
Wt′dt (2.22)
Taking an ensemble average, then, gives the simple equation < vt >= v0e
−γt
for the mean of velocity of the particle. In order to find the mean square average
of the velocity, we take the square of the expression in 2.22:
v2(t) = v20e
−2γt+Γe−2γt
∫ t
0
dt′
∫ t
0
dt′′eγ(t
′+t′′) < Wt′Wt′′ >= v
2
0e
−2γt+
Γ
2γ
(1−e−2γt)
(2.23)
Since as t → ∞ the mean square velocity should take its thermal value, size
of the fluctuations Γ is related with the damping constant γ as follows:
< v2 >=
Γ
2γ
= kT (2.24)
This simple relation is called the fluctuation-dissipation theorem as it relates
the underlying fluctuations of the system with the damping in energy.
2.3 Nonlinear Stochastic Differential Equations
The modeling process in which a random motion is modeled by adding a stochastic
term into the equation of motion to represent randomness is called the Langevin
approach. An equivalent way to represent the same erratic motion is done with
taking the partial derivatives of the probability distribution with respect to time
and spatial direction which is called the Fokker Planck approach. In this sense,
the Langevin equation 2.21 represents the same stochastic process as the Fokker
Planck equation of [23]:
∂P (v, t)
∂t
= v
∂
∂v
(vP ) +
Γ
2
∂2P
∂v2
(2.25)
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The general form of a SDE under the Langevin approach becomes:
y˙ = U(y) +D(y)W (t) (2.26)
which is equivalent to the equation under the Fokker Planck representation (which
can be obtained with a few transformation of variables) [25]:
∂P (y, t)
∂t
= − ∂
∂y
[U(y) +
1
2
ΓD(y)D′(y)]P (y, t) +
Γ
2
∂2
∂y2
[D(y)]2P (y, t) (2.27)
As noted before, white noise that introduces randomness into the equation
of motion can be thought of as a series of delta peaks arriving at random times
with zero mean and finite variance, since it is uncorrelated and is related to the
change of y as a function of time. Hence equation 2.26 implies that each delta
jump in the noise causes an uncorrelated, irregular change in y(t), as a result
the exact value of y, and therefore D(y), at the time when the delta function
arrives remains undetermined. It is not specified whether the value of y into
the integrand D(y) should be put before the jump, after the jump or some time
in between [25]. This difference of interpretations lead to quite different Fokker
Planck equations, thus to drastically different future behavior. It is important to
note that mathematically there is no reason to choose one interpretation over the
other; instead it is mathematically equivalent to choose either of them.
According to the Itoˆ interpretation, the value of y before the arrival of the
delta change is opted, so that the equation 2.26 becomes [25]:
y(t+ ∆t)− y(t) = U(y(t))∆t+D(y(t))
∫ t+∆t
t
W (t′)dt′ (2.28)
which is equivalent to the Fokker Planck equation:
∂P (y, t)
∂t
= − ∂
∂y
U(y)P +
Γ
2
∂2
∂y2
[D(y)]2P (y, t) (2.29)
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According to the Stratonovich interpretation, one should insert the mean value
of y before the arrival of delta jump and after the arrival of the delta jump [25]:
y(t+ ∆t)− y(t) = U(y(t))∆t+D(y(t) + y(t+ ∆t)
2
)
∫ t+∆t
t
W (t′)dt′ (2.30)
which gives the Fokker Planck equation of:
∂P (y, t)
∂t
= − ∂
∂y
U(y)P +
Γ
2
∂
∂y
D(y)
∂
∂y
D(y)P (y, t) (2.31)
2.3.1 Itoˆ-Stratonovich Dilemma
White noise process is approximated with uncorrelated delta peaks in time which
is an idealization at best in reality, because in many applications noise is usually
a sharply peaked function of time with a small but finite correlation time τc >
0. As a result, the stochastic differential equation can be considered proper
without a singularity and in the limit of vanishing correlation time, τc → 0,
it is solved with the Stratonovich interpretation of the Fokker Planck equation,
according to the Wong-Zakai Theorem [26]. Stratonovich result preserves the
regular transformation rules (like the chain rule) of ordinary calculus, thus one
may transform the nonlinear Langevin equation into a quasilinear form. As a
result, as long as the delta function is not an infinitely sharp peaked delta function,
Stratonovich interpretation is employed as the more realistic choice.
When τc is finite, both interpretations are valid mathematically. Mathemati-
cians, biologists and finance specialists use the Itoˆ interpretation, because it gives
conceptually simpler results on the grounds that it has the property of ”not look-
ing into the future”, more precisely it’s a martingale due to the fact that integrand
is evaluated before the arrival of delta jump in y [25]. Itoˆ equation is written in
the form:
dy = U(y)dt+D(y)dW (t) (2.32)
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Physicists, on the other hand, prefer to use the Stratonovich interpretation
which reproduces some of the ordinary rules of calculus as embarked upon before.
Stratonovich equation is generally written in the form:
dy = U(y)dt+D(y) ◦ dW (t) (2.33)
Even though different interpretations of nonlinear stochastic differential equa-
tions lead to different Fokker Planck equations, therefore to different future be-
havior, they can be transformed into each other with the addition or subtraction
of a correction term to the drift U(t), which is usually referred as the spurious
drift or more accurately, noise-induced drift.
When the randomness is introduced to an otherwise deterministic system via
external noise, that is, fluctuations created with the application of a random force
which has predetermined stochastic properties, Stratonovich solution is apt to be
chosen since the noise is never white, but correlated with a finite time. As a result,
the drift U(y) continues to determine the dynamics of the system. However, when
the noise is an intrinsic property of the system itself, it is not possible to identify
U(y) as the sole cause of time evolution of the system in isolation [25]. In this
case, the macroscopic equations are just approximations that try to neglect the
fluctuations as much as possible.
The Itoˆ-Stratonovich dilemma arises as a result of the fact that sample paths
of a Wiener process are not differentiable or of bounded variation. Even though
the stochastic calculi of Itoˆ and Stratonovich provide us mathematically valid
formulations of stochastic differential equations, they leave the question of which
interpretation to choose largely unanswered. From a solely mathematical point of
view, both calculi are equally correct, however modeling-wise, the correct inter-
pretation to choose, in the sense that the one that describes the future behavior
of the system correctly, depends on the context of extraneous circumstances per-
taining to the system. In particular, it depends on the way we interpret the white
noise process (which is an idealization) to approximate the randomness inherent
to the system.
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2.3.2 Nonlinear Langevin Equation
To elaborate in a more mathematical and formal way, the nonlinear Langevin
equation:
∂y
∂t
= U(y) +D(y)W (t) (2.34)
describes the motion of a Brownian particle which has a diffusion component that
depends on the state of the system. Therefore, the diffusion is state-dependent
and the noise is multiplicative. For such a nonuniform diffusion, the definition
of the second term on the right hand side of the equation 2.34 is unclear. A
generalized definition is given by the integral equation:
Jα = D[αy(t+ ∆t) + (1− α)y(t)]
∫ t+∆t
t
dsW (s) (2.35)
where α[0, 1] is a parametrization rate that reduces to the Itoˆ convention when
α = 0, to the Stratonovich convention when α = 1/2 and to the isothermal
(or anti-Itoˆ) convention when α = 1. Here since αy(t + ∆t) + (1 − α)y(t) =
y(t) + α∆y(t+ ∆t), integrating the SDE in 2.34 with equation 2.35 yields [12]:
y(t+ ∆t)− y(t) =
∫ t+∆t
t
dsU [y(s)] +D[y(s)]W (s)
= U [y(t) + α∆y]∆t+D[y(t) + α∆y]
∫ t+∆t
t
dsW (s)
(2.36)
Combining this equation with the Taylor expansion of the diffusion term
D[y(s)] = D[y(t)] + [y(s) − y(t)]D′[y(t)] in the first approximation gives the
mean and variance in the spatial dimension as:
< ∆y >= U(y(t))∆t+ αD(y(t))D′(y(t))∆t (2.37)
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< (∆y)2 >= D2(y(t))∆t (2.38)
which clearly shows the contribution of the noise-induced drift αDD′∆t to the
drift term < ∆y > arising from the spatial dependence of diffusion coefficient,
thus the multiplicative property of noise.
The nonlinear Langevin equation with a state-dependent diffusion describes
the particle motion when there is a gradient of diffusion acting on a particle
or a combination of particles. For example, for a Brownian particle diffusing
near a wall, or a combination of particles immersed in a container bounded by
two parallel walls exemplify the notion of motion under the effect of a diffusion
gradient. For such cases, because of the intrinsic ambiguity pertaining to the
definition of SDE, a correction term referred as the noise-induced drift must
be added according to the interpretation one chooses in order to predict the
future behavior of the noisy system correctly. The overwhelming question of
which stochastic calculus solution convention or interpretation to choose depends
largely on the context, an example of which is demonstrated experimently recently
that sometimes underlying physics dictates the correct interpretation. In the
experiment with colloidal particles immersed in a heat bath, it is shown that
under the condition of thermal equilibrium, in order to get the correct future
behavior of the system that is depicted in the Maxwell-Boltzmann distribution,
one has to choose the anti-Itoˆ formulation with parametrization rate α being
equal to 1 [9, 10].
2.4 Active Matter
There is constant motion at the micron level whether directed or random or
a combination of both. Laws of physics, namely the second law of thermody-
namics, drive micro-sized particles immersed in a fluid towards thermodynamic
equilibrium in which disorderliness is maximized, in the sense taht states of the
system are maximized. However, even in equilibrium, microparticles move, in
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an attempt to reduce their thermal energy, with a random pattern as a result
of Brownian motion, namely collision of the microparticle with the surrounding
particles constituting the fluid. Some microparticles, referred as microswimmers,
are able to propel themselves in a fluid. Microswimmers can be classified based
on how they achieve locomotion. As most of them are biological entities, they
consume energy for staying out of thermodynamic equilibrium. They can also
fuel their self-propulsion by manipulating their surroundings.
Most of the microswimmers have a hair-like appendage, named as flagellum,
that enables locomotion by propelling the swimmer. Prokaryatoic swimmers, like
the bacterium E. coli, have rigid, helical and passive flagella. A rotary motor on
the cell wall rotates the flagellum which in turn propels the cell forward like a
corkscrew turning [27]. Eukoryatic flagella, like those found on spermatozoa and
certain algae, are actively deforming to achieve propulsion via molecular motors,
producing bending, distributed over the flagellum itself. Collective action of these
molecular motors on the flagellum induce a wave-like undulatory motion over the
fluid [28]. Several eukaryotic flagella bundle together at the surface of a cell to
form cilia. Cilia, like those found on algae cells, create motion by inducing power
strokes due to flagella pulling in different directions [28].
The medium, in which the particles are embedded in, is a key factor for all
types of motion considered. It can be characterized with the Reynolds number
Re which is a measure of comparison between the inertia and viscosity, more
precisely it is the ratio between inertial forces over viscous forces. Since the
Reynolds number is directly proportional with the velocity and length of the
swimmer and inversely proportional with the viscosity of the fluid, it is very
low for swimmers that have micron sized lengths and velocities. As a result
of being in a low Reynolds number regime, viscosity dominates over inertia for
microswimmers. Therefore, they interact with each other over the fluid even
at long distances. Depending on their effect on the fluid, microswimmers are
classified in two types: Those which push the fluid in the forward direction are
called to be pushers whereas the ones who pulls the fluid in front of it are referred
as pullers.
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Besides biological swimmers, microparticles can also propel themselves by ma-
nipulating the fluid surrounding them via making use of chemical, thermal, elec-
tromagnetic gradients. For example, Janus particles are two-faced particles with
Pt-coating in one side. In a hydrogen peroxide solution, when they are heated
the Pt-coated side starts to react with the H2O2 solution, thereby a chemical
gradient is induced over the fluid over which particle can be propelled [29].
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Chapter 3
Simulation
3.1 Euler-Maruyama Method
Simulation process, in essence, consists of mimicking the properties of a given
system so as to understand and possibly predict its future behavior. Numerical
models of stochastic differential equations, which model systems including ran-
domness, are essential for this end. For modeling the evolution of a regular system
without any randomness, one of the most common ways is the finite difference
simulation of an ordinary differential equation that describes the system. Within
the frameworks of the finite difference method (also known as Euler method),
continuous time solution x(t) of an ODE is approximated with a discrete time
sequence xi. The ODE is discretized with time steps ti = i∆t and in the limit of
∆t→ 0, the time derivative of the continuous process x˙(t) can be approximated
with:
x˙(t) =
xi − xi−1
∆t
(3.1)
Consequently, the second derivative with respect to time becomes:
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x¨(t) =
(xi − xi−1)/∆t− (xi−1 − xi−2)/∆t
∆t
=
xi − 2xi−1 + xi−2
∆t2
(3.2)
The solution is obtained by solving the resulting finite difference equation
recursively for xi with the values from previous iterations xi−1 and xi−2. Euler-
Maruyama method is the extension of Euler method of ordinary differential equa-
tions to stochastic differential equations. The key to going from ODEs to SDEs
is the simulation of noise, that is the simulation of randomness per se.
3.1.1 White Noise
White noise process Wt is determined with the properties of having zero mean,
finite variance and being uncorrelated in time, so that Wt1 and Wt2 are indepen-
dent from each other for t1 6= t2. Since it is nowhere differentiable as a result of
these properties and its being of unbounded variation, it cannot be approximated
with its instantenous values at given times. Given the fact that white noise pro-
cess is at the core of stochastic simulations, it is of utmost importance to turn
to numerical recipes, namely discretization of random intervals that mimic the
behavior of Wt. Therefore, the discretized random interval Wi should consist of
uncorrelated random numbers with zero mean and variance 1
∆t
, so that we impose
the condition:
< (Wi∆t)
2 >
∆t
= 1 (3.3)
Since this random number sequence is uniquely determined with is mean and
variance, we should generate a Gaussian random number sequence between the
values 0 and 1 and then rescale with multiplying the sequence with 1/
√
∆t, so
that it will have the correct variance [30].
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3.1.2 Random Walk
1-D random walk is the paradigmatic example demonstrating the simulation of
white noise with the Euler-Maruyama method. In a very straightforward fashion,
its motion is described with the simple SDE:
x˙(t) = W (t) (3.4)
which, within the finite difference approximation, turns into:
xi − xi−1
∆t
=
wi√
∆t
(3.5)
that is equivalent to:
xi = xi−1 +
√
∆twi (3.6)
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Figure 3.1: Random number sequence and the corresponding sample path of free
diffusion as a function of time with dt = 0.01 and N = 100. The code is given in
Appendix B.1.
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where wi is a stationary Gaussian random number sequence in the interval [0, 1]
with zero mean and finite variance [30]. Since there is no characteristic time scale
for a case without diffusion, there is no constraint in the simulation time step.
As a result, it is straightforward to simulate a 1-D random walk process with free
diffusion.
3.1.3 Colored Noise
The main difference between the white noise process and the colored noise process
is related to the fact the colored noise process involves correlations in time as
opposed to the white noise process, so that the process C(t1) is not independent
from C(t2) for t1 6= t2 which implies the existence of a memory kernel of sorts
in the system. A common example demonstrating the properties of the colored
noise is the Ornstein-Uhlenbeck process [31, 32]. Like the white noise proces, it
is a stationary Gaussian process, therefore it can be described with a mean and
a variance. It is of bounded variation and it has a drift value that is not constant
in contrast with the white noise process; instead the system evolves towards a
long-term mean value taking on positive and negative values depending on the
relation between the drift value at a given time and the long-term mean value.
As a result, it is referred as a mean-reverting process [33].
Because of its mean-reverting property, it can describe the evolution of a
Hookean spring subject to thermal fluctuations that changes its length on a ran-
dom basis. It can be written as a stochastic differential equation in the Langevin
form:
γx˙(t) = −k(x(t)− x0) + ξ(t) (3.7)
We generate colored noise random number sequence by means of Ornstein-
Uhlenbeck process that is exponentially correlated in time explicitly, so it has an
exponential memory kernel. One thing to note when simulating colored noise is
that the correlation time τ should be larger than the simulation time step dt in
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order to prevent a logical mistake numerically.
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Figure 3.2: Random number sequence and the corresponding probability distri-
bution of Ornstein-Uhlenbeck process with time step dt = 0.01 and correlation
time τ = 0.1. As depicted, probability distribution of random numbers shows a
pronunced Gaussian distribution. The code is provided in Appendix B.2.
In the limit of vanishingly small correlations, τ → 0, stochastic process re-
sembles the white noise process more and more. In the case of multiplicative
noise, it is expected, by Wong-Zakai theorem, that in the same limit the correct
stochastic approximation is given by the Stratonovich interpretation with the
parametrization rate α = 0.5 [34].
3.2 Monte Carlo Simulations
In essence, a Monte Carlo simulation consists of suggesting trial moves based on
random numbers to a system and then checking if the suggested move holds or
not depending on a set of deterministic constraints [35]. We use a Monte Carlo
algortihm to calculate the evolution of an aggregate of microswimmers immersed
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in a fluid. Our model consists of active spherical microparticles immersed in wa-
ter. Microswimmers affect a fluid by changing its viscous properties locally which
is modeled with a change in diffusion coefficient via the fluctuation-dissipation
theorem that relates the fluctuations in the fluid (diffusion) with the dissipation
in energy (damping). Therefore, affect of each microswimmer on the fluid is ap-
proximated with a diffusion gradient as depicted in Fig. 4.5. To make things
more realistic, the induced diffusion gradient is repulsive at short scales, which
corresponds to a low diffusion coefficient and attractive at longer distances from
the center of the particle corresponding to a high diffusion coefficient. In fact,
diffusion coefficient doesn’t cause attraction or repulsion per se, since it is mul-
tiplied with a noise term in the Langevin equation that randomizes the diffusion
process. However, in the case of a nonuniform diffusion, the noise-induced drift
which is not multiplied with noise can lead to such effects. Therefore, in order to
account for these effects, we introduce a diffusion gradient in the form:
D = DC+
A
w
√
2pi
e−
r2
2w2 [(x−xp−sxcos(φ))cos(φ)+(y−yp−sysin(φ))sin(φ)] (3.8)
where (x, y) is the position where the diffusion is evaluated, (xp, yp) gives the
coordinates of the current particle position, (sx, sy) is the shift in the diffusion
coefficient calculation, φ is the angle between the center of the particle and the
point where the diffusion is evaluated and A and w being normalization constants.
Partial derivatives of the diffusion function with respect to x and y yield the noise-
induced drifts in x and y directions.
We put all of the microparticles inside a square box, filled with water, with
length L = c + 2RN where R is the radius of the particle, N is the number
of particles and c is a parameter that defines the confinement of the particles.
We apply periodic boundary conditions in order to get rid of unwanted surface
effects. Initial position of the particles are chosen randomly and the first step in
the algorithm consists of calculating the initial diffusion coefficients and noise-
induced drifts based on this random initial distribution. Then, by employing the
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rotational Langevin equation
φn+1 = φn +
√
2DrdtW
and Langevin equations in the translational directions x and y
xn+1 = xn +
√
2Dt(x, y)dtW + α
∂D(x, y)
∂x
dt+ vcos(φ)
yn+1 = yn +
√
2Dt(x, y)dtW + α
∂D(x, y)
∂y
dt+ vsin(φ)
(3.9)
a trial movement is suggested for each particle (the stochastic calculus parameter
α is chosen to be 1 -depicting anti-Itoˆ characteristics- since we assume thermo-
dynamic equilibrium). Within the algorithm, since particles are modeled as hard
spheres, particle positions after the suggested trial moves are checked to see if
there is any collision between the particles. In the case of a collision, the sug-
gested move is taken back completely and thereby the initial particle position is
sustained. However, if there are no collisions, the move is allowed, so the particles
move inside the box accordingly with the periodic boundary conditions. After
that, diffusion coefficients and noise-induced drifts are calculated again for each
particle at their newly acquired respective position and the whole process of sug-
gesting a trial move based on Langevin equations, checking for collisions repeats
on and on until the simulation step size is reached. The code for the simulation
is provided in the Appendix.
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Chapter 4
Results
4.1 Effects of Noise on Nonlinear Dynamics
4.1.1 Stratonovich-to-Itoˆ Transitions in Lotka Volterra
Model with Symmetric Competition
The Lotka-Volterra Model is an ecological model that describes the evolution of
prey-predator populations in an environment. It is originally introduced by Vito
Volterra to explain the unexpected increase of shark population during World War
I [36]. The model itself is interesting from a fundamental point of view, besides
serving as a description for ecological phenomena, as a result of nonlinearities
embedded in its formulation.
In addition to the nonlinearity, an environment is often subject to noise,
therefore in order to develop a real understanding of prey-predator dynamics,
adding noise and time delay is more than essential [37]. Although the determin-
istic equations have been studied heavily over the years, study of effects of noise
and time delay on the nonlinearities intrinsic to the system had begun relatively
recently [38, 39, 40]. Noise-induced phenomena such as stochastic resonance,
spatio-temporal patterns and delay induced phenomena pertaining to the model
27
have been demonstrated [41, 42, 43, 44].
In systems involving multiplicative noise, there is an ambiguity in the choice
of stochastic solution convention that results in the alteration of the temporal be-
havior of the system in quite an important way. The intrinsic ambiguity rooted
in the very definition on the choice of stochastic conventions is often overlooked
in the literature to our knowledge, because it is relatively hard to observe the
differences between different solution conventions qualitatively. Here, we demon-
strate that different conventions predict quite different future behavior for the
parameters, in the case of Lotka-Volterra, for the evolution of population of the
interacting species. We also show that the choice on stochastic calculus conven-
tion depends entirely on the underlying dynamics of the system, we pin this down
to the delay time in the feedback giving rise to the nonlinearity. Our system can
be generalized to any mathematical relation involving multiplicative noise. The
proposed model can be applied to actual population dynamics in nature as feed-
back delay time can be thought of as the time it takes for a species to join the
interaction between the populations.
Competitive Lotka Volterra model describes the competition of two species
in the same environment for the same resource. It stipulates that, dx
dt
and dy
dt
are decreasing functions of both x (intraspecific competition) and y (interspecific
competition) [45]. Hence, the symmetric set of equations in 2 dimensions are
given with:
dx
dt
= ax(1− x− by)
dy
dt
= ay(1− y − bx)
(4.1)
where a is the intrinsic growth rate of the species and b is the interaction param-
eter between the two species.
We propose a closed system with two competing species. Ecologically, feed-
back delay time is the time it takes for one species to grow from the egg state
to the adult state. In our system, while one species have a low feedback delay
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time (e.g., a butterfly that becomes adult rather fast), in opposition, the other
one have a high feedback delay time (e.g., a hummingbird which becomes adult
slowly when compared with the butterfly and it feeds with the same resources as
the butterfly).
For the deterministic system in which there is no noise, there are stationary
points in 2 and 3 dimensions by the Poincare´-Bendixson theorem [46]. In order
to find the steady state values, time rate of change of both populations are set
equal to 0:
1− x− by = 0
1− y − bx = 0
(4.2)
which reveal 4 different steady state solutions, 3 of which are trivial in the sense
that they are independent of the value of b. Stability of these steady state
solutions are determined by the trace and the determinant of the corresponding
Jacobi matrices for each point.
J =
(
a− 2ax− aby −abx
−aby a− 2ay − abx
)
For the point (0,0); both trace and determinant of J([0,0]) are positive, as a
result the solution is not stable. Hence, this point is excluded in the temporal
behaviour of populations.
For the points (1,0) and (0,1) in which one population extinguishes while the
other one survives, trace of Jacobi matrices are negative and determinants are
equal to 0. As a result, these points are both stable and act as centers.
In the case of b=1, the non-trivial point is determined by the line x+ y = 1.
For this point, sign of the interaction parameter characterizes the future behavior
of the system [47]. For symmetric competing species, sign and value of the corre-
sponding interaction parameters are fixed but when the symmetry breaks between
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the two equations as a result of noise, stability criteria changes accordingly with
the sign of the interaction parameter.
Gaussian white noise is incorporated into the equation as follows:
dx
dt
= ax(1− x− by) + σxdWx + ασ2x
dy
dt
= ay(1− y − bx) + σydWy + ασ2y
(4.3)
where σ is the noise intensity and α  [0, 1] is a parameter that determines which
stochastic calculus convention would be used.
In the case both populations are Itoˆ or Stratonovich, noise becomes too large
to observe any qualitative transition, since the system becomes completely ran-
domized because of large noise (see Fig. 4.1). For both situations, noise induces
anti-correlated, quasi-periodic oscillations of both populations and there is coex-
istence between the two species. However, when behavior of one of the species is
different, future outcome of population dynamics changes dramatically.
In the case that populations follow different stochastic calculus solution con-
vention rules from each other, future behavior of the system changes due to the
fact that in equation 4.3, x and y will take different α values which will result
in different drift values that may increase one population more than the other.
As a result, in the case of one population obeying Itoˆ calculus and the other one
obeying Stratonovich calculus, population that shows Stratonovich characteris-
tics may dominate over the other species, so that one species becomes extinct.
The reason behind this transition from coexistence to extinction lies in the fact
that Stratonovich calculus requires α = 0.5 which is larger than the Itoˆ value of
α = 0, therefore stability of the system changes in favour of the Stratonovich pop-
ulation, that is, equilibrium point of the system is altered towards the dominance
of Stratonovich population [48].
Correlated colored noise with a delay in the feedback function is introduced
like this:
30
2000 4000 6000 8000 10000
0
0.5
1
1.5
2
Time
Po
pu
la
tio
ns
 
 
Ito
Ito
2000 4000 6000 8000 10000
0
0.5
1
1.5
2
Time
 
 
Stratonovich
Stratonovich
Figure 4.1: When both parameters display Itoˆ or Stratonovich characteristics,
noise becomes too large to induce a difference between the cases where both
parameters are Itoˆ and both parameters are Stratonovich. As can be seen, there
are anti-correlated, quasi-periodic oscillations for both parameters after the initial
transients dies out.
dx
dt
= ax(1− x− by) + σx(t− δ)
dy
dt
= ay(1− y − bx) + σy(t− δ)
(4.4)
It is well known that, by the Wong-Zakai theorem, a system with white noise
should be approximated with the Stratonovich solution [34]. If colored noise is
used instead of white noise, when correlation time is decreased, since colored noise
would behave more like the white noise as a result of decreased correlation, it is
expected at first glance that the system should resemble more the Stratonovich
convention. However, we report that it is not the case in systems which include
multiplicative noise. As a result of the interplay between the feedback delay time
and the correlation time, as correlation time gets smaller, the system makes a
transition from Stratonovich convention to the Itoˆ convention which is manifested
in extinction of the species having the Itoˆ convention. The intricate reason behind
these transitions is related to the martingale property of Itoˆ convention which
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gives it the so-called ”not looking into the future” behavior. Correspondingly
when delay time in the feedback is increased, the system loses information, that is,
it loses its memory, thereby mimicking the martingale property of Itoˆ convention.
As a result, high feedback delay time in a system corresponds to Itoˆ convention
whereas that of low feedback delay time is the Stratonovich convention in unison
with the Wong-Zakai theorem [15].
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Figure 4.2: The species showing the characteristics of Stratonovich convention
(i.e., having a low feedback delay time such as butterflies compared with hum-
mingbirds) wins the competition by dominating over the species with Itoˆ charac-
teristics (a species with a high feedback delay time such as hummingbirds when
compared with butterflies).
Stratonovich-to-Itoˆ transitions must be taken into account in the modeling of
stochastic systems that show nonlinear properties. The intrinsic mathematical
ambiguity, originating from the introduction of randomness into the system in the
first place, is overcome with determining how the integrand in the corresponding
SDE is defined deterministically by relating it to the underlying dynamics of
the system. Namely, the parametrization value α, which indicates the stochastic
calculus solution convention, is related to the ratio between the correlation time
of the noise over the feedback delay time, δ/τ , thereby the solution convention
becomes pre-determined rather than being chosen random [48, 15].
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4.1.2 An SDE Approximation for Stochastic Differen-
tial Delay Equations with Colored State-Dependent
Noise
It is often natural to introduce a delay into a stochastic differential equation to
account for the fact that the system’s response to changes in its environment is
not instantenous. We are, therefore, led to consider stochastic differential delay
equations (SDDEs). While there exists a general theory of SDDEs, it is much
less developed and explicit than the theory of SDEs. It is thus useful to develop
working approximations of SDDEs by SDEs. We derived an approximation of
SDDEs driven by colored noise (or noises) in which the correlation time of the
noise is of the same order as the response delay (or delays).
We consider the general multidimensional system:
dxt = f(xt)dt+ g(xt−δ)ηtdt (4.5)
where xt = (x
1
t , ..., x
i
t, ..., x
m
t )
T is the state vector, f(xt) = (f
1(xt), ..., f
i(xt), ..., f
m(xt))
T
where f is a vector-valued function describing the deterministic part of the dy-
namical system,
g(xt−δ) =

g11(xt−δ) · · · g1j(xt−δ) · · · g1n(xt−δ)
...
. . .
...
. . .
...
gi1(xt−δ) · · · gii(xt−δ) · · · gin(xt−δ)
...
. . .
...
. . .
...
gm1(xt−δ) · · · gmi(xt−δ) · · · gmn(xt−δ)

where g is a matrix-valued function xt−δ = (x1t−δ1 , ...x
i
t−δi , ...x
m
t−δm)
T is the delayed
state vector (note that each component is delayed by an independent amount
δi > 0), and ηt = (η
1
t , ..., η
j
t , ...η
n
t )
T is a vector of independent noises ηj, where
ηj are colored (harmonic) noises with characteristic correlation times τj. These
stochastic processes have continuously differentiable realizations which makes the
33
realizations of the solution process xt twice continously differentiable.
Equation 4.5 is written componentwise as:
dxi(t)
dt
= f i(x1(t), . . . , xm(t)) +
n∑
j=1
gij(x1(t− δ1), . . . , xm(t− δm))ηj(t) (4.6)
We define the process yi(t) = xi(t− δi). In terms of the y variables, equation
4.6 becomes:
dyi(t+ δi)
dt
= f i(y1(t+δ1), . . . , y
m(t+δm))+
n∑
j=1
gij(y1(t), . . . , ym(t))ηj(t) (4.7)
Expanding to first order in δi, we have y˙
i(t+ δi) ∼= y˙i(t) + δiy¨i(t) and
f i(y1(t+ δ1), . . . , y
m(t+ δm)) ∼= f i(y1(t), . . . , ym(t))
+
m∑
k=1
δk
∂f i(y1(t), . . . , ym(t))
∂yk
dyk(t)
dt
Substituting these approximations into equation 4.7, we obtain a new (ap-
proximate) system:
dyi(t)
dt
+ δi
d2yi(t)
dt2
= f i(y(t)) +
m∑
k=1
δk
∂f i(y(t))
∂yk
dyk(t)
dt
+
n∑
j=1
gij(y(t))ηj(t)
where y(t) = (y1(t), . . . , ym(t))T. We write these equations as the first order
system:

dyit = v
i
tdt
dvit =
[
− 1
δi
vit +
1
δi
f i(yt) +
1
δi
m∑
k=1
δk
∂f i(yt)
∂yk
vkt +
1
δi
n∑
j=1
gij(yt)η
j
t
]
dt
(4.8)
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We study the limit of the system 4.5 as the time delays δi and the correlation
times of the colored noises go to zero. We take each colored noise ηj to be a
harmonic noise process which is defined as the stationary solution of the SDE:

dηjt =
1
τj
Γ
Ω2
zjt dt
dzjt = −
1
τj
Γ2
Ω2
zjt dt−
1
τj
Γηjtdt+
1
τj
ΓdW jt
(4.9)
where Γ > 0 and Ω are constants, Wt = (W
1
t , ...,W
j
t , ...,W
n
t )
T is an n-dimensional
Wiener process, and τj is the correlation time of the Ornstein-Uhlenbeck process
obtained by taking the limit Γ, Ω2 →∞ while keeping Γ
Ω2
constant. As τj → 0, ηjt
converges to a white noise process. Supplemented by these equations defining the
noise processes ηj, equations 4.8 become the SDE system we study. We assume
that the delay times δi and the noise correlation times τj are proportional to a
single characteristic time , i.e. δi = ci and τj = kj where ci, kj > 0 remain
constant in the limit δi, τj, → 0.
If we consider f i as functions with bounded continuous derivatives and
bounded second derivatives and that the gij are functions with bounded continu-
ous first derivatives, let (yt , v

t , η

t , z

t ) solve equations 4.5 and 4.9 (which depend on
 through δi, τj) with initial conditions (y0, v0, η0, z0) the same for every  (where
(η0, z0) are distributed according to the stationary distribution corresponding to
equation 4.9). Let also that yt solves the equation:
dyit = f
i(yt)dt+
∑
p,j
gpj(yt)
∂
∂yp
(gij(yt))
[
kj(cpΓ
2 + kjΩ
2 − cpΩ2)
2(c2pΓ
2 + cpkjΓ2 + k2jΩ
2)
]
(4.10)
+
∑
j
gij(yt)dW
j
t
with the same initial condition y0. Then taking the limit Γ,Ω
2 →∞ in equation
4.10 while keeping Γ
Ω2
constant, we get the simpler limiting equation:
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dyit = f
i(yt)dt+
∑
p,j
gpj(yt)
∂
∂yp
(gij(yt))
1
2
(
1 +
δp
τj
)−1
+
∑
j
gij(yt)dW
j
t (4.11)
which, essentially, is an equation without a colored noise term. Therefore, the
main result reduces the system of stochastic differential delay equations 4.5 to
a simpler system (equations 4.10 and 4.11). First we use Taylor expansion to
obtain the (approximate) system of SDEs 4.8 and then we further simplify it by
taking the limit as the time delays and correlation times of the noises go to zero.
This is useful for applications as the final equations are easier to analyze than
the original ones.
0 3 6 9 12 15
0
0.1
0.2
0.3
0.4
0.5
δp/τj
α
jp
Figure 4.3: Dependence of the coefficients αjp of the noise-induced drift on the
ratio between the corresponding delay time δp and noise correlation time τj (see
equation 4.13). For δp/τj → 0, the solution converges to the Stratonovich
integral of equation 4.14, while, for δp/τj → ∞, the solution converges to its Itoˆ
integral.
Equations 4.10 and 4.11 also reveal the correct way to interpret the stochas-
tic integrals in the limiting SDE in terms of the ratios of the time delays to
the correlation times in the physical system. In fact, for a stochastic integral∫ T
0
g(yt) ◦α dWt ≡ limN→∞
∑N−1
n=0 g(ytn)∆Wtn , where tn =
n+α
N
T and α ∈ [0, 1],
different choices of α may lead to different values of the integral [24] because Wt
does not have finite variation. Common choices are the Itoˆ integral with α = 0
[4] and the Stratonovich integral with α = 0.5 [5], while also the choice α = 1 has
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been shown to naturally emerge for systems in equilibrium with a heat bath [9].
Since different choices for α may lead to dramatically different qualitative behav-
ior of the system [15], a complete model is only determined when the convention,
i.e., the value of α, with which to interpret the stochastic integral is determined
[11]. The ambiguity in the interpretation of the stochastic integral can be taken
out of the construction of the integral itself and placed in an additional (noise-
induced) drift term whose coefficient is the value of α used in constructing the
original stochastic integral. That is, we have∫ T
0
g(yt) ◦α dWt =
∫ T
0
αg′(yt)g(yt)dt+
∫ T
0
g(yt)dWt
where the stochastic integral on the right is interpreted in the Itoˆ (α = 0) sense.
The above formula is generalized to the multidimensional case as follows:∫ T
0
(g(yt) ◦α dWt)i =
∑
p,j
∫ T
0
αjpg
pj(yt)
∂gij(yt)
∂yp
dt+
∫ T
0
(g(yt)dWt)i
where the stochastic integral on the right is interpreted in the Itoˆ sense.
As a result of dependence of the noise coefficients on the state of the system
(multiplicative noise), a noise-induced drift appears in equation 4.10. It has a
form analogous to that of the Stratonovich correction to the Itoˆ equation with
the noise term
∑
j g
ij(yt)dW
j
t . Each drift is a linear combination of the terms
gpj(yt)
∂
∂yp
(gij(yt)), but, while in the Stratonovich correction they all enter with
coefficients equal to 1
2
, their coefficients in the additional drift of the limiting
equation 4.10 are:
kj(cpΓ
2 + kjΩ
2 − cpΩ2)
2(c2pΓ
2 + cpkjΓ2 + k2jΩ
2)
. (4.12)
These coefficients approach their limiting value:
αjp =
1
2
(
1 +
δp
τj
)−1
, (4.13)
as the harmonic noise approaches the Ornstein-Uhlenbeck process, i.e. taking the
limit Γ,Ω2 →∞ while keeping Γ
Ω2
constant (see Fig. 4.3). One can interpret the
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terms of the noise-induced drift as representing different stochastic integration
conventions. For example, if all δp/τj → 0, the solution converges to the
Stratonovich integral of
dyit = f
i(yt)dt+
∑
j
gij(yt)dW
j
t , (4.14)
which is equation 4.10 without the noise-induced drift terms; if all δp/τj → ∞,
the solution converges to the Itoˆ integral of the above equation.
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Figure 4.4: (a-d) Drift fields (arrows) estimated from a numerical solution of the
SDDEs 4.15 with colored noises (A = B = 0.1 and σ = 0.2) for various values
of the ratios δ1/τ1 and δ2/τ2. The circles represent the zero-drift points. (e)
Modulus of the displacement of the zero-drift point from the equilibrium position
corresponding to equations 4.15 without noise (σ = 0) as a function of δ1/τ1
and δ2/τ2. (f-i) Drift fields (arrows) of the solution of the limiting SDEs 4.11
corresponding to the SDDEs 4.15. α11 and α22 are given as functions of δ1/τ1
and δ2/τ2 by equation 4.13. The circles represent the zero-drift points. There
is good agreement between (f-i) and (a-d). (j) Modulus of the displacement of
the zero-drift point from the equilibrium position corresponding to equations 4.15
without noise (σ = 0) for the solution of the limiting SDEs 4.11 corresponding
to the SDDEs 4.15 as a function of α11 and α22. Again, (j) and (e) are in good
agreement.
While convergence of equations 4.8 to 4.11 is rigorously shown, a specific
system with non-zero values of δp and τj is more accurately described by 4.8 than
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by 4.11. In addition equations 4.8 were obtained from the original system 4.5
by an approximation (Taylor expansion). It is thus important to compare the
behavior of the numerical solutions of 4.8 and 4.11 in a particular case. As an
example, we consider the two-dimensional system:
{
dx1t = Ax
1
t (1− x1t −B x2t ) dt+ σ x1t−δ1 η1t dt
dx2t = Ax
2
t (1− x2t −B x1t ) dt+ σ x2t−δ2 η2t dt
(4.15)
where A, B and σ are non-negative constants, η1t and η
1
t are colored noises with
correlation times τ1 and τ2 respectively and δ1 and δ2 are the delay times. These
equations can describe, e.g. the dynamics of a noisy ecosystem where two popu-
lations are present whose sizes are proportional to the state variables x1 and x2.
In the absence of noise (σ = 0) the system described by equations 4.15 is known
as the competitive Lotka-Volterra model [45] and has only one stable fixed point
at x1eq = x
2
eq = (1 + B)
−1 for which x1eq, x
2
eq 6= 0. For a noisy system (with or
without delay) there are no fixed points. One can still resort to an estimation
of the system’s drift field and identify the points in the state space where the
drift is zero. For the system described by equations 4.15, the drift fields and the
coordinates of the zero-drift point (for which x1eq, x
2
eq 6= 0) depend on δ1/τ1 and
δ2/τ2, as shown in Figs. 4.4(a-e) for A = B = 0.1 and σ = 0.2. We now calculate
the drift fields and fixed points of the corresponding limiting SDEs 4.11. The
results, shown in Figs. 4.4(f-j), are in good agreement with the ones obtained by
directly simulating equation 4.15.
In conclusion, the main result shows how the underlying dynamics of a system
that can be described by the means of SDDEs determine the correct integration
conventions for the approximating SDEs; in particular, by determining the ratio
of the time delay to the correlation time in the system, one can determine the
correct way to interpret the stochastic integral. This also implies that, if the
experimental or operational conditions of a single physical system are changing,
then the correct interpretation of the stochastic integral may also be changing.
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4.2 Collective Behavior of Microswimmers In-
teracting with Nonuniform Diffusion
We study the collective behavior of microswimmers interacting through nonuni-
form gradients of diffusion induced by themselves. Each particle creates a dif-
fusion gradient, consistent with thermodynamical equilibrium conditions, that
affects the other particles in such a way that depending on the confinement of
particles anomalous diffusion is observed. When the Langevin equation, which
describes the equation of motion for a Brownian particle, contains a multiplica-
tive noise term, such as for particles under confinement as is the case in our
model, an extra drift term proportional with the gradient of diffusion appears
in the equation. In our model, the action of the noise-induced drift, combined
with the diffusion gradients exerted by each particle, create explicit diffusion and
velocity fields over the fluid that affects all the constituting particles in such a
way that anomalous diffusion (in the form of subdiffusion and superdiffusion) and
non-ergodic behavior is observed depending on the confinement of the particles.
Active particles are able to propel themselves in a fluid with low Reynolds
number, i.e. in a fluid where viscosity dominates over inertial effects, so that
mass of the particle can be neglected altogether. However, propulsion against vis-
cosity and staying out of thermodynamic equilibrium requires energy. Biological
microswimmers like bacteria use specialized flagella as the fuel of self-propulsion.
Other swimmers, on the other hand, make use of phoresis in the form of chemo-
tactic, electromagnetic or temperature gradients. For example, spherical Janus
particles are artificial swimmers that are Pt-coated in one side. Inside an hy-
drogen peroxide solution, Pt-coated side of the spherical microparticle start to
react with H2O2 which induces a local chemical gradient. Therefore, by heat-
ing the solution at desired locations with a laser beam to set off the reaction,
self-propulsion may be achieved.
We put such microswimmers inside a square box with periodic boundary con-
ditions so as to get rid of surface effects. Depending on the length of the square
box, diffusion properties of the system is altered in a tunable fashion. When the
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Figure 4.5: Diffusion (upper row) and noise-induced drift (lower row) fields for a
particle oriented in the pi/2 and pi/8 directions. Both fields are oriented with the
orientation of the particle. The nonuniform diffusion gradient describes attraction
at long distances and repulsion at shorter distances.
confinement parameter c is large compared with the radius of the particles R,
that is when the box is large and thereby particles are spaced away from each
other, particles tend to affect each other in such a way that they show increased
locomotion. As a result, particles are superdiffusive, with each particle having an
MSD value that is proportional with tα where α > 1 as opposed to the ballistic
regime of α = 1 . Moreover, the particles align each other to the same angle
causing a transport phenomena.
When the confinement parameter c is small compared with R, on the other
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hand, particles make each other slow down, thereby becoming subdiffusive, with
MSD values proportional with tα where α < 1. Particle trajectories resemble
that of continuous Brownian motion where particles wait a random time after
each jump, in a sense time parameter itself is randomized as well as the step
length. Continuous Brownian motion causes the mechanism of transient trapping
in DNA gel electrophoresis and the subdiffusive motion of a colloidal tracer in an
F-actin filament network [49, 50, 51].
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Figure 4.6: Trajectories (upper row) and MSD values (lower row) fields for 100
particles immersed in water. As is depicted in the first column, large confinement
under periodic boundary conditions leads to superdiffusive behavior with phase-
locking. In the second column, particles show Brownian motion characteristics
as they are held in a smaller confinement space.
Model of DNA gel electrophoresis as a continuous time random walk process
is mostly developed by Weiss in 1990’s [52]. Within the model, electric field
causes DNA molecules to pass through a porous gel, the rate of which depends
on the size and charge of individual molecules. Small parts of DNA pass through
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Figure 4.7: As the confinement becomes gets smaller and smaller, particles do
continuous Brownian motion which has the characteristics of non-ergodicity and
subdiffusion. For these graphs, confinement parameter c = 1, particle radius
R = 1µm and number of particles is N = 6.
the porous parts of gel whereas large molecules become trapped with very long
waiting time between each displacement step which can be characterized as a
random walk process with zero mean and finite variance as Weiss predicted.
Incidentally, continous time random walk processes cause the emergence of non-
ergodic behavior by breaking the conditions of ergodic hypothesis which states
that all microstates of a system are equally probably to be occupied over a long
period of time [53]. This is characterized by the fact that time averaged MSD
and ensemble averaged MSD gives different results in stark contrast to an ergodic
system. In our model, non-ergodic subdiffusion in the form of continuous time
random walk occurs as a result of inhomegenous nature of the environment caused
by confinement of the particles with varying diffusivities in a rather small volume.
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4.3 Particle Sorting with Noise-Induced Drift
Multiplicative noise arises in the study of stochastic differential equations to com-
ply with mathematical models that involve noise terms which depend on the state
of the system. There is an intrinsic ambiguity with such systems with multiplica-
tive noise, rooted in the modeling of randomness. Here, we make use of this
mathematical ambiguity to design a microparticle sorter that separates micopar-
ticles depending on their radius by inducing a diffusion gradient by means of
confinement of Brownian particles immersed in a fluid in between two walls and
thereby driving the particles with a noise-induced drift which arises from the
induced diffusion gradient.
A general stochastic differential equation with multiplicative noise in func-
tional form is described by:
dyt = f(yt)dt︸ ︷︷ ︸
Drift term
+ σg(yt)dWt︸ ︷︷ ︸
Diffusion term
(4.16)
where σ is the noise intensity and dWt describes the time derivative of the white
noise with zero mean, finite variance and delta correlation, for which drift term
constitutes the deterministic part of the stochastic differential equation, whereas
diffusion term models that of a random process [20]. Unlike the case with ad-
ditive noise, when multiplicative noise term that describes the dependance of
the noise on the state of the system is involved, evaluation of the integral with
the white noise term in the solution of the SDE requires careful attention on
the grounds that white noise is not bounded, therefore it cannot be approxi-
mated with Riemann-Stieltjes sums of ordinary differential calculus. The second
term on the right hand side of equation 4.16 can be evaluated in general form of∫ τ
0
g(yt)◦αdWt ≡ limN→+∞
∑N−1
n=0 g(ytn)∆Wtn with tn =
n+α
N
τ and α(0, 1) where
different values of α correspond to different stochastic calculus conventions. When
the system is coupled to a heat bath, as is the case for a Brownian particle, maxi-
mum value of α = 1 is chosen so as to reproduce the thermal equilibrium condition
[19].
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Figure 4.8: Average trajectory of a 100 realizations.
In order to make use of this maximal noise-induced drift, a diffusion gradient
is induced by confining a Brownian particle immersed in a fluid between two walls
where one of the walls is convex so as to make the noise-induced drift term linear.
For such a configuration, diffusion is given by the equation:
D(h(x), z) =
kBT
γ
1
λ(R
z
) + λ( R
h(x)−z )− 1)
(4.17)
where the function λ is described with λ = [1− 9
16
R
z
+ 1
8
(R
z
)3− 45
256
(R
z
)4− 1
16
(R
z
)5]−1
in which z is the direction perpendicular to the two walls and h is the height
profile of the upper wall which is given by h(x) = h0x
2 + c where x is the di-
rection parallel to the walls. With this state-dependent diffusion coefficient, the
discretized Langevin equation turns into:
x(j + 1) = x(j) +
√
2D(x)dtdW︸ ︷︷ ︸
Diffusion Term
+ α
dD(x)
dx
dt︸ ︷︷ ︸
Spurious Drift Term
(4.18)
for which, for a 1 µm radius particle with ξ = 0.99 × 10−3 kg
ms
viscosity and an
initial height of z = 1.1 × 10−3 µm, diffusion coefficient is significantly reduced
from that of bulk value and a noise-induced drift term proportional with the
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diffusion gradient is induced.
Under thermal equilibrium, the choice of anti-Itoˆ stochastic calculus conven-
tion induces a noise-induced drift term that drives the probability distribution of
the particle displacement towards the more positive side in the positive axis and
towards the more negative side when the particle is in the negative axis. Figure
4.9a shows that, for a particle with 1 µm radius, probability distribution of possi-
ble displacements of 30000 non-interacting particles changes accordingly with the
induced noise-induced drift by the diffusion gradient. To quantify this change,
centers of masses of each corresponding histogram bin is calculated which implies
that histogram corresponding to the probability distribution of these particle
displacements shifts linearly under the action of noise-induced drift.
Since for a particle with different radius, diffusion coefficient changes which
in turn changes the noise-induced drift term, thereby producing a different shift
in the probability distribution of the corresponding particle displacements, it is
in principle possible to use this effect as a microparticle sorter via funnels.
46
−20 −10 0 10 20
−1
−0.5
0
0.5
1
Center of mass
Po
si
tio
n
 
 
With spurious drift
(a) Shift in the center of masses for the his-
togram bins.
2 4 6 8
−1.5
−1
−0.5
0
0.5
1
1.5
2
Center of mass
Sh
ift
(b) Linear increase of the shift in center of
masses of histogram bins.
−20 −10 0 10 20
0
2000
4000
6000
8000
10000
12000
Distance
D
is
tri
bu
tio
n
 
 
With spurious drift
Without spurious drift
(c) Histogram depicting the distribution of particle displacements for the cases
with and without noise-induced drift.
Figure 4.9: Shift in the probability distribution due to the noise-induced drift.
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Chapter 5
Conclusion and Prospects
Even though randomness has always been a fascination for human beings in the
conquest of unknowable, mathematical formulation of random phenoma had in-
tensified heavily relatively recently with the advent of quantum mechanics and
the developments in finance. Combining it with nonlinear systems, which de-
scribes most of the phenomena in nature, is a crucial step towards a concise
and complete mathematical formalism of randomness which can help us predict-
ing future outcome of events better as well as making more accurate predictions
about long past retrospectively. In this thesis, we have paved the way for a better
understanding of randomness coupled into nonlinear systems.
We reported that noise changes the nonlinear dynamics intrinsic to a system
dynamically by inducing a finite drift over the phase space of the system. We
studied the effects and possible applications of this noise-induced drift in several
systems from ecology and soft matter physics.
We showed that, for an ecological system with two species competing for the
same resource, the evolution of populations in time depends upon the nature of
the noise. The population with a short feedback delay time (i.e., the time it takes
for a species to reach the adult state from the egg state) compared with the other
species wins the competition by dominating over the other species as a result of
stochastic calculus convention it obeys exerting a larger drift on it.
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The work with ecological systems led us to consider the effects of the noise-
induced drift in nonequilibrium systems from statistical and soft matter physics.
We studied the collective behavior of microswimmer interacting via nonuniform
diffusion gradients and showed that there is tunable anomalous diffusion depend-
ing on the confinement length of swimmers altering the noisy behavior. Diffusion
characteristics of micro and nanoparticles under nonequilibrium conditions are
important in microrheology, drug delivery and cargo transport.
We proposed a method to make use of this effect in a useful application
by proposing a microparticle sorter based on the noise-induced drift resulting
from the confinement of particles in certain geometries which lead to nonuniform
gradients of diffusion. By this way, we showed numerically that it is possible to
sort spherical microparticles with governing the underlying noise carefully without
using any real force arising from a potential energy gradient.
Finally, we developed an approximation method that converts stochastic dif-
ferential delay equations to stochastic differential equations which is much easier
to study, because the theory and tools are far more developed comparatively.
Gaining new insights on the ways noise affects the nonlinear dynamics will
pave the way for future researchers on developing technology by manipulating
the noise in an applicable way especially at the micro- and nano-scale. Therefore,
understanding and controlling the underlying noise is a very important step in
human-made technology that mimicks nature. In particular techniques based
on noise manipulation can be especially useful in applications where noise can
provide the energy such as pattern formation at the nanoscale, drug delivery,
cargo transport in microfluidic channels, nanophotonics and Brownian ratchets.
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Appendix A
Code
A.1 Free Diffusion
Matlab code for calculating the evolution of a Brownian particle under free dif-
fusion conditions:
clear all; close all; clc;
N = 1e+3;
dt = 1e-2;
sqrtDt = sqrt(dt);
t = dt*(1:N);
x = zeros(1,N+1);
w = randn(1,N+1);
for j = 1:N
x(j+1) = x(j) + sqrtDt*randn();
end
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A.2 Colored Noise
Matlab code for calculating colored noise with Ornstein-Uhlenbeck process with
exponential correlation:
function ceta = cnoise(tau,dt,N)
% Generation of correlated noise
%
% tau = correlation time [s]
% dt = timestep [s]
% N = number of samples
%
% ceta = normalized colored noise with correaltion time tau
eta = randn(1,N);
ceta = zeros(1,N);
rho = exp(-dt/tau);
for i = 1:1:N-1
ceta(i+1) = rho*ceta(i) + sqrt(1-rhoˆ2)*eta(i+1);
end
ceta = ceta/sqrt(2*tau);
A.3 Monte Carlo Simulatoin of Collective Be-
havior of Microswimmers
A.3.1 Diffusion Field Calculation
Matlab function to calculate the diffusion coefficient at each configuration of
positions of the particles:
function [D,sx,sy] ...
= sdiffield(x1,y1,x2,y2,phi,varargin)
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% SDIFFIELD Calculates the diffusion and the spurious drift induced by
% the diffusion field of a mesoscopic particle
sx = 15e-6*cos(phi);
sy = 15e-6*sin(phi);
rx = x2-x1-sx;
ry = y2-y1-sy;
r = sqrt(rxˆ2+ryˆ2);
Dc = 5e-15;
A = 1e-14; % normalization constant
w = 1e-5; % width
k = (A/(w*sqrt(2*pi)));
D = Dc + gaussianfnc(r,k,w)*(rx*cos(phi) + ry*sin(phi)); % diffusion [mˆ2/s]
sx = -rx*gaussianfnc(r,k,w)/wˆ2*(cos(phi)-(2*rx/wˆ2)*(rx*cos(phi)+ry*sin(phi))); % spurious drift in x [m/s]
sy = -ry*gaussianfnc(r,k,w)/wˆ2*(sin(phi)-(2*ry/wˆ2)*(rx*cos(phi)+ry*sin(phi))); % spurious drift in y [m/s]
A.3.2 Gaussian Function
Matlab function to generate a Gaussian function which is used in the calculation
of the diffusion coefficient:
function [ g ] = gaussianfnc( r,k,w )
%GAUSSIANFNC Gives a 2D Gaussian function
% INPUTS:
% r: point in 2D
% k: constant
% w: standard deviation
g = k*exp(-rˆ2/(2*wˆ2));
end
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A.3.3 Distance Calculation
Matlab function to calculate the distance between individual particles:
function [ d ] = distcalc( xn,yn,x,y )
%DISTCALC Calculates distance between particle n and the other particles
% INPUTS:
% xn source particle position in the x direction [m]
% yn source particle position in the y direction [m]
% x target particle positions in the x direction [m]
% y target particle positions in the y direction [m]
%
% OUTPUT:
% d distance between the particles [m]
%
% Get the displacement
dx = abs(x - xn);
dy = abs(y - yn);
d = sqrt(dxˆ2 + dyˆ2);
end
A.3.4 Periodic Boundary Conditions
Matlab function to generate periodic boundary conditions inside a square box for
the particles at their respective positions:
function [ x,y ] = PBC( x,y,L )
%PBC Applies periodic boundary conditions in 2D
% INPUTS:
% x coordinate in x direction [m]
% y coordinate in y direction [m]
% L box size [m]
%
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% OUTPUTS:
% x coordinate in x direction [m]
% y coordinate in y direction [m]
%
if (x > L)
x = x - L;
elseif (x < 0)
x = x + L;
end
if (y > L)
y = y - L;
elseif (y < 0)
y = y + L;
end
end
A.3.5 Initial Conditions
Matlab function for calculating the initial conditions inside a square box with
periodic boundary conditions:
function [ px,py,L ] = initPositions( M,R,c )
%INITPOSITIONS Initialize the positions of the particles for a square
% lattice
% INPUTS:
% M number of particles
% R radius of the particle [m]
% c density constant for the particles [m]
%
% OUTPUTS:
% px initial position in x of all the particles [m] -- Mx1 matrix
% py initial position in y of all the particles [m] -- Mx1 matrix
% L box size [m]
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%% Preallocation
p = zeros(M,2);
% Box size calculation
L = M*2*R + c;
% Lowest number of squares at the number of particles
nSquare = 2;
while (nSquareˆ2 < M)
nSquare = nSquare + 1;
end
index = [0,0]';
% Assign particle positions
for m = 1:M
p(m,:) = (index+[0.5,0.5]')*(L/nSquare);
index(1) = index(1) + 1;
if (index(1) == nSquare)
index(1) = 0;
index(2) = index(2) + 1;
end
end
px = p(:,1);
py = p(:,2);
end
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A.3.6 Monte Carlo Simulation
Matlab script for calculating particle displacements with a hard sphere Monte
Carlo simulation:
%% Multiple hard sphere Brownian particles
% under the effect of diffusion gradient
%% Initialization of the workspace
close all; clear all; clc;
tic
%% Parameters
% Set simulation parameters
N = 1e+5; % number of steps
dt = 1e-3; % step size [s]
sqrtDt = sqrt(dt); % square root of time step
printFreq = 1000; % printing frequency
sampleFreq = 2; % sampling frequency
sampleCounter = 1; % sampling counter
t = dt*[0:sampleFreq:N]; % time [s]
% Set the properties of the spherical particle
R = 1e-6; % radius [m]
M = 20; % number of particles
v = 5e-11; % velocity [m/s]
% Set the properties of the medium
T = 300; % temperature [K] --room temp. = 300 K
eta = 0.001; % viscosity [Ns/mˆ2] --water = 0.001
kB = 1.38e-23; % Boltzmann constant [J/K]
c = 100e-6; % density constant for the particles [m]
rc = 20e-6; % cutoff distance for calculation of diffusion [m]
Dr = kB*T/(8*pi*eta*Rˆ3); % rotational diffusion coefficient [radˆ2/s]
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%% Simulation
%
% Preallocation and initialization
pa = zeros(M,N+1); % particle orientation [rad]
pa(:,1) = 2*pi*randn();
px = zeros(M,N/sampleFreq); % particle position in x [m]
py = zeros(M,N/sampleFreq); % particle position in y [m]
% [x,y,L] = initPositions(M,R,c); % initial positions [m]
L = M*2*R + c;
x(:,1) = L*randn(1,M);
y(:,1) = L*randn(1,M);
D = zeros(M,M); % diffusion matrix [mˆ2/s]
sx = zeros(M,M); % spurious drift matrix in x [m/s]
sy = zeros(M,M); % spurious drift matrix in y [m/s]
Di1 = zeros(M,M);
sxi1 = zeros(M,M);
syi1 = zeros(M,M);
Di2 = zeros(M,M);
sxi2 = zeros(M,M);
syi2 = zeros(M,M);
Di3 = zeros(M,M);
sxi3 = zeros(M,M);
syi3 = zeros(M,M);
Di4 = zeros(M,M);
sxi4 = zeros(M,M);
syi4 = zeros(M,M);
%
%
% Create the image list
for m = 1:M
pxi(m,1) = x(m,1) + L; % first image in x
pxi(m,2) = x(m,1) - L; % second image in x
pyi(m,1) = y(m,1) + L; % first image in y
pyi(m,2) = y(m,1) - L; % second image in y
end
%
%
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% Calculate initial diffusion field D(m,j) where mth particle affects
% the jth particle
for m = 1:M
for j = 1:M
d1 = distcalc(x(m,1),y(m,1),x(j,1),y(j,1));
if (d1 < rc)
[D(m,j),sx(m,j),sy(m,j)] = ...
sdiffield(x(m,1),y(m,1), ...
x(j,1),y(j,1),pa(m,1));
else
D(m,j) = 0;
sx(m,j) = 0;
sy(m,j) = 0;
end
di1 = distcalc(x(m,1),y(m,1),pxi(j,1),pyi(j,1));
if (di1 < rc)
[Di1(m,j),sxi1(m,j),syi1(m,j)] = ...
sdiffield(x(m,1),y(m,1), ...
pxi(j,1),pyi(j,1),pa(m,1));
else
Di1(m,j) = 0;
sxi1(m,j) = 0;
syi1(m,j) = 0;
end
di2 = distcalc(x(m,1),y(m,1),pxi(j,1),pyi(j,2));
if (di2 < rc)
[Di2(m,j),sxi2(m,j),syi2(m,j)] = ...
sdiffield(x(m,1),y(m,1), ...
pxi(j,1),pyi(j,2),pa(m,1));
else
Di2(m,j) = 0;
sxi2(m,j) = 0;
syi2(m,j) = 0;
end
di3 = distcalc(x(m,1),y(m,1),pxi(j,2),pyi(j,1));
if (di3 < rc)
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[Di3(m,j),sxi3(m,j),syi3(m,j)] = ...
sdiffield(x(m,1),y(m,1), ...
pxi(j,2),pyi(j,1),pa(m,1));
else
Di3(m,j) = 0;
sxi3(m,j) = 0;
syi3(m,j) = 0;
end
di4 = distcalc(x(m,1),y(m,1),pxi(j,2),pyi(j,2));
if (di4 < rc)
[Di4(m,j),sxi4(m,j),syi4(m,j)] = ...
sdiffield(x(m,1),y(m,1), ...
pxi(j,2),pyi(j,2),pa(m,1));
else
Di4(m,j) = 0;
sxi4(m,j) = 0;
syi4(m,j) = 0;
end
end
end
%
%
% Evaluation through Brownian dynamics
for n = 1:N % time step index
for m = 1:M % particle number index
% Suggest a move based on Langevin equations
% Rotational Langevin equation
pa(m,n+1) = pa(m,n) + sqrt(2*Dr)*sqrtDt*randn();
% Langevin equation in x
xTrial = ...
+ sqrt(2*(sum(D(:,m))+sum(Di1(:,m))+sum(Di2(:,m)) ...
+ sum(Di3(:,m))+sum(Di4(:,m))))*sqrtDt*randn() ...
+ (sum(sx(:,m))+sum(sxi1(:,m))+sum(sxi2(:,m)) ...
+ sum(sxi3(:,m))+sum(sxi4(:,m)))*dt ...
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+ v*cos(pa(m,n+1));
% Langevin equation in y
yTrial = ...
+ sqrt(2*(sum(D(:,m))+sum(Di1(:,m))+sum(Di2(:,m)) ...
+ sum(Di3(:,m))+sum(Di4(:,m))))*sqrtDt*randn() ...
+ (sum(sy(:,m))+sum(syi1(:,m))+sum(syi2(:,m)) ...
+ sum(syi3(:,m))+sum(syi4(:,m)))*dt ...
+ v*sin(pa(m,n+1));
% Check for collisions between the particles
for j = 1:M % particle collision start
% Compare only to particle
% that are not the one being moved
if (j ~= m)
% Calculate the distance
% between particle m and the other particles
dst = distcalc(x(m,1)+xTrial,y(m,1)+yTrial, ...
x(j,1),y(j,1));
dst1 = distcalc(x(m,1)+xTrial,y(m,1)+yTrial, ...
pxi(m,1),pyi(m,1));
dst2 = distcalc(x(m,1)+xTrial,y(m,1)+yTrial, ...
pxi(m,1),pyi(m,2));
dst3 = distcalc(x(m,1)+xTrial,y(m,1)+yTrial, ...
pxi(m,2),pyi(m,1));
dst4 = distcalc(x(m,1)+xTrial,y(m,1)+yTrial, ...
pxi(m,2),pyi(m,2));
% Check if there is a collision
check = true;
if ( dst<2*R | | dst1<2*R | | dst2<2*R | | dst3<2*R | | dst4<2*R )
check = false;
end
% Accept the move if there's no collision
if (check == true)
x(m,1) = x(m,1) + xTrial;
y(m,1) = y(m,1) + yTrial;
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end
end
end % particle collision end
% Check if the particles are in the box
% with periodic boundary conditions
[x(m,1),y(m,1)] = PBC(x(m,1),y(m,1),L);
end % particle number end
% Do sampling
if (mod(n,sampleFreq) == 0)
px(sampleCounter) = x(m,1);
py(sampleCounter) = y(m,1);
sampleCounter = sampleCounter + 1;
end
% % Print the step
% if (mod(n,printFreq)==0)
% n
% plot(x(:,1),y(:,1),'o')
% drawnow()
% end
for m = 1:M
% Create the image list
pxi(m,1) = x(m,1) + L; % first image in x
pxi(m,2) = x(m,1) - L; % second image in x
pyi(m,1) = y(m,1) + L; % first image in y
pyi(m,2) = y(m,1) - L; % second image in y
end
% Calculate the diffusion field D(m,j)
% where mth particle affects
% the jth particle
for m = 1:M
for j = 1:M
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d1 = distcalc(x(m,1),y(m,1),x(j,1),y(j,1));
if (d1 < rc)
[D(m,j),sx(m,j),sy(m,j)] = ...
sdiffield(x(m,1),y(m,1), ...
x(j,1),y(j,1),pa(m,n+1));
else
D(m,j) = 0;
sx(m,j) = 0;
sy(m,j) = 0;
end
di1 = distcalc(x(m,1),y(m,1),pxi(j,1),pyi(j,1));
if (di1 < rc)
[Di1(m,j),sxi1(m,j),syi1(m,j)] = ...
sdiffield(x(m,1),y(m,1), ...
pxi(j,1),pyi(j,1),pa(m,n+1));
else
Di1(m,j) = 0;
sxi1(m,j) = 0;
syi1(m,j) = 0;
end
di2 = distcalc(x(m,1),y(m,1),pxi(j,1),pyi(j,2));
if (di2 < rc)
[Di2(m,j),sxi2(m,j),syi2(m,j)] = ...
sdiffield(x(m,1),y(m,1), ...
pxi(j,1),pyi(j,2),pa(m,n+1));
else
Di2(m,j) = 0;
sxi2(m,j) = 0;
syi2(m,j) = 0;
end
di3 = distcalc(x(m,1),y(m,1),pxi(j,2),pyi(j,1));
if (di3 < rc)
[Di3(m,j),sxi3(m,j),syi3(m,j)] = ...
sdiffield(x(m,1),y(m,1), ...
pxi(j,2),pyi(j,1),pa(m,n+1));
else
Di3(m,j) = 0;
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sxi3(m,j) = 0;
syi3(m,j) = 0;
end
di4 = distcalc(x(m,1),y(m,1),pxi(j,2),pyi(j,2));
if (di4 < rc)
[Di4(m,j),sxi4(m,j),syi4(m,j)] = ...
sdiffield(x(m,1),y(m,1), ...
pxi(j,2),pyi(j,2),pa(m,n+1));
else
Di4(m,j) = 0;
sxi4(m,j) = 0;
syi4(m,j) = 0;
end
end
end
end % time step end
%
%
% Unfolding the trajectory
for m = 1:M
px(m,:) = (L/(2*pi))*unwrap(px(m,:)*2*pi/L);
py(m,:) = (L/(2*pi))*unwrap(py(m,:)*2*pi/L);
end
%
%
% Calculation of MSD
% Time averaged MSD
r = sqrt(px.ˆ2 + py.ˆ2);
msd = zeros(M,ceil(sqrt(length(r))));
for m = 1:M
for n = 0:1:sqrt(length(r))
msd(m,n+1) = mean((r(m,n+1:end)-r(m,1:end-n)).ˆ2);
end
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end
u = dt*[1:1:length(msd)];
%
%% Plot
N = N/sampleFreq;
%%
%
% Plot of trajectories in a common figure
figure;
hold on
plot(px(1,:)*1e+6,py(1,:)*1e+6)
plot(px(2,:)*1e+6,py(2,:)*1e+6,'Color','k')
plot(px(3,:)*1e+6,py(3,:)*1e+6,'Color','g')
plot(px(4,:)*1e+6,py(4,:)*1e+6,'Color','y')
plot(px(5,:)*1e+6,py(5,:)*1e+6,'Color','r')
plot(px(6,:)*1e+6,py(6,:)*1e+6,'Color','m')
hold off
legend('1','2','3','4','5','6')
title('Trajectories','FontWeight','bold','FontSize',15)
xlabel('x [\mum]','FontSize',10)
ylabel('y [\mum]','FontSize',10)
% xlim([a*1e+6 b*1e+6])
% ylim([a*1e+6 b*1e+6])
%
% Plot of individual particle trajectories
figure;
% 1st particle
subplot(3,2,1)
hold on
plot(px(1,:)*1e+6,py(1,:)*1e+6)
plot(px(1,1)*1e+6,py(1,1)*1e+6,'o','MarkerSize',30,'Color','r')
plot(px(1,N)*1e+6,py(1,N)*1e+6,'*','MarkerSize',30,'Color','r')
hold off
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title('1ˆ{st} particle','FontWeight','bold','FontSize',15)
xlabel('x [\mum]','FontSize',10)
ylabel('y [\mum]','FontSize',10)
% xlim([a*1e+6 b*1e+6])
% ylim([a*1e+6 b*1e+6])
% 2nd particle
subplot(3,2,2)
hold on
plot(px(2,:)*1e+6,py(2,:)*1e+6)
plot(px(2,1)*1e+6,py(2,1)*1e+6,'o','MarkerSize',30,'Color','r')
plot(px(2,N)*1e+6,py(2,N)*1e+6,'*','MarkerSize',30,'Color','r')
hold off
title('2ˆ{nd} particle','FontWeight','bold','FontSize',15)
xlabel('x [\mum]','FontSize',10)
ylabel('y [\mum]','FontSize',10)
% xlim([a*1e+6 b*1e+6])
% ylim([a*1e+6 b*1e+6])
% 3rd particle
subplot(3,2,3)
hold on
plot(px(3,:)*1e+6,py(3,:)*1e+6)
plot(px(3,1)*1e+6,py(3,1)*1e+6,'o','MarkerSize',30,'Color','r')
plot(px(3,N)*1e+6,py(3,N)*1e+6,'*','MarkerSize',30,'Color','r')
hold off
title('3ˆ{rd} particle','FontWeight','bold','FontSize',15)
xlabel('x [\mum]','FontSize',10)
ylabel('y [\mum]','FontSize',10)
% xlim([a*1e+6 b*1e+6])
% ylim([a*1e+6 b*1e+6])
% 4th particle
subplot(3,2,4)
hold on
plot(px(4,:)*1e+6,py(4,:)*1e+6)
plot(px(4,1)*1e+6,py(4,1)*1e+6,'o','MarkerSize',30,'Color','r')
plot(px(4,N)*1e+6,py(4,N)*1e+6,'*','MarkerSize',30,'Color','r')
hold off
title('4ˆ{th} particle','FontWeight','bold','FontSize',15)
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xlabel('x [\mum]','FontSize',10)
ylabel('y [\mum]','FontSize',10)
% xlim([a*1e+6 b*1e+6])
% ylim([a*1e+6 b*1e+6])
% 5th particle
subplot(3,2,5)
hold on
plot(px(5,:)*1e+6,py(5,:)*1e+6)
plot(px(5,1)*1e+6,py(5,1)*1e+6,'o','MarkerSize',30,'Color','r')
plot(px(5,N)*1e+6,py(5,N)*1e+6,'*','MarkerSize',30,'Color','r')
hold off
title('5ˆ{th} particle','FontWeight','bold','FontSize',15)
xlabel('x [\mum]','FontSize',10)
ylabel('y [\mum]','FontSize',10)
% xlim([a*1e+6 b*1e+6])
% ylim([a*1e+6 b*1e+6])
% 6th particle
subplot(3,2,6)
hold on
plot(px(6,:)*1e+6,py(6,:)*1e+6)
plot(px(6,1)*1e+6,py(6,1)*1e+6,'o','MarkerSize',30,'Color','r')
plot(px(6,N)*1e+6,py(6,N)*1e+6,'*','MarkerSize',30,'Color','r')
hold off
title('6ˆ{th} particle','FontWeight','bold','FontSize',15)
xlabel('x [\mum]','FontSize',10)
ylabel('y [\mum]','FontSize',10)
% xlim([a*1e+6 b*1e+6])
% ylim([a*1e+6 b*1e+6])
%
%
% Mean square displacement of particle trajectories
figure;
plot(u,msd*1e+12);
xlabel('Lag Time [s]','FontSize',10)
ylabel('MSD [\mumˆ2]','FontSize',10)
title('Mean Squared Displacement','FontWeight','bold','FontSize',15)
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figure;
subplot(5,2,[1 2 3 4])
hold on;
plot(u,msd(1,:)*1e+12);
plot(u,msd(2,:)*1e+12,'k');
plot(u,msd(3,:)*1e+12,'r');
plot(u,msd(4,:)*1e+12,'g');
plot(u,msd(5,:)*1e+12,'y');
plot(u,msd(6,:)*1e+12,'m');
hold off;
legend('1','2','3','4','5','6');
xlabel('Lag Time [s]','FontSize',10)
ylabel('MSD [\mumˆ2]','FontSize',10)
title('Mean Squared Displacement','FontWeight','bold','FontSize',15)
subplot(5,2,5)
loglog(u,msd(1,:)*1e+12);
xlabel('Lag Time [s]','FontSize',10)
ylabel('MSD [\mumˆ2]','FontSize',10)
title('MSD of 1ˆ{st} particle','FontWeight','bold','FontSize',10)
subplot(5,2,6)
loglog(u,msd(2,:)*1e+12,'k');
xlabel('Lag Time [s]','FontSize',10)
ylabel('MSD [\mumˆ2]','FontSize',10)
title('MSD of 2ˆ{nd} particle','FontWeight','bold','FontSize',10)
subplot(5,2,7)
loglog(u,msd(3,:)*1e+12,'r');
xlabel('Lag Time [s]','FontSize',10)
ylabel('MSD [\mumˆ2]','FontSize',10)
title('MSD of 3ˆ{rd} particle','FontWeight','bold','FontSize',10)
subplot(5,2,8)
loglog(u,msd(4,:)*1e+12,'g');
xlabel('Lag Time [s]','FontSize',10)
ylabel('MSD [\mumˆ2]','FontSize',10)
title('MSD of 4ˆ{th} particle','FontWeight','bold','FontSize',10)
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subplot(5,2,9)
loglog(u,msd(5,:)*1e+12,'y');
xlabel('Lag Time [s]','FontSize',10)
ylabel('MSD [\mumˆ2]','FontSize',10)
title('MSD of 5ˆ{th} particle','FontWeight','bold','FontSize',10)
subplot(5,2,10)
loglog(u,msd(6,:)*1e+12,'m');
xlabel('Lag Time [s]','FontSize',10)
ylabel('MSD [\mumˆ2]','FontSize',10)
title('MSD of 6ˆ{th} particle','FontWeight','bold','FontSize',10)
%
%
% Cross correlation functions
figure;
subplot(3,2,1)
[c,lags] = xcorr(px(1,:)*1e+6,px(2,:)*1e+6);
plot(lags,c);
xlabel('Lag time [s]','FontSize',10);
ylabel('Cross correlation','FontSize',10);
title('Correlation of 1ˆ{st} and 2ˆ{nd} particle in x',...
'FontWeight','bold','FontSize',13);
subplot(3,2,2)
[c,lags] = xcorr(px(1,:)*1e+6,px(3,:)*1e+6);
plot(lags,c);
xlabel('Lag time [s]','FontSize',10);
ylabel('Cross correlation','FontSize',10);
title('Correlation of 1ˆ{st} and 3ˆ{rd} particle in x',...
'FontWeight','bold','FontSize',13);
subplot(3,2,3)
[c,lags] = xcorr(px(2,:)*1e+6,px(3,:)*1e+6);
plot(lags,c);
xlabel('Lag time [s]','FontSize',10);
ylabel('Cross correlation','FontSize',10);
title('Correlation of 2ˆ{nd} and 3ˆ{rd} particle in x',...
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'FontWeight','bold','FontSize',13);
subplot(3,2,4)
[c,lags] = xcorr(px(2,:)*1e+6,px(6,:)*1e+6);
plot(lags,c);
xlabel('Lag time [s]','FontSize',10);
ylabel('Cross correlation','FontSize',10);
title('Correlation of 2ˆ{nd} and 6ˆ{th} particle in x',...
'FontWeight','bold','FontSize',13);
subplot(3,2,5)
[c,lags] = xcorr(px(4,:)*1e+6,px(5,:)*1e+6);
plot(lags,c);
xlabel('Lag time [s]','FontSize',10);
ylabel('Cross correlation','FontSize',10);
title('Correlation of 4ˆ{th} and 5ˆ{th} particle in x',...
'FontWeight','bold','FontSize',13);
subplot(3,2,6)
[c,lags] = xcorr(py(4,:)*1e+6,py(5,:)*1e+6);
plot(lags,c);
xlabel('Lag time [s]','FontSize',10);
ylabel('Cross correlation','FontSize',10);
title('Correlation of 4ˆ{th} and 5ˆ{th} particle in y',...
'FontWeight','bold','FontSize',13);
%
%% Coda
toc
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