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MÉTHODE DE MAHLER : RELATIONS LINÉAIRES,
TRANSCENDANCE ET APPLICATIONS AUX
NOMBRES AUTOMATIQUES
par
Boris Adamczewski & Colin Faverjon
Résumé. — Cet article est consacré à la méthode de Mahler. Nous décri-
vons en détail la structure des relations de dépendance linéaire entre les valeurs
aux points algébriques de fonctions mahlériennes. Étant donnés un corps de
nombres k, une fonction mahlérienne f(z) ∈ k{z} et α un nombre algébrique,
0 < |α| < 1, qui n’est pas un pôle de f , nous montrons notamment que l’on
peut toujours déterminer si le nombre f(α) est transcendant ou non. Dans
ce dernier cas, nous obtenons que f(α) appartient nécessairement à l’exten-
sion k(α). Nous considérons également les conséquences remarquables de cette
théorie concernant un problème arithmétique classique : l’étude de la suite des
chiffres des nombres algébriques dans une base entière ou, plus généralement,
algébrique. Nos résultats sont obtenus à partir d’un théorème récent de Phi-
lippon [31] que nous raffinons et dont nous simplifions la démonstration.
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1. Introduction
Étant donné un entier q ≥ 2, une fonction f(z) ∈ Q{z} est dite q-
mahlérienne s’il existe des polynômes p0(z), . . . , pn(z) ∈ Q[z], non tous nul,
tels que
p0(z)f(z) + p1(z)f(z
q) + · · · + pn(z)f(zqn) = 0.
Afin d’étudier ces fonctions, il est souvent commode de considérer les systèmes
d’équations fonctionnelles de la forme :
(1.1)


f1(z)
...
fn(z)

 = A(z)


f1(z
q)
...
fn(z
q)

 ,
où A(z) est une matrice de GLn(Q(z)) et les fi sont des fonctions de la variable
z, analytiques au voisinage de z = 0. Un tel système est appelé mahlérien.
Par abus de langage, nous dirons que l’entier n est l’ordre du système (1.1).
Une fonction f(z) ∈ Q{z} est q-mahlérienne si, et seulement si, f(z) est une
coordonnée d’un vecteur solution d’un système mahlérien.
Un nombre complexe α du disque unité ouvert est une singularité du sys-
tème (1.1) s’il existe un entier ℓ tel que αq
l
soit un pôle d’un coefficient d’une
des matrices A(z) ou A(z)−1. L’ensemble des singularités d’un système mah-
lérien peut donc être infini, mais il ne contient aucun point d’accumulation à
l’intérieur du disque unité. Un élément du disque unité complexe ouvert qui
n’est pas une singularité est dit régulier pour le système (1.1).
La méthode de Mahler, introduite à la fin des années vingt, vise à prouver
des résultats de transcendence et d’indépendence algébrique pour les valeurs
aux points algébriques réguliers de telles fonctions. Pour les aspects classiques
de la théorie, nous renvoyons le lecteur à la monographie de Ku. Nishioka [30].
Évidemment, les définitions précédentes témoignent d’une forte analogie avec
les E-fonctions introduites par Siegel : les équations différentielles sont rempla-
cées par des équations aux différences associées à l’endomorphisme injectif de
C[[z]] défini par σq(f) = f(zq). Notons toutefois deux différences importantes.
Tout d’abord, une fonction mahlérienne n’est pas une fonction entière (sauf si
c’est un polynôme), mais une fonction méromorphe sur le disque unité ouvert,
le cercle unité formant une frontière naturelle [33]. Ensuite, une fonction mah-
lérienne non nulle peut prendre des valeurs algébriques en un nombre infini de
points algébriques du disque unité ouvert. La théorie présente toutefois dans
son développement une forte analogie avec celle des E-fonctions. L’analogue
du théorème de Siegel–Shidlovskii a finalement été obtenu par Ku. Nishioka
en 1990, après plusieurs résultats partiels de différents auteurs dont Mahler,
Kubota, Loxton et van der Poorten.
3Théorème 1.1 (Nishioka). — Soient f1(z), . . . , fn(z) ∈ Q{z} des fonctions
analytiques convergentes sur le disque ouvert de rayon ρ > 0 et solutions d’un
système du type (1.1). Soit α ∈ Q, 0 < |α| < ρ, un point régulier pour ce
système. Alors
degtrQ(f1(α), . . . , fn(α)) = degtrQ(z)(f1(z), . . . , fn(z)) .
En 2006, Beukers [10] a obtenu, comme conséquence des travaux d’André
[5, 6], une version raffinée du théorème de Siegel–Shidlovskii. Ce résultat re-
marquable stipule que toute relation algébrique sur Q entre les valeurs de
E-fonctions solutions d’un même système différentiel, en un point algébrique
regulier pour ce système, s’obtient comme spécialisation en ce point d’une re-
lation algébrique sur Q(z) entre ces E-fonctions. Une autre démonstration de
ce résultat a récemment été donnée par André dans [7]. Inspiré par ces tra-
vaux, ainsi que par ceux de Nesterenko et Shidlovskii [28], Philippon [31] a
montré comment on peut déduire un raffinement similaire, dans le contexte
des sytèmes mahlériens, à partir du théorème 1.1.
Théorème 1.2 (Philippon). — Soient f1(z), . . . , fn(z) ∈ Q{z} des fonc-
tions solutions d’un système du type (1.1). Soit α ∈ Q, 0 < |α| < 1, un point
régulier pour ce système. Alors, pour tout P ∈ Q[X1, . . . ,Xn], de degré total
d, tel que P (f1(α), . . . , fn(α)) = 0, il existe Q ∈ Q(z)[X1, . . . ,Xn], de degré
total d en X1, . . . ,Xn, tel que Q(z, f1(z), . . . , fn(z)) = 0 et Q(α,X1, . . . ,Xn) =
P (X1, . . . ,Xn).
Remarque 1.3. — En 2013, nous avons également obtenu un résultat sem-
blable en suivant une approche différente, introduite par Loxton et van der
Poorten dans [21]. Celui-ci est en partie plus général puisqu’il s’applique aux
systèmes mahlériens de plusieurs variables, mais également plus restrictif puis-
qu’il nécessite une condition supplémentaire imposée à la matrice définissant le
système, à savoir qu’elle soit définie et inversible à l’origine. Cette restriction
empêche une application générale aux nombres automatiques et nous souhai-
tions être en mesure de pouvoir supprimer cette hypothèse avant de publier
notre travail. Lorsque Philippon nous a indiqué avoir démontré le théorème
1.2, nous lui avons indiqué les applications que nous savions déjà en tirer et
qui se trouvaient ainsi validées par son travail, à savoir le théorème 1.7 et ses
conséquences pour les nombres automatiques. Ce sont ces applications que nous
présentons ici, ainsi que certains raffinements plus récents. Philippon a ensuite
trouvé une autre approche lui permettant d’obtenir une version affaiblie du
théorème 1.7, laquelle est devenue le théorème 1.5 de [31] (voir également la
discussion [31, p.4˙]).
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Dans cet article, nous montrons tout d’abord comment obtenir une version
homogène du théorème 1.2. Celle-ci est vraiment l’exact analogue du théorème
principal de Beukers dans [10]. Comme nous le verrons par la suite, disposer
d’un énoncé homogène s’avère très utile pour l’étude des relations linéaires.
Théorème 1.4. — Soient f1(z), . . . , fn(z) ∈ Q{z} des fonctions solutions
d’un système du type (1.1). Soit α ∈ Q, 0 < |α| < 1, un point régulier pour
ce système. Alors, pour tout polynôme homogène P ∈ Q[X1, . . . ,Xn] tel que
P (f1(α), . . . , fn(α)) = 0, il existe un polynôme Q ∈ Q[z,X1, . . . ,Xn], homo-
gène et de même degré en X1, . . . ,Xn, tel que Q(z, f1(z), . . . , fn(z)) = 0 et
Q(α,X1, . . . ,Xn) = P (X1, . . . ,Xn).
Le théorème 1.4 implique le théorème 1.2. En effet, on peut toujours transfor-
mer une relation inhomogène en une relation homogène en ajoutant au système
la fonction fn+1 constante et égale à 1. Dans ce nouveau système, la matrice
A(z) est remplacée par la matrice

A(z) 0
0 1


et l’ensemble des point réguliers reste inchangé.
Soit k un sous-corps de C. Soit α un point du disque unité complexe ouvert
tel que les fonctions f1(z), . . . , fn(z) soient toutes définies en α, c’est-à-dire,
tel que α n’est pôle d’aucune de ces fonctions. On définit le k-espace vectoriel
des relations linéaires entre les valeurs des fonctions fi au point α par :
Relk(f1(α), . . . , fn(α)) :=
{
(λ1, . . . , λn) ∈ kn |
n∑
i=1
λifi(α) = 0
}
.
On définit également le k(z)-espace vectoriel des relations linéaires fonction-
nelles entre les fi(z) par :
Relk(z)(f1(z), . . . , fn(z)) :=
{
(w1(z), . . . , wn(z)) ∈ k(z)n |
n∑
i=1
wi(z)fi(z) = 0
}
.
Enfin, on note evα l’application d’évaluation en z = α. Dans le cas d’un poly-
nôme homogène de degré un, le théorème 1.4 s’énonce alors de la façon suivante.
Corollaire 1.5. — Soit α un point régulier pour le système (1.1). On a :
RelQ(f1(α), . . . , fn(α)) = evα
(
RelQ(z)(f1(z), . . . , fn(z))
)
.
5En particulier, si les fonctions f1(z), . . . , fn(z) sont linéairement indépendantes
sur Q(z), alors les nombres f1(α), . . . , fn(α) sont linéairement indépendants
sur Q.
Remarque 1.6. — Obtenir l’indépendance linéaire sur Q des nombres
f1(α), . . . , fn(α) à partir du théorème 1.2, nécessite une condition plus forte :
l’indépendance linéaire sur Q(z) des fonctions 1, f1(z), . . . , fn(z) (ou bien que
l’une des fi soit constante). Une telle condition n’est en général pas vérifiée.
Par exemple, à tout automate fini on peut associer un systèmes mahlérien
pour lequel la somme des fonctions fi(z) est égale à 1/(1 − z). Le théorème
1.7 de [31] permet toutefois d’obtenir une telle conclusion dans un cas parti-
culier : le système doit admettre une matrice fondamentale de solutions dont
les coefficients sont des fonctions analytiques dans le disque unité ouvert.
Contrairement à ce qui est affirmé dans [31], le corollaire 1.5 montre qu’une
telle restriction n’est pas nécessaire.
Les théorèmes 1.2 et 1.4 permettent en fait d’obtenir des résultats valables
également en des points singuliers. Ainsi, un aspect remarquable du théorème
suivant est qu’aucune condition de régularité n’est requise pour le point α.
Nous donnerons en outre deux démonstrations différentes du point (i).
Théorème 1.7. — Soient f1(z), . . . , fn(z) des fonctions q-mahlériennes.
Soient α ∈ Q, 0 < |α| < 1, un nombre qui n’est pôle d’aucune de ces fonctions
et k un corps de nombres contenant α ainsi que les coefficients des fi.
(i) Si les nombres f1(α), . . . , fn(α) sont linéairement dépendants sur Q,
alors ils sont linéairement dépendants sur k.
(ii) Plus précisément, on a :
Rel
Q
(f1(α), . . . , fn(α)) = VectQ {Relk (f1(α), . . . , fn(α))} .
En utilisant le fait que la fonction g ≡ 1 est q-mahlérienne pour tout q ≥ 2,
on obtient immédiatement le résultat suivant.
Corollaire 1.8. — Soient f(z) une fonction q-mahlerienne et α ∈ Q, 0 <
|α| < 1, qui n’est pas un pôle de f . Soit k un corps de nombres contenant
α ainsi que les coefficients de f . On a l’alternative suivante : soit f(α) est
transcendant, soit f(α) ∈ k.
Dans le cas particulier où f(z) est une série automatique et α est un nombre
rationnel, ce résultat a été conjecturé par Cobham en 1968 [15]. C’est pré-
cisément cette conjecture qui est à l’origine de notre travail. Nous donnons
davantage de détails concernant l’histoire de ce problème dans la section 2.
Le corollaire 1.8 semble être le premier résultat de transcendance complète-
ment général obtenu par la méthode de Mahler (i.e. valable en tout point du
disque unité et pour toute fonction mahlérienne). D’autre part, des exemples
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montrent que l’on ne peut se soustraire à l’alternative présente dans la conclu-
sion du corollaire 1.8, même en supposant la fonction f(z) transcendante (voir
section 7).
Nous précisons ensuite le corollaire 1.5 et décrivons en détail l’espace vec-
toriel Relk (f1(α), . . . , fn(α)), même lorsque α est une singularité du système.
Étant donnés un système du type (1.1) et un entier ℓ ≥ 1, on pose
Al(z) := A(z)A(z
q) · · ·A(zql−1)
et
kerkAl(α) := {(λ1, . . . , λn) ∈ kn | (λ1, . . . , λn)Al(α) = 0} .
On fixe également un nombre réel ρ > 0 tel que la matrice A(z) soit définie
et inversible sur le disque épointé D(0, ρ)⋆. L’existence d’un tel nombre est
garantie par le fait que A(z) est inversible.
Théorème 1.9. — Soient f1(z), . . . , fn(z) des fonctions solutions d’un sys-
tème du type (1.1). Soient α ∈ Q, 0 < |α| < 1, et k un corps de nombres
contenant α ainsi que les coefficients des fi. Soit l un entier tel que |αql | < ρ.
Si α n’est pas un pôle de Al(z), alors
Relk(f1(α), . . . , fn(α)) = kerkAl(α) + evα
(
Relk(z)(f1(z), . . . , fn(z))
)
.
La seule restriction dans le théorème précédent vient du fait que l’on doit
supposer que le nombre α n’est pas un pôle de Al(z). En complément, nous
montrons le résultat suivant.
Théorème 1.10. — Soient f1(z), . . . , fn(z) des fonctions solutions d’un sys-
tème du type (1.1). Soient α ∈ Q, 0 < |α| < 1, et k un corps de nombres
contenant α ainsi que les coefficients des fi. Soit l un entier tel que |αql | < ρ.
Alors, il existe une matrice B(z) ∈ GLn(k(z)) satisfaisant aux conditions sui-
vantes.
(i) On a : 

f1(z)
...
fn(z)

 = B(z)


f1(z
ql)
...
fn(z
ql)

 .
(ii) Le point α n’est pas un pôle de B(z).
(iii) Le point αq
l
est régulier pour le système (i).
En outre, si les fonctions f1(z), . . . , fn(z) sont linéairement indépendantes
sur k(z), on a B(z) = Al(z).
Remarque 1.11. — Le théorème 1.12 ainsi que la preuve du théorème 1.10
fournissent une méthode pour calculer explicitement une telle matrice B(z).
7Les théorèmes 1.7 et 1.9 décrivent totalement la structure des relations
linéaires entre les valeurs de fonctions solutions d’un système mahlérien en
un point algébrique α de leur domaine d’holomorphie. Il en existe de deux
sortes : les relations d’origine « matricielle » et celles d’origine « fonction-
nelle ». Les relations matricielles sont les éléments de l’espace ker
Q
Al(α) et
leur recherche se réduit donc au calcul du noyau d’une matrice explicite.
Les relations d’origine fonctionnelle correspondent aux éléments de l’espace
evα
(
RelQ(z)(f1(z), . . . , fn(z))
)
. Pour les trouver, il faut donc être capable de
déterminer une base de l’espace RelQ(z)(f1(z), . . . , fn(z)) des relations de dé-
pendance linéaire entre fonctions d’un système mahlérien. Rappelons que dé-
crire les relations de dépendance algébrique entre les solutions d’un système
mahlerien est une tâche ardue, en témoigne le peu de résultats obtenus jus-
qu’à présent (voir par exemple [30, Chap. 5] et plus récemment [12, 35]). A
contrario, nous montrons que l’espace Rel
Q(z)(f1(z), . . . , fn(z)) a une descrip-
tion simple. Il est engendré par des relations linéaires de « petits degrés »,
calculables de manière effective. Plus précisément, le théorème 1.12 montre
que RelQ(z)(f1(z), . . . , fn(z)) est isomorphe au noyau d’une matrice explicite.
Cela fournit un algorithme permettant de déterminer une base de l’espace
RelQ(z)(f1(z), . . . , fn(z)).
Étant donné un entier h ≥ 0, on notera k[z]h le k-espace vectoriel des
polynômes de degré inférieur ou égal à h. On notera aussi
Relk[z]h(f1(z), . . . , fn(z)) = (k[z]h)
n ∩ Relk(z)(f1(z), . . . , fn(z)) ,
le k-espace vectoriel des relations linéaires polynomiales de hauteur inférieure
ou égale à h. Étant donnés deux entiers h et M , on définit la matrice
S(h,M, f) :=


f0 f1 · · · fh · · · fM
0 f0
. . . . . . . . . fM−1
...
. . .
...
0 · · · 0 f0 · · · fM−h

 ,
où fi désigne le vecteur colonne de kn dont les coordonnées correspondent aux
i-èmes coefficients des fonctions f1(z), . . . , fn(z). On pose
kerkS(h,M, f) :=
{
λ ∈ (kn)h+1 | λS(h,M, f) = 0
}
.
On définit également l’isomorphisme ϕh : (kn)h+1 → (k[z]h)n par
ϕh(w0, . . . ,wh) =
h∑
i=0
wiz
i .
On omettra la dépendance en h dans la suite, le notant simplement ϕ. On
obtient alors le résultat suivant.
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Théorème 1.12. — Soient k un corps de nombres et f1(z), . . . , fn(z) ∈ k{z}
des fonctions solutions d’un système du type (1.1). On note b(z) le plus petit
commun multiple des dénominateurs des coefficients de A(z), d le maximum
des degrés des coefficients de la matrice b(z)A(z), et ν la valuation en 0 du
polynôme b(z). Soient h := 4nd et
c :=


q
n
(
qh+d+1
q−1
+q+1
)
(h+ q) + ν − h+dq−1
q − 1

 ·
On a :
Relk(z)(f1(z), . . . , fn(z)) = Vectk(z)
(
Relk[z]h(f1(z), . . . fn(z)
)
= Vectk(z) (ϕ (kerk S(h, c, f))) .
Déterminer si les fonctions f1(z), . . . , fn(z) sont linéairement indépendantes
peut se faire de façon plus efficace comme le montre le résultat suivant.
Théorème 1.13. — Conservons les notations du théorème précédent. Soit
h := ⌊d/(q − 1)⌋. On a les équivalences suivantes :
(i) Relk(z)(f1(z), . . . , fn(z)) 6= {0},
(ii) Relk[z]h(f1(z), . . . , fn(z)) 6= {0},
(iii) kerk S(h, c, f) 6= {0}.
2. Conjecture de Cobham et nombres automatiques
La théorie des E-fonctions, introduite par Siegel, doit sans conteste son suc-
cès à la transcendence des nombres e et π, ainsi qu’au théorème de Lindemann–
Weierstrass. On ne connaît en revanche aucune constante mathématique clas-
sique liée à la valeur en un point algébrique d’une fonction mahlérienne. Cela
explique sans doute le faible développement qu’a connu la théorie de Mahler
durant presque cinquante ans. Pourtant, dès 1968, Cobham jette un pont entre
automates finis et transcendance, offrant à la théorie de Mahler le problème
nécessaire à son développement. Nous rappelons ici l’histoire de ce problème
qui a été la source principale de motivation pour ce travail.
2.1. La suite de schiffres des nombres algébriques. — L’étude de la
suite des chiffres de constantes mathématiques classiques comme
√
2 = 1.414 213 562 373 095 048 801 688 724 209 698 078 569 · · ·
ou
π = 3.141 592 653 589 793 238 462 643 383 279 502 884 197 · · ·
9est source de mystère et de frustration depuis des décennies. Tandis que ces
nombres admettent une desciption géométrique particulièrement simple, leurs
suites de chiffres semblent au contraire être le reflet de phénomènes complexes.
Plusieurs langages ont été utilisés afin de formaliser ce constat : celui des
probabilités par É. Borel [11], celui des systèmes dynamiques topologiques par
Morse et Hedlund [27] et enfin celui des machines de Turing et de la complexité
algorithmique par Hartmanis et Stearns [17]. Chacun de ces points de vue
conduit à son propre florilège de conjectures, le plus souvent hors d’atteinte.
On sait depuis Turing [36] que les nombres réels peuvent être grossièrement
divisés en deux catégories. D’un côté, les nombres calculables, dont le déve-
loppement binaire ou décimal peut être produit par une machine de Turing,
et de l’autre, les nombres incalculables, dont la complexité échapera à jamais
à la sagacité des ordinateurs. Alors que la plupart des nombres ne sont pas
calculables, les constantes mathématiques classiques, comme les nombres al-
gébriques, le sont généralement. En 1965, Hartmanis et Stearns [17] ont été
parmi les premiers à considérer la question fondamentale de la difficulté du
calcul d’un nombre réel, introduisant les classes de complexité en temps. La
notion de complexité en temps rend compte du nombre d’opérations élémen-
taires nécessaires à une machine de Turing déterministe à plusieurs rubans
pour produire les n premiers chiffres du développement binaire d’un nombre
donné. Un nombre réel est alors considéré comme d’autant plus simple que ses
chiffres peuvent être calculés rapidement par une machine de Turing. À la fin
de leur article, Hartmanis et Stearns pose la question suivante :
Existe-t-il des nombres algébriques irrationnels pour lesquels les n premiers
chiffres binaires peuvent être calculés en O(n) opérations par une machine de
Turing déterministe à plusieurs rubans ?
Malheureusement, ce problème demeure encore largement ouvert (voir la
discussion dans [3]).
2.2. Automates finis et méthode de Mahler. — En 1968, Cobham [13,
14, 15] rédige une série de rapports dans lesquels il propose de restreindre le
problème de Hartmanis–Stearns à certaines classes de machines de Turing et
en premier lieu aux automates finis. Dans [15], Cobham énonce le « théorème »
suivant sans en donner de démonstration. Le théorème 1.7 en fournit finalement
une, presque cinquante ans plus tard.
« Théorème ». — Soient f1(z), . . . , fn(z) ∈ Q{z} des fonctions solutions
d’un système du type (1.1) et analytiques sur le disque unité ouvert. Soit α,
0 < |α| < 1 un nombre rationnel. Alors pour tout λ1, . . . , λn ∈ Q, le nombre
λ1f1(α) + · · ·+ λnfn(α)
est rationnel ou transcendant.
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Cobham montre dans [15] que si une suite (an)n≥0 peut être engendrée par
un automate fini, alors la série génératrice f(z) :=
∑
n≥0 anz
n est mahlérienne.
Cela jette un pont entre la méthode de Mahler et la complexité de la suite des
chiffres des nombres algébriques. En particulier, cela montre que le « théorème »
implique le corollaire suivant. Ce corollaire, devenu la conjecture de Cobham,
fournira une motivation importante au développement de la méthode de Mahler
à partir des années 80 et de la popularisation par Mendès France des travaux
de Cobham auprès des spécialistes de transcendance.
« Corollaire » (conjecture de Cobham). — Le développement dans une
base entière d’un nombre algébrique irrationnel ne peut être engendré par un
automate fini.
À ce stade, il est intéressant de noter que Cobham ignorait vraisemblable-
ment l’existence des travaux de Mahler. Il avait seulement connaissance de
ceux de Siegel concernant les E-fonctions à travers le livre de Gel’fond [16].
C’est donc de façon indépendante qu’il a redécouvert les équation fonction-
nelles mahlériennes et c’est l’analogie avec la théorie des E-fonctions qui l’a
poussé à conjecturer, avec une remarquable clairvoyance, l’alternative fonda-
mentale donnée dans son « théorème ». La conjecture de Cobham a finalement
été prouvée dans [1] par une approche totalement différente qui repose sur l’uti-
lisation d’un outil diophantien puissant : une version p-adique du théorème du
sous-espace (voir [1, 2]). Plus généralement, dans la direction du théorème,
l’alternative f(α) est soit dans Q(α), soit transcendant, a été démontrée :
– dans le cas où f(z) est une série automatique et α est l’inverse d’un nombre
de Pisot ou de Salem par le premier auteur et Bugeaud [1].
– dans le cas où f(z) est une série régulière et α est l’inverse d’un entier par
Bell, Bugeaud et Coons [9].
Ces résultats nécessitent également l’utilisation du théorème du sous-espace
p-adique et ne relève donc pas directement de la méthode de Mahler.
Dans les années 80, plusieurs auteurs, et en particulier Loxton et van der
Poorten [21, 22, 20], ont essayé de démontrer le théorème 1.1 de Nishioka. Ces
derniers ont par ailleurs affirmé que la conjecture de Cobham en découlait, ce
qui est plutôt surprenant puisqu’il y a clairement deux obstructions majeures
à une telle implication :
(i) Étant donnée une série automatique transcendante f(z), on peut tou-
jours trouver un système mahlérien et un vecteur de solution f1(z) :=
f(z), f2(z), . . . , fn(z). Si α n’est pas une singularité du système, la trans-
cendance de f(z) donne seulement, avec le théorème 1.1, qu’au moins l’un
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des nombres f(α), f2(α), . . . , fn(α) est transcendant, à moins que les fonc-
tions f1(z), . . . , fn(z) ne soient algébriquement indépendantes. Or, il n’y
a aucune raison a priori pour qu’une telle condition soit vérifiée.
(ii) Même si l’on parvient à s’extraire du point précédent, il se pourrait que
le point α soit une singularité du système étudié.
Le théorème 1.2 de Philippon, ou plus directement la version homogène que
nous obtenons, permet de surmonter le point (i) puisque l’on peut toujours
s’assurer, quitte à réduire le système, que les fonctions f1(z), . . . , fn(z) sont
linéairement indépendantes. On en déduit alors l’indépendance linéaire sur Q
des nombres f1(α), f2(α), . . . , fn(α), ce qui donne immédiatement la transcen-
dance de f(α), lorsque α n’est pas une singularité du système. Le fait que l’on
puisse également s’affranchir du point (ii) est, en un sens, l’objet principal de
cet article (voir les démonstrations des théorèmes 1.7 et 1.9).
2.3. Développements des nombres algébriques dans une base algé-
brique. — L’utilisation du théorème du sous-espace est plus souple que la
méthode de Mahler car elle ne requiert la présence d’aucune équation fonc-
tionnelle. Par contre, lorsqu’elle s’applique, la méthode de Mahler a plusieurs
avantages. Elle donne lieu à des résultats d’indépendance algébrique et elle per-
met également de traiter le cas de toutes les bases algébriques et pas seulement
celles qui sont des nombres de Pisot ou de Salem.
Soit β > 1 un nombre réel non entier. On définit l’application Tβ sur [0, 1]
par Tβ : x 7−→ βx mod 1. Le β-développement d’un nombre x ∈ [0, 1[, noté
dβ(x), est alors définit par :
dβ(x) := 0.x1x2 · · · ,
où xi = ⌊βT i−1β (x)⌋. Ce développement coïncide avec celui obtenu en utlisant
l’algorithme glouton. Les chiffres xi appartiennent à l’ensemble {0, 1, . . . , ⌊β⌋}.
Un exemple classique est le développement en base ϕ (le nombre d’or). Dans
ce cas précis, la différence avec une base entière n’est pas flagrante, mais en
général l’étude des bases algébriques est bien plus complexe que celle des bases
entières. On ne sait par exemple généralement pas caractériser les nombres
ayant un β-développement ultimement périodique. Certaines bases, comme la
base 3/2, semble même particulièrement retorse et nos connaissances sont alors
très limitées. Le corollaire 1.8 donne directement le résultat général suivant.
Corollaire 2.1. — Soit β > 1 un nombre algébrique réel et α un nombre réel
algébrique n’appartenant pas à Q(β). Alors le β-développement de α ne peut
être engendré par un automate fini.
Ainsi, le développement de
√
2 en base 3/2 ne peut être engendré par un
automate fini. Il semble difficile d’obtenir ce résultat en utilisant l’approche de
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[1]. Une raison technique pour cela est que la hauteur du nombre 3/2 est égale
à 3 qui est strictement supérieur à 3/2.
3. Version homogène du théorème de Philippon
L’objet de cette section est de démontrer le théorème 1.4. Pour démontrer
ce résultat, nous allons en fait commencer par prouver le corollaire 1.5 de
l’introduction dont l’énoncé est le suivant.
Théorème 3.1. — Soit α un point régulier pour le système (1.1). On a :
RelQ(f1(α), . . . , fn(α)) = evα
(
RelQ(z)(f1(z), . . . , fn(z))
)
.
Démonstration. — Nous allons raisonner par récurrence sur la dimension de
l’espace vectoriel Rel
Q(z)(f1(z), . . . , fn(z)).
Supposons dans un premier temps que dimRelQ(z)(f1(z), . . . , fn(z)) = 0,
c’est-à-dire que les fonctions f1(z), . . . , fn(z) sont linéairement indépendantes
sur Q(z). On va maintenant raisonner par l’absurde en supposant qu’il existe
un n-uplet de nombres algébriques λ1, . . . , λn, non tous nuls, tel que
(3.1)
∑
λifi(α) = 0.
D’après le théorème 1.2, il existe des polynômes p1(z), . . . , pn(z), r(z) ∈ Q[z],
premiers entre eux, tels que
(3.2)
n∑
i=1
pi(z)fi(z) = r(z),
pi(α) = λi, 1 ≤ i ≤ n, et r(α) = 0. Sans perte de généralité, on peut supposer
que r(αq) 6= 0. En effet, si ce n’est pas le cas, il est toujours possible de
considérer le plus petit entier l tel que r(αq
l+1
) 6= 0. L’équation de dépendance
affine (3.2) induit alors une relation de dépendance linéaire non triviale
n∑
i=1
pi(α
ql)fi(α
ql) = 0
et on applique le raisonnement qui suit à αq
l
.
On va construire à présent un nouveau système en remplaçant l’une des
fonctions fi par r. Il existe un indice i pour lequel pi(αq) est non nul. En effet,
si pi(αq) = 0 pour chaque i, comme les fonctions fi sont toutes définies en
αq car α est un point régulier, on obtiendrait que r(αq) = 0, ce qui serait
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contraire à notre hypothèse. Quitte à permuter les indices, on peut supposer
que pn(αq) 6= 0. On considère alors la matrice suivante :
S(z) :=


1
. . .
1
p1(z) p2(z) · · · pn(z)


de sorte que
(3.3) S(z).


f1(z)
...
fn(z)

 =


f1(z)
...
fn−1(z)
r(z)

 .
Notons que la matrice S(z) n’a pas de pôle et a pour déterminant le polynôme
pn(z). Par construction, le vecteur (f1(z), . . . , fn−1(z), r(z))T est solution du
système associé à la matrice
B(z) := S(z)A(z)S(zq)−1 .
Notons que B est bien définie en α. On a par ailleurs, l’égalité suivante pour
les déterminants :
(3.4) det(B(z)) := det(S(z))det(A(z))det(S(zq))−1 = det(A(z))
pn(z)
pn(zq)
·
Comme par hypothèse, les fonctions f1(z), . . . , fn(z) sont linéairement indé-
pendantes sur Q(z) et que la matrice B(z) est inversible, on obtient que
les fonctions f1(zq), . . . , fn−1(zq) et r(zq) sont également linéairement indé-
pendantes sur Q(z). Ainsi, la seule relation linéaire sur Q(z) liant r(z) et
f1(z
q), . . . , fn−1(z
q), r(zq) est, à multiplication par une constante près, la rela-
tion banale :
r(z) =
r(z)
r(zq)
r(zq) ·
On en déduit que la ligne n-ième ligne de la matrice B(z) est, à multiplication
par une constante près, égale à :(
0, . . . , 0,
r(z)
r(zq)
)
.
Puisque r(α) = 0 et, par hypothèse, r(αq) 6= 0, on obtient que
(0, . . . , 0, 1)B(α) = 0 .
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Cependant, on a
(0, . . . , 0, 1)B(α) = (0, . . . , 0, 1)S(α)A(α)S(αq )−1
= (p1(α), . . . , pn(α))A(α)S(α
q)−1
6= 0
car la matrice A(α)S(αq)−1 est inversible et que les pi(α) ne sont pas tous
nuls. On obtient donc une contradiction, ce qui prouve le théorème dans le cas
où dimRelQ(z)(f1(z), . . . , fn(z)) = 0.
Soit d ≥ 1 un entier. Supposons que le théorème soit vrai pour tout système
mahlérien tel que dimRel
Q(z)(f1(z), . . . , fn(z)) < d. Supposons à présent que
dimRel
Q(z)(f1(z), . . . , fn(z)) = d .
On va se ramener à un système de taille inférieure. Comme d ≥ 1, on peut
choisir n polynômes premiers entre eux wi(z), i = 1, . . . , n, tels que
w1(z)f1(z) + · · ·+ wn(z)fn(z) = 0 .
Quitte à permuter des indices, on peut supposer que wn(α) 6= 0. On considère
alors la matrice
(3.5) S(z) :=


1 0 · · · 0
. . .
1
w1(z) · · · · · · wn(z)

 .
Soit l un entier tel que wn(αq
r
) est non nul pour tout r ≥ l. Posons
B(z) := S(z)Al(z)S(z
kl)−1 .
On obtient le nouveau système suivant :
(3.6) S(z)


f1(z)
...
fn(z)

 = B(z)S(zql)


f1(z
ql)
...
fn(z
ql)

 .
Notons que pour ce système, les hypothèses faites sur l et wn(z) assurent que
le point α est encore régulier. D’autre part on a par choix de S(z) :
S(z)


f1(z)
...
fn(z)

 =


f1(z)
...
fn−1(z)
0

 .
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En extrayant le mineur principal C(z) de taille n − 1 de la matrice B(z), on
obtient le système
(3.7)


f1(z)
...
fn−1(z)

 = C(z)


f1(z
ql)
...
fn−1(z
ql)

 ,
pour lequel α est encore un point régulier. On a d’autre part
dimRelQ(z)(f1(z), . . . , fn−1(z)) = d− 1 .
Considérons maintenant un vecteur
λ := (λ1, . . . , λn) ∈ RelQ(f1(α), . . . , fn(α)) .
Posons
µ := λ− λn
wn(α)
(w1(α), . . . , wn(α)) := (µ1, . . . , µn−1, 0)
et
f(α) := (f1(α), . . . , fn(α)) .
On a l’annulation
µ1f1(α) + · · ·+ µn−1fn−1(α) = 〈µ, f(α)〉
= 〈λ, f(α)〉 − λn
wn(α)
n∑
i=1
wi(α)fi(α)
= 0 .
Par hypothèse de récurrence, il existe donc des polynômes µ1(z), . . . , µn−1(z)
tels que µi(α) = µi, 1 ≤ i ≤ n− 1, et
n−1∑
i=1
µi(z)fi(z) = 0 .
Posons alors λi(z) := µi(z)+ λnwn(α)wi(z), 1 ≤ i ≤ n−1, et λn(z) := λnwn(α)wn(z).
On vérifie que λi(α) = λi pour i = 1, . . . , n. D’autre part, on a
n∑
i=1
λi(z)fi(z) =
n−1∑
i=1
µi(z)fi(z) +
λn
wn(α)
n∑
i=1
wi(z)fi(z) = 0 .
On a donc bien
λ ∈ evα
(
RelQ(z)(f1(z), . . . , fn(z))
)
,
ce qui achève la démonstration puisque l’inclusion
evα
(
RelQ(z)(f1(z), . . . , fn(z))
)
⊂ RelQ(f1(α), . . . , fn(α))
est banale.
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Nous sommes à présent en mesure de prouver le théorème 1.4.
Preuve du théorème 1.4. — Soient α un point régulier pour le système (1.1)
et P ∈ Q[X1, . . . ,Xn] un polynôme homogène de degré d ≥ 1 en les variables
X1, . . . ,Xn tel que
P (f1(α), . . . , fn(α)) = 0 .
Notons M1(X1, . . . ,Xn), . . . ,MN (X1, . . . ,Xn) une énumération des monômes
de degré d en les variables X1, . . . ,Xn. On considère alors les fonctions g1(z) :=
M1(f1(z), . . . , fn(z)), . . . , gN (z) := MN (f1(z), . . . , fn(z)). Celles-ci sont solu-
tions du système mahlérien

g1(z)
...
gN (z)

 = B(z)


g1(z
k)
...
gN (z
k)

 ,
où B(z) est une sous-matrice de A(z)⊕d, puissance d-ième de Hadamard de la
matrice A(z). En particulier les racines du déterminant de B(z) sont celles de
celui de A(z) et les pôles des coefficients de B(z) sont ceux des coefficients de
A(z). Le point α est donc un point régulier pour ce système. En appliquant le
théorème 3.1 à ce système, on obtient l’existence de polynômes v1(z), . . . , vN (z)
tels que
N∑
i=1
vi(z)gi(z) = 0 et P (X1, . . . ,Xn) =
N∑
i=1
vi(α)Mi(X1, . . . ,Xn) .
On pose alors Q(z,X1, . . . ,Xn) :=
∑n
i=1 vi(z)Mi(X1, . . . ,Xn), ce qui termine
la preuve.
4. Première démonstration du point (i) du théorème 1.7
Nous allons montrer comment obtenir le point (i) du théorème 1.7 à partir
du théorème 1.2 de Philippon. Pour cela, nous aurons besoin de trois résultats
auxiliaires.
Le lemme suivant est une adaptation directe d’une construction utilisée par
Bell, Bugeaud et Coons dans [9]. Elle permet, étant donné un nombre algé-
brique α non nul, de plonger un système mahlérien dont les solutions sont
définies au point α dans un méta-système pour lequel les points αq
l
, l ≥ 0, ne
sont jamais des pôles des coefficients de la matrice associée. Notons que cette
astuce s’avère inutile dans le cas des séries automatiques (ou même régulières)
puisque l’on peut alors se ramener à un système mahlérien dont la matrice est
à coefficients polynômes.
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Lemme 4.1. — Considérons un système du type (1.1) et α ∈ Q, 0 < |α| < 1
qui ne soit pôle d’aucune des fonctions f1(z), . . . , fn(z). Soit k un corps de
nombres contenant les coefficients des fi(z) et α. Alors, il existe un système
mahlérien d’ordre m ≥ n, ayant pour solution des fonctions g1(z), . . . , gm(z)
et tel que :
(i) la matrice B(z) associée à ce nouveau système n’a de pôle en aucun des
points αq
l
, pour tout entier l,
(ii) gi(α) = λifi(α), où λi ∈ k \ {0}, pour tout i ∈ {1, . . . , n} .
Démonstration. — Notons A0(z) la matrice associée à notre système. Sans
perte de généralité, nous pouvons supposer qu’il existe un entier l tel que la
matrice A0(z) ne soit pas définie au point αq
l
. En effet, si ce n’est pas le cas, le
système de départ jouit déjà des propriétés requises. Notons b(z) le polynôme
obtenu comme ppcm des dénominateurs des coefficients de la matrice A0(z).
On a alors A0(z) = A(z)/b(z) pour une matrice A(z) dont les coefficients sont
des éléments de k[z]. Notons qu’il existe un entier n0 tel que
(4.1) b(αq
l
) 6= 0
pour tout l ≥ n0. D’autre part, on peut écrire b(z) = γzrβ(z) où r est un
entier, γ est un élément de k et β(z) est un polynôme à coefficients dans k tel
que β(0) = 1. Pour tout i = 1, . . . , n, on pose :
hi(z) := fi(z)
∏
j≥0
β(zq
j
) .
Les fonctions h1(z), . . . , hn(z) sont ainsi solutions du système mahlérien associé
à la matrice A(z)/γzr . En dérivant, on obtient un nouveau système de la forme
(4.2)


h1(z)
...
hn(z)
h′1(z)
...
h′n(z)


=
1
γzr
(
A(z) 0
⋆ qzq−1A(z)
)


h1(z
q)
...
hn(z
q)
h′1(z
q)
...
h′n(z
q)


,
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où ⋆ désigne une matrice n× n à coefficients dans k[z]. En itérant ce procédé
t fois, on obtient un système de la forme :
(4.3)

h1(z)
...
hn(z)
h′1(z)
...
h′n(z)
...
h
(t)
1 (z)
...
h
(t)
n (z)


=
1
γzr


A(z)
⋆ qzq−1A(z)
...
. . . . . .
⋆ . . . ⋆ qtzt(q−1)A(z)




h1(z
q)
...
hn(z
q)
h′1(z
q)
...
h′n(z
q)
...
h
(t)
1 (z
q)
...
h
(t)
n (zq)


.
Notons s l’ordre de la racine α dans le polynôme
∏n0−1
j=0 β(z
qj ) et T (z) le
polynôme à coefficients dans k défini par l’égalité
n0−1∏
j=0
β(zk
j
) = (z − α)sT (z) .
Notons que T (α) 6= 0. Un calcul montre alors que, pour tout i = 1, . . . , n, on a
(4.4) fi(α)s!T (α) =
h
(s)
i (α)∏
j≥n0
β(αqj )
·
D’autre part, on peut vérifier que les fonctions
hi,j(z) :=
h
(j)
i (z)∏
l≥n0
β(zq
l
)
, i = 1, . . . , n, j = 0, . . . , s,
satisfont à un système mahlérien d’ordre m := n(s+ 1) associé à la matrice
B(z) :=
1
γzrβ(zq
n0 )


A(z)
⋆ qzq−1A(z)
...
. . .
. . .
⋆ . . . ⋆ qszs(q−1)A(z)

 ·
Au vu de (4.1) et (4.4), et puisque les ⋆ désignent des sous-matrices à co-
efficients dans k[z], ce système a toutes les propriétés requises en posant
gal+i(z) := hi,s−a(z) pour a = 0, . . . , s et i = 1, . . . , n.
Le lemme suivant est la conséquence d’une autre construction permettant
de plonger un système mahlérien pour lequel un point α est singulier (mais
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tel que αq
l
n’est jamais un pôle de la matrice associée) dans un méta-système
pour lequel α est un point régulier.
Lemme 4.2. — Considérons un système du type (1.1) et α ∈ Q, 0 < |α| < 1
qui ne soit pôle d’aucune des fonctions f1(z), . . . , fn(z). Supposons en outre
que, pour tout entier l, αq
l
ne soit pas un pôle de la matrice A(z). Alors,
il existe un système mahlérien d’ordre m ≥ n, admettant des solutions
h1(z), . . . , hm(z), et tel que :
(i) α est un point régulier pour ce système,
(ii) hi(z) = fi(z) pour i = 1 . . . , n.
Démonstration. — Plaçons-nous dans les conditions du théorème et suppo-
sons que le point α est singulier (mais tel que la matrice A(z) associée soit
définie en tout point de la forme αq
l
, comme le permet l’hypothèse). L’idée
est alors de « dédoubler le système » en remarquant que les 2n fonctions
f1(z), . . . , fn(z), f1(z
q), . . . , fn(z
q) satisfont à la relation
(4.5)


f1(z)
...
fn(z)
f1(z
q)
...
fn(z
q)


= B1(z)


f1(z
q)
...
fn(z
q)
f1(z
q2)
...
fn(z
q2)


,
où B1(z) est donné par la matrice suivante :

A(z) − In A(zq)
In 0

 .
Notons d’abord que par hypothèse la matrice B1(z) est bien définie en tout
point de la forme αq
l
. Ainsi, si α est singulier, cela signifie nécessairement qu’il
existe un entier l tel que detB1(αq
l
) = 0. D’autre part, on a detB1(z) =
detA(zq). Comme les racines de detB1(z) sont en nombre fini, il existe un
entier n0 tel que detB1(αq
l
) 6= 0 pour tout l ≥ n0. En itérant n0 fois la
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méthode de dédoublement, on obtient un système du type :
(4.6)


f1(z)
...
fn(z)
f1(z
q)
...
fn(z
q)
...
f1(z
qn0 )
...
fn(z
qn0 )


= Bn0(z)


f1(z
q)
...
fn(z
q)
f1(z
q2)
...
fn(z
q2)
...
f1(z
qn0+1)
...
fn(z
qn0+1)


,
où Bn0(z) ∈ GLn2n0 (Q(z)) est définie récursivement par :
Bj(z) :=


Bj−1(z)− In2j−1 Bj−1(zq)
In2j−1 0


et B0(z) := A(z). On obtient donc que detBn0(z) = detB0(z
qn0 ), ce qui
implique que le point α est régulier pour le système associé à la matrice Bn0(z).
En posantm = n2n0 et han+i(z) := fi(zq
a
) pour i = 1, . . . ,m et a = 0, . . . , 2n0,
on obtient le résultat souhaité.
Nous aurons également besoin du lemme de descente suivant.
Lemme 4.3. — Soient h1(z), . . . , hn(z) des fonctions analytiques dans un
voisinage de l’origine et à coefficients dans un corps de nombres k. Soit
α ∈ k dans le domaine de convergence de ces fonctions. Supposons qu’il existe
w1(z), . . . , wn(z) ∈ Q[z], non tous nuls, tels que
(4.7) w1(z)h1(z) + . . .+ wn(z)hn(z) = 0 ,
avec wi(α) = 0 pour tout i dans un ensemble I et wi0(α) 6= 0 pour un certain
indice i0 ∈ {1, . . . , n} \ I. Alors il existe w′1(z), . . . , w′n(z) ∈ k[z], non tous
nuls, tels que
w′1(z)h1(z) + . . .+ w
′
n(z)hn(z) = 0 ,
avec w′i(α) = 0 pour tout i dans I et w′i0(α) 6= 0.
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Démonstration. — Les polynômes w1(z), . . . , wn(z) étant en nombre fini et
à coefficients dans Q, leurs coefficients engendrent une extension de corps de
degré fini, disons h, sur k. Notons k0 ⊂ C une telle extension et m le maximum
des degrés des wi(z). Soit ϕ tel que k0 = k(ϕ). Chaque polynôme wi(z) peut
donc s’écrire sous la forme :
wi(z) =
m∑
k=0
(
h−1∑
l=0
λ(i, k, l)ϕl
)
zk ,
où les coefficients λ(i, k, l) sont tous dans k.
Soit i0 comme dans l’énoncé. Comme wi0(α) 6= 0 et que 1, ϕ, . . . , ϕh−1 sont
linéairement indépendants sur k, il existe un indice l0 tel que
(4.8)
m∑
k=0
λ(i0, k, l0)α
k 6= 0.
La relation (4.7) donne une relation de dépendance linéaire sur k0 entre les
fonctions zkhi(z), k = 0, 1, . . . m, i = 1, . . . , n, à savoir :
h−1∑
l=0
(
m∑
k=0
n∑
i=1
λ(i, k, l)zkhi(z)
)
ϕl = 0 .
Comme l’indéterminée z est transcendante sur C et que les coefficients des
hi(z) sont des éléments de k , on en déduit que pour tout l :
m∑
k=0
n∑
i=1
λ(i, k, l)zkhi(z) = 0 .
On obtient notamment la relation de dépendance linéaire suivante sur k[z]
entre les hi(z) :
w′1(z)h1(z) + · · ·+ w′n(z)hn(z) = 0 ,
où w′i(z) :=
∑m
k=0 λ(i, k, l0)z
k ∈ k[z]. Notons que d’après (4.8), w′i0(α) 6= 0.
Cela implique au passage que w′i0(z) 6= 0 et donc que la relation est non triviale.
Pour conclure, il ne reste donc plus qu’à vérifier que w′i(α) = 0 pour i ∈ I .
Pour un tel i, nous savons que wi(α) = 0, ce qui signifie que
m∑
k=0
(
h−1∑
l=0
λ(i, k, l)ϕl
)
αk = 0
c’est-à-dire
h−1∑
l=0
(
m∑
k=0
λ(i, k, l)αk
)
ϕl = 0 .
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Comme α ∈ k, on obtient que pour tout l :
m∑
k=0
λ(i, k, l)αk = 0 .
Le choix l = l0 donne l’égalité w′i(α) = 0, ce qui conclut la démonstration.
Nous pouvons à présent démontrer le point (i) du théorème 1.7.
Démonstration du point (i) du théorème 1.7. — Soient f1(z), . . . , fn(z) des
fonctions q-mahlériennes. Soient α ∈ Q, 0 < |α| < 1, un nombre qui n’est pôle
d’aucune de ces fonctions et k un corps de nombres contenant α ainsi que les
coefficients des fi.
Comme les fonctions f1(z), . . . , fn(z) sont q-mahlériennes, on peut trou-
ver un système du type (1.1) d’ordre m0 ≥ n, associé à une matrice B(z),
et admettant des solutions f1(z), . . . , fm0(z) où, pour i = n + 1, . . . ,m0, les
fonctions fi(z) sont de nouvelles fonctions q-mahlériennes, toutes définies en
α. En utilisant le Lemme 4.1, on obtient un méta-système mahlérien, disons
d’ordre m1 ≥ m0, pour lequel aucun des αql n’est pôle d’un des coefficients de
la matrice B1(z) associée à ce système. Notons que ce changement de sys-
tème conduit à remplacer les fonctions f1(z), . . . , fm0(z) par des fonctions
g1(z), . . . , gm1(z) telles que, pour tout i = 1, . . . ,m0, on ait gi(α) = λifi(α)
avec λi ∈ k \ {0}, λi 6= 0. Une fois cette première étape réalisée, on utilise le
Lemme 4.2. Il nous permet d’obtenir un système mahlérien encore plus gros,
disons d’ordre m2 ≥ m1, pour lequel le point α est régulier et dont les solutions
h1(z), . . . , hm2(z) vérifient hi(z) = gi(z) pour i = 1 . . . ,m1. Comme les λi sont
tous non nuls et dans k, la dépendance linéaire sur k (ou sur Q) des fi(α) est
équivalente à celle des gi(α). Sans perte de généralité, on peut donc supposer
que fi(z) = gi(z) pour i = 1, . . . ,m0.
En résumé, nous pouvons donc supposer sans perte de généralité qu’il
existe un système mahlérien, disons d’ordre m ≥ n, dont les solutions
h1(z), . . . , hm(z) vérifient hi(z) = fi(z) pour i = 1, . . . , n et tel que α
est un point régulier pour ce système. Supposons à présent qu’il existe
w1, . . . , wn ∈ Q, non tous nuls, tels que
w1f1(α) + . . .+ wnfn(α) = 0 .
En appliquant le théorème 1.2 à notre système, on obtient l’existence de poly-
nômes w0(z), . . . , wm(z), non tous nuls et appartenant à C[z], tels que
w0(z) + w1(z)h1(z) + · · · + wm(z)hm(z) = 0,
avec wi(α) = wi pour i = 1, . . . , n et wi(α) = 0 pour i = n+1, . . . ,m et i = 0.
Puisque les wi sont non tous nuls, on peut choisir un indice i0, 1 ≤ i0 ≤ n,
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tel que wi0(α) 6= 0. Le Lemme 4.3 nous donne alors l’existence de polynômes
w′0(z), . . . , w
′
m(z), non tous nuls et appartenant à k[z], tels que
w′0(z) + w
′
1(z)h1(z) + · · ·+ w′m(z)hm(z) = 0 ,
où w′i(α) = 0 pour i = n+1, . . . ,m et i = 0, et w
′
i0
(α) 6= 0. En spécialisant au
point α, il vient :
(4.9) w′1(α)f1(α) + · · ·+ w′n(α)fn(α) = 0 .
Puisque les w′i(z) sont à coefficients dans k et que α ∈ k, on a w′i(α) ∈ k pour
tout i. Comme w′i0(α) 6= 0, la relation (4.9) est non triviale et les nombres
f1(α), . . . , fn(α) sont donc linéairement dépendants sur k, ce qui termine la
démonstration.
5. Démonstrations des théorèmes 1.7, 1.9 et 1.10
Dans cette partie, nous utilisons la version homogène du théorème de Phi-
lippon, à savoir le théorème 1.4, pour en déduire les théorèmes 1.10, 1.9, puis
1.7.
Preuve du Théorème 1.10. — Fixons un entier l comme donné dans l’énoncé.
On a
(5.1)


f1(z)
...
fn(z)

 = Al(z)


f1(z
ql)
...
fn(z
ql)

 ,
et l’hypothèse faite sur l assure que le point αq
l
est régulier pour ce système.
Dans la suite, quitte à remplacer q par ql et A par Al, on supposera que l = 1,
et donc que αq est un point régulier pour le système de départ.
Notons d l’ordre maximal des pôles des coefficients de la matrice A(z) au
point α. Nous allons raisonner par récurrence sur l’entier d.
Si d = 0, alors α n’est pas un pôle de A(z) et il n’y a rien à faire.
On suppose à présent que la propriété est vraie jusqu’à l’entier d− 1 et que
α est un pôle d’ordre d ≥ 1 pour A(z). Notons que chaque coefficient de A(z)
peut s’écrire sous la forme
P (z)
Q(z)(z − α)k ,
où P et Q sont des polynômes, Q(α)P (α) 6= 0 et k ≤ d. À multiplication par
une constante près, les polynômes P et Q sont uniques. En notant T (z) le plus
petit commun multiple de ces polynômes Q, on peut décomposer la matrice
A(z) de la manière suivante :
(5.2) A(z) = T (z)−1
(
A0(z) +
A1
z − α + · · ·+
Ad
(z − α)d
)
,
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où A0(z) est une matrice à coefficients dans k[z] et où les Ai, i = 1, . . . , d, sont
des matrices à coefficients dans k et Ad 6= 0. En multipliant la relation (5.1)
par (z − α)d et en évaluant en α, on trouve
(5.3) Ad


f1(α
q)
...
fn(α
q)

 = 0 .
D’après le théorème 1.4 et le lemme 4.3, il existe donc une matrice C(z), à
coefficients dans k[z], telle que
C(z)


f1(z
q)
...
fn(z
q)

 = 0
et
C(α) = Ad .
On peut donc écrire
Ad = C(z) + (z − α)D(z) ,
où D(z) est une matrice à coefficients dans k[z]. Posons alors
B0(z) := A(z) − T (z)−1 C(z)
(z − α)d ·
Pour B0(z), α est un pôle d’ordre d− 1, et on a

f1(z)
...
fn(z)

 = B0(z)


f1(z
q)
...
fn(z
q)

 .
En appliquant l’hypothèse de récurrence à ce système, on obtient l’existence
d’une matrice B(z) satisfaisant aux propriétés voulues. Cela conclut la dé-
monstration de la première partie du théorème.
Supposons à présent que les fonctions f1(z), . . . , fn(z) sont linéairement in-
dépendantes sur k(z). D’après ce que l’on vient de démontrer, on peut trouver
une matrice B(z) de sorte que

f1(z)
...
fn(z)

 = B(z)


f1(z
ql)
...
fn(z
ql)


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et que α ne soit pas un pôle de B(z). D’autre part, on a également :

f1(z)
...
fn(z)

 = Al(z)


f1(z
ql)
...
fn(z
ql)

 .
Par différence, on obtient donc
(B(z)−Al(z)) .


f1(z
ql)
...
fn(z
ql)

 = 0 .
Les fonctions f1(z), . . . , fm(z) étant linéairement indépendantes sur k(z), cela
implique que
Al(z) = B(z) ,
comme voulu.
Remarque 5.1. — Notons a contrario que si les fonctions f1(z), . . . , fn(z)
sont linéairement dépendantes sur k(z), on peut toujours les obtenir comme
solution d’un système mahlérien ayant un pôle au point α. En effet, la dé-
pendance linéaire des fonctions fi implique l’existence d’une matrice non nulle
C(z) telle que
C(z)


f1(z)
...
fn(z)

 = 0 .
Les fonctions f1(z), . . . , fn(z) sont alors solutions du système mahlérien associé
à la matrice
B(z) := A(z) +
1
(z − α)rC(z) .
En choisissant l’entier r assez grand, on peut toujours garantir que B(z) ∈
GLn(k(z)) et que α est un pôle de B(z).
La démonstration du théorème 1.10 montre que pour trouver une telle ma-
trice B(z), il suffit, à chaque étape de la preuve, de trouver une matrice C(z)
telle que
(5.4) C(z)f(zq) = 0 et C(α) = Ad,
où Ad est une matrice donnée. Or le théorème 1.12 nous permet de calculer
explicitement une base wi(z) = (wi,1(z), . . . , wi,n(z)), i = 1, . . . , r, d’éléments
de Relk[z](f(z)). La matrice C(z) est donc nécessairement de la forme
C(z) =
(
r∑
l=0
λi,lwl,j
)
i,j≤n
,
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où λi,l ∈ k[z], i = 1, . . . , n, l = 1, . . . , r. Si on note λi,l = λi,l(α), trouver une
matrice C(z) satisfaisant aux conditions (5.4) est donc équivalent à résoudre
dans k(α) le système linéaire
r∑
l=1
λi,lwl,j(α) = ad,i,j , ∀i, j ≤ n ,
où les ad,i,j sont les coefficients de la matrice Ad.
Nous allons maintenant démontrer le théorème 1.9.
Preuve du Théorème 1.9. — Soit α un nombre algébrique non nul et l un entier
tel que |αql | < ρ. Supposons que α n’est pas un pôle de Al(z). Rappelons que
notre objectif est de montrer l’égalité suivante :
(5.5) Relk(f1(α), . . . , fn(α)) = kerkAl(α) + evα
(
Relk(z)(f1(z), . . . , fn(z))
)
.
Notons tout d’abord que l’inclusion ⊃ est banale. Pour démontrer l’inclusion
inverse, fixons λ := (λ1, . . . , λn) ∈ Relk(f1(α), . . . , fn(α)). Posons également
f(z) := (f1(z), . . . , fn(z)). En itérant le système mahlérien, on trouve
0 = 〈λ , (f1(α), . . . , fn(α))〉
=
〈
λ , Al(α)(f1(α
ql), . . . , fn(α
ql))
〉
=
〈
λAl(α) , (f1(α
ql), . . . , fn(α
ql))
〉
.
Le point αq
l
étant par hypothèse régulier, le théorème 1.4 implique que
(5.6) λAl(α) ∈ evαql
(
Relk(z)(f1(z), . . . , fn(z))
)
.
Nous allons montrer l’inclusion d’espaces vectoriels suivante :
(5.7) ev
αql
(
Relk(z)(f(z))
) ⊂ evα (Relk(z)(f(z)))Al(α) .
En effet, si v(z) ∈ Relk(z)(f(z)), alors, on a
0 =
〈
v(zq
l
), (f1(z
ql , . . . , fn(z
ql)
〉
=
〈
v(zq
l
)Al(z)
−1, f(z)
〉
.
On en déduit que v(zq
l
)Al(z)
−1 ∈ Relk(z)(f(z)), ou encore que
v(zq
l
) ∈ Relk(z)(f(z))Al(z) .
En évaluant en α, il vient
v(αq
l
) = ev
αql
(v(z)) ∈ evα
(
Relk(z)(f(z))
)
Al(α) ,
ce qui montre l’inclusion (5.7).
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En combinant (5.6) et (5.7), on trouve l’existence d’un vecteur µ ∈
evα
(
Relk(z)(f(z))
)
tel que
λAl(α) = µAl(α) .
Ainsi, on obtient bien le résultat souhaité, à savoir : λ = (λ − µ) + µ, où
(λ− µ) ∈ kerkAl(α) et µ ∈ evα
(
Relk(z)(f(z))
)
.
Nous sommes à présent en mesure de prouver le théorème 1.7.
Démonstration du théorème 1.7. — Comme les fonctions f1(z), . . . , fn(z)
sont q-mahlériennes, on peut trouver un entier m ≥ n, des fonctions
fn+1(z), . . . , fm(z) et une matrice A(z) ∈ GLm(k(z)) tels que

f1(z)
...
fm(z)

 = A(z)


f1(z
q)
...
fm(z
q)

 .
D’après le théorème 1.10, quitte à changer q en ql et à modifier la matrice
A(z), on peut supposer que α n’est pas un pôle de A(z) et que αq est un point
régulier pour ce système. Étant donné un corps k0, on note
Ek0 := {(w1, . . . , wm) ∈ km0 | wn+1 = · · · = wm = 0} .
Ainsi,
(5.8) RelQ(f1, (α), . . . , fn(α)) = π
(
RelQ(f1, (α), . . . , fm(α)) ∩ EQ
)
où π désigne la projection des n premières coordonnées de Cm dans Cn. Le
théorème 1.9 implique alors l’égalité suivante :
RelQ(f1, (α), . . . , fm(α)) = kerQA(α) + evα
(
RelQ(z)(f1(z), . . . , fm(z)
)
.
Comme la matrice A(z) est à coefficients dans k(z), on a :
ker
Q
A(α) = Vect
Q
(kerkA(α)) .
D’autre part, les fonctions fi étant à coefficients dans k, on a également que :
RelQ(z)(f1(z), . . . , fm(z)) = VectQ(z)
(
Relk(z)(f1(z), . . . , fn(z)
)
.
Enfin, on a EQ = VectQEk. On a donc
RelQ(f1, (α), . . . , fm(α)) ∩ EQ = VectQ (Relk (f1, (α), . . . , fm(α)) ∩ Ek)
et l’égalité (5.8) entraine donc que
Rel
Q
(f1, (α), . . . , fn(α)) = VectQRelk (f1, (α), . . . , fn(α)) ,
comme souhaité.
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6. Relations linéaires entre solutions d’un système mahlérien
Nous démontrons ici les théorèmes 1.12 et 1.13. Fixons, pour toute cette sec-
tion, les notations suivantes. Soient k un corps de nombres et f1(z), . . . , fn(z) ∈
k{z} des solutions d’un système mahlérien du type (1.1). On note β(z) le
plus petit commun multiple des dénominateurs des coefficients de A(z), d
le maximum des degrés des coefficients de la matrice A˜(z) := β(z)A(z), et
ν la valuation en z = 0 de β(z). On notera également de la même façon
f(z) := (f1(z), . . . , fn(z)) ∈ k[[z]]n et f(z) :=
∑∞
i=0 fiz
i ∈ kn[[z]], où fi
désigne le vecteur colonne de kn dont les coordonnées correspondent aux i-
èmes coefficients des fonctions f1(z), . . . , fn(z). On rappelle que k[z]h désigne
l’ensemble des polynômes à coefficients dans k de degré au plus h et que
ϕ : (kn)h+1 → (k[z]h)n est l’isomorphisme défini par
ϕh(w0, . . . ,wh) =
h∑
i=0
wiz
i .
On montre d’abord le lemme de zéro suivant.
Lemme 6.1. — Soit w(z) ∈ (k[z]h)n. Si la valuation en z = 0 de la série
〈w(z), f(z)〉 est strictement supérieure à
(6.1)


q
n
(
qh+d+1
q−1
+q+1
)
(h+ q) + ν − h+dq−1
q − 1


alors
〈w(z), f(z)〉 = 0 .
Démonstration. — Choisissons w(z) comme dans l’énoncé, et supposons par
l’absurde que la valuation en z = 0 de la série 〈w(z), f(z)〉 est finie et égale à
(6.2) M >


q
n
(
qh+d+1
q−1
+q+1
)
(h+ q) + ν − h+dq−1
q − 1

 .
On montre tout d’abord qu’on peut se ramener au cas où β(z) = zν . En effet,
posons
β(z) := b(z)z−ν et u(z) :=
∞∏
i=0
β(zq
i
) .
Il vient u(z) = z−νb(z)u(zq) et, en posant f˜(z) := u(z)f(z), on vérifie que f˜(z)
est solution du système
(6.3) f˜(z) = z−νA˜(z)f˜ (zq),
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où A˜(z) = b(z)A(z) est une matrice à coefficients dans k[z]. Comme la valua-
tion en z = 0 de la série u est nulle, celle de 〈w(z), f˜ (z)〉 est égale à M . Dans
la suite, nous supposerons donc que
A(z) = z−νA˜(z), avec A˜(z) ∈ Mn(k[z]) .
Pour tout entier i, on considère le vecteur suivant :
gi :=


fi
...
fi−h

 ∈ (kn)h+1 .
On pose également v := ϕ−1(w(z)). L’égalité (6.2) se récrit :
(6.4)
{ 〈v,gi〉 = 0 ∀i < M ,
〈v,gM 〉 6= 0 .
Notons g(z) :=
∑
giz
i et considérons la matrice par blocs suivante :
B(z) :=


A˜(z) 0 · · · 0
zA˜(z)
...
...
...
...
. . .
...
zhA˜(z) 0 · · · 0

 ∈ Mn(h+1)(k[z]) .
On obtient ainsi une nouvelle équation mahlérienne :
(6.5) g(z) = z−νB(z)g(zk) .
Remarquons au passage que degB ≤ deg A˜+h ≤ d+h. On peut alors décom-
poser la matrice B(z) selon les puissances de z
B(z) =
degB∑
i=0
Biz
i ,
où les matrices Bi appartiennent à Mn(h+1)(k). Notons alors
e :=
⌊
degB(z)
q
⌋
+ 1 .
Soit i un entier. On considère l’unique couple d’entiers (s, j) tel que i = qs+j−ν
et 0 ≤ j < q. L’identification des termes en zi dans l’équation (6.5) induit la
relation suivante :
(6.6) gi = gqs+j−ν =
e−1∑
r=0
Bqr+jgs−r ,
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où l’on a posé Bl = 0 pour l > degB, et gl = 0 pour l < 0. Fixons m > 0 et
choisissons alors i′ un entier tel que i ≤ i′ < i + qm. Si i′ = qs′ + j′ − ν, avec
j′ < q, on a nécessairement s ≤ s′ ≤ qm. On a également
(6.7) gi′ =
e−1∑
r=0
Bqr+j′gs′−r .
Le couple (i,m) étant fixé, Les vecteurs gl intervenant dans le membre de
droite sont donc les e+m+ 1 vecteurs gs−e+1, · · · ,gs+m+1. Définissons alors
l’entier m de la manière suivante :
m :=
⌊
e
q − 1
⌋
+ 1 .
Il est choisi de sorte que qm ≥ e + m + 1. On considère alors, pour chaque
entier i, le vecteur
(6.8) Gi =


gi+qm−1
...
gi

 ∈ kn(h+1)qm .
Remarquons que par définition des gi, on a
Gi :=


fi+qm−1
fi+qm−2
...
fi+qm−h
fi+qm−2
...
fi−h+1


.
Les vecteurs Gi appartiennent donc tous au sous-espace vectoriel W de
kn(h+1)qm formé des vecteurs de la forme
(X1,X2, · · · ,Xh,X2,X3, · · · ,Xh+1,X3, · · · ,Xqm+h)T , où Xl ∈ kn .
L’identité (6.7) assure l’existence de q matrices C0, . . . , Cq−1 ∈ Mn(h+1)qm(k)
telles que, pour tout entier i, on a :
(6.9) Gi = CjGs−e+1 ,
où i = qs+ j − ν. On considère à présent la suite d’espaces emboîtés
Vl := Vect {G0, . . . ,Gl} ⊂W .
Pour conclure cette démonstration on aura besoin du lemme suivant.
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Lemme 6.2. — Soit a ≥ (ν − d)/(q − 1) un entier. Si
Va = Vq(a+e)−ν−1 ,
alors la suite (Vl)l≥0 est constante à partir du rang a.
Démonstration du lemme 6.2. — Choisissons un entier j < q. Pour tout r,
l’égalité (6.9) implique que
CjGr = Gq(r+e−1)+j−ν .
Si r ≤ a, alors q(r + e− 1) + j − ν ≤ q(a+ e)− ν − 1 et donc
CjGr ∈ Vq(a+e)−ν−1 = Va .
L’action du monoïde engendré par les matrices C0, . . . , Cq−1 stabilise donc
l’espace Va. Prenons maintenant un entier b > a. Comme a ≥ (ν − d)/(q − 1),
l’égalité (6.9) assure l’existence d’indices j1, . . . , jr et d’un entier l ≤ a tels que
Gb = Cj1 · · ·CjrGl .
Donc Gb ∈ Va, ce qui termine la démonstration.
Nous sommes à présent en mesure d’achever la preuve du lemme 6.1. Les
vecteurs Gi appartiennent tous à l’espace W . Un calcul rapide montre que la
dimension de cet espace n’excède pas n(qm+ h). Partant de a = ⌊(ν − d)(q −
1)−1⌋, et en appliquant de façon récursive le lemme 6.2, on obtient que la suite
d’espaces vectoriels emboîtés Vl est nécessairement constante à partir du rang
(6.10)
⌈
qn(h+qm)(qe− d) + ν − qe
q − 1
⌉
.
En remplaçant e et m par leurs valeurs respectives, on obtient que
M >


q
n
(
qh+d+1
q−1
+q+1
)
(h+ q) + ν − h+dq−1
q − 1


≥
⌈
qn(h+qm)(qe− d) + ν − qe
q − 1
⌉
.
La suite (Vl)l∈N est donc constante à partir du rangM−1 et doncGM ∈ VM−1.
D’après (6.4), le vecteur v = (w0, . . . ,wh) ∈ (kn)h+1 est tel que
〈v,gi〉 = 0 ,
pour tout entier i < M . Posons u := (v, · · · ,v) ∈ kn(h+1)qm. Il vient alors que
〈u,Gi〉 = 0 ,
pour tout i < M . Le vecteur u appartient donc à l’orthogonal de VM−1. Mais
comme GM ∈ VM−1, le vecteur u est aussi orthogonal au vecteur GM et donc
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〈u,GM 〉 = 0. En considérant les n(h + 1) dernières coordonnées des vecteurs
GM et u, on voit que cette dernière égalité est équivalente à
〈v,gM 〉 = 0 ,
ce qui contredit (6.4). Cela termine la démonstration.
Le lemme suivant assure l’existence, lorsque les fonctions f1(z), . . . , fn(z)
sont linéairement dépendantes sur k(z), d’une relation de dépendance linéaire
de petite hauteur.
Lemme 6.3. — Supposons que les fonctions f1(z), . . . , fn(z) sont linéaire-
ment dépendantes sur k(z). Soit h := ⌊d/(q − 1)⌋. Alors, il existe un vecteur
non nul w(z) := (w0(z), . . . , wn(z)) ∈ (k[z]h)n tel que
n∑
i=1
wi(z)fi(z) = 0 .
Démonstration. — Soit h le degré de la plus petite relation linéaire non triviale
sur k[z] entre les fonctions f1(z), . . . , fn(z), et w(z) le vecteur des coefficients
d’une telle relation. Utilisant la relation fonctionnelle (1.1), on écrit
0 = 〈w(z), f(z)〉
= 〈w(z), β(z)−1A˜(z)f(zq)〉
= 〈w(z)A˜(z), f(zq)〉 .
On peut décomposer le vecteur w(z)A˜(z) ∈ k[z]n selon les restes de puissances
de z modulo q. On obtient alors la décomposition unique suivante :
w(z)A˜(z) =
q−1∑
i=0
zivi(z
q) .
L’identité 〈w(z)A˜(z), f(zq)〉 = 0 implique alors que
〈vi(z), f(z)〉 = 0 ,
pour tout i, 0 ≤ i ≤ q − 1. Comme par hypothèse w(z) est non nul, il existe
un indice i0 tel que le vecteur vi0(z) soit non nul. Notons l le degré maximal
des coefficients de vi0 . Par minimalité de h, on a l ≥ h. D’autre part, comme
le degré de w(z)A˜(z) est inférieur à h+ d, on a
ql + i0 ≤ h+ d .
On en déduit que qh ≤ h+ d, ce qui permet de conclure.
Nous sommes à présent en mesure de prouver les théorèmes 1.12 et 1.13.
33
Démonstration du théorème 1.12. — Posons h := 4nd et
c :=


q
n
(
qh+d+1
q−1
+q+1
)
(h+ q) + ν − h+dq−1
q − 1

 ·
Les inclusions
Vectk(z)
(
Relk[z]h(f1(z), . . . , fn(z)
) ⊂ Relk(z)(f1(z), . . . , fn(z))
et
Relk[z]h(f1(z), . . . , fn(z)) ⊂ ϕ (kerk S(h, c, f))
sont immédiates. L’inclusion ϕ (kerk S(h, c, f)) ⊂ Relk[z]h(f1(z), . . . , fn(z)) est
quant à elle une reformulation directe du lemme 6.1. Il ne reste donc plus qu’à
prouver l’inclusion
Relk(z)(f1(z), . . . , fn(z)) ⊂ Vectk(z)
(
Relk[z]h(f1(z), . . . , fn(z)
)
.
Montrer cette inclusion revient à montrer l’existence d’une base de relations
linéaires dont les coefficients sont des polynômes de degré inférieur à 4nd. Soit
r la dimension de l’espace Relk(z)(f1(z), . . . , fn(z)). Nous allons montrer le
résultat par récurrence sur l’entier r.
Si r = 0, il n’y a rien à prouver. Supposons alors l’égalité vraie pour tout
système de la forme (1.1) lorsque la dimension de l’espace des relations linéaires
entre les fonctions vaut r − 1. Supposons que
dimRelk(z)(f1(z), . . . , fn(z)) = r .
On va réduire le système pour se ramener à un système de taille n−1. D’après
le lemme 6.3, il existe un vecteur w(z) ∈ (k[z]h0)n, où h0 =
⌊
d
q−1
⌋
, tel que
(6.11) 〈w(z), f(z)〉 = w1(z)f1(z) + · · ·+ wn(z)fn(z) = 0 .
On peut supposer, quitte à renuméroter les fonctions, que wn(z) 6= 0. On
conjugue alors l’équation fonctionnelle de f par la matrice
S(z) =


1 0 · · · · · · 0
0 1
. . .
...
...
. . . . . . . . .
...
0 · · · 0 1 0
w1(z) w2(z) · · · wn−1(z) wn(z)

 .
On obtient le système

f1(z)
...
fn−1(z)
0

 = S(z)A(z)S(zq)−1


f1(z
q)
...
fn−1(z
q)
0

 .
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Notons B(z) le mineur principal de taille (n−1) de la matrice S(z)A(z)S(zq)−1.
On obtient alors le système de taille (n− 1) suivant :
(6.12)


f1(z)
...
fn−1(z)

 = B(z)


f1(z
q)
...
fn−1(z
q)

 .
Par construction, le polynôme wn(zq)b(z) est un multiple commun aux déno-
minateurs des coefficients de la matrice B(z). La matrice wn(zq)b(z)B(z) est
donc à coefficients polynomiaux. On peut majorer le degré de ces polynômes
par
h0(q + 1) + d ≤ d
q − 1(q + 1) + d ≤ d
2q
q − 1 ≤ 4d .
Comme wn(z) 6= 0, on a
dimRelk(z)(f1(z), . . . , fn−1(z)) = r − 1
et on peut donc appliquer l’hypothèse de récurrence au système (6.12). On
obtient :
Relk(z)(f1(z), . . . , fn−1(z)) ⊂ Vectk(z)
(
Relk[z]h1 (f1(z), . . . , fn−1(z))
)
,
où h1 := 4n−14d = 4nd = h. D’autre part, on a
Relk(z)(f1(z), . . . , fn(z)) = Relk(z)(f1(z), . . . , fn−1(z))⊕k(z) k(z).w(z) ,
et par hypothèse w(z) ∈ Relk[z]h(f1(z), . . . , fn(z)). On en déduit
Relk(z)(f1(z), . . . , fn(z)) ⊂ Vectk(z)
(
Relk[z]h(f1(z), . . . , fn(z))
)
,
comme voulu. Cela conclut la démonstration.
Démonstration du théorème 1.13. — Le théorème découle immédiatement des
lemmes 6.1 et 6.3.
7. Deux exemples de systèmes automatiques
Nous illustrons ici les résultats obtenus à travers deux exemples. Pour les
définitions relatives aux automates finis et aux suites automatiques, nous ren-
voyons le lecteur à [4].
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7.1. Premier exemple. — On définit la suite binaire (an)n≥0 de la façon
suivante : an = 0 si le développement en base 3 de l’entier n a un nombre pair
de chiffres égaux à 2 et an = 1 si ce nombre est impair. Il s’agit d’une variante
de la célèbre suite de Thue–Morse. Notons f(z) :=
∑
n≥0 anz
n ∈ Q{z} la
série génératrice associée ; elle est analytique dans le disque unité ouvert. Par
définition, il s’agit d’une série 3-automatique. Comme la suite (an)n≥0 ne prend
qu’un nombre fini de valeurs entières et qu’elle n’est pas ultimement périodique,
on obtient facilement que f(z) est transcendante. Pour α algébrique, 0 < |α| <
1, on se propose d’étudier la transcendance du nombre automatique f(α).
A/0 B/1
0, 1 0, 1
2
2
Figure 1. Un 3-automate produisant la suite (an)n≥0.
Posons f1(z) := f(z) et f2(z) :=
∑
n≥0(1 − an)zn. On vérifie sans peine
que ces deux fonctions sont 3-mahlériennes et solutions du système fonctionnel
suivant : (
f1(z)
f2(z)
)
= A(z)
(
f1(z
3)
f2(z
3)
)
,
où
A(z) :=
(
1 + z z2
z2 1 + z
)
.
Le théorème 1.13 permet de montrer facilement que les fonctions f1(z) et
f2(z) sont linéairement indépendantes sur C(z). Avec les notations du théorème
1.13, on a ici n = 2, d = 2, q = 3 et ν = 0. On en déduit que h = 1 et
c = (314 × 8− 3)/4. On vérifie alors que les quatre premières colonnes

0
1
0
0

 ,


0
1
0
1

 ,


1
0
0
1

 et


0
1
1
0


de la matrice S(1, (314×8−3)/4, f) sont linéairement indépendantes, où f(z) :=
(f1(z), f2(z)). Il suit que kerQ S(1, (314 × 8− 3)/4, f) = {0}, ce qui permet de
conclure. On a cependant par définition la relation affine suivante :
f1(z) + f2(z) =
1
1− z ·
Le déterminant de A(z) n’a qu’une racine dans le disque unité ouvert ; il
s’agit du point φ := (1 − √5)/2. On obtient donc que l’ensemble des points
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singuliers de notre système est
E :=
{
φ1/3
l | l ≥ 1
}
.
En un point algébrique α qui n’est pas dans E , le théorème 1.4 implique di-
rectement que f(α) est transcendant. En effet, dans le cas contraire on aurait
également f2(α) algébrique, car f1(z) + f2(z) = 1/(1 − z), et on en déduirait
donc une relation linéaire sur Q entre f1(α) et f2(α), ce qui est impossible
puisque f1(z) et f2(z) sont linéairement indépendantes sur Q(z). Notons qu’au
point φ, on a (
f1(φ)
f2(φ)
)
=
(
1 + φ 1 + φ
1 + φ 1 + φ
)(
f1(φ
3)
f2(φ
3)
)
et en particulier f1(φ) = f2(φ). Comme f1(z)+f2(z) = 1/(1−z), on en déduit
que f1(φ) = −φ/2 ∈ Q(φ), en dépit du fait que les coefficients de f1(z) soient
des entiers et que f1(z) soit transcendante. En raisonnant par récurrence, on
obtient d’ailleurs que f1(φ1/l) ∈ Q
(
φ1/l
)
pour tout entier l ≥ 1. En résumé,
on obtient le résultat suivant.
Proposition 7.1. — Soit α un nombre algébrique, 0 < |α| < 1. On a l’alter-
native suivante : soit il existe l ≥ 1 tel que α = φ1/3l et alors f(α) ∈ Q
(
φ1/3
l
)
,
soit f(α) est transcendant.
Comme les fonctions f1(z) et f2(z) sont linéairement indépendantes sur
Q(z), les relations de dépendance linéaire entre leurs valeurs apparaissent donc
toutes comme ayant une origine matricielle (elles sont données par le noyau des
matrices Al(φ)). Cette origine des relations dépend en fait du système choisi
pour les étudier et on assiste à un principe des vases communicants, comme
l’illustre la remarque suivante. En appliquant l’astuce de dédoublement du
lemme 4.2, on peut obtenir le système suivant :

f1(z)
f2(z)
f1(z
3)
f2(z
3)

 = B(z)


f1(z
3)
f2(z
3)
f1(z
9)
f2(z
9)

 ,
avec
B(z) :=


z z2 1 + z3 z6
z2 z z6 1 + z3
1 0 0 0
0 1 0 0

 .
On peut vérifier que φ est à présent un point régulier pour ce nouveau système.
Evidemment, le dédoublement du système a créé deux relations linéaires libres
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entre les fonctions f1(z), f2(z), f3(z) et f4(z), à savoir,
f1(z) − (1 + z)f3(z)− z2f4(z) = 0 et f2(z) − z2f3(z)− (1 + z)f4(z) .
Les fonctions f1(z), f2(z), f1(z3) et f2(z3) sont donc à présent linéairement
dépendantes sur Q(z) et il n’y a pas de contradiction. Les relations linéaires
entre les fonctions f1(z) et f2(z) aux points de l’ensemble E apparaissent dans
ce nouveau système comme ayant une origine fonctionnelle, c’est-à-dire qu’elles
sont obtenues comme spécialisation d’une relation sur Q(z) entre les fonctions
f1(z), f2(z), f3(z) et f4(z).
7.2. Second exemple. — Il s’agit d’une variante de l’exemple précédent.
On considère les quatre suites binaires a1 := (a1,n)n≥0,a2 := (a2,n)n≥0,a3 :=
(a3,n)n≥0 et a4 := (a4,n)n≥0 définies comme suit :

a1,n = 1 ⇐⇒ (n)3 a un nombre pair de 1 et de 2
a2,n = 1 ⇐⇒ (n)3 a un nombre impair de 1 et pair de 2
a3,n = 1 ⇐⇒ (n)3 a un nombre impair de 1 et de 2
a4,n = 1 ⇐⇒ (n)3 a un nombre pair de 1 et impair de 2
On considère également les séries génératrices associées à ces suites, à savoir :
gi(z) :=
∑
n≥0
ai,nz
n, 1 ≤ i ≤ 4 .
Les fonctions gi(z) sont 3-automatiques. Plus précisément, étant donnés des
nombres algébriques ω1, ω2, ω3, ω4, on peut vérifier que la suite ω1a1 + ω2a2 +
ω3a3 + ω4a4 est engendré par le 3-automate suivant :
A/ω1 B/ω2
D/ω4 C/ω3
1
1
1
1
2
2
2
2
0 0
0 0
Étant donné un nombre algébrique α, 0 < |α| < 1, on se propose de décrire les
vecteurs (ω1, ω2, ω3, ω4) ∈ Q4 pour lesquels le nombre « automatique »
ω1g1(α) + ω2g2(α) + ω3g3(α) + ω4g4(α)
est transcendant.
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Les fonctions g1(z), g2(z), g3(z) et g4(z) sont solutions du système suivant :

g1(z)
g2(z)
g3(z)
g4(z)

 =


1 z 0 z2
z 1 z2 0
0 z2 1 z
z2 0 z 1

 .


g1(z
3)
g2(z
3)
g3(z
3)
g4(z
3)

 .
Dans la suite, on notera
g(z) :=


g1(z)
g2(z)
g3(z)
g4(z)

 et A(z) :=


1 z 0 z2
z 1 z2 0
0 z2 1 z
z2 0 z 1

 .
Par définition des suites ai, on a la relation affine g1(z)+g2(z)+g3(z)+g4(z) =
1/(1− z). Nous allons montrer qu’il n’existe par contre pas de relation linéaire
homogène non triviale entre les gi(z).
Lemme 7.2. — Les fonctions g1(z), g2(z), g3(z) et g4(z) sont linéairement in-
dépendantes sur Q(z).
Démonstration. — Comme dans l’exemple précédent, il s’agit d’une consé-
quence directe du théorème 1.13. Avec les notations du théorème 1.13, on a ici
n = 4, d = 2, q = 3 et ν = 0. On en déduit que h = 1 et c = (328 × 8 − 3)/4.
Ainsi, l’existence d’une relation linéaire non triviale entre les fonctions gi(z)
est équivalente à la non nullité de l’espace kerQ S(1, (328 × 8 − 3)/4,g). La
définition des fonctions gi(z) nous permet de calculer explicitement les huit
premières colonnes de cette matrice. Il vient :

1
0
0
0
0
0
0
0


,


0
1
0
0
1
0
0
0


,


0
0
1
0
0
1
0
0


,


1
0
0
0
0
0
1
0


,


0
0
0
1
1
0
0
0


,


0
0
1
0
0
0
0
1


,


0
0
0
1
0
0
1
0


,


1
0
0
0
0
0
0
1


.
On peut vérifier que ces huit vecteurs sont linéairement indépendants sur Q.
On en déduit que kerQ S(1, (328×8−3)/4,g) = {0}. Le théorème 1.13 implique
alors que les fonctions g1(z), g2(z), g3(z), g4(z) sont linéairement indépendantes
sur Q(z).
Comme dans l’exemple précédent, on voit facilement que le déterminant
de la matrice A(z) a une unique racine dans le disque unité ouvert qui est
encore φ := (1 − √5)/2. Les autres racines sont le nombre d’or et les deux
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racines cubiques primitives de l’unité. L’ensemble des points singuliers de notre
système est donc à nouveau l’ensemble
E :=
{
φ1/3
l | l ≥ 1
}
.
Le théorème 1.9 permet alors de montrer le résultat suivant.
Proposition 7.3. — Soient α, 0 < |α| < 1, un nombre algébrique et ω :=
(ω1, ω2, ω3, ω4) ∈ Q4 un vecteur de nombres algébriques non tous égaux. Alors,
le nombre
ω1g1(α) + ω2g2(α) + ω3g3(α) + ω4g4(α)
est algébrique si, et seulement si, il existe un entier l ≥ 1 tel que α = φ1/3l et
ω est de la forme µ+ λ(1, 1, 1, 1) avec µ ∈ kerQAl(α) et λ ∈ Q.
Démonstration. — Posons β := ω1g1(α) + ω2g2(α) + ω3g3(α) + ω4g4(α) ∈ Q.
En utilisant la relation g1(z) + g2(z) + g3(z) + g4(z) = 1/(1 − z), il vient :
(ω1 − β(1− α)) g1(α) + · · ·+ (ω4 − β(1 − α)) g4(α) = 0 .
Par hypothèse, les nombres ωi−β(1−α) ne sont pas tous nuls. D’autre part, les
fonctions g1(z), g2(z), g3(z) et g4(z) sont linéairement indépendantes d’après le
lemme 7.2. Donc, d’après le théorème 1.4, le nombre α ne peut pas être un
point régulier du système. Il existe donc l ≥ 1 tel que α3l = φ. Le théorème
1.9 montre alors que le vecteur
µ := (ω1 − β(1 − α), ω2 − β(1− α), ω3 − β(1 − α), ω4 − β(1− α))
appartient nécessairement à ker
Q
Al(α), ce qui permet de conclure.
Remarque 7.4. — Si l’on choisit l = 1, c’est-à-dire si α = φ, on obtient
que kerQA(φ) est de dimension 1, engendré par le vecteur (1, 1,−1,−1). On
en déduit facilement que les nombres g1(φ), g2(φ), g3(φ) et g4(φ) sont tous
transcendants, bien que φ soit une singularité du système. Ce comportement
est donc très différent du premier exemple. En effet, nous avons vu dans ce
premier cas que les deux nombres f1(α) et f2(α) sont algébriques pour toute
singularité α.
8. Remarques sur la preuve de Philippon
Dans cette dernière section, nous revenons sur la démonstration du théorème
1.2 donnée par Philippon dans [31]. Celle-ci se décompose en deux parties prin-
cipales. Tout d’abord, une première étape consiste à montrer que le théorème
est vrai pour tout point α appartenant à un certain voisinage de l’origine.
C’est ce que nous appellerons ici le « théorème local » et qui correspond à la
proposition 4.4 de [31]. La seconde étape est assez courte et correspond à la
démonstration du corollaire 4.5 dans [31] ; il s’agit de montrer que le théorème
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local implique en fait le théorème global. L’idée astucieuse introduite par Phi-
lippon est la suivante. Si α n’est pas une singularité du système, une relation
algébrique entre les fonctions fi au point α se transporte naturellement, par
itération de l’équation fonctionnelle, en une relation algébrique aux points αq
l
.
Pour l suffisamment grand, αq
l
appartient au domaine de validité du théorème
local, que l’on peut donc appliquer. Le fait que α ne soit pas une singularité
permet finalement d’obtenir, par itération de la matrice inverse qui est bien
définie, le théorème au point α.
Nous revenons maintenant sur la démonstration du théorème local. Philip-
pon suit la démarche introduite par Nesterenko et Shidlovskii [28] dans le cadre
des E-fonctions. Nous nous proposons d’axiomatiser un peu cette démarche
en extrayant de [28] le résultat suivant qui ne requiert la présence d’aucune
équation différentielle ou fonctionnelle. La démonstration de la proposition 8.1
donnée ici reprend les arguments de [28] et [31]. Il s’agit simplement d’une éga-
lité de dimension qui repose sur des principes de base d’algèbre commutative
et un résultat de Krull [18].
Proposition 8.1. — Soient f1(z), . . . , fn(z) ∈ Q{z}. Supposons que les hy-
pothèses suivantes sont vérifiées.
(i) Il existe ρ > 0 tel que pour tout nombre algébrique α, 0 < α < ρ, on ait :
degtr
Q
(f1(α), . . . , fn(α)) = degtrQ(z)(f1(z), . . . , fn(z)) .
(ii) L’extension Q(z)(f1(z), . . . , fn(z)) est régulière, ce qui signifie que tout
élément de Q(z)(f1(z), . . . , fn(z)) algébrique sur Q(z) est un élément de
Q(z).
Alors, il existe ρ′ > 0 tel que pour tout nombre algébrique α, 0 <
α < ρ′ et tout polynôme P ∈ Q[X1, . . . ,Xn], de degré total d, tel que
P (f1(α), . . . , fn(α)) = 0, il existe Q ∈ Q(z)[X1, . . . ,Xn], de degré total d
en X1, . . . ,Xn, tel que Q(z, f1(z), . . . , fn(z)) = 0 et Q(α,X1, . . . ,Xn) =
P (X1, . . . ,Xn).
Démonstration. — On note P l’idéal premier de Q(z)[X1, . . . ,Xn] des rela-
tions algébriques sur Q(z) entre les fonctions f1(z), . . . , fn(z). Étant donné α
un nombre algébrique tel que les fonctions fi soient toutes définies en α, on
note également Pα l’idéal premier de Q[X1, . . . ,Xn] des relations algébriques
sur Q entre les nombres f1(α), . . . , fn(α). Soit X0 une nouvelle indéterminée.
On note P˜ ⊂ Q(z)[X0, . . . ,Xn] (respectivement P˜α ⊂ Q[X0, . . . ,Xn]) l’idéal
homogénéisé en X1, . . . ,Xn de P (respectivement de Pα). Rappelons que l’ho-
mogénéisé d’un idéal premier est un idéal premier de même rang. Le rang d’un
idéal premier I, qui est parfois également appelé la hauteur de I, est noté ici
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rg(I). On note également dimA, la dimension de Krull d’un anneau commu-
tatif unitaire A. Comme précédemment, on note evα : Q[z] → Q l’application
d’évaluation en z = α.
Avec ces notations, on vérifie que la conclusion du théorème est équivalente
à l’égalité
(8.1) evα(P˜ ∩Q[z,X0, . . . ,Xn]) = P˜α ,
pour tout nombre algébrique non nul α de module suffisamment petit. Comme
l’anneau Q(z)[f1(z), . . . , fn(z)] est de type fini et intègre, on a :
degtr
Q(z)(f1(z), . . . , fn(z)) = dimQ(z)[f1(z), . . . , fn(z)]
= dim(Q(z)[X1, . . . ,Xn]/P)
= dim(Q(z)[X1, . . . ,Xn])− rg(P)
= dimQ[X0, . . . ,Xn]− rg(P˜)− 1.
De façon totalement similaire, il vient :
degtr
Q
(f1(α), . . . , fn(α)) = dimQ[X0, . . . ,Xn]− rg(P˜α)− 1 .
D’après (i), on en déduit que pour tout nombre algébrique α tel que 0 < α < ρ :
(8.2) rg(P˜) = rg(P˜α) .
Compte tenu de (8.2) et comme evα(P˜ ∩ Q[z,X0, . . . ,Xn]) ⊂ P˜α, il suffit de
montrer que, pour tout α suffisamment petit, l’idéal evα(P˜∩Q[z,X0, . . . ,Xn])
est un idéal premier de même rang que P˜ pour obtenir (8.1) et conclure.
D’après (ii), l’extension Q(z)(f1(z), . . . , fn(z)) est régulière, ce qui im-
plique que l’idéal P˜ ∪ Q[z,X0, . . . ,Xn]) est absolument premier (voir
[37, Theorem 39]). Un résultat de Krull [18] implique alors que l’idéal
evα(P˜ ∪ Q[z,X0, . . . ,Xn]) est premier pour tout α en dehors d’un ensemble
fini. Lorsque l’idéal evα(P˜ ∪ Q[z,X0, . . . ,Xn]) est premier, on peut montrer
l’égalité de rang
rg(evα(P˜ ∪Q[z,X0, . . . ,Xn])) = rg(P˜)
comme dans [28] à l’aide d’un résultat de Hilbert. Cela conclut la démonstra-
tion.
Ainsi, pour obtenir le théorème local, il suffit de disposer du théorème 1.1
de Nishioka et du lemme suivant. C’est pour démontrer un résultat analogue
au lemme 8.2 que Philippon a recours à la théorie de Galois aux différences,
notamment à l’utilisation des propositions 2.2, 3.2, 3.4 et du lemme 3.5 dans
[31]. Nous donnons ci-dessous une démonstration très courte de ce résultat qui
ne nécessite aucun usage de la théorie de Galois aux différences et simplifie
notablement l’exposition donnée dans [31].
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Lemme 8.2. — Soient f1(z), . . . , fn(z) ∈ Q{z} des fonctions solutions d’un
système du type (1.1). Alors l’extension de corps L := Q(z)(f1(z), . . . , fn(z))
est régulière.
Démonstration. — Comme L est finiment engendré, toute sous-extension
Q(z) ⊂ L′ ⊂ L l’est également. Il s’agit d’un résultat classique (voir par
exemple Lang [19, Exercise 4, Chap. VIII]). Considérons L′ la clôture algé-
brique de Q(z) dans L. Comme L′ est algébrique et finiment engendrée, on
en déduit que L′ est de degré fini sur Q(z), disons d. Soit f ∈ L′. Comme
f est dans L, la définition du système (1.1) implique que l’on a également
f(zq
l
) ∈ L pour tout l ≥ 0. D’autre part, les fonctions f(zql) sont algébriques
puisque f(z) l’est. Ainsi, les fonctions f(zq
l
), l ≥ 0, sont toutes dans L′
qui est de degré d sur Q(z) et il existe donc une relation linéaire sur Q(z)
entre les fonctions f(z), f(zq), . . . , f(zq
d
), ce qui revient à dire que f(z) est
q-mahlérienne. Comme f(z) est également algébrique, un résultat classique
(voir par exemple Nishioka [30, Theorem 5.1.7]) implique que f(z) ∈ Q(z),
comme souhaité.
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