Abstract. We give explicit formulae for most likely paths to extinction in simple branching models when initial population is large. In discrete time we study the Galton-Watson process and in continuous time the Branching diffusion. The most likely paths are found with the help of the Large Deviation Principle (LDP). We also find asymptotics for the extinction probability, which gives a new expression in continuous time and recovers the known formula in discrete time. Due to the non-negativity of the processes, the proof of LDP at the point of extinction uses a nonstandard argument of independent interest.
Introduction and main results
In population genetics it is often important to look back at the development of populations. In this paper we consider the question of how extinctions occur, and in particular, what path a population takes on the road to extinction. Using asymptotic analysis when initial population values are large, we are able to find most likely path to extinction as well as the extinction probability in two simple branching models in discrete and continuous time. In both examples we use the large deviation principle (LDP) which is non-standard since random processes are nonnegative, and we use trajectories ending up at zero.
One of the contributions of this paper is in rigorous proofs of the LDP for processes on half space. It may appear to the reader that the LDP follows from known results in Markov chains and diffusions. This is only partly correct. In proofs of local LDP one needs to prove a lower bound. The standard proof relies on the change of measure. This requires a certain point (the point where maximum in the Fenchel-Legendre transform is achieved) to be finite. In our case this point is at infinity, and a standard approach for the proof of lower bound brake down. We therefore give complete proofs of LDP in Sections 4 and 5 following the scheme of Puhalskii [19] . His approach states that the LDP is equivalent to exponential tightness plus local LDP, and is based on method of stochastic exponential (instead of the Laplace transform). Although we follow the scheme of Puhalskii [19] we do not use idempotent probability and give direct proofs. Since these proofs are more technical, we placed them at the end, after results on extinction. Once the LDP is established, the problem of finding most likely path to extinction is in effect the problem of minimization of the rate function. This is typically a difficult problem due to nonlinearity. We are able to solve it by setting up the Bellman equation in discrete case, Section 2, and a dynamical control problem in continuous case, Section 3.
1.1. Galton-Watson process. A prototype of branching model in discrete time is the Galton-Watson process, described as follows.
Let X n denote the population size at time n, and ξ j n+1 the number of offspring of the jth individual. For each n = 1, 2, . . ., {(ξ j n ) j≥1 } is the sequence of independent identically distributed integer-valued random variables with the probability distribution function P(ξ j n = ℓ) = p ℓ , ℓ = 0, 1, . . . . The population size at time n + 1 is given by
where X 0 = K > 0. The state {0} is absorbing, and the branching process (X n ) n≥0 might be absorbed in {0} at the extinction time τ = inf n : X n = 0 .
If p 0 = 0, the population does not become extinct. However if p 0 > 0, it is well known (e.g. [7] , [1] ) that the extinction time τ is finite with probability one if and only if the offspring mean m = ℓ≥1 ℓp ℓ does not exceed one (m ≤ 1). Moreover, for any m, the distribution function of τ is computed using the offspring probability generating function f(s) = ℓ≥0 p ℓ s ℓ , 0 ≤ s ≤ 1: for any N ≥ 1,
where f n (s) is the n-th iterate of f(s), i.e. f n (s) = f(f n−1 (s)) with
A natural question is how to find the "path to extinction" given that extinction occurred at time N , τ = N. The conditional distribution of the chain conditioned on extinction: for n = 1, . . . , N − 1,
gives the complete description. It can be used to find the conditional median or the traditional optimal estimate X n = ∞ i=1 iπ n|N (i). Unfortunately such computations are involved, even using the Markov property of (X n ). However, for large values of X 0 = K, one path has an overwhelmingly large probability compared to the rest. Consider the normed branching process
The limit in probability P-lim K→∞ x K n =x n exists (see [10] , [11] ) and satisfieŝ x n+1 = mx n ,x 0 = 1. The processx n is always positive, irrespective of the value of m, so that, the approximationx n is inadequate for study of extinction, the fact is already mentioned in [3] . In the approach we take, (x K n ) n≤N is approximated on the set {τ ≤ N } by a deterministic sequence u * · := (u * n ) n≤N with u * 0 = 1, positive u * n 's and u * N = 0, such that for small δ > 0 and large K,
This choice of u * · might be warranted by the following argument. Since f n (0) increases in n, for large K, (f N (0)) K is considerably larger than any of (f n (0))
Consequently, for any u · = (u n ) n≤N with u 0 = 1 and u n ≥ 0,
For large K, extinction for the process x K n is a rare event, since the limit procesŝ x n is positive. Therefore, as in [14] , we approach the problem of extinction using the large deviations theory, obtaining a new result as well as recover an asymptotic version of the well-known result (1.1) by using this theory. According to LDP, Theorem 4.1 and by analogy with the maximal likelihood estimator, the path (u * n ) n≤N is said to be the most likely path to extinction of the normed population x K n .
Clearly, τ is the extinction time for both processes X n and x K n , so that, Ku * n (with large K) sets the pattern for the extinction path in the original branching process. For formulating the main result, we use the log moment generating function, assuming its existence up to some t 0 > 0,
It is related to the moment generating function by (Lemma 2.1):
where
1.2. Branching diffusion. In continuous time, we consider the model of a branching diffusion X t defined by the Itô equation
with a positive initial condition X 0 = K, where B t is a Brownian motion, σ 2 > 0, and α ∈ R. Stochastic equation (1.4) possesses a strong nonnegative solution.
Since diffusion degenerates, one way to see this is to construct the solution from the following approximating sequence (X i t ) l≥i :
} the increasing sequence of stopping times (τ i ) i≥1 relative to the filtration generated by Brownian motion (B t ) (see also Theorem 13.1, [13] ). The strong uniqueness of (1.4) follows from Yamada-Watanabe's theorem (see, e.g. Rogers and Williams, p. 265 [21] ) since its drift and diffusion parameters are Lipschitz and Hölder (with coefficient 1/2) continuous respectively.
Obviously, τ = inf{t :
We analyze the normed process
with x K 0 = 1. It can be readily shown that P-lim K→∞ x K t =x t exists and solves dx t dt = αx t ,x 0 = 1. However,x t is always positive and is far from to be estimated path to extinction. As in the discrete time, in order to evaluate path to extinction for (x K t ) t≤T for fixed T > 0, we approximate (x K t ) t≤T on the set {τ ≤ T } by a deterministic function (u * t ) t≤T with u * 0 = 1, u * T = 0 and u * t > 0, such that for a small δ > 0 and large K,
Unfortunately, the helpful formula of type (1.1) is not known to us in this case. Here we obtain its asymptotic version as K → ∞, see (ii) below.
is given by
(1) u * · has the remarkable property: it is the same for subcritical and supercritical case:
In particular, for
Proof of Theorem 1.1
We begin with
Proof. The result follows by induction from the identity g n (log t) ≡ log f n (t) for t ∈ (0, t 0 ). Write
If g n−1 (log t) ≡ log f n−1 (t), then
The proof of Theorem 1.1 is done in a number of steps.
(1) Recall that g(t) is convex function with g(0) = 0, g(−∞) = log(p 0 ) and
(2) By the local LDP (see, Theorem 4.1), for u 0 = 1, u N = 0 and other positive u n 's, it holds
we apply the Dynamic Programming. Since u N = 0,
is the boundary condition for the Bellman equation
For n = N − 1, we have
(2.4) provides the inequality,
which, with t = g(−∞), is transformed into
We show that the above inequality is equality. For u, u N −2 > 0, "sup t " in (2.4) is attained at the point t * = t * (u, u N −2 ), so that, for any u > 0,
. This is possible since g(−∞) = log p 0 , t
so that, the existence of u * N −1 follows from continuity, in u, of t * (u, u N −2 ).
The choice of u * N −1 gives the inequality
. Consequently, the opposite inequality for (2.5) holds true and, therefore,
It is obvious too that for any u N −2 > 0,
Further, by induction, we find the following pairs:
. . .
With chosen (u * n ) 1≤n≤N −1 , the Bellman equation (2.3) is transformed into the backward recurrent equation
On the other hand, the Bellman equation also yields
what proves (2.1).
(4) We recall that n≤N I(u * n , u * n−1 ) = −g n (−∞), that is, by Lemma 2.1 and
Proof of Theorem 1.2
We apply the LDP Theorem 5.1. By the local LDP, with u 0 = 1, u t > 0 and u T = 0, we have
otherwise. Therefore (i) is reduced to minimization of J T (u) in a class of absolutely continuous test functions u t with u 0 = 1, u t > 0 and u T = 0.
and notice that the minimization of J T (u · ) is equivalent to the following control problem with the controlled process u t , solving a differential equationu
subject to u 0 = 1, where w t the control action belongs to a class of measurable functions with T 0 w 2 t dt < ∞ bringing u t to zero at the time T . The control action w * t from this class is optimal if for any w t ,
If w * t exists, then the controlled process u * t related to w * t minimizes J T (u · ) in the required class of continuous functions u · = (u t ) t≤T .
In order to find w * t , it is convenient to deal with (recall u
Hence, by the Cauchy-Schwarz inequality 1 ≤
, that is, the following lower bound holds:
This lower bound is valid for any w t providing (3.1) , so that, the condition Hence,
Finally, we find that
and, since u * t = (v * t ) 2 , we obtain (1.6) and the proof of (i) is complete.
(ii) By (i),
We show that
To this end, use the fact that {τ ≤ T } = {(ω, t) : ∃t ≤ T, x K t (ω) = 0}. For notational convenience denote A := {τ ≤ T }. Set A cl and A int the closure and interior of A. Then, by the LDP, we have
Since lim K→∞ = lim K→∞ implies the existence of lim K→∞ , it remains to show that inf t≤T J t (u * ) = J T (u * ). Notice that (3.2) is valid with T replaced by any t < T with u * · replaced by the corresponding u * ,t · = {u * ,t 0 = 1; u * ,t s > 0, s < t; u s,t t = 0}. In other words, for any t, J t (u * ,t ) = 1 2σ 2 α 1 − e −αt , and J t (u * ,t ) increases to J T (u * · ) with t ր T .
LDP in Discrete Time
Let m = inf{n ≤ N : u n = 0} and m = ∞ if all (u n ) n≤N are positive.
I(y, x) = sup t∈(−∞,t0)
[ty − xg(t)] or u0 =1 Remark 1. LDP for branching processes have been considered in the literature, see, for example, [2] , [4] , [18] . However, they were concerned with the sequence X n /X n−1 , as n → ∞, whereas here we consider the LDP for X n /X 0 processes indexed by the large initial value.
Remark 2. The nonnegativity of x K n provides some difficulty of the LDP verification at the "point of extinction", that is, at the point where the test function becomes zero. For sets of trajectories keeping away from zero, of which {τ ≤ N } is not, the statement of the theorem is implied by a result in Klebaner and Zeitouni, [9] and other known results that can be adapted to our setting (see, e.g. Kifer, [8] , Puhalskii, [19] , Klebaner and Liptser, [12] , etc.). The proof of theorem is new in the part concerning the lower bound in the local LDP. However, for the sake of completeness and accuracy we give the proof below.
4.1.
Proof of Theorem 4.1. We follow standard (necessary and sufficient) conditions for proving the LDP by showing the exponential tightness:
with compacts K C = {max 1≤n≤N x N ≤ C}, C ր ∞, and the local LDP:
Notice that (1.2) implies the existence of a stochastic exponential, with t n ≤ Kt 0 ,
where (F n ) n≥0 is the filtration, with F 0 = {∅, Ω}, generated by (
2) The random process (z n , F n ) n≤N is the (positive) martingale,
]. Since g(0) = 0, we have that t * ∈ (0, t 0 ) and g(t * ) < t * . We choose t n ≡ t * K(< Kt 0 ), and introduce A = 1≤i≤n x K i ≥ C . With chosen t n , we have Ez N = 1 and, therefore, EI A z N ≤ 1. Taking into account this inequality and (4.2), write
Therefore, 
For the test function with all positive u n 's and u 0 = 1 the proof of (4.4) is similar. For test function with u n = 0, u n+1 > 0 or u 0 = 1, (4.4) is obvious. For others test functions the verification of (4.4) is reduced to the above-mentioned ones.
, n ≤ N − 1, and t * N = −l (l > 0), and take t n = Kt * n , then we derive from (4.5)
Hence, taking into account that lim l→∞ g(−l) = log(p 0 ), we obtain 1 6) provided that u n > 0, n ≤ N − 1, the the required lower bound holds true. Thus, it is left to verify the validity of (4.6).
So, the following lower bound, on the set A, is valid:
The latter inequality implies (4.6) if
A simply condition, providing (4.7), is lim K→∞ Q K N −1 (A) = 1 or, equivalently, lim
We verify (4.8) by showing
Notice that the positiveness of (u n ) n≤N −1 provides a boundedness for the right hand side of (4.9) and, in turn by Chebyshev's inequality, the validity of (4.8).
In order to establish (4.9), we apply the identity relative to t * n :
Differentiating twice (4.10) in t * n , we find that
By the Bayes formula, e.g. [17] , [13] : for any integrable random variable α,
we derive the help of (4.11) that
Since u n , u n−1 are positive, we have g ′ (t * n ) = u n u n−1 . Hence and by (4.12), we
Consequently, iterating the above recursion and taking into account u 0 = 1, we find that
Further, with the help of (4.13) we find a recursion
By using It is left to recall that
LDP in Continuous Time
We introduce the filtration (F B t ) t≥0 generated by Brownian motion B t , with the general conditions. All random processes considered in this section are adapted to this filtration. 
Remark 3. Since u t ≥ 0, Freidlin-Wentzell's rate function, [6] ,
is not compatible with u t = 0. Our branching diffusion model is a "very particular" case of a model studied by Puhalskii's in [20] . To apply the LDP analysis from [20] to the family (x K t ) t≤T } K→∞ , one has to "disentangle" many details of the proof to make it compatible with our case. Finally, in Donati-Martin et all, [5] , the LDP analysis deals with a rate function of the following type
dt for u t ≥ 0 related to a family of diffusion type processes without extinction. A reader interested in details of the direct proof can find them below.
Proof. It suffice to verify:
(i) C-exponential tightness (see [15] ),
where γ is stopping time relative to (F B t ) t≥0 , (ii) the Local LDP,
(i)-Verification. The proof of (5.1) follows [15] . The use of Stroock's Lemma 4.12 ( Ch. 4), [22] , enables to reduce the proof of (5.1) to
since, by Chebyshev's inequality,
We introduce a continuous martingale and its variation process 
We determine V K t with the help of Itô's formula applied to (M
Without loss of generality one may assume that E sup t ′ ≤T |M K t ′ | 2K < ∞ (otherwise a localization arguments can be applied). Then, by Bellman-Gronwall's inequality, we find that
and, in turn, ∆ .
Therefore, log P(θ ≤ ∆) ≤ − λη − It is clear that the same result remains valid for θ = inf{t : −N K,C t ≥ η}. Combining both, we obtain (5.9).
(ii)-Verification. Since u t > 0, t ≤ T − △, in the accordance to Freidlin and Wentzell, [6] , it holds 
