We show clear evidence of a quadratic speedup of a quantum annealing (QA) Schrödinger dynamics over a Glauber master-equation simulated annealing (SA) for a random Ising model in one dimension, via an equal-footing exact deterministic dynamics of the Jordan-Wigner fermionized problems. This is remarkable, in view of the arguments of Katzgraber et al., PRX 4, 021008 (2014), since SA does not encounter any phase transition, while QA does. We also find a second remarkable result: that a "quantum-inspired" imaginary-time Schrödinger QA provides a further exponential speedup, i.e., an asymptotic residual error decreasing as a power-law τ −µ of the annealing time τ .
Introduction. Quantum annealing (QA) is an offspring of thermal annealing, where the time-dependent reduction of quantum fluctuations is used to search for minimal energy states of complex problems. As such, the idea is more than two decades old [1] [2] [3] [4] , but it has recently gained momentum from the first commercially available quantum annealing programmable machines based on superconducting flux quantum bits 5, 6 . Many problems remain open both on fundamental issues [7] [8] [9] [10] and on the working of the quantum annealing machine [11] [12] [13] . Among them, if-and-when QA would provide a definite speedup over simulated thermal annealing 14 (SA), and more generally, what is the potential of QA as an optimization strategy for hard combinatorial problems [15] [16] [17] . QA seems to do better than SA in many problems [7] [8] [9] [10] but cases are known where the opposite is true, notably Boolean Satisfiability (3-SAT) 18 and 3-spin antiferromagnets on regular graphs 19 . Usually, the comparison is done by looking at classical Monte Carlo (MC) SA against Path-Integral MC (PIMC) QA 4, 18, [20] [21] [22] [23] , but that raises issues related to the MC dynamics, especially in QA. One of these issues has to do with the nature of the PIMC-QA dynamics, in principle not directly related to the physical dynamics imposed by the Schrödinger equation, but nevertheless apparently matching very well the experimental tests on the D-Wave hardware 11 , and also showing a correct scaling of gaps in simple tunneling problems 24 . The second issue has to do with the correct time-continuum limit, requiring in principle a number of Trotter slices P → ∞ in PIMC-QA: this has led Ref. 23 to question the superiority of PIMC-QA over SA on two-dimensional (2d) Ising spin glasses, first observed in Refs. 4, 20 . Katzgraber et al.
16
have also questioned the ability of low-dimensional Ising glasses, notably in 2d but also on the Chimera graph, to be good benchmarks for the battle QA versus SA, as SA would not encounter any finite temperature transition (the glass transition temperature is T g = 0), while QA goes through a quantum phase transition 25 in all cases.
Given the highly unsettled situation, any non-trivial problem in which a careful comparison between a classical SA dynamics and genuine QA is possible would be highly valuable: there are not many problems, beyond Grover's search 26, 27 , in which a clear quantum speedup is ascertain beyond doubt. Also, ideally the comparison should be performed by relying on a deterministic approach, avoiding issues related to the MC dynamics: that, however, usually limits us to studying problems with just a few Ising spins, N ∼ 20, hence not really conclusive about the regime N → ∞.
In this Letter we present our results on a problem -the one dimensional (1d) random ferromagnetic Ising model -where a deterministic approach can be used to compare on equal footing SA to a Schrödinger equation QA. While the problem has no frustration, hence in some sense simple from the point of view of combinatorial optimization 15 -the two classical ground states are trivial ferromagnetic states with all spins aligned -it has nevertheless a non-trivial annealing dynamics, where disorder plays a crucial role. Remarkably, it is a problem which does not fit into Ref. 16 prescription, since the classical annealing encounters no phase-transition at any finite temperature, while QA does encounter a quantum phase-transition: and yet, as we will show, a definite quadratic quantum speedup can be demonstrated. Technically, for SA we will resort to studying a Glauber-type master equation with a "heat-bath" choice for the transition matrix, which allows for a JordanWigner fermionization 28 of the corresponding imaginarytime quantum problem [29] [30] [31] . For QA, the quantum fluctuations are provided by the usual transverse-field term, which is annealed to zero during the QA evolution. Results for real-time Schrödinger QA are known for the ordered 32, 33 and disordered 34, 35 Ising chain, already demonstrating the crucial role played by disorder, in absence of frustration: the Kibble-Zurek 36,37 scaling 1/ √ τ of the density of defects ρ def generated by the annealing of the ordered Ising chain 9,38,39 -τ being the total annealing time -turning into a ρ def ∼ log −2 (γτ ) for the real-time Schrödinger QA with disorder 34, 35 . We will show here that similar quality deterministic results for SA yields ρ def ∼ log −1 (γ SA τ ), thus providing the desired evidence of a QA quadratic speedup. Moreover, we will be able to compare an imaginary-time Schrödinger QA to the (physical) real-time QA. The usual conjecture is that the two approaches should have a similar asymptotic behavior 40, 41 . We show here that this is not true for Ising chains in the thermodynamic limit: imaginarytime QA gives ρ def ∼ τ −2 for the ordered Ising chain, and ρ def ∼ τ −µ with µ ∼ 1÷2 in the disordered case -an exponential speedup. This remarkable result suggests that "quantum inspired" algorithms based on imaginary-time Schrödinger QA might be a valuable root in quantum optimization.
Model and methods. The problem we deal with is that of classical Ising spins, σ j = ±1, in 1d with nearestneighbor ferromagnetic random couplings
We study its SA classical annealing dynamics, as described by a Glauber master equation (ME)
Here
is a configuration with a single spin-flip at site j, and W σ j ,σ is the transition matrix from σ to σ j . W will depend on the temperature T , which is in turn decreased as a function of time, T (t), to perform a "thermal annealing". Many different choices of W are possible, all satisfying the detailed balance (DB) condition W σ,σ P eq (σ ) = W σ ,σ P eq (σ), where P eq (σ) = e −βH cl (σ) /Z is the Gibbs distribution at fixed β = 1/(k B T ) and Z the canonical partition function. For all these choices of W , the Glauber ME can be turned into an imaginary-time (IT) Schrödinger problem [28] [29] [30] by "symmetrizing W " into an Hermitean "kinetic energy" operator K, with the help of DB and the substitution P (σ, t) = P eq (σ) ψ(σ, t). This technique was exploited in Ref.
43 to re-derive Geman&Geman bound 44 on the SA optimal schedule. Here, it leads to
The crucial step forward comes from the discovery of Ref. 28 that the heat-bath choice of
, α being an arbitrary rate constant, leads to a Schrödinger problem which is quadratic when expressed in terms of Jordan-Wigner fermions. In operator form, we can write our heat-bath SA problem as an IT Schrödinger equation:
The "quantum" Hamiltonian H SA = − K SA + V SA , can be readily expressed in terms of Pauli matrices:
x jσ z j+1 and 
Here ξ = i (with = 1) for the (physical) real-time (RT) dynamics -we dub it QA-RT -, while ξ = −1 for an IT dynamics -QA-IT in short. In all cases, both SA and QA, the resulting Hamiltonian can be cast into a quadratic BCS fermionic form:
where the 2L×2L matrix formed by L×L blocks A (symmetric) and B (antisymmetric), couples the fermionic operators, (ĉ †
The most efficient way to solve (3)-(4) for ξ = i is through the Bogoliubov-de Gennes (BdG) equations 32, 34, 35 . In IT, this approach leads to an unstable algorithm, due to the difficulty of maintaining orthonormality for a set of L exponentially blowing/decaying BdG solutions. To do IT dynamics, to solve Eq. (2) and Eq. (3) with ξ = −1, we introduce a different strategy. The most general BCS state has a Gaussian form 50 :
where N (t) is a normalization constant, and Z an L × L antisymmetric matrix. As a quadratic H(t) conserves the Gaussian form of |ψ(t) 50 , one can transform 46 (2) or (3) into a first-order non-linear differential equation for Z:
All physical observables can be calculated from Wick's theorem 50 , once the Green's functions G j j (t) = ψ(t)|ĉ † jĉj |ψ(t) and F j j (t) = ψ(t)|ĉ jĉj |ψ(t) are known.
Simple algebra 46 shows that
The defects acquired over the classical ferromagnetic ground state (GS) with all spin aligned are antiparallel pairs of spins, measured by (1 −σ σ z jσ z j+1 )|ψ(t) /L for SA, Eq. (2), QA-RT and QA-IT, Eq. (3). For simplicity we considered a linear decrease of the annealing parameter, with a total annealing time τ : for SA we set T (t) = T 0 (1 − t/τ ), for QA Γ(t) = Γ 0 (1 − t/τ ), with t from 0 to τ . The initial temperature (T 0 ) or transverse field (Γ 0 ) are set to reasonably large values, k B T 0 = 5 ÷ 10 and Γ 0 = 5 ÷ 10, both in units of the J-coupling.
We start from the simpler problem of the ordered Ising chain. The previous general approach simplifies when all J j = J and periodic boundary conditions (BC) are used: the Hamiltonian reduces to a collection of 2×2 problems,
The behavior of the final density of defects ρ def (t = τ ) for real-time QA follows the Kibble-Zurek power-law ρ , where the first term is due to non-critical modes, while the exponentially decreasing term (see Fig. 1(b) ) is due to critical modes with k = π − q at small q: their LZ dynamics, see Fig. 1(c) , shows that IT follows a standard LZ up to the critical point, but then filters the ground state (GS) exponentially fast as the gap resurrects after the critical point. That IT evolution gives different results from RT for L → ∞ is not obvious. From the study of toy problems 40 , it was conjectured that QA-IT might have the same asymptotic behavior as QA-RT, as later shown more generally 41 from adiabatic perturbation theory estimates. That is what happens in our Ising case too for finite L and τ → ∞, with a common 1/τ 2 asymptotic. Moreover, IT gives the same critical exponents as RT for QA ending at the critical point 54 . The deviation of QA-IT from QA-RT for Ising chains in the thermodynamic limit L → ∞ is due to the non-perturbative LZ nature when the annealing proceeds beyond the critical point. The SA result, Fig. 1(a) , is marginally worse than QA-RT due to logarithmic corrections, ρ 
domness critical point
49 , here at Γ c = 1/e, where the distribution of the equilibrium gaps ∆ becomes a universal function
The SA Hamiltonian H SA shows different physics: the smallest typical equilibrium gaps are seen at the end of the annealing, T → 0, where they vanish Arrhenius-like, ∆ typ (T ) ∼ e −B/T with B/J ∼ 2. Turning to dynamics, we calculate ρ def (τ ) and res (τ ) by integrating numerically the equation for Z in Eq. (6), feasible for L up to O(1000). Given the need for a good statistics, we will present data up to L = 128. For any given τ , we considered many disorder realizations, obtaining distributions for ρ def (τ ) and res (τ ). For SA these distributions are approximately log-normal, as previously found for QA-RT logarithmic behaviour 57 for large τ :
with γ SA ≈ 6.5. Notice that res ∼ log −ζSA (γ SA τ ) with ζ SA = 2 saturates the bound ζ SA ≤ 2 for thermal annealing in glassy systems 58 . Concerning the QA-RT case, results are well established from Ref. 35 where larger systems were tackled by the linear BdG equations:
with γ ≈ 0.13, and ζ ≈ 3.4. Finally, we again find QA-IT very different from QA-RT, with a faster, power-law, decrease of ρ def and res . The size-dependence of the data is revealing: the "typical" data move upwards with increasing L, but, luckily, the "average" data show the opposite tendency -they move towards lower values, with an increasing slope vs τ . It is fair to conclude that our data support a power-law for both ρ def and res :
where we estimate µ ρ ∼ 1 ÷ 2 and µ ∼ 1.5 ÷ 2.
Discussion. We have presented a non-trivial example of a quantum speedup of real-time Schrödinger QA over master-equation SA on an equal-footing single-flip deterministic dynamics. Our second important result is that a "fictitious" imaginary-time QA behaves very differently from the "physical" real-time QA, providing a much faster annealing, with an asymptotic behavior compatible with τ −µ , with µ ≈ 1 ÷ 2, i.e., an exponential speedup. Hence, provocatively, "quantum inspired" is here better than "quantum" , a point that deserves further studies. Results on the fully-connected Ising ferromagnet confirm that this IT-speedup is not specific to the present 1d problem 59 .
The specific problem we addressed -a random ferromagnetic Ising chain -is "easy" in many respects: i) it does not possess frustration, the ingredient that makes optimization problems generally hard 15 , ii) it can be reduced to a quadratic fermionic problem, and iii) is also a case where SA does not encounter any phase transition for T → 0, while the QA dynamics goes through a critical point at Γ c > 0. This, as discussed in Ref. 16 for the spin-glass case, might in principle give an unfair advantage to SA over QA: but, remarkably, it doesn't, in the present case. Our study provides a useful benchmark for many possible developments, like the role of thermal effects, or the comparison with QA simulated by pathintegral MC 24 . Our QA-IT results suggest also to pursue the application of diffusion quantum MC to simulate the imaginary-time Schrödinger QA, likely a very good "quantum-inspired" classical optimization algorithm 60 .
