We evaluate determinants whose entries are the coefficients of powers of a power series. Several examples are given. Then we evaluate determinants of linear combinations of matrices of this type.
The main theorems
Theorem 1 Let f = 1 + a 1 x + a 2 x 2 + . . . be a formal power series, and define a matrix c by 1
Then det (c i,j ) n i,j=0 = a n(n+1)/2 1 (n = 0, 1, 2, . . .).
(2)
To prove this, define a matrix b by
Then we claim that the matrix bc is upper triangular with powers of a 1 on its diagonal. Indeed we have
as claimed. Since bc is this upper triangular matrix, and det b = 1, the determinant of c is n i=0 a i 1 = a n(n+1)/2 1 . 2 In order to gain an extra free parameter in the identities that are to follow, we'll restate Theorem 1 in terms of the rth power of f .
Theorem 2 Let f = 1 + a 1 x + a 2 x 2 + . . . be a formal power series, let r be a complex number, and define a matrix c by
Then det (c i,j ) n i,j=0 = (ra 1 ) n(n+1)/2 (n = 0, 1, 2, . . .).
2 Some examples 1. This investigation began when I was looking at the infinite matrix whose (i, j) entry is the number of representations of the integer j as a sum of i squares of nonnegative integers (i, j = 0, 1, 2, . . .), and noticed that its determinant is 1. This matrix begins as 
This is an array of the type considered in (1) above, where f = 1 + x + x 4 + x 9 + x 16 + . . .. Hence by theorem 1, the determinant of every upper-left n × n section of this infinite matrix is 1. The same will be true if "squares" is replaced by "cubes" or any higher power, or for that matter by any increasing sequence {0, 1, . . .} at all! 2. Take f = 1 + x in Theorem 2 to discover that det ri j n i,j=0
= r ( n+1 2 ) (n = 0, 1, 2, . . .).
3. With f = (e x − 1)/x in Theorem 2 we find a determinant that involves the Stirling numbers of the second kind, (n = 0, 1, 2, . . .).
Now let
then the resulting determinantal identity can be put in the form det (2j + rk − 1)! (rk + j)! n j,k=1 = r ( n 2 ) 1! 2! 3! . . . (n − 1)! (n = 1, 2, . . .).
Generalizations
In the examples of the previous section we see that the parameter r seems always to appear in the form r n(n+1)/2 . This is for the following interesting reason.
Theorem 3 Let {p n (x)} (n = 0, 1, 2, ...) be any sequence of polynomials such that the nth one is of degree n, for each n ≥ 0. Then the determinant of the matrix {p j (ix)} n i,j=0 is equal to 1! 2! . . . n!x n(n+1)/2 times the product of the highest coefficients of p 0 , p 1 , . . . , p n .
To see this, we take the above matrix and we postmultiply by the matrix e i,j = (−1) i+j j i . The result is lower triangular, with x i times the highest coefficient of p i (x) occupying the ith diagonal position, for i = 0, 1, . . .. The computation is as follows.
In the last member, the inner sum is well known to vanish if ℓ < k, so the entire expression vanishes unless r ≥ k. If k = r the last member is r!c r,r x r . 2 Usually, determinants don't relate well to addition of matrices. That is, if det U , det V can be evaluated in simple closed form, there is no reason to suppose that the same is true of det (U + V ). But the determinants that we are now studying act nicely under matrix addition.
The reason is that all of the matrices in the family (1) are simultaneously triangularized by the universal matrix b of (3). Thus, if An interesting special case is obtained by taking S to be a set of m equally spaced points in an interval, say (0, 1), taking the c(r)'s all equal to 1/m, and taking the limit as m → ∞. The result is that 
