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Abstract
In this paper tools for the analysis of Dirac structures on Hilbert spaces are developed.
Some properties are pointed out and two natural representations of Dirac structures on
Hilbert spaces are presented. The theory is illustrated on the example of the ideal trans-
mission line.
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1 Introduction
A prevailing trend in the modeling of physical systems for simulation is network modeling.
The system is split into sub-systems that are interacting with each other. A particularly
useful type of network modeling is port-base modeling, where the sub-systems are interacting
with each other via ports. This way of modeling has several advantages. It represents a
unified way to model physical systems from different physical domains such as mechanical,
electrical, hydraulic, thermal, and so on. The knowledge about models of sub-systems (sub-
models) can be stored in libraries and is reusable for later occasions. The modeling process
can be performed in an iterative manner, gradually refining the model by adding other sub-
models. The conceptual framework of port-based modeling has been formalized into the
modeling language of bond graphs formulated by Paynter in 1961 [1] (see also [2]). Sub-
models that build a port-based model are classified into two groups. The first group consists
of energy-storage elements (used for description of capacitors, inductors, masses, springs,
etc.), dissipative elements (used for description of dampers, resistance, etc.), and sources
(used for description of voltage sources, current sources, etc). The second group consists
of sub-models representing the interconnection part of the port-based model, for example
describing Kirchhoff’s laws, d’Alembert’s principle and balance laws.
The interconnection structure is a linear power-conserving part of a port based model. By
analyzing the interconnection structure we can get structural information about the correct-
ness of the considered model or about its dynamical behavior [3]. Furthermore, an appropriate
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representation of the interconnection structure leads to an efficient code for numerical simula-
tion (see for example [3]). The interconnection structure can be considered from a geometric
point view. Namely, the subspace of admissible flows and efforts imposed by an interconnec-
tion structure represents a Dirac structure. Therefore, the properties of an interconnection
structure can be looked through the properties of the corresponding Dirac structure. This
approach was initiated for electrical circuits in [4] and for rigid mechanisms in [5]. Dirac
structures were originally introduced by Courant [6] and Dorfman [7]. In [6] they were inves-
tigated as a generalization of Poisson and (pre)-symplectic structures, Dorfman [7] developed
an algebraic theory of Dirac structures in the context of the study of completely integrable
systems of partial differential equations.
Constant Dirac structures have been mainly investigated on finite dimensional vector
spaces [4, 8] with the exception of [9] where the authors considered Dirac structures on vector
spaces of differential forms. Dirac structures on Hilbert spaces have been introduced in [10]
and independently in [3]. The aim of this paper is to develop tools for the analysis of Dirac
structures on Hilbert spaces. The reasons why we study Dirac structures on Hilbert spaces is
twofold. Hilbert spaces are general enough to cover a large class of models of physical systems
(telegrapher’s equations, vibrating string, longitudinal oscillations in a bar, Timoshenko beam
model, etc) and at the same time the notion of Hilbert spaces offers enough structure for
analyzing such systems. The results presented in this paper are a generalization of some
results presented for finite dimensional spaces in [4, 8, 11].
The paper is structured in the following way. The definition of power-conser-ving struc-
tures and Dirac structures on real vector spaces is presented in Section 2. The basic set up for
the definition of Dirac structures on Hilbert spaces is presented in Section 3 where also some
properties of Dirac structures are pointed out. The main result of this paper is presented
in Section 4. In this section we prove the existence of kernel and image representations for
Dirac structures on Hilbert spaces. In many practical applications the model can be rewritten
as the kernel of a linear transformation. We present necessary and sufficient conditions for
this kernel representation to define a Dirac structure. The theory developed in this paper is
illustrated on the example of an ideal transmission line in Section 5. Conclusions and some
remarks are presented in Section 6.
2 Power-conserving structures
In this section we introduce the notation used in this paper. Furthermore, power-conserving
structures are defined and the definition of Dirac structures as a special type of power-
conserving structures is presented.
Let F and E be real vector spaces, and assume that a non-degenerate bilinear form 〈·|·〉B
is defined on F × E . Call F the space of flows, E the space of efforts, B := F × E the bond
space, and 〈·|·〉B the power product. A linear subspace Z of B is said to be a power-conserving
structure if
〈e|f〉B = 0, ∀(f, e) ∈ Z,
Closely related to the power product is the bilinear form  ·, · B on B defined by
 (f1, e1), (f2, e2) B= 〈e
1|f2〉B + 〈e
2|f1〉B, (f
1, e1), (f2, e2) ∈ B.
The power product 〈·|·〉B and the bilinear form  ·, · B are related by
 (f1, e1), (f2, e2) B= 〈e
1 + e2|f1 + f2〉B − 〈e
1|f1〉B − 〈e
2|f2〉B, (1a)
2
〈e|f〉B =
1
2
 (f, e), (f, e) B . (1b)
The orthogonal complement of Z ⊆ B with respect to the bilinear form  ·, · B, denoted
by Z⊥, is defined as
Z⊥ := {b ∈ B : b, b˜ B= 0,∀b˜ ∈ Z}.
Remark 2.1 The subspace Z ⊂ B is a power-conserving structure if and only if Z ⊆ Z⊥.
A special type of power-conserving structure is a Dirac structure:
Definition 2.2 A subspace D ⊂ B is a Dirac structure on B if D = D⊥.
3 Dirac structures on Hilbert spaces
In this section we provide a basic set-up for the definition of Dirac structures on Hilbert
spaces. Also, some properties of this class of Dirac structures are pointed out.
Let the flow space F and effort space E be Hilbert spaces with inner products
〈·, ·〉F : F × F → R, 〈·, ·〉E : E × E → R,
respectively. Throughout this paper we make the following two assumptions.
Assumption 3.1 The spaces F , E are isometrically isomorphic.
Assumption 3.2 The power product on B = F×E and the inner products on F , E are related
as
〈e|f〉B = 〈f, r
F
E e〉F = 〈e, r
E
Ff〉E ,
where
rFE : E → F ,
is a bijective isometry from E to F and
rEF := (r
F
E )
−1 : F → E ,
is a bijective isometry from F to E, respectively.
Assumption 3.1 is equivalent to the fact that the Hilbert spaces F and E have the same
cardinality, see Kreyszig [12]. Note that the previous two assumptions are more general than
those presented in [10], where it is assumed that F = E and the power product is identified
with the inner product on F . This generalization is important since in some applications the
power product can be indefinite (see the example in Section 5).
Since F and E are Hilbert spaces the bond space B = F × E is also a Hilbert space with
its inner product 〈·, ·〉B given by
〈b1, b2〉B = 〈f
1, f2〉F + 〈e
1, e2〉E .
The bilinear form  ·, · B is related to this inner product by
 b1, b2 B= 〈b
1, Rb2〉B, (2)
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where R : B → B is the linear operator defined by
R :=
[
0 rFE
rEF 0
]
. (3)
Since rFE , r
E
F are isometries, R is a bounded linear operator and RR = idB. Hence R is
invertible with inverse R−1 = R.
We first state three auxiliary results. The first result has been also proved in [10], but we
repeat the proof for the sake of completeness of the paper.
Lemma 3.3 ([10]) Let Z be a power-conserving structure on B. Then its closure cl(Z) is
also a power-conserving structure.
Proof First we note that continuity of the inner product implies the continuity of the bilinear
form. Next take a sequence {bk}k∈N = {(fk, ek)}k∈N in Z that converges to b = (f, e).
Equations (1b) and continuity of the bilinear form imply
〈e|f〉B =
1
2
 b, b B=
1
2
 lim
k→∞
bk, lim
k→∞
bk B=
1
2
lim
k→∞
 bk, bk B= 0.
Therefore cl(Z) is a power-conserving structure.
Lemma 3.4 Let Z be a power-conserving structure on B. Then RZ is also a power-conserving
structure on B.
Proof Let b = (f, e) be an element of RZ. Then
〈e|f〉B =
(1b)
1
2
 b, b B =
(2)
1
2
〈b,Rb〉B =
(2)
1
2
 Rb,Rb B .
Since Rb belongs to RRZ = Z and Z is a power-conserving structure we obtain 〈e|f〉B = 0.
Consequently, RZ is a power-conserving structure.
The orthogonal complement of a subset Z with respect to the inner product 〈·, ·〉B, denoted
by Zc is defined by
Zc = {b ∈ B : 〈b, b˜〉B = 0,∀b˜ ∈ Z}.
The following lemma provides the connection between Z⊥, Zc and between Z and Z⊥⊥. The
binary operator  stands for the orthogonal direct sum.
Lemma 3.5 Let Z be a subspace on B. Then
(i) Z⊥ = RZc,
(ii) Z⊥⊥ = cl(Z).
Proof
(i) This is a direct consequence of Equation (2). Indeed, let b be an element of Z, b˜ an element
of Z⊥ and b¯ an element of Zc. Then
 b, b˜ B= 0⇒
(2)
〈b,Rb˜〉B = 0 ⇒ RZ
⊥ ⊆ Zc ⇔ Z⊥ ⊆ RZc,
〈b, b¯〉B = 0⇒
(2)
 b,Rb¯ B= 0 ⇒ RZ
c ⊆ Z⊥.
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(ii) Since cl(Z)  Zc = B and Z⊥  Z⊥c = B, (i) implies
cl(Z)  Zc = cl(Z)  RZ⊥ = B,
Z⊥  Z⊥c = Z⊥  RZ⊥⊥ = B ⇔ Z⊥⊥  RZ⊥ = B.
The previous equation implies cl(Z) = Z⊥⊥.
Remark 3.6 Since Zc is a closed subspace of B and R is a boundedly invertible operator, it
follows that Z⊥ is a closed subspace of B.
In the sequel two main results regarding the properties of Dirac structures on Hilbert spaces
are presented.
Theorem 3.7 Let D be a subspace on B. The following statements are equivalent:
(i) D is a Dirac structure on B.
(ii) Dc = RD.
(iii) D  RD = B.
(iv) Dc  RDc = B and D is a closed subspace of B.
Proof
(i) ⇒ (ii) Lemma 3.5 implies Dc = RD⊥. Since D⊥ = D, (ii) is obtained.
(ii) ⇒ (iii) If (ii) is satisfied, then D is a closed subspace of B. Therefore D  Dc = B and
(iii) holds.
(iii) ⇒ (iv) The statement (iii) implies that D is closed subspace of B and that Dc = RD.
Using R2 = idB and this last equality we see that D = RD
c. Finally, D  Dc = B implies
that Dc  RDc = B.
(iv) ⇒ (i) Closedness of D implies that Dcc = D. On the other hand Dc  RDc = B implies
Dcc = RDc. Therefore Dc = RD. Furthermore, Lemma 3.5 implies D⊥ = RDc = RRD = D.
Thus D is a Dirac structure of B.
Note that the implications (i) ⇒ (ii), (i) ⇒ (iii) and (i) ⇒ (iv) were also proved in [10].
The following theorem gives a necessary and sufficient condition when a closed subspace
D ⊂ B is a Dirac structure.
Theorem 3.8 Let D be a closed subspace of B. D is a Dirac structure if and only if D and
Dc are power-conserving structures on B.
Proof
Necessity: Suppose that D is a Dirac structure. Combining theorem 3.7(ii) and Lemma 3.4
gives that Dc is a power-conserving structure.
Sufficiency: Suppose that both D and Dc are power conserving-structures. Since D⊥ = RDc
(Lemma 3.5 (i)) it follows that D⊥ is a power-conserving structure by virtue of Lemma 3.4.
Since both D and D⊥ are power-conserving structures, Remark 2.1 implies that
D ⊆ D⊥, D⊥ ⊆ D⊥⊥.
Lemma 3.5 (ii) and the closedness of D gives that D = D⊥⊥. This together with the previous
relations show that D = D⊥. Consequently, D is a Dirac structure.
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4 Representations of Dirac structures
In this section we consider two natural representations of Dirac structures on Hilbert spaces,
namely kernel and image representations. For the finite-dimensional case see [8].
In the previous section we have shown that a Dirac structure on a Hilbert space B is a
closed subspace of B (see Lemma 3.3 (i) ⇔ (iv)). Therefore, there exists a Hilbert space L
and a linear transformation T : B → L such that
D = ker(T ).
For instance, one could take L to be Dc and T the projection on Dc along D. Closedness of a
Dirac structure D also implies the existence of a Hilbert space L and a linear transformation
W such that
D = im(W ).
For instance, one could take L to be Dc and W the restriction of R on Dc. Therefore, any
Dirac structure has both a kernel and an image representation.
In applications, a Dirac structure is often given as the kernel of a linear transformation.
The following theorem gives a practical method to check when the kernel of a linear trans-
formation is a Dirac structure.
Theorem 4.1 Let L be a Hilbert space and let T : dom(T ) ⊆ B → L be a closed linear
transformation whose domain, dom(T ), is a dense subspace of B. The subspace D = ker(T )
is a Dirac structure on B if and only if ker(T ) and im(T ∗) are power-conserving structures.
Proof The closed linear transformation T has a dense domain and thus there exists a unique
adjoint denoted by T ∗ : dom(T ∗) ⊆ L → B. Furthermore, the kernel of T and image of T ∗
are related as (see [13], pp. 357, Theorem 5.22.6)
(ker(T ))c = cl(im(T ∗)).
Necessity: If the subspace D of B is a Dirac structure on B, then D and Dc are power-
conserving structures on B (see Theorem 3.8). Therefore D = ker(T ) and Dc = (ker(T ))c =
cl(im(T ∗)) are power-conserving structures on B. Since im(T ∗) ⊆ cl(im(T ∗)), we have that
im(T ∗) is also a power-conserving structure.
Sufficiency: If im(T ∗) is a power-conserving structure, then cl(im(T ∗)) is also a power-
conserving structure (see Lemma 3.3). Since D = ker(T ) and Dc = cl(im(T ∗)), it follows
that D and Dc are power-conserving structures on B. Consequently D is a Dirac structure
on B by virtue of Theorem 3.8.
5 Example
Consider a transmission line with length S. Kirchhoff’s laws describing the transmission line
are given by
eφ = −
∂eq
∂z
,
fq = −
∂fφ
∂z
.
(4a)
Here z ∈ [0, S] is the spatial variable, fq is the rate of charge density, eq is the distributed
voltage, fφ is the distributed current and eφ is the rate of flux density. Note that the subscript
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q is used for variables characterizing the electric domain and φ for variables characterizing
the magnetic domain. The boundary conditions are
fφ(0) = fL, eq(0) = eL,
fφ(S) = fR, eq(S) = eR,
(4b)
where fL and eL are the current and voltage at the left boundary, and fR and eR are the
current and voltage at the right boundary. The space of flow variables is taken to be the same
as the space of effort variables and equal to
F = E = L22(0, S) × R
2,
where L2(0, S) is the space of square integrable functions on [0, S]. An element of the space
F is denoted by
f = (fq, fφ, fL, fR),
and an element of the space E is denoted by
e = (eq, eφ, eL, eR).
The inner product on F is
〈f1, f2〉F =
S∫
0
f1q (z)f
2
q (z)dz +
S∫
0
f1φ(z)f
2
φ(z)dz + f
1
Lf
2
L + f
1
Rf
2
R.
The bijective isometry is given by
rFE = r
E
F =


idL2(0,S) 0 0 0
0 idL2(0,S) 0 0
0 0 −1 0
0 0 0 1

 .
Therefore the power product is defined as
〈e|f〉B = 〈e, f〉F =
S∫
0
fq(z)eq(z)dz +
S∫
0
fφ(z)eφ(z)dz − fLeL + fReR. (5)
Clearly, the power product is indefinite. The first term represents the power associated to the
electrical domain, the second term is the power associated to the magnetic domain and the
last two terms represent the power exchanged through the boundary. The space of admissible
flows and efforts imposed by (4) is in kernel representation by
D = ker(T ),
where T : dom(T ) ⊂ B → L = L2(0, S) × R
2 × L2(0, S) × R
2 is given by
T =


idL2(0,S)
∂
∂z
0 0 0 0 0 0
0 δL −1 0 0 0 0 0
0 δR 0 −1 0 0 0 0
0 0 0 0 ∂
∂z
idL2(0,S) 0 0
0 0 0 0 δL 0 −1 0
0 0 0 0 δL 0 0 −1


.
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and
dom(T ) = L2(0, S) × dom(
∂
∂z
)× R× R× dom(
∂
∂z
)× L2(0, S) × R× R,
where
dom(
∂
∂z
) = {x ∈ L2(0, S) : x absolutely continuous and
∂x
∂z
∈ L2(0, S)}.
Furthermore, δL : dom(
∂
∂z
) ⊂ L2(0, S) → R is defined as δLx = x(0) and δR : dom(
∂
∂z
) ⊂
L2(0, S) → R is defined as δRx = x(S). First we prove that D is a power conserving structure.
Indeed, if (f, e) ∈ D, then
〈e|f〉B =
(4a)
−
S∫
0
∂fφ(z)
∂z
eq(z)dz −
S∫
0
∂eq(z)
∂z
fφ(z)dz + eLfL + eRfR
= −eq(S)fφ(S) + eq(0)fφ(0) + eLfL + eRfR =
(4b)
0.
Denote an element of the space L, the co-domain of the operator T , by
l = (lφ, lfL , lfR , lq, leL , leR).
The computation of T ∗ is straightforward. The boundary evaluation made in T moves to a
condition on the domain of T ∗. The linear transformation T ∗ : dom(T ∗) ⊂ L → B has the
following form
T ∗ =


idL2(0,S) 0 0 0 0 0
− ∂
∂z
0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 idL2(0,S) 0 0
0 0 0 − ∂
∂z
0 0
0 0 0 0 1 0
0 0 0 0 0 1


,
and the domain of T ∗ is given by
dom(RT ∗) = { l ∈ dom(
∂
∂z
)× R2 × dom(
∂
∂z
)×R2 :
lφ(0) = lfL , lφ(S) = lfR , lq(0) = leL , lq(S) = leR}.
Now we prove that im(T ∗) is a power-conserving structure. Indeed,
〈e|f〉B = −
S∫
0
∂lφ(z)
∂z
lq(z)dz −
S∫
0
∂lq(z)
∂z
lφ(z)dz + lfL leL + lfR leR
= −lq(S)lφ(S) + lq(0)lφ(0) + lfLleL + lfRleR = 0.
Therefore the subspace D represents a Dirac structure by virtue of Theorem 4.1. This im-
plies that Equations (4) represent the interconnection part of the transmission line (for an
alternative proof see [9]).
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6 Conclusions
In this paper some tools for the analysis of Dirac structures on Hilbert spaces have been
developed. Some properties have been pointed out (Section 3) and two natural representations
of Dirac structures on Hilbert spaces have been presented (Section 4). The main result of
this paper is Theorem 4.1 in Section 4 which yields a practical way to check when the kernel
of a densely defined closed operator is a Dirac structure. The theory has been illustrated on
the example of the ideal transmission line.
Further research will focus on compositional properties of Dirac structures on Hilbert
spaces, and on the finite-dimensional approximation of infinite-dimensional Dirac structures.
For Dirac-structures on finite-dimensional linear spaces it has been shown that the power-
conserving composition of Dirac structures again defines a Dirac structure. This is a funda-
mental fact in the representation of interconnected physical systems. For Dirac structures on
Hilbert spaces this compositional property is not necessarily true, cf. [3].
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