In this note, we consider a framework for the analysis of iterative algorithms which can described in terms of a structured set-valued operator. More precisely, at each point in the ambient space, we assume that the value of operator can be expressed as a finite union of values of single-valued paracontracting operators. Our main result, which shows that the associated fixed point iteration is locally convergent around strong fixed points, generalises a theorem due to Bauschke & Noll (2014) .
Preliminaries
Our setting throughout is the Euclidean space X = R k equipped with norm · . Recall that a continuous operator, S : X → X, is said to be paracontracting [5] if S(x) − y < x − y (∀x ∈ X \ Fix S)(∀y ∈ Fix S),
where Fix S = {x ∈ X : S(x) = x} denotes the fixed point set of the (single-valued) operator S. The class of paracontracting operators includes, in particular, all averaged nonexpansive and firmly nonexpansive operators; see [2, §4] . Recall that an operator, S : X → X, belongs to the former class if there exists σ > 0 such that S(x) − S(y) 2 + σ (x − S(x)) − (y − S(y)) 2 ≤ x − y ∀x, y ∈ X.
In this work, we consider a structured set-valued operator, T : X ⇒ X, whose values can be expressed as the union of paracontracting operators taken from a finite collection of such operators. To be precise, let I denote a finite index set. We consider operators T : X ⇒ X of the form T (x) := {T i (x) : i ∈ φ(x)} ∀x ∈ X,
where, for each i ∈ I, the single-valued operator T i : X → X is paracontracting, and the active selector, φ : X ⇒ I, dictates which operators from the collection {T i } i∈I are active and satisfies the following two properties.
(P1) φ(x) is non-empty for every x ∈ X.
(P2) φ is outer semicontinuous (osc) [1, §3.2] , that is, for all x ∈ X it holds that φ(x) ⊇ Lim sup y→x φ(y) := {i ∈ I : ∃x n → x, ∃i n → i with i n ∈ φ(x n )}, where the limit superior is taken in the sense of Painlevé-Kuratowski [1, §3.1].
Note that, for set-valued maps, there are two notions of fixed points which both coincide for single-valued operators; the fixed point set denoted Fix T := {x : x ∈ T (x)}, and the strong fixed point set denoted Fix T := {x :
In what follows, we shall refer to operators of the form (1) which satisfy the aforementioned properties as union paracontracting. Definition 1.1 (Union paracontracting). An operator T : X ⇒ X is said to be union paracontracting if there exist a finite index set, I, a collection of single-valued paracontracting operators, {T i } i∈I , and an active selector, φ, satisfying (P1)-(P2) such that T is of the form specified by (1) .
In this work, we study convergence properties of the fixed-point iteration of union paracontracting operators. More precisely, given an initial point, x 0 ∈ X, we consider a sequence (x n ) n∈N generated by iterating the operator T in the sense that
Equivalently, for each n ∈ N, there is an index i n ∈ φ(x n ) such that
The following results is a general convergence criterion for sequences conforming the structure of the iteration defined by (3). . Let {T j } j∈J be a collection of paracontracting operators on X where the index set J is assumed to be finite. Let {j n } n∈N ⊆ J be an admissible control ( i.e., each element in J appears infinitely often in the sequence) and let x 0 ∈ X be given. Then the sequence defined by
converges if and only if the collection of operators, {T j } j∈J , have a common fixed point. Moreover, in this case lim
Given the sequence (x n ) n∈N in (3) defined by applying the operators (T in ) n∈N , the admissible set for (x n ) n∈N is the (finite) set I * ⊆ I such that i * ∈ I * appears infinitely often in (i n ) n∈N . Note that I * is always nonempty by virtue of the finiteness of I.
The Main Result: Local convergence
In this section, we prove an abstract result concerning local convergence of iterations based on union contracting operators. We begin with the following proposition which applies, in particular, to active selectors. In what follows, B(x * ; δ) denotes the closed ball centered at x * with radius δ > 0.
Proposition 2.1. Suppose ϕ : X ⇒ M for a finite set M , and let x * ∈ X. Then ϕ is outer semicontinuous at x * if and only if there exists δ > 0 such that
Proof. (=⇒): Suppose, by way of a contradiction, that ϕ is osc at x * but there exists a sequence (
Since M is finite, by applying the pigeonhole principle and passing to a subsequence if necessary, we may and do assume that there exists an index n 0 ∈ N such that m n = m ∈ M for all n ≥ n 0 . Altogether, we deduce that
where the last equality follows from [1, Exercise 3B.1]. But then (5) contradicts (4), and thus completes the first half of the proof. (⇐=): Consider two arbitrary sequences, (x n ) n∈N and (i n ) n∈N , such that x n → x * and i n → i with i n ∈ ϕ(x n ). In order to deduce that ϕ is osc at x * , we must show that i ∈ ϕ(x * ). To this end, since M is finite, there exists an index n 0 ∈ N such that i n = i for all n ≥ n 0 . By assumption, there is a δ > 0 such that ϕ(x) ⊆ ϕ(x * ) for all x ∈ B(x * ; δ) and, consequently, there is an index n 1 ≥ n 0 such that ϕ(x n ) ⊆ ϕ(x * ) for all n ≥ n 1 . Altogether,
Thus we have that i ∈ ϕ(x * ) and so the proof is complete.
We are now ready to prove our main result concerning local convergence of the algorithm defined by (2) . In what follows, we adopt the convention that sup ∅ = −∞. Theorem 2.2 (Local convergence around strong fixed points). Suppose T : X ⇒ X is union paracontracting with x * ∈ Fix T , and define
Then r > 0, and y − x * ≤ x − x * whenever x ∈ B(x * ; r) and y ∈ T (x). Furthermore, if the initial point x 0 is contained in B(x * ; r) and x n+1 ∈ T (x n ) for all n ∈ N, then the sequence (x n ) n∈N converges to point x ∈ Fix T ∩ B(x * ; r).
Proof. Since x * ∈ Fix T , it follows from Definition 1.1 that φ(x * ) ⊆ I is nonempty with
As φ is osc at x * (Property (P2)), Proposition 2.1 implies the existence of a δ > 0 such that φ(x) ⊆ φ(x * ) for all x ∈ B(x * ; δ). Consequently, the constant r, as defined in (6), is not less than δ and thus, in particular, strictly greater than zero. Since {T i } i∈I is a collection of paracontracting operators, we therefore deduce that T i (x) − x * ≤ x − x * whenever x ∈ B(x * ; r) and i ∈ φ(x * ) which implies that
whenever x ∈ B(x * ; r) and y ∈ T (x). This completes the proof of the first two assertions. Furthermore, suppose x 0 ∈ B(x * ; r) and x n+1 ∈ T (x n ) for all n ∈ N. Then it follows that x n ∈ B(x * ; r) for all n ∈ N and, thus together with (P1), that the set of admissible indices for (x n ) n∈N , denoted I * , is a nonempty subset of φ(x * ). Applying Theorem 1.2 (with J = I * ) gives that x n → x ∈ Fix T i * for some i * ∈ I * . The final claim regarding the limit, x, follows by noting that Fix T i * ⊆ Fix T and that B(x * ; r) is closed.
Remark 2.3 (Necessity of strong fixed points). In general, the assumption that x * is strong fixed point of T cannot be relaxed to a mere fixed point; see [4, Remark 2] . ♦ Remark 2.4 (The Douglas-Rachford algorithm). Theorem 2.2 generalised [4, Theorem 1] which considers the case in which T is a specific operator; the Douglas-Rachford operator for two sets, A and B, which can be realised as finite unions of closed convex sets {A} i∈I and {B j } j∈J . That is, A := i∈I A i , B := j∈J B j and
where P A (x) := arg min a∈A x − a denotes the projector onto A and R A := 2P A − I. In this case, the function φ : X ⇒ I × J can be defined as
and we therefore have that T (x) = {T ij (x) : i ∈ φ(x)} where T ij : X → X is defined by Corollary 2.5 (Global convergence). Suppose T : X ⇒ X is union paracontracting and there exists a strong fixed point x * ∈ Fix T such that φ(x * ) = I. For any x 0 ∈ X, select x n+1 ∈ T (x n ) for all n ∈ N. Then the sequence (x n ) n∈N converges to point x ∈ Fix T .
Proof. Since φ(x * ) = I and range(φ) ⊆ I, the constant r > 0 in (6) becomes r = sup {δ > 0 : φ(x) ⊆ I for all x ∈ B(x * ; δ)} = +∞.
The result then follows from Theorem 2.2.
An Application: Sparsity constrained minimisation
In this section, we give an application of Theorem 2.2 in sparsity constrained minimisation. In particular, we consider minimisation problems of the form
where f : X → R is convex and continuously differentiable with Lipschitz continuous gradient, ∇f , having Lipschitz constant L > 0, x 0 denotes the ℓ 0 -functional which counts the number of non-zero entries in a vector x, and s ∈ {0, 1, . . . , k} is an a priori estimate on the sparsity of x (typically s ≪ k). Denote A := {x ∈ X : x 0 ≤ s}. A forward-backward algorithm (or a projected gradient algorithm) [2, (27.26)] for (7) can now be compactly described as
where the constant γ is selected such that γ ∈ (0, 2/L). This algorithm also appears, for instance, in [6] under the name fast gradient hard thresholding pursuit (FGraHTP). In order to investigate the properties of the forward-backward operator for (7), we introduce some further notation. Denote I := {I ∈ 2 {1,2,...,k} : |I| = s}. Then the set A can be expressed as the union of nonempty subspaces, precisely
Consequently its projector has the form
where φ(x) := {I ∈ I : x − P A I (x) = min J∈I x − P A J (x) } and we recall that the projector onto a nonempty, closed, convex set is everywhere single-valued and continuous [2, Theorem 3.14 & Proposition 4.8]. The operator T may then be expressed in terms of single-valued operators as
where, for convenience, we denote Q := I − γ∇f .
Proposition 3.1 (Forward-backward with a sparsity constraint). The forward-backward operator for (7), T : X ⇒ A, defined by (8) is union paracontracting.
Proof. We use the representation (9) to show that T is union paracontracting. First note that, for each J ∈ I, the argument in [2, Theorem 25.8] shows that the (single-valued) operator P A J • Q is averaged nonexpansive and thus, in particular, also paracontracting. The finiteness of the cardinality set I together with the definition of φ imply that ϕ is nonempty valued. To see that ϕ is osc, consider two sequences, (x n ) n∈N and (I n ) n∈N , such that x n → x ∈ X and I n → I ∈ I such that I n ∈ ϕ(x n ). Since I is finite, it follows that I = I n for all sufficiently large n and hence, using the fact that both P A J and Q are continuous, we deduce that
which shows that I ∈ ϕ(x) and we conclude that ϕ is osc. This shows that T is union paracontracting and completes the proof.
For a vector x ∈ X, let σ s (x) denote its sth largest entry in magnitude, so that
The following describes the fixed point sets of the forward-backward operator.
Proposition 3.2 (Fixed points with a sparsity constraint). Let T : X ⇒ A denote the forward-backward operator for (7) and x ∈ X. The following assertions hold.
(i) x ∈ Fix T if and only if there exists an I ∈ ϕ(x) such that arg min z∈A I f (z).
(ii) x ∈ Fix T if and only if x ∈ Fix T and ∪ I∈ϕ(x) arg min z∈A I f (z) is a singleton.
(iii) In particular, if x ∈ Fix T then x ∈ Fix T as soon as either
Proof. (iii): Let x ∈ Fix T ⊆ A. On one hand, if ∇f (x) = 0, then T (x) = P A (x − γ · 0) = P A (x) = {x}, and hence x ∈ Fix T . On the other hand, the definition of Fix T ensures the existence of an index set I ∈ ϕ(x) such that x ∈ Fix T I . In this case,
and it follows that ∇f (x) i = 0 when i ∈ I, x i = 0 when i ∈ I, and
Combining this with (10) yields the inequality
Using [3, Proposition 3.6], we deduce that ϕ(x) can be equivalently described as
Since I ∈ ϕ(x) and the inequality in (11) is strict, (12) shows that {I} = ϕ(x). By applying (ii), we deduce that x ∈ Fix T which completes the proof.
Proposition 3.2 shows that every fixed point of T is a minimiser of f with respect to a subspace A I for some I ∈ I, and hence, in particular, every minimiser of (7) is a fixed point of T . Corollary 3.3 (Local convergence for sparsity constrained minimisation). The conclusions of Theorem 2.2 apply to the forward-backward operator for (7) defined by (8). In particular, the iteration (8) is locally convergent around strong fixed points of T .
Remark 3.4 (Restricted isometry/convexity/smoothness properties). Many results in the literature concerning the behaviour of the forward-backward algorithm applied to (7) proceed by assuming a strong hypothesis such as restricted isometry property or one of its variants. For instance, [6, Theorems 1 & 2] rely on restricted strong convexity/smoothness of the function f . Such properties typically provide a guarantees on accuracy of the recovered solutions and not only convergence. Whilst Corollary 3.3 provides no such guarantee, we emphasis that also does not require any "restricted" property be assumed, and so is complementary to any such result. ♦
