THREE APPROACHES TO RESOLVING PROBLEMS ARISING FROM ASSUMPTION VIOLATION DURING STATISTICAL ANALYSIS IN GEOGRAPHICAL RESEARCH
At least two fundamental concerns arise when using statistical analysis in geographical research. One focuses upon whether or not the data satisfy the assumptions associated with given tests. The second arises from concern that data satisfying required assumptions are at a tangent to the interests of geographers K While both points deserve thought and attention, this paper focuses upon the former within the context of the Neyman-Pearson approach to inferential statistical analysis 2 .
Given such an orientation, three inter-related considérations appear. First, it is essential to identify the assumptions which, if not satisfied, will lead to difficulties in interpreting test results. Second, the researcher should develop some personally-satisfying criteria which may be used to décide whether assumptions are or not satisfied. Third, if an assumption is violated by a data set, the investigator must décide how to résolve this problem. Minor attention is directed to the first two considérations noted hère. The main thrust of the paper is toward identifying methods for proceeding when assumptions are not satisfied.
ASSUMPTION IDENTIFICATION AND CRITERIA
Independence of observations, normality and homogeneity frequently are assumed to underlay data during statistical analysis within the NeymanPearson school. A further assumption often encountered is that of linearity. Thus, as a basic guideline, the geographer often has to consider whether data meet one, ail, or some combination of thèse four assumptions. Certainly the requirement of independence will always be encountered. The relevance of the other three is a function of the spécifie tests used in analysis.
Rare is the analyst who possesses data which perfectly meet the assumptions of normality, homogeneity or linearity. Minor déviations from thèse ideals are the norm, and major déviations are not uncommon 3 . The difficulty is, of course, to differentiate between a minor or acceptable dévi-ation and a major one. The outcome is the need for criteria against which the investigator judges the data. Development and présentation of explicit criteria would assist in eliminating misunderstandings between researchers. Use of such criteria would also be necessary, but not sufficient, to encourage validation and replication of research findings.
General guidelines are difficult, and perhaps necessarily impossible, to develop. The nature of the problem under investigation, the conséquences of faulty interprétations, the availability of external checks and the expérience of the investigator ail will and should resuit in différent judgements being made about the adequacy of data. It thus becomes a task for each researcher to develop a set of personally-satisfying criteria which are made available to readers.
PROCEDURES WHEN ASSUMPTIONS ARE VIOLATED
After having identified critical assumptions and having determined whether or not they are satisfied, the investigator has a final task. In what manner should analysis proceed given that one or more assumptions are not met ? Three alternatives are considered hère with the qualification that the ultimate goal is to sélect the most powerful and efficient test available. With this constraint, the researcher may either turn to transformations, distributionfree or nonparametric tests, or the concept of robustness. The first two alternatives, transformations and distribution-free or nonparametric methods, are discussed briefly. More time is directed toward robustness for several reasons. Relatively few geographers appear to be aware of this concept. Or, if aware of robustness, they do not use it explicitly in published research. Conversely, where geographers hâve referred to robustness they often hâve misused or abused the concept.
TRANSFORMATIONS
Bartlett notes that when the original distribution is « grossly nonnormal », it is often possible by a suitable transformation to obtain a distribution more nearly normal 4 . Boneau agrées with such a statement, as he notes that •«. . data hâve an exasperating tendency to manifest themselves in a form which violâtes one or more assumptions underlying the usual statistical tests of significance. » 5 Encountering such data, Boneau observes that the researcher usually attempts transformations in order to make the assumptions tenable, or looks elsewhere for alternative tests.
What is a transformation, and what are the gênerai situations for which they are applicable ? Mueller provides useful answers to both questions. In his view, the term transformation refers to opérations by which one set of numbers is changed into another set. 6 Examples are the familiar procédures of Computing logarithms or reciprocals of observations.
Mueller suggests that transformations are used most frequently in three situations. 7 The first situation is one in which a quantitative îheoretical statement or prédiction is reduced to a simpler form in order to facilitate inspection of the agreement between data and theory. To illustrate, he observes that réduction of a theoretical statement to a simple form often begins with an effort to express the relationship in linear form. A second situation is one in which a transformation is used to aid description, such as to find an approximate descriptive expression for the relationship between variables. As opposed to the first situation already described, such a quantitative expression generally has no theoretical basis. Instead, the expression simply describes the data within constraints established by the consistency of the data and concern for simplicity. The important aspect to stress is that the observed relationship in the transformed data implies no theory and the résultant descriptive expression does not constitute a theory of the data under investigation.
The third situation occurs when one frequency distribution is changed to another to permit application of more efficient statistical tests during analysis. Mueller states that although conversions of observations into any specified frequency function is possible, the most frequently encountered problem is that of making data approximate the normal curve. In his words, the reason «... arises mainly from the greater amount of information available on the sampling characteristics of the parameters of this function ; if the data can be put into the appropriate form, larger resources exist for testing statistical hypothèses.» 8 A useful framework is thus established against which the geographer can consider the rôle of transformations when analyzing data. Mueller makes an important point that the investigator must distinguish between îheoretical and computational implications of transforming data. Transformations may or may not hâve a theoretical underpinning, and this aspect must be kept in mind when interpreting the test statistics stemming from such data.
The issue of theoretical versus operational rationals for transforming data provides a departure point for considering some difficultés which may confound interprétation of test results following transformations. Two aspects are important. First, transformations may imply a relationship which is not présent in the raw data. As Gould has noted with référence to régression or corrélation analysis, transformation of variables to satisfy assumptions may 6 MUELLER, C. G. (1949) Numerical transformations in the analysis of expérimental data. Psychological Bulletin, change the very form of the relationship and model. 9 To illustrate, he notes that transforming both variables to logarithms implies the existence of an exponential relationship between the variables. Another complication may arise if, by transforming to satisfy one assumption such as normality or linearity, another assumption is violated. It has been pointed out, for example, that in testing a theoretical prédiction of linearity of relationship between two transformed variables, the transforming opérations may introduce non-normality and heterogeneity of variability around the theoretical line.
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In discussing the analysis of variance F-distribution, Lindquist élaborâtes upon the second considération. The conclusions to be drawn from this discussion are straight forward. Transformations constitute a usefui approach for overcoming violation of assumptions during inferential statistical analysis. Transformations may be utilized when it is necessary to achieve linearity, normality or homogeneity. Conversely, transformations are not without problems. One assumption may be realized at the expense of generating a new violation of another assumption. The basic relationship or model underlaying the data or analytical method may not be consistent with data in their transformed state. Furthermore, no theoretical foundation may support the transformation. Yet the geographer's concern with pattern and process may tempt inferences about thèse dimensions based upon data which are difficult if not impossible to interpret due to distortions created by transformations. Gould has stated succinctly the predicament that transformations may create when he exclaimed that, « Too often we end up relating the value of one variable to the log of another, with the square root of the third, the arc sin of the fourth, and the log of a log of a fifth. Everything is normal, statistically significant at the one percent level -except that we hâve not the faintest idea what it means. » n Given that transformations are a usefui yet imperfect approach, the geographer should be aware of other alternatives which may be pursued.
DISTRIBUTION -FREE OR NONPARAMETRIC TECHNIQUES
Most investigators would agrée that the « best » inferential statistical test is that which is most powerful. While power is an essential criterion, those tests enjoying the highest power generally tend to hâve îhe greatest number of assumptions or constraints. Thus, parametric techniques, usually having high power, are also characterized by such assumptions as independence of observations, normality and homogeneity. An alternative is to utilize distribution-free or nonparametric tests 13 which hâve fewer assumptions but are generally considered to be less powerful. Consequently, thèse less restrictive techniques are frequently viewed as less désirable since they are not as likely as their parametric alternatives to catch a significant différence.
Numerous writers attest to the alleged weakness of distribution-free or nonparametric tests. French, writing for geographers, has stated that a «. . . non-parametric test, because of its much weaker assumptions than a parametric test . . . is generally a less powerful test than a parametric one. » 14 He continues, however, to argue that the power of nonparametric methods may be improved by increasing the size of the sample relative to that of a comparable parametric test. This procédure is generally a valid one. Unfortunately, it negates his earlier argument that nonparametric tests hâve great merit in the small sample situation. The reason cited by French is that with small samples the form of the distribution from which the sample is taken is not sufficiently well known for it to be regarded as normal. French's argument créâtes a paradox. On the one hand, nonparametric tests are useful in small sample cases for which the shape of the distribution is indeterminant. On the other hand, increased power is attained for nonparametric tests by increasing sample size. This argument by French, by itself, does not provide a strong recommendation for nonparametric methods.
Others hâve written in a manner which supports French. Cole and King hâve suggested that inferential tests may essentially be divided into two types: nonparametric and parametric.
15 With regard to nonparametric methods, they conclude that « .... on the whole thèse tend to be less powerful than the parametric tests ». Writers from other disciplines reinforce this viewpoint. Lindquist, a psychologist, has commented that «... ail of thèse (nonparametric) tests are less powerful than those assuming normality and homogeneity of variance. » 16 Another psychologist has also referred to the lack of power of nonparametric tests as being a decided handicap in stimulating research.
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Thus, a viewpoint has been perpetuated under which nonparametric tests appear as less powerful methods relative to their parametric counterparts. The remaining discussion in this section attempts to demonstrate that this viewpoint is misguided, and has led to a distorted impression of the nature and comparative values of parametric and nonparametric tests of significance.
Before discussing the fallacy associated with the relative power of nonparametric tests, it is necessary to define thèse tests and also to outline the manner in which power is being used. Conover has stated that « There is no agreement among statisticians as to the meaning of the word nonparametric. In fact there is not even agreement among statisticians concerning whether certain tests should be classified as parametric or nonparametric. »
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With this appropriate caution about the status of nonparametric techniques, this paper adopts Bradley's définition. 19 He observes that although the terms distribution-free and nonparametric are not synonymous, popular usage has equated them. In his view, a nonparametric test makes no hypothesis about the value of a parameter in a statistical density function. Distribution-free tests, on the other hand, make no assumptions about the précise form of the sampled distribution. Thèse définitions are not mutually exclusive, and one test may hâve the characteristics of both distribution-free and nonparametric tests. Nevertheless, it is the distribution-free term which cornes closest to describing the quality which makes such tests attractive to geographers.
Power and power-efficiency are two further terms requiring définition. Power may be defined as the probability of rejecting the null hypothesis when it is in fact false. The concept of power-efficiency relates to the amount of increase in sample size necessary to make one test as powerful as another. In order to détermine the power efficiency of a test, the usual procédure is to détermine the number of observations needed by the first test to obtain the same power as the second test with a specified number of cases. As a resuit, power efficiency is generally used to indicate the power of a given test relative to its most powerful alternative. For example, the Mann-Whitney test would be compared to the Student test. Blalock élaborâtes on the nature of power when he states that « If we refer to the power efficiency of a nonparametric test as 95%, we mean that the power of the nonparametric test using 100 cases is the same as that of the t test using 95 cases if the model used in the t test is correct. » 20 Continuing, Blalock notes that it is necessary to assume a given form for the population in order to make the évaluation of power. As a resuit, in determining the power efficiency of a distribution-free or nonparametric test the researcher is asking how much a failure to accept a normality assumption will cost if in fact such an assumption were legitimate. In the example Blalock présents, the failure to accept a normality assumption and the subséquent use of a nonparametric test « costs » an extra five observations above the number needed in the t test.
The fallacy involved in calculating power efficiency relates to the procédure of comparing two tests when assuming that ail the requirements of the more powerful test are satisfied. If ail requirements of the more powerful one were satisfied, the investigator would be foolish to consider the nonparametric alternative. Bradley has succinctly outlined the nature of this fallacy. In his words . . . the earliest efficiency figures were obtained by comparing the distribution-free test with a parametric test under common conditions meeting ail the assumptions of the latter. Thus the parametric test was permitted both to hurl the challenge and to choose the weapons. Under thèse loaded conditions the best parametric test was found to be more efficient than (or, at worst, equally efficient to) its distribution-free competitor. 21
Bradley went on to observe that the actual différence in power-efficiency was often remarkably small. Unfortunately most attention was directed to the existence of the unfavorable direction of the différence rather than towards the fact that the absolute différence was frequently of small extent.
It is hoped that the preceding discussion will lay to rest the prevailing notion, as expressed in the quotes by French and Co!e and King, that nonparametric tests are less powerful than their parametric counterparts. The fact such évaluations hâve assumed that the assumptions of the parametric tests were satisfied makes the value of comparisons questionable.
In addition, Blalock has noted that the power efficiency of a test is a function of numerous variables. 22 The sample size utilized is a basic élément.
A test may be highiy efficient for large sampies but much less efficient for smaller ones, or vice versa. The choice of significance level, and the use of simple or composite research hypothèses also influence power-efficiency. Like transformations, nonparametric or distribution-free tests do not offer a perfect alternative when assumptions can not be satisfied. They often can not accommodate multivariate research designs, do not incorporate higher order interactions and occasionally hâve an imperfectly defined rejection région. Despite thèse real weaknesses, however, the techniques are an alternative, and hâve been unfairly criticized for their lack of power.
ROBUSTNESS
To this point the discussion has taken for granted that violation of test assumptions is unacceptable. Faced with data which do not meet the requirements of inferential tests, the alternatives put forward necessitate modification of the data or reliance on tests with less restrictive constraints. A third alternative arises if it can be determined that violation of assumptions does not affect probability distributions and test results. In other words, the test is said to be « robust », or insensitive to violations of underlying requirements of the test model.
Statisticians hâve long been aware of, and concerned about, the difficultés created by assumptions originally made for mathematîcal convenience. As a resuit, considérable attention has been focused upon determining what impact violations of assumptions hâve upon test results. As early as 1929, for example, Pearson noted that « One of the most important problems with which the mathematical statistician is faced is that of bringing his theoretical structures into some degree of correspondence with the situations of practical expérience.» 24 Particularly in the small sample case, Pearson believed two problems arise. First, the population may not be completely stable. Second, even if the researcher is sure of population stability, « . . . it will generally be impossible for him to obtain any certain estimate of its exact form. »
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Pearson then posed the type of questions which analysts frequently must raise. In his words, the question becomes Two important characteristics marked this literature. First, the authors were not clear as to the extent of violations which resulted in no effect on test results. In fact, the impression was usually left that severe déviations would hâve an impact, even though that which constituted a « severe dévi-ation » was not clarified. As Bartlett explained in his study, An important point to notice is that the form of derived distributions when the original distribution is grossiy non-normal does not concern us, for the usual tests of significance will then not be the appropriate ones to use. In such cases it is in practice often possible by a suitable transformation to obtain a distribution more nearly normal. 39
The second characteristic related to the rather spécifie conditions which would lead to insensitivity of assumption violation. An example is provided in Boneau's conclusions. 40 . While his final conclusion was that « the t test is seen to be functionally non-parametric or distribution-free », numerous qualifications were added. Thus, he stated that the t distribution was essentially impervious to violation of homogeneity and normality in the two sample situation if the two sample sizes were equal, or nearly equal, and the underlying populations, although not normal, had the same shape. If the distributions were skewed then the variances had to be equal. On the other hand, if the sample sizes were unequal, no difficulty would be encountered provided that the variances were compensatingly equal. However, a combination of unequal sample sizes and unequal variances « automatically produces înac-curate probability statements which can be quite différent from the normal values ». On a more positive note, however, it could be argued that spécifie guidelines were being developed to help the investigator décide whether to proceed with statistical analysis when assumptions were violated.
The concept of robustness emerged from the empirical work cited above. Introduced by Box in 1953 41 and then elaborated upon in 1955 42 , the term was used in the following sensé. A test was robust against violation of a specified assumption if the probability of a Type I error was not changed. In the discussion which followed its introduction to the Royal Statistical Society, the eminent statistician Professor Barnard declared that stratégie as opposed to detailed tactical advances in statistics were usually associated with the birth and christening of new ideas. 43 In his view, robustness was a new addition to the family of such useful concepts as « efficiency », « sufficiency », « likelihood » and « power », and it could be confidently predïcted that «... the idea will hâve a long and vigorous life ». To make the preliminary test on variances is rather like putting to sea in a rowing boat to find out whether conditions are sufficiently calm for an océan liner to leave port I ^ A further conséquence resulting from his concept deserves mention. Box believed that robustness was even more important in that, for practical purposes, the analyst should seek to utilize a procédure in which the statistical test has maximum power and for which the statistic involved is fully efficient.
47 When trade-offs had to be made, he believed that the qualities of power and efficiency should be sacrificed to ensure the former quality. Given this viewpoint, however, he did not feel that « . . we need necessarily go the extrême of using non-parametric tests when it may well be that more powerful robust parametric tests can be found ».
With the concept of robustness available, it might seem that geographers hâve an attractive alternative available when data do not meet test assumptions. Rather than conducting laborious transformations, with the attendant interprétation problems, or turning to nonparametric tests with their constraints, the geographer could cite robustness as justification for proceeding when little was known about the nature of population characteristics or else when it was known assumptions were not satisfied. If this stance is a valid one, then little concern would be created by comments such as the one by French that « If thèse assumptions (normality, independence, homogeneity) are not met in full, . . ., it is impossible to estimate the validity and power of a parametric test.» 48 To détermine whether robustness represents such an alternative, the following discussion considers a more careful définition of the term, its use by geographers, and comments on such use.
Concerning définitions, Box and Tiao distinguish between test robustness and inference robustness. 49 Test robustness, or the changes in a probability distribution when the parent distribution déviâtes from the form assumed, is the concern in this discussion. This form of robustness should be kept distinct from inference robustness, or changes in such aspects as the significance level when différent tests are chosen to adjust to changes in the parent distribution.
Despite this attempt at clarification by Box, Huber has concluded that « From the beginning, « robustness » has been a rather vague concept. . . ».
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In his view, if an analyst wishes to rationally choose between différent tests on the basis of robustness, the goals being sought hâve to be made précise. From his review of the literature, Huber concludes that unfortunately « . . . a consensus has not been reached ; although the goals rarely are stated in an explicit fashïon, one can discern at least five or six conflicting ones, and I do not think that ail of them should be called by the same name, « robust ».
51 » Huber describes five différent ways in which robustness seems to be used. First, he believes some writers use the concept to signify a high absolute efficiency for ail suitably smooth-shaped distributions. A second use is to dénote a high efficiency relative to the sample mean or other selected estimâtes for ail distributions. A third interprétation is for a high absolute efficiency over a strategically selected finite set of distribution shapes, such as the normal, logistic, double exponential, Cauchy, and rectangular. A derivative of the third viewpoint is a high absolute efficiency over a strategically selected family of distribution shapes. A fourth opinion sees robustness relating to a small asymptotic variance over some neighborhood of one shape, particularly that of the normal distribution. The fifth view considers that to be robust the distribution of the estimate should change little under arbitrary small variations of the underlying distribution. In addition, any variation should be uniform for a sample size « n ».
Thèse varying définitions relate to the shape of the population distribution. Huber argues that in his opinion the fourth and fifth goals are the important ones for investigators. He views robustness as a «... kind of insurance problem : I am willing to pay a premium (a loss of efficiency of, The implications of Huber's arguments are clear. If robustness is to hâve operational utility, those using the concept must make explicit the manner in which it is being used. Even better, researchers should strive towards some universally acceptable goal out of those identified in order to facilitate validation and comparability of research. And, any such défi-nitions must go beyond the shape of distributions. As Huber observes, robustness should also include insensitivity to grouping effects and the like. Some estimâtes like the sample médian, commonly accepted as robust, are not robust relative to grouping effects. Furthermore, he notes that other aspects, such as déviations from independence, exist about which little is known concerning robustness.
The use of robustness by two geographers is now considered in order to reach some conclusions about the way in which the term is used in geographical writing and to détermine the utility of the concept in geographical research. When discussing the t distribution and its underlying assumptions, Harvey has commented that This test is very powerful (in the statistical sensé of power), but the strong assumptions involved can rarely be fulfilled in geography. In some cases we shall be able to show that the necessary conditions are met in the data, but in other cases we are forced to assume their existence. Fortunately, the 't' test has proved to be fairly robust, working even when ail the conditions are not strictly met.
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King provides the second example. During a discussion of nonparametric statistics, he writes that Thèse are distinguished usually by the fact that they do not specify any parameters and, related to this, by the fact that they do not assume any particular form of distribution from which the sample is drawn. In the « classical » approach to statistical inference . . ., much of the theory is derived on the assumption that normal probability distributions are involved. Although certain tests are robust, and not very sensitive to this assumption being violated, it often is préférable to use a distribution-free test in such situations.
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In thèse two sources well known to most geographers, robustness is thus used to suggest that certain parametric techniques may be used when their assumptions are not satisfied. King indicates that distribution-free or non- parametrïc tests may be used as well. The concern in the remaining part of this sections is to détermine whether robustness is such a useful alternative.
Bradley has presented a strong argument regarding the abuse of robustness. 55 In his view the Normal Mystique is rivaled only by the Myth of Robustness concerning vast overgeneralizations. With both concepts, he believes that «... a kernel of truth has been magnified into a mountain of error ».
With regard to robustness, the kernel of truth is that most parametric tests expérience impressively little distortion as a resuit of fairly large violations of assumptions. As examples, he cites the one sample t test for whïch non-normality has less and less affect as sample size increases. The two sample t test is also noted as being insensitive to heterogeneity as long as other assumptions are satisfied and the two sample sizes are approximately equal. Bradley emphasizes, however, that the conditions which cause a test to be robust are highly idiosyncratic. To illustrate, he points out that the two sample t test is not robust against unequal variances when the sample sizes are not the same. Thèse examples are confirmed by the literature cited previously in this section, especially the work of Boneau.
Given the idiosyncraticity which exists, Bradley contends that: the mountain of error «... consists in heroic generalizations transcending qualifications and unfettered by définitions. » In this context, his objections against the Myth of Robustness focus on statements such as « the -test is robust against the -assumption » or even worse « the -test is robust ». Since both Harvey and King use robustness in the manner of which Bradley is sharply critical, it is worth following his argument in support of this indictment.
Bradley feels that the above types of statements are unacceptable because they represent semantic chaos. He contends, and is certainly supported by Huber, that no commonly accepted définition exists as to what comprises robustness. Consequently, no criteria hâve been developed to differentiate between a state of robustness and nonrobustness. With this background, Bradley argues that a reader can only know what the term is supposed to mean by being capable of mind-reading the original investigator. Even worse, according to Bradley, is that the type of statement used by King does not indicate the extent of the violation against which the test is robust. But, in Bradley's words, «... the 'amount of robustness' tends to be dépendent upon 'the amount of violation'. Thus the only relevant variable mentioned in the statement is not quantified ».
Further problems exist. Bradley argues that robustness against a spé-cifie assumption is related to other factors involved in hypothesis testing. Thèse factors do not influence the nature of the Type I error when assump-55 BRADLEY. Op. cit. 24-43. tions are met. On the other hand, when assumptions are violated thèse other factors interact with the assumption violation to jointly influence the Type I error. Several catégories of factors exist. One type relates to factors associated exclusively with testing, such as the location of the rejection région (one-tailed or two-tailed test) and the size of the significance level. A second category involves factors concerned with the sampling procédure. Spécifie items are the minimum sample size, relative and absolute sample size, and the total number of samples upon which the test is based. The third category incorporâtes factors involving the populations, such as which populations yielded which samples. The insidious aspect, Bradley discovered in his empirical work, is that « Not only do thèse factors tend to interact with violations of assumptions, but they also display a strong tendency to interact with each other ... ». The resuit is that if the 'degree of violation' is held constant but the three types of factors are varied, the robustness of a test will vary.
A confounding aspect of thèse factors being combined with assumption violations is that the inter-relationships become exceedingly complex. It thereby becomes difficult to anticipate the impact of a factor on a priori grounds. Depending upon the particular combination of factors and assumptions, a given violation of an assumption may hâve a negligible or devastating effect. In fact, the complexity of the interactions may produce completely unexpected results. Thus, one outeome of Bradley's empirical work was that the robustness of a two (equal-sized) sample t-test under a specified violation of normality was greatly increased by introducing a violation to the homogeneity assumption.
Concluding, Bradley emphasizes the following points. First, no objective robustness-nonrobustness dichotomy exists. Instead, the investigator encounters a continuum of degrees of robustness. Second, degree of robustness or nonrobustness is not simply a function of degree of assumption violation. A multiplicity of factors associated with statistical testing procé-dures interact with assumptions in a complex and unpredictable manner.
The outeome of thèse findings for the type of statement used by Harvey and King is significant. In order to convert « the -test is robust against the -assumption » into an operational statement about robustness, Bradley indicates that the researcher would hâve to include three qualifications. First, a quantitative définition of robustness would be needed. Second, a complète statement concerning the extent of assumption violation would be required. And third, a thorough statement of the exact sampling and test conditions should be included. In Bradley's words If ail this were done, the statement would be so particularistic as to hâve little gênerai appeal, which perhaps explains why the type of statement quoted survives in its amorphous, undefined, unqualified form. It also explains why that form is so completely inaccurate and so utterly meaningless. 56
The conclusion to be drawn from this discussion is that at the moment robustness does not offer the perfect solution when assumptions are not met during statistical analysis. Huber and Bradley both argue convincingly that the term has yet to be defined operationally. Bradley has also demonstrated that a range of variables must be considered during any effort to refine the concept. Until the concept becomes more sophisticated, it can only be urged that geographers do not abuse the term or rely upon it for a justification which it seems incapable of providing.
CONCLUSIONS AND DISCUSSIONS
This paper has suggested that the geographer contemplating the use of inferential statistical tests faces a number of décisions. First, the investigator must détermine the assumptions which underlay the statistical model. Independence, normality, homogeneity and linearity are identified as basic assumptions which are associated with many statistical tests. Second, it is necessary to develop criteria against which décisions may be made as to whether assumptions are satisfied. This stage, it is suggested, requires each individual to develop personally-satisfying criteria which may vary as a resuit of the nature of the problem, conséquences of committing errors, avaïlability of external checks and expérience of the investigator. Whatever the criteria used, they should be made explicit and presented for the scrutiny of others. Such a procédure could facilitate validation and comparison of research results.
The third stage requires the researcher to résolve situations in which assumptions are not met. Three alternatives are suggested. Transformations allow non-normal data to be normalized, non-linear data to be made linear, and heterogeneous data to be made homogeneous. Thus, by transforming data the researcher may be able to satisfy assumptions. This gain is often at the expense, however, of making an implicit assumption about the relationships underlying variables and leading to difficulty in interpretting test results. Furthermore, transformations only rarely hâve a theoretical basis, and must be used with great care if inferences are to be made about processes or patterns associated with spatial activities or man-environment relationships.
Nonparametric or distribution-free tests présent a second alternative. While such tests often are unable to cope with higher-order interactions and multivariate designs, they are flexible and offer considérable opportunity in analysis. Many geographers and others hâve misunderstood the concept of power and power efficiency, and as a resuit hâve concluded that nonparametric tests are inferior or wasteful compared to parametric tests. The 56 Ibid. 43. argument hère has attempted to clarify an unfortunate misunderstanding about power and the significance of this concept when selecting a statistical technique. It is concluded that the use of power efficiency has led to an unnecessary and unfortunate reluctance to use nonparametric or distributionfree methods.
The third alternative considered involves the concept of robustness. It is demonstrated from the statistics literature that this notion, while conceptually attractive, has not been operationalized completely. Consensus is still lacking about a définition for the term. Moreover, there still is not adéquate appréciation concerning the need to specify the degree of assumption violation involved nor the significance of other hypothesis-testing factors in determining the degree of robustness or nonrobustness of a test. With this background, it is suggested that some geographers hâve, perhaps inadvertently, abused the concept in theïr research. It is recommended that at this moment the concept is not an adéquate justification for proceeding with statistical testing when data do not meet assumptions.
A new point deserves mention in concluding. Variability or dispersion in a set of observations may arise from several différent sources. Anscombe has identified three possible sources of variability : inhérent variability, measurement error and exécution error. 57 Hampel spécifies similar sources by noting rounding of observations, occurrence of gross errors, and the model itself only approximating the underlying chance mechanism. 58 The important aspect to stress is that the investigator should only contemplate use of transformations or nonparametric methods if évidences suggests dispersion is a function of inhérent variability or related factors. If the dispersion is a function of Anscombe's measurement and exécution errors, or Hampel's gross errors, any form of data manipulation will hâve little theoretical or practical importance.
