Abstract. We characterize the maximal entropy measures of partially hyperbolic C 2 diffeomorphisms whose center foliations form circle bundles, by means of suitable finite sets of saddle points, that we call skeletons.
Introduction
The metric entropy describes the complexity of a dynamical system relative to an invariant probability measure. For diffeomorphisms of a compact Riemannian manifold, the variational principle (see [22] ) states that the supremum of the metric entropy over all invariant probability measures coincides with the topological entropy of the system.
We call maximal (entropy) measure any invariant probability measure whose metric entropy coincides with the topological entropy. Such measures reflect the complexity level of the whole system, and constitute a classical topic in ergodic theory: Are there maximal measures? How many ergodic maximal measures does the system have, and where are they supported? How do they vary with the dynamical system? It is a classical fact, see for instance [6] , that every transitive hyperbolic set admits a unique maximal measure. Recently, new approaches were developed for the study of maximal measures of non-uniform hyperbolic maps and partially hyperbolic diffeomorphisms, including C ∞ interval maps [8] , C 1+α surface diffeomorphisms [9, 26] and Derived from Anosov diffeomorphisms [10, 28, 31, 32] . For some recent progress in the more general setting of equilibrium states, see [12] and references therein.
In the present paper, we study C 2 partially hyperbolic diffeomorphisms with 1-dimensional center and whose center foliation forms a circle bundle. It was shown in [18] that if the diffeomorphism is accessible and not rotation type then it admits finitely many ergodic maximal measures. Those conditions are satisfied on an open and dense subset of partially hyperbolic diffeomorphisms. Here we use a combinatorial object -a finite set of hyperbolic saddles, that we call skeleton -to describe all the maximal measures. More precisely, by observing those saddles, we can count the number of ergodic maximal measures, locate their supports, and explain how they vary with respect to the diffeomorphism. Our main detailed results will be stated in Section 2. Right now, let us mention some applications to diffeomorphisms on 3-dimensional nilmanifolds, that is, manifolds M that are circle bundles over the torus T 2 (the case M = T 3 is excluded).
Theorem A. Let f be a C 2 partially hyperbolic diffeomorphism on a 3-dimensional nilmanifold M = T 3 . Then (a) either f has a unique maximal measure, in which case f is conjugate to a rotation extension of an Anosov diffeomorphism, and the maximal measure is supported on the whole M and has vanishing center exponent; (b) or f has exactly two ergodic maximal measures µ + , µ − , with positive and negative center Lyapunov exponents, respectively.
Diffeomorphisms as in (a) are called rotation type. These are clearly rigid systems: for instance, they cannot admit hyperbolic periodic orbits; moreover, the complement is a C 1 open and C r (r ≥ 1) dense subset of the set PH(M ) of all C 2 partially hyperbolic diffeomorphisms on M . We also get the following global result, asserting that the ergodic maximal measures vary continuously with the diffeomorphism. To state this precisely, let P(M ) be the space of probability measures on M endowed with the weak * topology. Let PH(M ) be endowed with the C 1 topology.
Theorem B. Let M be a 3-dimensional nilmanifold different from T 3 . Then there are continuous functions,
such that for each f ∈ PH(M ), Γ + (f ) is the ergodic maximal measure of f with non-negative center exponent, Γ − (f ) is the ergodic maximal measure of f with non-positive center exponent, and Γ + (f ) = Γ − (f ) if and only if either of them has vanishing center exponent.
Theorems A and B will be deduced from much more detailed results that we state in the next section.
Statement of results

2.1.
Objects. A diffeomorphism f : M → M is partially hyperbolic, if the tangent bundle splits into three invariant subbundles, T M = E s ⊕ E c ⊕ E u , such that E s is uniformly contracting, E u is uniformly expanding, and E c has intermediate behavior. By this we mean that there exists some Riemannian metric on M such that
for all e σ ∈ E σ x , ||e σ || = 1, σ ∈ {s, c, u}, and all x ∈ M . A partially hyperbolic diffeomorphism f is accessible if any two points x, y can be joined by a curve formed by finitely many arcs which are tangent to either the strong stable subbundle E s or the strong unstable bundle E u . A partially hyperbolic diffeomorphism f is dynamically coherent if for i = cs, cu, there is an invariant foliation F i tangent to the bundle E i , where
Recall that accessibility is a C
1 open and C r (r ≥ 1) dense property for the partially hyperbolic diffeomorphisms with 1-dimensional center direction ( [7, 13] ). Moreover, when f is dynamically coherent F c = F cu F cs is an invariant center foliation of f , that is, tangent to the center subbundle E c . Denote by SPH 1 (M ) the set of C 2 partially hyperbolic, accessible, dynamically coherent diffeomorphisms with 1-dimensional center direction for which the center foliation F c forms a circle bundle. For f ∈ SPH 1 (M ), let f c denote the map induced by f on the quotient space M c = M/F c . Then f c is a topological Anosov homeomorphism (a globally hyperbolic homeomorphism, in the sense of [29, Section 1.3] or [31, Section 2.2]). We use F i , i ∈ {s, c, u} to denote the invariant foliations of f , and W i , i ∈ {s, u} to denote the stable and unstables foliations of f c , respectively. We further assume that
M c is a torus.
Remark 2.1. By a result of Hiraide [20] , f c is conjugate to a linear Anosov torus diffeomorphism, for any f ∈ SPH 1 (M ). In particular, f c is a transitive homeomorphism, and admits a unique probability measure of maximal entropy ν.
It follows from the classification results in [16, 17] 
Proposition 2.2. [17, Propositions 1.9 and 6.4] If f : M → M is a C 2 partially hyperbolic diffeomorphism on a 3-dimensional nilmanifold M other than T 3 then it admits a unique center foliation, tangent to the center bundle E c , and which forms a circle bundle. Moreover, f is accessible, and it has a unique compact, invariant, u-saturated (respectively, s-saturated) minimal subset.
From now on, we restrict ourselves to the diffeomorphisms in SPH 1 (M ).
Main results. Let
A finite set satisfying the conditions (a) and (b) is called a pre-skeleton. A preskeleton is minimal if no strict subset is a pre-skeleton. Skeletons not always exist.
The following facts about skeletons and pre-skeletons can be found in [15] :
(a) If both S 1 and S 2 are skeletons of f then
} is a preskeleton of any g sufficiently close to f , where p i (g) denotes the hyperbolic continuation of p i . (c) If {p 1 , · · · , p k } is a skeleton of f then, for any g sufficiently close to f , {p 1 (g), · · · , p k (g)} is a skeleton of g if and only if no heteroclinic intersection was created relating p i (g) and p j (g), for any 1 ≤ i = j ≤ k.
(d) Every pre-skeleton contains a minimal pre-skeleton, and a pre-skeleton is minimal if and only if it is a skeleton.
Part (b) ensures that the subset of diffeomorphisms with a pre-skeleton is open. We will deduce Theorems A and B from the two theorems that follow, by means of Proposition 2.2. Recall that, given a foliation F , we say that a compact subset of M is F -saturated if it consists of entire leaves. Following [5] , we call an Fsaturated set an F -minimal component if each leaf contained in it is dense. We use u-saturated and s-saturated as synonyms to F u -saturated and F s -saturated, respectively.
Theorem C. Let f ∈ SPH 1 (M ). If f is rotation type then it has a unique maximal measure, and this measure has vanishing center exponent. Otherwise, f and f We also analyze how the maximal measures vary with the diffeomorphism. For the second part of the following statement keep in mind that part (c) of Proposition 2.3 characterizes when the hyperbolic continuation {p 1 (g), · · · , p k (g)} of a skeleton of f is a skeleton of a nearby map g.
If f has no hyperbolic periodic points, there exists a C 1 -neighborhood U of f among C 2 diffeomorphisms such that any g ∈ U has at most two ergodic maximal measures. Moreover, there are continuous functions Γ + , Γ − : U → P(M ) such that, for any g ∈ U, Γ + (g) is an ergodic maximal measure of g with center exponent greater than or equal to 0, and Γ − (g) is an ergodic maximal measure of g with center exponent smaller than or equal to 0. Now suppose that f has some hyperbolic periodic point. Let S(f ) = {p 1 , · · · , p k } and S(f −1 ) = {q 1 , · · · , q l } be skeletons of f and f −1 , respectively. Then there is a C 1 -neighborhood U of f among C 2 diffeomorphisms such that the number of ergodic maximal measures of any diffeomorphism g ∈ U with negative (respectively, positive) center exponent is smaller than or equal to k (respectively, l).
Moreover, if the hyperbolic continuation
, then f and g have the same number of ergodic maximal measures with negative (respectively, positive) center exponent, and corresponding ergodic maximal measures of the two diffeomorphisms are close to each other in the weak * topology.
It is worthwhile interpreting and detailing the contents of Theorems C and D in more geometric terms, by means of the space MM(f ) of all maximal measures of f .
Since the metric entropy is an upper semi-continuous function of the diffeomorphism and the invariant probability measure (see [23] ), MM(f ) is a non-empty compact subset of the space of invariant probability measures, and it varies upper semi-continuously with f . Since the metric entropy function is affine, MM(f ) is a convex set. Its extreme points are precisely the ergodic maximal measures, whose set we denote as MM erg (f ). Thus, the ergodic components of any maximal measure are ergodic maximal measures. Theorem C gives that MM(f ) is a simplex of finite dimension, for any f ∈ SPH 1 (M ).
In the first case of Theorem D, that is, if f has no hyperbolic periodic points, MM(f ) reduces to a point. Then for every g close to f in the C 1 topology, MM(g) is either a point or a segment whose endpoints are ergodic maximal measures with positive center exponent and negative center exponent, respectively. Moreover, MM(g) is close to MM(f ) in the weak * topology. In the second case of Theorem D, the set MM erg (f ) of extreme points of MM(f ) splits into two subsets, MM In the following, we discuss only MM − (f ): similar observations apply to MM + (f ). We can mark each extreme point µ i (i = 1, · · · , k) in MM − erg (f ) by any periodic point p i ∈ supp µ i with stable index equal to the dimension of E cs . These periodic points form a skeleton S = {p 1 , . . . , p k } of f , and Cl(W u (Orb(p i ))) coincides with the support of µ i for every i. Fix S and let S(g) = {p 1 (g), . . . , p k (g)} be its hyperbolic continuation, for any nearby diffeomorphism g. If g is close to f , the space MM − (g) is contained in a small neighborhood of MM − (f ). There are two situations to be considered. If there are no heteroclinic intersections between the saddle points
, and the set MM − erg (g) of extreme points is close to MM − erg (f ). Otherwise, if heteroclinic intersections are indeed created between distinct saddles p i (g) and p j (g), different ergodic maximal measures with negative center exponent "merge" with one another, so that dim(MM
Preliminaries
Since each π
c (x c ), x c ∈ M c is a circle with uniformly bounded length, and f acts by homeomorphisms on those circles, the projection π c preserves the topological and metric entropies: (2) h top (f ) = h top (f c ) and
In particular, MM(f ) coincides with the set of f -invariant probability measures µ such that (π c ) * (µ) = ν, where ν denotes the maximal measure of f c (Remark 2.1). The part of Theorem C stating that there are finitely many ergodic maximal measures was proven in [18, Theorem 1]:
(a) either f admits a unique maximal measure, with vanishing center exponent, in which case f is rotation type, (b) or f has more than one ergodic maximal measure, all of them with nonvanishing central Lyapunov exponents, not all with the same sign.
Remark 3.2. The analysis of case (a) relies on the invariance principle of [2] . One gets that the maximal measure admits a continuous disintegration along the center foliation, and the corresponding conditional probabilities are equivalent to Lebesgue measure on each center leaf. Moreover, the disintegration is both s-invariant and u-invariant, meaning that the conditional probabilities are preserved by both the stable holonomies and the unstable holonomies. In particular, the support of the maximal measure coincides with the ambient manifold. The diffeomorphisms satisfying the conditions in case (b) form a C 1 open and C ∞ subset.
3.1. Unstable partitions and invariant holonomies.
that contains x c , and letξ be the partition of M c whose elements are those local unstable sets. This partitionξ is measurable (in the sense of Rokhlin [25] , see [30, Chapter 5] ) and increasing, meaning that fξ ≺ξ. Let {ν u xc : x c } be a Rokhlin disintegration of ν relative to this partition.
For each x c and y c in the sameB i , and any z ∈ξ(x c ), letH This is well known (see [6] , for example) and can be proven as follows. Up to conjugacy, we may view f c as a linear Anosov torus diffeomorphism, and then the stable holonomy mapsH s xc,yc are affine. Moreover, ν corresponds to the Lebesgue area, and each ν u xc corresponds to the normalized Lebesgue length along the plaquẽ ξ(x c ). Thus the lemma follows from the fact that affine maps preserve normalized Lebesgue length.
In general, Rokhlin disintegrations are defined up to zero measure sets only. However, Lemma 3.3 ensures that in the present setting there is a canonical choice for which the conditional measure is defined on every plaqueξ(z c ) and depends continuously on z c on everyB i . Indeed, for each i, choose x (the definitions may not coincide on overlapping boundaries of different Markov sets, but that need not concern us too much, since the assumptions ensure that such overlaps have zero measure for ν). By the lemma,μ u zc = ν u zc for ν-almost z c ∈B i , and so {μ u zc : z c } is also a disintegration of ν. Just replace the initial disintegration with this one, and notice that it does not depend on the choices of the points x i c . Then we also have that (keep in mind thatξ is an increasing partition)
for every point x c ∈ M c . It is easy to see that, for a linear Anosov map, the factor ν 
Proof. Up to conjugacy, we may view f c as a linear Anosov torus diffeomorphism. Then ν is the Lebesgue area and ν u zc the normalized Lebesgue length on the plaquẽ ξ(z c ). Then the statement reduces to [3, Section 11.12].
Denote by ξ the partition of M whose atoms are those local unstable leafs. It is clear that ξ is an increasing partition for f . For every x ∈ M , denote x c = π c (x) ∈ M c . Then π c | ξ(x) is a homeomorphism from ξ(x) ontoξ(x c ). By a slight abuse of language, we denote by ν u x the probability measure on ξ(x) such that (π c ) * (ν 
), x ∈ M takes only finitely many values.
3.2.
Partial entropy, ν-Gibbs u-states and u-invariant measures. Let µ be any probability measure invariant under f ∈ SPH 1 (M ). We call µ a ν-Gibbs ustate if it admits a disintegration {µ u x : x} with respect to the partition ξ such that µ u x = ν u x for µ-almost every point x ∈ M . This is a variation of a general notion due to [24] : the main difference with respect to the standard definition (see [3, Chapter 11] , for instance) is that here we replace Lebesgue with ν as the reference measure. Let Gibb u ν (f ) denote the space of ν-Gibbs u-states of f . Lemma 3.6. Gibb
Then, by definition, the disintegration of (π c ) * (µ) along the partitionξ coincides with {ν u x c : x c }. Thus (π c ) * (µ) = ν, and so µ ∈ MM(f ).
Let µ be any probability measure invariant under f ∈ SPH 1 (M ). Denote by {µ c x : x} the disintegration of µ along the center foliation of f . We say that µ is u-invariant if there is a full ν-measure set ∆ ⊂ M c such that for any x, y ∈ M with x c , y c ∈ ∆ belonging to the same unstable leaf, the unstable holonomy map takes µ c x to µ c y . According to [27, Proposition 5.4] , this turns out to be the same as the previous notion:
Then an f -invariant probability measure µ is u-invariant if and only if it is a ν-Gibbs u-state. Proposition 3.8. Let f ∈ SPH 1 (M ). If µ is an ergodic f -invariant probability measure of f ∈ SPH 1 (M ) with non-positive center Lyapunov exponent then it is u-invariant.
There is a notion dual to u-invariance, called s-invariance, where one requires the disintegration of µ along the center foliation to be invariant under stable holonomies instead, at almost every point. The following fact was proven in [18, Section 5] , based on the invariance principle of [2] ; similar ideas appear in [31, Section 5.2]. Proposition 3.9. Let f ∈ SPH 1 (M ). If there exists some µ ∈ MM(f ) which is u-invariant, s-invariant and ergodic then f is rotation type and MM(f ) = {µ}.
As before, let µ be an invariant probability measure for f ∈ SPH 1 (M ). The partial entropy of µ along the unstable foliation F u is defined by
Theorem A in [27] provides the following very useful criterion for an invariant measure to be a ν-Gibbs u-state:
for any f -invariant probability measure µ ∈ MM(f ). Moreover, the equality holds if and only if µ is a ν-Gibbs u-state.
The following upper semi-continuity property of partial entropy, proven in [33, Theorem D] , is important to understand the dependence of ν-Gibbs u-states with respect to the diffeomorphism: Proposition 3.11. Let f n be a sequence of diffeomorphisms in SPH 1 (M ) converging to some f in the C 1 topology, and µ n be f n -invariant probability measures converging, in the weak * topology, to some f -invariant probability measure µ. Then
where F u n is the unstable foliation of f n . Proof. First, we prove claim (a). By Proposition 3.1, there exists some ergodic maximal measure µ with non-positive center exponent. By Proposition 3.8, such a µ is a u-invariant probability measure. So, by Proposition 3.7, it is a ν-Gibbs ustate. This proves that Gibb u ν (f ) is non-empty. The fact that Gibb u ν (f ) is compact was proven in [27, Proposition 6.2]. We have already seen in Lemma 3.6 that Gibb
Next we prove claim (c). Let f n ∈ SPH 1 (M ) be a sequence converging to some f ∈ SPH 1 (M ) in the C 1 topology, and µ n ∈ Gibb u ν (f n ) converge to some (finvariant) probability measure µ in the weak * topology. We need to show that µ ∈ Gibb u ν (f ). Let F c n denote the center foliation of f n , and f n,c be the map induced by f on the quotient space M/F c n . Observe that f and f n are leaf conjugate, for every large n, since each is leaf conjugate to its algebraic part (see [16, Theorem 1.1] and [17, Theorem 1.6]), and the algebraic parts coincide. Thus, f c and f n,c are topologically conjugate (this also follows from Remark 2.1), and so h top (f c ) = h top (f n,c ) for every large n. Using (2) and Lemma 3.6, it follows that
for every large n. Since partially hyperbolic diffeomorphisms with 1-dimensional center are away from homoclinic tangencies, [23, Corollary C] gives that their metric entropies vary upper semi-continuously in the C 1 topology. Thus,
which means that µ ∈ MM(f ). Let ν n denote the (unique) maximal measure for f n,c (recall Remark 3.2). As observed previously, f c and f n,c are conjugate by some homeomorphism g n . Thus
and so (g n ) * (ν) = ν n . Moreover, observing that g n maps
On the other hand, Proposition 3.11 gives that
These two inequalities imply that For every x ∈ M , any weak * limit of the sequence of probability measures
is a ν-Gibbs u-state.
Proof. Let Φ i : I × D → B i be a foliation chart for the foliation F u | Bi , that is, a homeomorphism such that each Φ(·, θ) maps the interval I diffeomorphically to an element of the partition ξ inside B i . This may be chosen in such a way that the image of each Φ i (a, ·) is contained in a leaf of F cs , and we do so. We shall use on each B i the coordinates defined by the corresponding chart Φ. Observe that in these coordinates the partition ξ | Bi consists of the horizontal line segments I ×{θ}. Moreover, the assertion in Lemma 3.5(a) (H cs x,y ) * (ν u x ) = ν u y for any x, y ∈ B i , means that the disintegration of ν u along ξ | Bi is constant: the conditional measure is the same on every horizontal segment. Letν i denote this measure, which we may also view as a probability measure on I. Then, by Lemma 3.5(b), every
is a finite linear combination of such measuresν i . It follows that every accumulation point for this sequence is a sum of measures of the formν i × ξ i on each B i ≈ I × D. Thus, its conditional measures are precisely the ν u i , as we wanted to prove.
Maps with ν-mostly contracting center
We say that f ∈ SPH 1 (M ) has ν-mostly contracting center if for every x ∈ M there is a positive ν u x -measure set ∆ ⊂ ξ(x) such that (4) lim sup
for every y ∈ ∆. This is a straightforward adaptation of the notion of diffeomorphisms with mostly contracting center introduced in [5] : we just replace Lebesgue measure along unstable leaves with the conditional measures of ν u . The next couple of propositions also have analogues in the classical setting (see [5, 15] ). The proofs in our present context will be given in the following two subsections. Proposition 4.1. A diffeomorphism f ∈ SPH 1 (M ) has ν-mostly contracting center if and only if every ergodic ν-Gibbs u-state has negative center exponent. Proposition 4.2. If f ∈ SPH 1 (M ) has ν-mostly contracting center then it has finitely many ergodic ν-Gibbs u-states, and their supports are pairwise disjoint. Moreover, each support is the union of finitely many minimal components of the unstable foliation.
Proof of Proposition 4.1.
Suppose that f has ν-mostly contracting center and let µ be any ergodic ν-Gibbs u-state of f . By ergodicity,
coincides with the center exponent λ c (µ) at µ-almost every point or, equivalently, at µ u x -almost every point for µ-almost every x. Thus, since it is assumed that µ u x = ν u x at µ-almost every x, the assumption (4) implies that λ c (µ) < 0 is negative. Conversely, suppose that all ergodic ν-Gibbs u-states of f have negative center exponent. Using Proposition 3.12(a), for any x ∈ B i there exists an increasing sequence (n k ) k of positive integers such that
converges to some ν-Gibbs u-state µ. By part (b) of that same proposition, almost every ergodic component of µ is a ν-Gibbs u-state. It is clear that supp µ is a full measure set for almost every ergodic component of µ. Thus there exists an ergodic componentμ of µ that is a ν-Gibbs u-state and satisfiesμ(supp µ) = 1.
We call basin of a measure the set of points whose (forward) time averages converge to that measure. By ergodicity, the basin Basin(μ) has fullμ-measure. By definition,μ u x = ν u x for a fullμ-measure set Γ ⊂ Basin(μ) ∩ supp µ. By assumption, the center exponent λ c (μ) is negative, and soμ-almost every point has a Pesin local stable manifold with dimension equal to dim E cs . It is no restriction to suppose that this holds for every x ∈ Γ (reducing this set if necessary). LetΓ ⊂ Γ be a fullμ-measure subset such that ν x (Γ) = 1 for every x ∈Γ. Next, fix z ∈Γ such that νx(Γ) = 1 and, consequently, there exists some positive ν z -measure set K ⊂ ξ(z) consisting of points with Pesin local stable manifolds of size uniformly bounded from below. Observe that the Pesin local stable manifolds are contained in the corresponding center-stable leaves, and that the holonomy induced by the center-stable foliation preserves the family of reference measures ν u x (see part (a) of Lemma 3.5). Thus, there exists δ > 0 such that, for every y in the δ-ball around z, the local stable manifolds through the points of K intersect ξ(y) on a subset whose ν u y -measure is independent of y. Notice that all these Pesin local stable manifolds are contained in Basin(μ). In particular, ν u y (Basin(μ)) is positive for any y in the δ-ball around z. This δ-ball has positive µ-measure, since z ∈ supp µ. So, by weak * convergence,
This ensures that there are j ≥ 0 and y ∈ B δ (z)∩f j (ξ(x)) such that Basin(μ)∩ξ(y) has positive ν u y -measure. Since Basin(μ) is invariant under iteration, the Markov property in Lemma 3.5(b), implies that
Finally, the Birkhoff ergodic theorem asserts that
for every w ∈ ξ(x) ∩ Basin(μ). Hence f is mostly contracting. This completes the proof of Proposition 4.1.
Proof of Proposition The proof consists of several lemmas.
Lemma 4.3. There are only finitely many ergodic ν-Gibbs u-states of f .
Proof. Suppose there are infinitely many ergodic ν-Gibbs u-states µ n . By Proposition 3.12(a) we may assume that (µ n ) n converges to some ν-Gibbs u-state µ 0 . By Proposition 3.12(b), almost every ergodic componentμ of µ 0 is a ν-Gibbs u-state. Moreover,μ(supp µ) = 1 and so supp(μ) ⊂ supp(µ). By Proposition 4.1, the center exponent ofμ is negative. Thus,μ-almost every point has a Pesin local stable manifold of dimension dim E cs . So, in view of the definition of ν-Gibbs u-state, for µ-almost every z there exists a set K ⊂ ξ(z)∩Basin(μ) with positive ν u z -measure and such that its points have Pesin local stable manifolds with size bounded from zero. Keep in mind that these Pesin local stable manifolds are contained in Basin(μ) and the holonomy induced by the center stable foliation preserves the family of conditional measures ν u y . Let such a point z be fixed from now on, and δ > 0 be small enough that, for every y ∈ B δ (z), ξ(y) intersects Basin(μ) on a subset with ν u y -measure equal to ν u z (K) > 0. It is clear that µ n (B δ (z)) is positive for every large n. Let n be fixed, large enough. By ergodicity, Basin(µ n ) has full µ n -measure or, equivalently, full µ n,y -measure for µ n -almost every y. On the other hand, for µ n -almost every y ∈ B δ (z) we have that µ u n,y = ν u y which, in view of the previous observations, implies that µ n,y (Basin(μ)) > 0. Combining these two observations, we see that the basins of µ n andμ intersect. Thus µ n =μ, a contradiction. Proof. This is a consequence of Katok's closing lemma. Indeed, by [21] there one can find x ∈ supp µ and a periodic point p such that W s (p) has dimension equal to dim E cs and intersects the unstable leaf of x transversely at some point y. Since supp µ is u-saturated (by part (d) of Proposition 3.12), the point y ∈ W s loc (p) ∩ supp(µ). Let κ be the minimum period of p. Since supp µ is invariant and closed, it follows that p = lim n f nκ (y) also belongs to supp(µ).
Proof. It is clear that supp µ ⊃ Cl(F u (Orb(p))), since supp µ is closed and F usaturated. To prove the converse, letμ be any accumulation point of the sequence
It is clear that suppμ is contained in Cl(F u (Orb(p))) and, thus, is contained in supp µ. By parts (d) and (b) of Proposition 3.12,μ is a ν-Gibbs u-state, and so are almost all its ergodic components. For any ergodic componentμ, it is clear that suppμ ⊂ suppν ⊂ Cl(F u (Orb(p))) ⊂ supp µ. Recalling that µ andμ are ergodic, it follows from Lemma 4.4 thatμ = µ. Thusμ = µ, and the claim follows immediately.
Let p be a hyperbolic periodic point as in Lemma 4.5, and let κ be its period. Note that F = f κ also has ν-mostly contracting center: the assumption (4) remains valid if we replace f by any positive iterate, clearly. Since µ is f -ergodic, its ergodic composition for F has the form
for some µ 0 such that f l * (µ 0 ) = µ 0 and some divisor l of κ. By Proposition 3.12(b), the f i * µ 0 are ν-Gibbs u-states. Then, by Lemma 4.4, their supports are pairwise disjoint.
It remains to show that each supp(f i * (µ 0 )) is an F u -minimal component. It is no restriction to suppose that i = 0 and p ∈ supp µ 0 , and we will do so. For every point x ∈ supp µ 0 , the same argument as in the proof of Lemma 4.6, shows that
is dense in supp µ 0 and, in particular, F u (p) is dense in supp µ 0 . Keeping in mind that F u is a continuous foliation, it follows that there is n x ≥ 1 such that F nx (F u (x)) intersects W s (p) transversely at some point. Taking backward iterates, we get that F u (x) also intersects W s (p) transversely. By continuity of the unstable foliation, it follows that there exist R x > 0 and a neighborhood U x of x such F u (y) intersects W s Rx (p) (the R x -neighborhood of p inside the stable manifold) transversely at some point, for every y ∈ U x . Let {U x1 , · · · , U xj } be a finite cover of supp µ 0 by such neighborhoods and R = max{R x1 , . . . , R xj }. Then F u (y) intersects W s R (p) transversely at some point, for every y ∈ supp µ 0 . This also implies that for each n ≥ 1 there exists a n ∈ F
Since we have already shown that F u (p) is dense in supp µ 0 , this finishes the proof.
Proof of Theorem C
This is similar to the proof of [15, Theorem A], which deals with physical measures of diffeomorphisms with mostly contracting center. The case when f is of rotation type is covered by Proposition 3.1. So, we only need to consider the case when f has some hyperbolic periodic point, and all the ergodic maximal measures of f have non-vanishing center exponent. Let us focus on the ergodic maximal measures with negative center exponent, corresponding to part (a) of the theorem. Part (b) is entirely analogous. Recall that MM − (f ) denotes the simplex generated by the finitely many ergodic maximal measures with negative center exponent.
. Proof. Combining Propositions 3.7 and 3.8, we get that every ergodic maximal measure with negative center exponent is a ν-Gibbs u-state, that is,
Suppose that there is some ergodic ν-Gibbs u-state µ with non-negative center exponent. On the one hand, by Proposition 3.7, µ is u-invariant since it is a ν-Gibbs u-state. On the other hand, by Proposition 3.8, the assumption on the center exponent ensures that µ is s-invariant. Hence, µ is both s-and u-invariant. By Proposition 3.9, that implies that f is of rotation type, which contradicts the assumptions. This contradiction proves that every ergodic ν-Gibbs u-state has negative center exponent. Using Proposition 3.12(a), it follows that Gibb
Combining Lemma 5.1 with Proposition 4.1 we immediately get Corollary 5.2. f has ν-mostly contracting center.
Thus, using Proposition 4.2 we get that f has finitely many ergodic ν-Gibbs ustates. Their supports are u-saturated, pairwise disjoint, and each one is a union of finitely many minimal components of the unstable foliation. Denote by µ 
To complete the proof it remains to show that the unstable leaf through any point x ∈ M intersects W s (Orb(p i )) for some i. Let µ be any accumulation point of the sequence 1 n
By Proposition 3.13, µ is a ν-Gibbs u-state. By Proposition 3.12(b), µ is a convex combination
Fix any j such that a j > 0. Then there exist n arbitrarily large and r > 0 such that
, which on its turn implies that f n (F u loc (x)) has some intersection with W s (Orb(p j )). The intersection is transverse, since the dimensions are complementary. By taking backward iterates, we get that F u loc (x) has some transverse intersection with W s (Orb(p j )).
The proof of Theorem C is complete.
6. Proof of Theorem D 6.1. Rotation type case. If f ∈ SPH 1 (M ) has no hyperbolic periodic points then, by Theorem C(a), it has a unique ergodic maximal measure µ, and it has vanishing center exponent. Moreover, by Proposition 3.1(a), the support supp µ is the whole ambient manifold. By Proposition 3.12(a), there is a unique ν-Gibbs u-state and it coincides with µ. Thus, by Proposition 3.13, for any x ∈ M ,
lim
is dense in the ambient manifold M . Recall, from [13] that accessibility is a C 1 open property.
Proposition 6.1. Every g in a C 1 -neighborhood of f has a unique u-saturated compact invariant subset.
Proof. We need the following criterium that we borrow from [19] : Lemma 6.2. Let h be a partially hyperbolic diffeomorphism. Suppose that for any two unstable leaves F u (x 1 ) and F u (x 2 ) there are n 1 , n 2 > 0 and a stable leaf
Then, h has a unique compact, invariant and u-saturated subset.
We will use the following terminology. Let D 1 be the graph of a continuous map 
. Then we may assume that there is y ∈ H s x2,x1 (F
, as claimed in the lemma. We are left to show that points x 1 and x 2 as in the previous paragraph do exist. Suppose otherwise. Then for every x ∈ M the union ∪ y∈F u (x) F s (y) is a topological codimension-one submanifold F su (x) which is sub-foliated by F u and F s . The family F su (x), x ∈ M is a topological foliation for which every leaf F su is an accessible class. But it is clear that F su (x) = M , and so this contradicts the assumption that f is accessible. This contradiction completes the proof.
Since F u and F s vary continuously with the diffeomorphisms, crossing is a robust property. Thus, Lemma 6.3 has the following immediate consequence: Corollary 6.4. Let f be an accessible partially hyperbolic diffeomorphism with 1-dimensional center. Then there are a C 1 -neighborhood U of f , and two disjoint open sets U 1 , U 2 such that, for any g ∈ U, and any pair of points x 1 ∈ U 1 , x 2 ∈ U 2 , there is a stable leaf F s (y) of g such that F s (y) intersects both F u 1 (x 1 ) and F u 1 (x 2 ). We are ready to complete the proof of Proposition 6.1. Take a neighborhood U of f and open sets U 1 and U 2 as in Corollary 6.4. As already stated at the beginning of this section, Proposition 3.13 implies that ∪ i>0 f i (F u 1 (x)) is a dense subset of M for any x ∈ M . Hence for each x ∈ M and i = 1, 2 there is n x,i ≤ n 0 such that f nx,i (F u 1 (x)) intersects U i for i = 1, 2. Up to shrinking U if necessary, this remains true for any g ∈ U. Now it suffices to use the criterium in Lemma 6.2.
Let us proceed with the proof of Theorem D in the rotation type case. Let g denote a C 2 diffeomorphism C 1 -close to f . By Theorem C, either g has no hyperbolic periodic point, in which case it has a unique maximal measure; or the ergodic maximal measures of g have non-vanishing center exponents, and their supports are pairwise disjoint u-saturated invariant compact sets. By Proposition 6.1, there is at most one of such invariant set. Hence, g has a unique ergodic maximal measure µ Denote by Γ + (respectively, Γ − ) the map assigning to g ∈ U ∩Diff 2 (M ) its ergodic maximal measure with non-negative (respectively, non-positive) center exponent.
Lemma 6.5. For g ∈ SPH 1 (M ) sufficiently close to f in the C 1 topology, Γ − (g) is the unique ν-Gibbs u-state of g.
Proof.
If g has no hyperbolic periodic orbit then by Theorem C(a), it admits a unique ergodic maximal measure and it coincides with Γ − (g). By Proposition 3.12(a), Γ − (g) is also the unique ν-Gibbs u-state for g, so we get the conclusion in this case. If g does have have some hyperbolic periodic orbit then, from Lemma 5.1 and the previous observation that g has a unique ergodic maximal measure Γ − (g) = µ − g with negative center exponent, we conclude that g has a unique ν-Gibbs u-state, and it coincides with Γ − (g). Thus we get the conclusion also in this case.
Consider a sequence of C 2 diffeomorphisms {g n } ∞ n=0 ⊂ U converging to g in the C 1 topology. According to Proposition 3.12(c), any accumulation point of ν-Gibbs u-states of g n is a ν-Gibbs u-state of g. Since we have just shown that the latter is unique, it follows that Γ − (g n ) converges to Γ − (g) when n → ∞. This proves that the map Γ − is continuous. The argument for Γ + is entirely analogous. This proves Theorem D in the rotation type case.
6.2. Hyperbolic case. Now suppose that f has some hyperbolic periodic orbit. Then the same is true for any diffeomorphism in some neighborhood U of f . By Corollary 5.2, every g ∈ U ∩ Diff 2 (M ) has ν-mostly contracting center. Suppose that f has k ≥ 1 ergodic maximal measures {µ − 1 , · · · , µ − k } with negative center exponents. By Lemma 5.1, these are precisely the ergodic ν-Gibbs u-states of f . By Theorem C, the diffeomorphism f has some skeleton S(f ) = {p 1 , · · · , p k } such that the dimension of the stable manifold of each p i is equal to dim E cs . By parts (c) and (d) of Proposition 2.3, the continuation {p 1 (g), · · · , p k (g)} is a pre-skeleton of g and contains some skeleton of g. In fact, it is itself a skeleton of g if and only if no heteroclinic intersection was created between p i (g) and p j (g) for 1 ≤ i = j ≤ k after perturbation. Obviously, the number of elements of this (or any other) skeleton of g is at most k = #S(f ). Using Theorem C once more, we get that the number of ergodic maximal measures with negative center exponent of any C 2 diffeomorphism g ∈ U is smaller than or equal to the number of ergodic maximal measures with negative center exponent of f .
Consider any sequence (f n ) n of C 2 diffeomorphisms converging to f in the C 1 topology, and suppose {p 1 (f n ), · · · , p k (f n )} is a skeleton of f n for each n. By Theorem C, each f n has exactly k ergodic maximal measures µ n,− i , i = 1, · · · , k with negative center exponent. Moreover, their supports are pairwise disjoint and, up to renumbering, we may assume that p i (f n ) ∈ supp µ n,− i for every i. We want to prove that (6) µ n,− i n converges to µ i for every i.
Up to reordering, it is no restriction to consider i = 1. Also, up to restricting to a subsequence, we may suppose that µ n,− 1 n converges to someμ 1 . Now, parts (b) and (c) of Proposition 3.12 imply thatμ 1 ∈ Gibb u ν (f ) and can be written as a convex combinationμ 1 = a 1 µ − 1 + · · · + a k µ − k . To prove (6), we just have to check that a j = 0 for every j > 1. Now, the next lemma asserts that otherwise {p 1 (f n ), · · · , p k (f n )} is not a skeleton of f n , which would contradict the currents assumptions. So, to finish all we need is Lemma 6.6. If a j > 0 for some j > 1 then F u (p 1 (f n )) has a transverse intersection with W s (p j (f n )) for every large enough n.
Proof. Choose B a small neighborhood of p j such that µ − j (B) = b > 0 and W s (p j ) has a transverse intersection with F u loc (x) for every x ∈ B. Take n large enough that µ n,− 1 (B) > a j b/2 and p j (f n ) is close enough to p j (f ) that its stable manifold W s (p j (f n )) has a transverse intersection with F u n (x) for any x ∈ B. In particular, supp(µ n,− 1 ) intersects B. By Proposition 3.12, supp(µ n 1 ) is usaturated, and by Theorem C, we conclude that F u (Orb(p 1 (f n ))) intersects B. Hence, F u (Orb(p 1 (f n ))) ∩ W s (p j (f n )) = ∅. However, this contradicts the assumption that {p 1 (f n ), · · · , p k (f n )} is a skeleton and, consequently, there are no heteroclinic intersections between its periodic orbits.
This finishes the proof of Theorem D.
Proofs of Theorems A and B
Let M be a 3-dimensional nilmanifold different from T 3 . Recall that (Proposition 2.2), every partially hyperbolic diffeomorphism f : M → M is in SPH 1 (M ).
First we deduce Theorem A. By Proposition 2.2 and Theorem C, there are two cases:
• either f has no any hyperbolic periodic point, in which case it has a unique maximal measure, and is transitive; • or f has some hyperbolic periodic point, and then both Gibb u ν (f ) and Gibb s ν (f ) contain each a unique element, and so f has exactly two ergodic maximal measures.
(In the second case uniqueness follows from the fact that u-saturated and s-saturated invariant compact sets are unique.)
The proof of Theorem A is complete. Now we prove Theorem B. As before, define Γ + (f ) (respectively, Γ − (f )) to be the ergodic maximal measure with non-negative (respectively, non-positive) center exponent. To show that these maps are continuous at f relative to the C 1 topology, we consider the following two situations:
• f has no hyperbolic periodic orbits: then continuity is a direct corollary of Theorem D(a); • f has a hyperbolic periodic orbit: then every C 2 diffeomorphism g in a C
1 -neighborhood of f also has a hyperbolic periodic orbit; by Theorem A, g admits a unique maximal measure with negative (positive) center exponent; in particular, the number of ergodic maximal measures with negative (positive) center exponent is constant; by Theorem D(b), the ergodic maximal measure with negative (positive) center exponent varies continuously with the diffeomorphisms in the C 1 topology.
The proof is finished.
