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Abstract 
This study describes the use of a gesture classification framework that can independently 
code and quantify forms and functions of non-verbal behaviors employed during spontaneous 
speech tasks. Normative data from the AphasiaBank Project, including sequential description, 
story-telling and monologue of one hundred and nineteen native Cantonese speakers, was 
used for analysis. Gestures employed during the linguistic tasks were annotated for its form 
and functions separately. Results revealed that one-third of the normal speakers did not 
gesture throughout the tasks and 84% of the gestures were coded as non-specific in nature. 
For the remaining content-carrying gestures, they mainly functioned as assisting listeners to 
decode speech content. Lexical diversity, age and nature of language tasks were related to 
frequency of gestural production. It is hoped that by examining the use of gesture among 
normal speakers, better understanding on cognitive, linguistic and interactive process of 
human communication will be achieved.  
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Introduction 
Gesture is essential in human communication. According to McNeill (1992), gesture 
refers to the arms and hands movement that synchronize with speech. Investigating the role 
of gestures in communication will contribute to the field of cognitive neuropsychology, 
linguistics, and speech therapy. It has been a controversial issue regarding the communicative 
function of gesture, arguing whether gestures are produced for speakers to facilitate lexical 
retrieval, or produced for listeners to assist decoding of speech content (Goldin-Meadow, 
1999).  
As a classification framework could help identify the referential values of gestures in 
communication (McNeill, 1992), a number of gesture classification systems have been 
proposed over the years. Previous works have classified gestures based on their relationship 
to speech content. For example, Ekman and Friesen (1969) identified five types of gesture:  
(1) Pictorial: The movement revealed the speech content by ‘drawing’ a picture of the 
target, such as using the hands to mimic the shape or size of the object.  
(2) Spatial: Using the hands to show spatial distances, e.g. both palms facing each 
other to indicate the distance of the platform gap in the train station. 
(3) Rhythmic: It stressed on particular phrases or movement along the rate of speech.  
(4) Kinetic: When the speaker performed the action in their speech content, e.g. 
moving his arm to pretend the action of running, the movement was called kinetic. 
(5) Pointing: It referred to the use of finger to point out specific objects.  
Ekman and Friesen (1969) stated that it was possible that the gesture might be coded as more 
than one type under his system. Therefore, McNeill (1992) simplified the coding system so 
that the one gesture had only one code. He grouped all movement representing actions 
(kinetic in Ekman and Friesen (1969)) or features of the object (pictorial in Ekman and 
Friesen (1969)) as ‘iconic’; while for rhythmic movement, he named all movements that 
accompanied with rate of speech as ‘beat’. In addition to movement giving spatial 
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information, all movements that conceptualized abstract ideas were coded as metaphoric. For 
pointing, he coded it as ‘deictic’ gesture by widening its definition and included all 
movements that indicated objects and location in the real world. Apart from the coding 
frameworks that are based on forms and functions of gestures, some frameworks focused on 
the degree of overlapping of information between gesture and the speech content. For 
example, Crowder (1996) divided gestures as gesture-speech pairs and non-meaningful 
gestures (non-meaningful referred to pause-filling gesture). Under the category of 
gesture-speech pair, the gesture could be further divided into three types – (1) Redundant 
gesture: added no new information to speech content; (2) Enhancing gesture: expanded the 
speech content; (3) Content-carrying gesture: presented meaning absent in speech. However, 
it was observed that most of the previous studies that coded gestures mainly used systems 
based on the two frameworks proposed by Ekman and Friesen (1969) and McNeill (1992). 
The frameworks developed nowadays either overlap each other or be entirely different from 
the past systems such as Crowder’s system (1996). There is still no universally-agreed system 
for coding gesture. 
One major limitation of these frameworks lies in the fact of mixed coding of forms and 
functions. In particular, under McNeill’s frameworks (1992), some gestures were classified 
based on their form, e.g. he coded gesture indicating the shape or movement of an object as 
iconic; while some gestures were classified based on their function, such as he coded gesture 
giving rhythm as beat. For deictic gestures, Ekman (1969) defined it by its function of 
showing specific object; while McNeill (1992) defined it by its form of finger pointing. Table 
1 showed how gestures under the three systems were coded. Mixed coding of forms and 
functions of gesture is a conceptual problem. It might cause confusion in annotating and 
interpreting gesture use.  
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Table 1. Details of how different categories of gestures were coded based on either its form or function 
Ekman & 
Friesen (1969) 
Pictorial  
(Form) 
Kinetic 
(Form) 
Spatial 
(Form) 
Pointing 
(Function) 
Rhythmic 
(Function) 
McNeill (1992) Iconic 
(Form) 
 Metaphoric 
(Form) 
Deictic 
(Form) 
Beat 
(Function)  
Crowder (1996) Gesture-speech pairs: Redundant; Enhancing; Content-carrying 
(Function) 
Non-meaningful 
(Function) 
 
Another limitation of the above-mentioned studies is the assumption of one-to-one 
relationship between form and function of gesture in communication. This criticism was 
supported by studies which illustrated that one particular form of gesture can serve more than 
one communicative functions. For instance, Butterworth and Hadar (1989) suggested that 
iconic gesture facilitated word finding process by providing an alternate route to the lexicon 
in normal speakers. However, iconic gesture used in normal speakers was also found to help 
listeners decode speech content more accurately (Beattie & Shovelton, 1999). For deictic 
gestures, Goldin-Meadow (2003) found that when adult explained mathematic problems, they 
pointed to the blackboard. Function of this deictic gesture was to lower the demand on the 
speaker’s cognitive resource and facilitate speech formulation. However, the same gesture 
would be coded as pointing according to Ekman and Friesen’s system (1969) and its function 
was to help listener decode by illustrating objects in real world. These examples showed that 
although the gesture was coded as the same form, they might exhibit different functions 
under different conditions. Hence, previous assumption on one-to-one relationship of forms 
and functions of gesture may not be tenable. 
In spite of the limitation of mixed coding of forms and functions and assumption of one 
form has only one function in previous works, observations about gesture use have, 
nevertheless, been revealed on both normal and aphasic speakers. Jacobs and Garnham (2007) 
found that normal speakers seldom used gesture for retrieving words; instead they produced 
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gestures for listeners, assisting them to understand the speech content. Also, Goldin-Meadow 
(2003) showed the relationship between cognitive demand and gesture. In explaining a 
mathematic problem, gesture might help reduced cognitive demand so that the speaker could 
spare more cognitive capacity for the speech task. In addition, gesture might help lower 
working memory demand (Alibali & DiRusso, 1999). In a word reciting task, speaker could 
remember more words when they gestured. This showed the relationship between cognitive 
capacity and gestures. Moreover, gestures seemed to have a different role for speakers with 
impaired language. Iconic gestures were found to assist word-finding process in speakers 
with aphasia (Butterworth & Hadar, 1989). Lanyon and Rose (2009) extended the findings 
that gesture would assist lexical retrieval in speakers with mild word-finding difficulty; while 
it served as an alternative means of communication for speakers with severe language 
impairment. These findings have crucial clinical implications of implementing gestural 
treatment for individuals with aphasia to enhance their word retrieval process.  
The aim of the current study is to propose a classification framework for coding and 
quantifying gesture in two dimensions, form and function, among normal Cantonese speakers. 
Functions for specific form of gestures are found. It is hoped that the systematic 
quantification of gestures can provide a basis of understanding nonverbal communication of 
individuals with language deficits.  
Another goal of the study is to systematically examine gesture use among normal 
speakers. Language performance, demographic factors and tasks for collecting the data are 
taken into consideration during gestural analysis. Firstly, linguistic performance of the 
speakers is found to relate to gesture employment. For example, Crowder (1996) found that 
normal speakers with lower lexical diversity produced more enhancing and content-carrying 
gesture to supplement their speech; while speakers with richer lexical diversity tended to 
gesture less or produce gestures that were redundant to speech content. Besides, fluency of 
speech was found to correlate with frequency of gestures, with reduced gesture production in 
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stuttered speech (Mayberry & Jaques, 2000). In addition, gesture could be used as regulators 
during speech, for filling gaps of speech initiation, continuation, shifting and termination 
(Mather, 2005). It is therefore questioned whether gesture is related to the production of 
regulators in speech. Finally, as the relationship between speakers’ syntactic ability and 
gesture use has not been investigated in previous studies, it is taken into consideration for 
analysis in the current study.  
Conclusive findings on how intrinsic factors, such as age and education, correlate with 
gestural production are also currently unavailable for Cantonese-speaking population in Hong 
Kong. Colletta, Pellenq, and Guidetti (2010) revealed that the use of non-representational 
gesture was increased with age. They claimed that adults tended to use gesture to mark and 
cue their narrative cohesion. However, for the relationship between education level and 
gestural production, there is currently no finding on it; thus, it is included in the current study.  
Lastly, the method of soliciting speech sample influenced gestural production (McNeill, 
1992). Previous studies usually analyzed gestural performance in a single speech task (Jacobs 
& Garnham, 2007; McNeill, 1992). Narrative task was the most common one as its data was 
easier to manipulate and analyzed (McNeill, 1992). However, it was known that the types of 
speech task would affect the amount and types of gesture occurring in conversation (Ekman 
& Friesen, 1969). Hence, across-task comparison of gesture use is made in the current study. 
The coding and analysis was previously done by transcribing both language sample and 
gestural coding on paper (Ekman & Friesen, 1969; McNeill, 1992), which was 
time-consuming. With maturation of computation technology, digitized video can be linked 
to each orthographically transcribed language sample and gesture coding so that analysis 
could be done on a single platform – EUDICO Linguistic ANnotator (ELAN; Max Planck 
Institute for Psycholinguistics, 2002). The ELAN provides independent tiers for annotating 
different aspects. It can show up to four digital files in one time. Template file and controlled 
vocabularies for each tier (Lausberg & Sloetjes, 2009) can also be set up for more systematic 
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and unified annotation. Moreover, simple statistical analysis, such as frequency measures of 
specific words, can be conducted using the ELAN. One of the few systematic applications of 
the ELAN to analyze gestures produced by normal speakers was reported by Lausberg and 
Sloetjes (2009). Since they analyzed three independent modules of gestures (kinetic, 
bimanual relation and functions) and used the ELAN as annotation platform, the feature of 
independent coding in ELAN was demonstrated. The authors concluded that ELAN was an 
appropriate tool for applying their gesture annotation system.  
To conclude, the current study aims to consolidate a more comprehensive gesture 
coding framework in forms and functions by using previous reports. Normative data 
regarding factors relating to the gesture use is collected. More specifically, there are four 
research questions:  
1. What is the relationship between forms and functions of gestures? 
2. Is linguistic performance related to the frequency of gesture use? 
3. How will age and educational level affect the frequency of gesture use? 
4. Will a change in speech task cause a change in frequency of gesture use? 
It is anticipated that by answering these questions, it may allow one to better understand the 
relationship between forms and functions of gestures in normal Cantonese speakers. 
 
Methods 
Source of data 
The data used for the current study came from the AphasiaBank corpora in the 
TalkBank database, in which normal Cantonese speakers’ performance on eight language 
tasks was stored. Three language tasks from the database were selected for analysis in the 
current study – (1) sequential description of sandwich making (During the task, the speakers 
were given a paper with pictures of bread, ham and egg as visual cue), (2) story-telling (‘龜兔
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賽跑’ – The Hare and the Tortoise and ‘狼來了’ – The boy who cries wolf), and (3) personal 
monologue on the most important event in life. In the database, the speakers’ performance 
was audio-taped and videotaped; while the language elicited had already been coded with the 
transcription system – codes for the Human Analysis of Transcripts (CHAT; MacWhinney, 
2000).  
Participants 
One hundred and nineteen native Cantonese native speakers, with negative 
neurological lesions that would affect everyday communication, were recruited to participate 
in three speech tasks. They were equally divided into three age groups (Young: 18;00-39;11; 
Middle-aged: 40;00-59;11; Elderly: ≥60;00) and two education levels (Low: secondary 
education or below; High: post-secondary). Consideration of age and education level was to 
ensure the representativeness of normative data.  
Data Analysis 
Annotation platform – ELAN 
The orthographically transcribed language sample and digitized video in waveform 
audio format (wav) was linked through a computerized platform annotating linguistic and 
non-linguistic variables named the EUDICO Linguistic ANnotator (ELAN; Max Planck 
Institute for Psycholinguistics, 2002). A template file in enriched text format (etf) with three 
independent tiers of (1) linguistic information of the transcript, (2) forms of gestures appeared, 
and (3) function for each gesture used, was generated and imported simultaneously with the 
video file. For linguistic annotation, instead of exporting CHAT file to ELAN, the 
orthographical transcription was copied manually from CLAN to the linguistic tier of ELAN. 
Detailed procedures of linking and coding were shown in Appendix A.  
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Coding of gesture  
A unit of gesture was defined as the duration from the start of movement until the 
hands returned to its resting position (McNeill, 1992). If the hand did not return to its resting 
position, the gestures would be divided by either a pause in movement or an obvious change 
in shape or trajectory (Jacobs & Garnham, 2007). A gesture coding system in two dimensions, 
forms and functions, was adopted for annotation. Detailed description of parameters was 
given in Appendix B. 
In the dimension of forms, gestures were coded into six categories, which were 
developed based on previous classification (McNeill, 1992; Ekman & Friesen, 1969): 
(1) Iconic: It refers to gesture that outlines the shape of object or mimic the action in the 
speech content. For example, the speaker moved his hand in rotary action, pretending he 
was mixing the egg white and york when he said ‘Then mix the egg’. 
(2) Metaphoric: It refers to gesture that shows pictorial content of an abstract idea, e.g. 
When the speaker said ‘We have allocation of work’, he showed his palm in three 
different directions (left, middle and right) orderly, representing the concept of 
‘allocation of work’. 
(3) Deictic: It refers to familiar pointing, indicating objects in conversational space, such as 
when the speaker said ‘I ask him to go up’, he pointed upward. 
(4) Emblem: It means gesture with standard of well-formed properties and language-like 
features. One example is the OK sign that has a universally agreed meaning; and it is 
necessary to place the thumb and index finger together in order to form the gesture. 
(5) Beat: It refers to hand movement along with rhythmical pulsation of speech. It can be a 
simple hand flick or hand moving up and down, back and forth. For instance, the speaker 
used his right index finger to point to his left thumb, index finger and middle finger 
orderly when he listed the animals joining the running race.  
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(6) Non-identifiable: It refers to uncodable gesture due to visual obstruction or any gestures 
that cannot be coded by the abovementioned forms. For example, the speaker flipped his 
right hand over repeatedly throughout his description of scenario in a trip. 
In the dimension of functions, gestures were classified by its role in communication.  
Eight functions are developed based on previous literature and one of them – ‘emphasizing 
speech content’ was newly added:  
(1) Providing substantive information to the listener: The gesture gives information in 
addition to the speech content (Goldin-Meadow, 2003). For instance, when the speaker 
said ‘when you reached there’, he pointed to the left to give additional information on the 
direction he went. 
(2) Helping listener decode words or meaning: It gives the same meaning to the speech 
content (Beattie & Shovelton, 2000) and helps the listener understand the content. For 
example, when the speaker said ‘Then put the bread on it’, he pretended to put a piece of 
bread on a sandwich so that listeners found it easier to understand.  
(3) Alternative means of communication: This category of gesture carries meaning that is 
entirely NOT included in speech content (Le May, David, & Thomas, 1988), e.g. when 
the speaker finished his monologue, he spread his hands open to show completion 
without any speech. 
(4) Guiding and controlling flow of speech: This category of gesture gives rhythm to the 
flow of speech (Jacobs & Garnham, 2007). For instance, the speaker raised his finger one 
by one from thumb, index finger, to little finger, to give the rhythm when he listed the 
ingredients of sandwich.  
(5) Emphasizing the speech content: The speaker stresses his meaning by a gesture. When 
the speaker said ‘There are wolves!’ he gave a specific and sharp hand flick when he said 
the word ‘wolves’. 
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(6) Lexical retrieval: The function of gesture is observed when the speaker is able to produce 
the word after gesturing at times of word-finding difficulty. For example, the speaker 
tapped his right palm on the table repeatedly during his prolongation of article ‘the’, and 
he could retrieve the word ‘wolves’ after his tapping of hand.  
(7) Sentence construction: The speaker shows modification of syntactic structure after using 
the gesture (Alibali, Kita, & Young, 2000), e.g. the speaker reformed his sentence ‘The 
shepherd is shepherding the … The shepherd suddenly had an idea to play tricks on the 
villagers’ and he gestured when he reformed the sentence ‘The shepherd is shepherding 
the…’ 
(8) No specific meaning deduced: These are unclassifiable gesture functions due to 
ambiguity. One example was the speaker tapped his hand slightly on the table when he 
said ‘he shepherds near the mountain’, but the gesture did not represent or in synchrony 
with any meaning or rhythm of the speech. 
Analysis of gestural and linguistic properties of samples 
Concerning gestural analysis, each sample was analyzed in terms of (1) total number of 
gestures used and (2) number of gestures used in each category under the two dimensions. 
These frequencies were counted using the function of ‘Annotation Statistics’ in ELAN.  
     For linguistic analysis, total number of sentences, complete sentences and simple 
sentences were counted regarding syntactic complexity. The percentage of complete sentence 
and percentage of simple sentence are calculated by dividing their frequency by total number 
of sentences respectively. For regulators, according to Mather (2005), they are utterances 
used for initiation, continuation, shift and termination in conversation. Examples include 
sentences such as ‘係咪?’ (Agree?) functioning as shifting and ‘咁好啦’ (That’s good) 
serving for termination of sentences. Percentage of regulators is calculated by dividing its 
number by total number of sentences. The final two parameters can be calculated in CLAN. 
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Type-token ratio of words (Dividing number of different words by total number of words) 
and frequency of dysfluency is counted by CLAN. The occurrence of dysfluency includes 
pauses, interjections, repetitions, prolongations, or self-corrections (Mayberry & Jaques, 
2000). Dividing frequency of dysfluency by total number of sentence, the percentage of 
dysfluency is calculated. Details of the linguistic parameters with examples are summarized 
in Appendix C. 
Statistical Analysis 
To understand the major functions of specific forms of gestures, quantitative analysis 
for the distribution of the gesture forms and functions was implemented. Also, function of 
every form gesture was analyzed by simple tallying. Normative data of frequency and 
functions of specific forms of gestures would be developed. 
Prior to the analysis of how different factors (linguistic performance, age, education 
and discourse tasks) affected gestural production, normality and homogeneity of variance of 
data was tested using Kolmogorov-Smirnov test and Levene test respectively (Field, 2009) in 
order to determine the use of parametric or non-parametric test. If the data was not 
normally-distributed, transformation of the data was involved. For example, Box-Cox 
transformation was conducted for highly skewed data (Osborne, 2010); whereas natural log 
was done when positive skewness of the data was observed (Field, 2009). After data 
transformation, if the data was normally distributed and fulfilled the homogeneity of variance, 
parametric test was used; on the contrary, non-parametric test was used if the data violated 
the normality or equality of variance assumptions.  
To investigate the relationship between linguistic performance and frequency of 
gesture used, the 119 subjects were ranked according to their total number of gesture used. 
The top third of the subjects (40 subjects) would be regarded as speakers with high frequency 
of gesture use; while the bottom third of subjects (40 subjects) would be regarded as speakers 
with low frequency of gesture use. Comparisons were made among the five language 
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parameters in the two groups of high and low gesture frequency. The independent variable 
was frequency of gesture use; while the dependent variables included (1) percentage of 
complete sentence in overall utterances, (2) percentage of simple sentence in overall 
utterances, (3) type-token ratio of words, (4) percentage of regulators in overall utterances, 
and (5) percentage of dysfluency in overall utterances. If the data fulfilled the normality and 
homogeneity assumption, five independent t-tests were done with the Bonferroni adjustment 
of alpha value as 0.01. This was to determine if there were any significant differences for 
frequency of gesture used among the five linguistic parameters measured. By contrast, 
non-parametric Mann-Whitney U test was used when the data infringed the normality and 
homogeneity assumptions.  
To address the question about how age and education affected gestural production, if 
the data followed the normality and homogeneity assumption, one-way ANOVA would be 
performed to investigate whether there was any relationship between age and the dependent 
variable – frequency of gesture used. Subsequent t-tests were done as post-hoc to examine the 
effect of specific age groups. On the other hand, independent t-test would be used to examine 
the relationship between education and gesture use. However, if the data did not fulfill the 
assumption for parametric tests, Kruskal-Wallis test and Mann Whitney test were used to 
determine the effect of age and education respectively. Post-hoc tests of Mann Whitney test 
was followed for determining the specific effect of the three age groups. The calculation 
would be repeated twice, with the observations focusing on different forms of gesture – (1) 
all but non-specific forms; and (2) solely non-specific gesture. 
Lastly, across-task comparison in speakers’ gestural production was carried out. If the 
data was normal and homogeneous, number of gestures among the three speech tasks would 
be compared through one-way repeated measures ANOVA to demonstrate if there was any 
significant difference for number of gestures across three speech tasks. Independent t-tests 
were used as post-hoc. When the data violated the assumption for parametric test, 
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non-parametric Friedman’s ANOVA with Wilcoxon tests as post-hoc were used for 
comparison. Similarly, the calculation would be repeated twice on – (1) all but non-specific 
forms; and (2) solely non-specific gesture, so that more detailed observation could be made.  
Inter-rater and intra-rater reliability:  
Inter-rater and intra-rater reliabilities of the gesture coding framework were calculated 
for the existing data. 10% of data, i.e. 12 out of 119 subjects, were selected randomly and 
re-analyzed the forms and functions of gestures independently by the author and another 
speech therapist student. As the number of different forms and functions of gestures were 
ordinal in nature, Kendall’s tau correlation was used to calculate if there were significant 
differences between the ratings of every form and function 
 
Results 
Based on the newly proposed gesture classification framework, the use of different 
forms and functions of gestures among the 119 participants is summarized. There were about 
one-third of the speakers (37 speakers) who produced no gestures throughout the three speech 
tasks. For the remaining 82 subjects, their gesture use with the percentage of specific forms 
and functions of gesture was shown in table 2. Out of a total of 3061 gestures annotated, over 
84% were coded as non-identifiable gestures for forms.  
Regarding the functions of the content-carrying gestures (including iconic, metaphoric, 
deictic, and emblem), they mainly served to help listeners to decode speech content 
(82.9-92.7% of incident). Beats mainly functioned as emphasizing speech content (78.6%) 
and regulating flow of conversation (21.4%). For non-identifiable gestures, more than 99% of 
them had no specific functions.  
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Table 2. Distribution of various forms and functions of gestures employed  
 Gesture forms Percentage of 
functions 
(Frequency) 
Content-carrying gestures Non-content-carrying 
Iconic Metaphoric Deictic Emblem Beat Non-identifiable 
% of forma 
(Frequency) 
3.3% 2.3% 5.8% 1.1% 3.4% 84.1%  
(102) (70) (178) (34) (103) (2574)  
Functions: 
Pro
b 
10.8% 1.4% 4.5% 0.0% 5.9% 0.0% 0.7%  (22) 
Dec
c 
83.3% 82.9% 92.7% 0.0% 88.2% 0.0% 11.0%  (338) 
Alt
d 
1.0% 1.4% 0.0% 0.0% 2.9% 0.0% 0.1%  (3) 
Flow
e 
0.0% 0.0% 0.0% 21.4% 0.0% 0.0% 0.7%  (22) 
Emp
f 
0.0% 5.7% 0.0% 78.6% 0.0% 0.0% 2.8%  (85) 
Lex
g 
4.9% 4.3% 2.2% 0.0% 2.9% 0.5% 0.9  (26) 
Sent
h 
0.0% 0.0% 0.0% 0.0% 0.0% 0.2% 0.1%  (4) 
No
i 
0.0% 4.3% 0.6% 0.0% 0.0% 99.3% 83. 7%  (2561) 
Note 1. Total number of gestures: 3061 
Note 2.
a% of forms: Percentage of forms in total number of gesture; bPro: Providing substantive information;  
c
Dec: Helping listener to decode; 
d
Alt: Providing alternative means of communication;  
e
Flow: Regulating flow of conversation; 
f
Emp: Emphasizing speech content;  
g
Lex: Facilitating lexical retrieval;
 h
Sent: Facilitating sentence construction; 
i
No: No specific function 
 
To understand the effect of linguistic performance on gestural production, five 
linguistic parameters were compared between speakers in the groups of high and low gesture 
use. Since percentage of complete sentences, percentage of regulators and percentage of 
dysfluency were found to be not normally distributed, data transformation was done. 
Specifically, for percentage of complete sentences, given the fact that the data was highly 
skewed, Box-Cox transformation (Osborne, 2010) was conducted. Natural log of percentage 
of regulators and percentage of dysfluency were done due to positively skewed data (Field, 
2009), respectively. After transformation, all five parameters had met the normality and 
homogeneity assumption (Appendix D). The descriptive statistic on linguistic performance of 
speakers in high and low gesture group was shown in table 3.  
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Table 3. Linguistic performance of the high and low frequency gesture group 
Linguistic parameters Gesture 
group 
Descriptive statistics 
Mean SD 
Type-token ratio (TTR) Low 0.35 0.08 
High
 
0.32 0.06 
Percentage of simple sentence Low 0.91 0.04 
High 0.93 0.05 
Percentage of complete sentence Low 0.90 0.08 
High 0.90 0.05 
Percentage of regulators Low 0.04 0.05 
High 0.02 0.02 
Percentage of dysfluency Low 0.46 0.25 
High 0.51 0.29 
 
Five independent t-tests were performed separately to compare the five linguistic 
parameters among the two groups – speakers of the high and low gesture group. A Bonferroni 
adjustment was applied and the alpha value was set as 0.01 (0.05/5). Type-token ratio (p = 
0.01) and percentage of regulators (p = 0.001) were found to be significantly different among 
the two groups. No significant differences were found for other parameters, including 
percentage of complete sentences (p = 0.63), simple sentences (p = 0.24) and dysfluency (p = 
0.61). It was found that speakers who gestured more had a lower type-token ratio and lower 
percentage of regulators than speakers with no or few gestures. 
To investigate how frequency of gesture differed as a result of age, education level and 
language tasks for the final two research questions, non-parametric tests were implemented. 
This was due to the significant value of Kolmogorov-Smirnov test (p = .00) of total number 
of gestures in each group, violating the assumption of normal distribution.  
Concerning the effect of age and education, a Bonferroni correction was referred to set 
the level of significance to 0.025 since the two factors (age and education level) were 
examined separately. Regarding the age effect, Kruskal-Wallis test revealed a main effect 
between age and the production of all but non-specific form of gesture (H(2) = 14.976, p = 
0.001). No significant difference was found between age and use of non-specific form  
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(H(2) = 4.913, p = 0.086). Mann-Whitney test was then used to examine the effect of each 
group. A Bonferroni correction was adopted as there were three comparisons in each 
comparison; thus, the level of significance of all effects of post-hoc tests was reported at 
0.0167. The results of pairwise comparisons of three age groups and forms of gestures are 
shown in Table 4. In regard to the production of all but non-specific forms of gestures, the old 
group (M = 7.83, SD = 11.37) produced significantly more gestures than the young (M = 1.62, 
SD = 3.69) and middle-aged group (M = 2.67, SD = 5.47). However, there was no significant 
difference between age and use of non-specific gesture forms. For the effect of education, 
Mann-Whitney test was conducted. There was no significant effect of education level on use 
of both all but non-specific form (p = 0.252) and non-specific form of gestures (p = 0.268). 
Table 4. Pairwise comparisons of different forms of gestures between three age groups 
Comparison between age 
groups 
All but non-specific form Non-specific form 
U p-value U p-value 
Young vs Middle
 
669.0 .250 740.5 .837 
Young vs Old
 
466.5 .000* 629.5 .096 
Middle vs Old
 
545.5 .008* 584.5 .036 
Note. *Level of significance: .0167 
 
Finally, across-task comparison was carried out by Friedman’s ANOVA. The 
descriptive statistics of the three tasks were shown in Table 5. According to the results of 
Friedman’s ANOVA, main effects were found between the three speech tasks and (i) all but 
non-specific form (χ2(2) = 15.682, p = 0.00) and (ii) non-specific gestures (χ2(2) = 20.319, p 
= 0.00). Wilcoxon tests were used to follow up and investigate the effect of each group. An 
adjustment of alpha level to 0.0167 was done using Bonferroni’s method because three 
pairwise comparisons were conducted. The result of post-hoc test was summarized in table 6. 
Compared with sequential description and story-telling, it was found that monologue elicited 
significantly more all but non-specific and non-specific gestures than the other two tasks. 
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Table 5. Descriptive statistics of gesture use in three speech tasks 
 Sequential description Story Monologue 
M SD M SD M SD 
All but non-specific forms 1.69 4.08 0.38 1.43 2.03 5.67 
Non-specific forms only 1.48 3.49 6.97 20.01 7.64 19.40 
 
Table 6. Pairwise comparison of gestural production between the three speech tasks 
 Sequencing vs Story Sequencing vs Monologue Story vs Monologue 
All but non-specific form z = -3.513 
p = .000* 
z = -0.211 
p = .833 
z = -3.819 
p = .000* 
Non-specific form z = -4.035 
p = .000* 
z = -4.686 
p = .000* 
z = -0.800 
p = .424 
Note. *p < .01 
 
Inter- and Intra-rater reliability 
Table 7 showed the results of Kendall’s tau coefficients for inter-rater and intra-rater 
reliabilities. All coefficients were significant at p < 0.05 or better, with the coefficients for 
intra-rater agreement higher than those of inter-rater agreement. 
Table 7. Reliability measures of forms and functions of gesture 
  
 
Kendall tau coefficient 
Inter-rater reliability Intra-rater-reliability 
Forms Iconic 0.92** 1.00*** 
 Metaphoric 0.71* 1.00*** 
 Deictic 0.84** 1.00*** 
 Emblem 0.98*** 1.00*** 
 Beat 0.77** 0.87** 
 Non-identifiable 0.96** 1.00*** 
Functions Providing substantive information 0.83** 0.85** 
 Helping speaker to decode the content 0.93** 0.99** 
 Alternate means of communication 1.00*** 1.00*** 
 Regulating the flow of speech 1.00*** 1.00*** 
 Emphasizing speech content 0.67* 0.83** 
 Lexical retrieval 0.86** 0.98** 
 Sentence reconstruction 1.00*** 1.00*** 
 No specific function 0.93** 1.00*** 
Total number of gestures 1.00*** 1.00*** 
Note. * = p ≤ .05, ** = p ≤ .01, *** = p ≤ .001 
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Discussion 
The current study has adopted a new gesture coding framework for annotating gesture 
in terms of form and function independently. This framework did not involve mixed coding 
of gesture form and function as in previous literature (Ekman & Friesen, 1969; McNeill, 
1992). Unlike a specific one-to-one relationship between form and function, the current 
results showed that all forms of gesture exhibited at least two functions. For example, while 
beats were found to be associated with stressing on a word (McNeill, 1992), the current study 
suggested that they can be used for emphasizing speech content (78.6%) and regulating flow 
of conversation (21.4%). This revealed that the long-standing assumption of 
one-form-to-one-function might not be tenable. Thus, it is believed that the proposed coding 
framework is more sensitive for quantifying gestural employment during everyday 
communication as it consolidated a more comprehensive framework (both in form and 
function) using the existing literature and eliminating the problem of over-generalization of 
function for a particular form of gesture. 
Based on the new framework, normative data of gesture use in Cantonese-speaking 
population was obtained. Gestural production in normal speakers was previously used as 
control for gestural use in speakers with communicative disorders. Seldom do researchers 
investigate and collect data for normal speakers. In this study, two novel findings regarding 
normal speakers’ gestural use are revealed. Firstly, it was surprising to find that one-third of 
the normal subjects did not gesture throughout the three tasks. Secondly, out of the total of 
3061 gestures coded, the amount of non-content-carrying gesture (87.4%) was drastically 
more than its content-carrying counterpart (12.6%). The two findings might be accounted by 
individual difference in gestural use. Another reason could be the lack of a need to use 
gestures particularly content-carrying gestures, in language tasks for our participants. A 
major conclusion drawn from studies using normal and language-impaired subjects was that 
gestures had two major functions on the part of speakers: compensating speech content for 
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listeners, or assisting retrieval of lexicon for speech output (Goldin-Meadow, 1999). It was 
clear that for the one-third of our normal speakers, such a need to employ gestures for the 
above two purposes was not necessary (Jacobs & Garnham, 2007). This observation can be 
further supported by the gesture production model suggested by Krauss, Chen, and 
Gottesman (2000). In particular, they proposed that lexical and gesture production system 
interacted with each other during speech, i.e., activation of gestural information of a word is 
part of the word retrieval process in normal speakers. However, gesture production would be 
switched off by lexical selection when the feature carried by the gesture was realized in the 
speech content. For instance, during word-finding process, both language and gesture systems 
would be activated. It was observed that normal speakers would use oral language to help 
retrieve the target word by describing features of the target word verbally. Thus, although 
many gestures were activated in one-third of the normal speakers; the gesture was not 
executed as normal speakers’ verbal output would switch off the gesture before its execution.  
Concerning the functions of specific forms of gesture, the results could be summarized 
based on two categories of gesture – content-carrying gestures and non-content-carrying 
gestures (Crowder, 1996). Content-carrying gestures referred to gestures that conveyed 
message relevant to the speech content (Crowder, 1996). It was found that all 
content-carrying gestures in the proposed framework, including iconic, metaphoric, and 
deictic gestures and emblems, were mainly produced to help listeners to decode speech 
content in 82.9-92.7% of incident. This finding is consistent with Goldin-Meadow (2003) 
who reported that gesture would facilitate listeners to comprehend speech content through the 
extraction of meanings from gestures by communicative partner. For non-content-carrying 
gestures, beats and non-specific gesture did not convey any messages that were related to 
speech. Instead, beats had two functions that helped with prosody of speech – emphasizing 
speech content and regulating the flow of speech, which was coherent with the previous 
findings of functions of beat by Goldin-Meadow (2003). For non-identifiable form of gesture, 
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99.3% of them were coded with no specific function. This finding of not gesturing for any 
purposes has not been reported by other literature. Although the use of non-specific form of 
gesture in communication is not the focus of the study, further investigation is deserved.  
Besides establishing normative data on gesture use, factors affecting gestural 
production in normal Cantonese speakers were investigated. First, linguistic performance as 
reflected by type-token ratio in the current study was found to relate to gesture production. 
Speakers with a lower frequency of gesture use tended to have richer lexical diversity. This 
observation seemed to be related to Xu et al. (2009) finding that language and gesture might 
be originated from the same system, but could function independently to compensate each 
other. Thus, for speakers with higher lexical diversity, fewer gestures were used to 
compensate the language system. Furthermore, different aspects of language were found to 
pose different degrees of effect on gesture use. While lexical diversity was related to gesture 
use, there was no difference found in use of different syntactic forms and occurrence of 
dysfluency among the two groups of speakers. Hence, it could be concluded that gestural 
production was more related to lexical diversity than at the sentence level. However, due to 
the absence of data of gestural use in language-impaired subjects with word-finding 
difficulties, comparison cannot be made between normal and language deficit subjects. The 
conclusion of whether the function of gesture in language was part of the word retrieval 
process or used only for compensatory purposes could not be drawn.  
It is worth mentioning that the use of regulators in our participants, which was defined 
as utterances used for initiation, continuation, shift and termination in speech (Mather, 2005), 
was related to the frequency of gesture use. Based on the comparison of speakers in high and 
low gesture frequency groups, a lower percentage of regulator usage was found in speakers 
who gestured more. This is consistent with the findings of Smith (1987) that gestures could 
serve as silent regulators using for initiation, continuation, shift and termination in 
conversation and could substitute the use of regulators verbally. This observation could be 
22 
 
                              
accounted by the potential relationship between gesture use and cognitive loading. As it was 
found that gesture could help reduce cognitive burden and free up effort that can be used in 
thought formation (Alibali & DiRusso, 1999), gesture might serve the function of regulators 
in speech (filling the gap in times of speech initiation, continuation, shift and termination) 
when the speaker required more effort for thought formulation. Thus, when speakers required 
more time and effort for thought formulation, they might use more of those gestures serving 
the same function as regulators to substitute the verbal regulators. This observation about 
cognitive loading was further supported by the age effect found in the current study, where 
older participants tended to produced fewer regulators. The lower frequency of use of 
regulators in the old group was supported by a significant value of p = 0.005 in a further 
post-hoc test comparing use of regulators between old and young; old and middle-age group.  
The age of speakers was found to influence on the frequency of gesture use as 
mentioned above. In the current result, the old group tended to use more gestures than the 
young and middle-aged group. This might be due to their use of regulators explained before. 
Also, it might be potentially related to gestures’ role in reducing cognitive demand. It was 
generally known that aging had an effect on lengthening reaction time (Gooch, Stern, & 
Rakitin, 2009) and increasing deficit in retrieving memory (Old & Naveh-Benjamin, 2008). It 
was hypothesized that the cognitive demand for the same language task might be higher for 
speakers in the older group than in the younger groups. Thus, it was possible that older group 
would tend to use more gesture spontaneously so as to alleviate their cognitive loading and 
free up more cognitive effort for the speech tasks. In addition, the current age effect on 
gesture use has extended the findings in Colletta et al. (2010), who suggested a constant 
increase in frequency of gestural use with age. Colletta et al. (2010) found that the increased 
use of co-speech gestures was due to semiotic resources that developed with age. This was 
another possible explanation of why elderly produced more gestures. The finding highlights 
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the importance of the consideration of normative data in clinical practice as well as research 
when comparing different age groups.  
As for the absence of effect of education level on gesture use with highly educated 
speakers predicted to produce less gesture for either compensatory or lexical retrieval 
purposes and vice versa for the lower education group, it may suggest that other factors, such 
as lexical diversity, cognitive demand and age mentioned above, play a more important role 
in the production of co-verbal gestures. 
Finally, the choice of speech tasks was found to affect gesture production. According 
to the current result, monologue is the task eliciting largest number of both all but 
non-specific form and non-specific gestures. The observation was coherent with the trade-off 
hypothesis mentioned by Van der Sluis and Krahmer (2007) and De Ruiter, Bangerter, and 
Dings (2012). It was assumed that there was a trade-off of communicative load between 
speech and gesture of a speaker. When speech became more difficult or required more time 
for organizing into verbal output, more gesture would be used to share the communicative 
role for the speaker. Since monologue required speakers to organize their thought into verbal 
output without any external assistance, such as pictures, to guide their thought, it was the 
most difficult speech task that elicited largest number of gestures. Furthermore, sequential 
description was found to elicit the least amount of non-specific gesture. This might be 
because speakers were given a picture to assist their production in the task; thus, fewer 
non-specific gestures were produced for lowering cognitive burden in sequential description. 
During the annotation, there are two interesting observation on use of specific forms of 
gesture. Firstly, some forms of content-carrying gestures are found to accompany with 
specific part of speech. Out of the 384 content-carrying gestures, about 53.6% of them, 
including iconic and metaphoric gestures and emblems, ‘mimic’ the elements in the speech 
content. These gestures are observed to accompany more frequently with speech describing 
actions (64.1%) than speech talking about nouns (21.3%) or other parts of speech such as 
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adjectives (14.6%). One possible reason is that it is easier for speakers to use gestures to 
represent verbs rather than nouns and adjectives as action verbs involved body movement but 
nouns and adjectives were static in nature. The remaining 46.4% of content-carrying gestures 
are deictic gesture. Among the 178 deictic gesture coded, 85.4% of them were found to 
indicate nouns, rather than verbs (2.2%) or other part of speech (12.4%). This is reasonable as 
most of the gestures coded as deictic in the study, referred to pointing to pictures given in 
sequential description tasks (69.7% of all deictic gestures) or pointing to body parts (9.0% of 
all deictic gestures), which most of the pointing targets were nouns.  
Secondly, despite the fact that no significant relationship was observed between 
percentage of dysfluency and frequency of gesture use, it was interesting to note that 
non-specific gestures were always found with incident of dysfluency, such as pauses, 
interjections (e.g. /e6/ or /um5/), repetition, prolongation, and self-correction. Additional 
post-hoc test revealed that the production of non-specific gestures was significantly related to 
incident of dysfluency, τ = .213, p < .01. This condition further supported the hypothesis that 
speech and gesture compensated each other (Butterworth & Hadar, 1989). Non-specific 
gestures appeared when speech was failed or disrupted. 
The computer platform, ELAN, was used for annotation in the current study. The 
platform allowed independent coding in different tiers, including (1) linguistic information of 
the transcript, (2) forms of gestures appeared, and (3) function for each gesture used, which 
enabled a comprehensive view of both linguistic and gestural annotation. The use of template 
saved time of editing and enabled consistency. However, one point to note was that the time 
needed for familiarization of ELAN by new user was long (about 90 minutes for one subject), 
but the annotation was more efficient with repeated usage. The average time spent for each 
subject was reduced to about 45 minutes, which was reasonable for analyzing three speech 
tasks. Crashing of program occurred when the size of video files exceeds 100,000KB or when 
the duration of a video is longer than 5 minutes. Also, after the export of CHAT file into 
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ELAN, it required a long editing time for every annotation. Thus, direct copying of linguistic 
transcription from CHAT file was done instead in the current analysis. Despite the 
shortcomings of ELAN, the program provided a comprehensive platform for clinicians and 
researchers to analyze non-verbal behaviors.  
Concerning reliability measures of the system, it was observed that the inter-rater and 
intra-rater reliabilities were fair-to-good as all the Kendall’s tau coefficient were at the 
significant level of p < 0.05 or higher. The intra-rater reliability was better than inter-rater 
reliability since all of its coefficient were at the significance of 0.01 or better. This might be 
due to familiarity of the coding framework by the author. More specifically, regarding the 
reliability of specific forms of gesture, metaphoric gesture seemed to have the lowest 
agreement (τ = 0.71) among all forms. Two non-identifiable gestures and two iconic gestures 
were regarded as metaphoric gestures by the other rater. For specific functions of gestures, 
emphasizing speech content had the lowest correlation coefficient. There were 8 out of 131 
gestures (6.10%), in which their function of emphasizing speech content was confused with 
no specific function. One possible reason for the discrepancies was that the two raters had 
different interpretation on the idea of ‘abstract’ for metaphoric gestures definition and 
perceived the function of ‘emphasizing’ inconsistently. Hence, potential improvement for 
accurate coding should involve extra examples so that the raters could make reference to.  
There are three directions to further expand this study. Firstly, one of the major 
purposes of developing the new gesture coding framework was to identify the function of 
gestures – whether they were produced for listeners or for speakers. By including aphasic 
participants, better investigation can be made about the relationship of ‘language 
competency’ and ‘use of gestures’. Hence, further analysis will be suggested to involve 
comparison of forms and functions of gestures between normal speakers and speakers with 
potential oral language deficits. This helped to deduce the role of gesture in communication 
of the two populations. Secondly, the current study used mainly connected speech elicited 
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from non-interactive tasks for analysis. The presence of communicative partner would affect 
the production of gesture (Jacobs & Garnham, 2007). Examining the potentially different 
distribution of gesture forms and functions involved in conversational tasks can be done in 
future studies. Finally, one may apply this coding system to study use of gesture in children 
to see if it is adequate or it needs to be expanded. 
Conclusion 
This study adopted an independent coding system for analysis of gesture forms and 
functions. Theoretically, this provided a new basis for analyzing gesture in two perspectives 
separately as normative data of Cantonese-speaking population showed that one form of 
gesture indeed had more than one function. The effect of lexical diversity of the speaker, age, 
and choice of speech tasks did affect the use of gesture in normal speakers. These 
observations supported that gestural production was related to language production and its 
cognitive loading. It is suggested that by carefully examining and comparing the pattern of 
gestural production among normal and language-impaired speakers, important factors to be 
considered for lexical retrieval and multi-modal language intervention for speakers with 
language impairment could be indicated. 
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Appendix A- User guide and screenshot of ELAN 
1. In ELAN main menu, select ‘File  New’ 
2. Select the target MP4 video file (.mp4) and template file (.etf). The below screenshot will 
be shown: There are three tiers ‘PAR’, ‘Form’ and ‘Function’ (as seen in the yellow box) 
3. Annotation can be inserted by selecting the corresponding tier. For linguistic annotation, 
the tier ‘PAR’ should be selected; while the tiers ‘Form’ and ‘Function’ are for annotating 
forms and functions of gesture separately.  
4. Tick the box of selection mode (The red circle). Make sure to cancel the selected duration 
before playing the video. This can be done by pressing ‘Shift’, ‘Alt’ and ‘C’.  
5. Play and pause the video by pressing the play button ‘|>’ under the video or by pressing 
‘Ctrl’ and ‘Space’ in keyboard. The selected part will turn into blue for indication.  
6. Double-click the selected part, or press ‘Alt’ and ‘N’ in keyboard for inserting annotation.  
7. Press ‘shift’ and ‘enter’ in the keyboard when finish the insertion of the annotation.  
8. Shift to another tier by pressing ‘Ctrl’ and ‘↑ / ↓’ in the keyboard.  
9. Repeat step 5 to step 9 for the next annotation. 
Duration of video selected 
The three 
independent tiers 
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Appendix B – Gesture coding system 
Gesture identification 
According to McNeill (1992), gesture was the arms and hands movement that synchronize 
with speech. A unit of gesture was defined as the duration from the start of movement until 
the hands returned to its resting position (McNeill, 1992). If the hand did not return to its 
resting position, the gestures would be divided by either a pause in movement or an obvious 
change in shape or trajectory (Jacobs & Garnham, 2007). During the flow of speech, some 
speakers had self-adapting motions, such as touching the face or changing hand position from 
the lap to the desk. These movements were excluded from the analysis as they lack semantic 
attachment (Jacobs & Garnham, 2007).  
 
Forms and functions of gesture 
Every unit of gesture would be coded in two dimensions – form and function. Form of 
gesture is the first dimension. The six forms of gesture was developed based on McNeill’s 
classification of gesture (1992). The second dimension of coding was based on functions of 
gesture found in different literature. Eight major functions were summarized. 
The definition of every form and functions with two examples of each form was illustrated in 
the tables below.
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Example of different forms of gestures 
Form Example 1 Example 2 
Iconic: It refers to gesture that is 
related to semantic content of the 
speech. 
The speaker moved his hand in rotary action, 
pretending he was mixing the egg white and york 
when he said the sentence, ‘跟住/fak8/蛋’ (Then mix 
the egg). 
When the speaker said ‘最後冚塊麫包上去，就整成三文治喇’ 
(Finally, cover a bread on it to make a sandwich), he made his 
right-hand palm faced down to form a flat surface, pretending 
the bread, and moved the hand down to the table.  
Metaphoric: It refers to gesture that 
shows pictorial content of an abstract 
idea.  
When the speaker said ‘我們就分配工作’ (We have 
allocation of work), he showed his palm in three 
different directions (left, middle and right), 
representing the concept of ‘allocation of work’. 
The speaker said ‘我哋一定要摘哂成個田嘅士多啤梨’ (We 
have to pluck all strawberries from the whole field), and his 
hands, spread open from the centre to the periphery with palm 
facing. The gesture delineated the word ‘the whole field’. 
Deictic: This refers to familiar 
pointing, indicating objects in 
conversational space 
When the speaker said ‘我叫佢上去’ (I ask him to go 
up), he pointed upward. 
The speaker pointed to the picture of ham in the paper, while 
he said ‘整三文治要火腿’ (We need ham for making 
sandwich).  
Emblem: It means gesture with 
standard of well-formed properties and 
language-like features. 
The OK sign had an universally agreed meaning; and 
it was necessary to place the thumb and index finger 
together in order to form the sign. 
The speaker patted his chest, which indicated the meaning of 
‘I’, when he said ‘好似我咁’ (It looks like me). The gesture 
was universally accepted as the meaning of ‘I’.  
Beat: It refers to hand movement 
along with rhythmical pulsation of 
speech. It can be a simple hand flick or 
hand moving up and down, back and 
forth. 
The speaker raised his finger one by one from thumb, 
index finger, to little finger, to give the rhythm when 
he listed the animals joining the game ‘參加比賽嘅
有貓頭鷹啦、熊啦、狗啦、貓啦，仲有長頸鹿’. 
When the speaker said ‘我仲慘過佢’ (my condition is even 
worse), his right hand flicked downwards to the table in 
synchrony with the stressed word ‘even’.  
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Form (Con’t) Example 1 Example 2 
Non-identifiable: This refers to 
uncodable gesture due to ambiguity or 
any gestures that can not be coded by 
the abovementioned forms. 
The speaker’s right hand was repeatedly flipped over 
with palm up throughout his whole description of 
scenario he saw during a trip to China. The 
movement did not follow any rhythm or in synchrony 
with speech content.  
The speaker tapped his back of right hand to left palm 
recurrently throughout his monologue.  
 
Examples of different functions of gestures 
Function  Example 1 Example 2 
Providing substantive information 
to the listener: The gesture gives 
information in addition to the speech 
content (Goldin-Meadow, 2003). 
When the speaker said ‘上到去’ (when you reached 
there), his right hand pointed to the left to give 
additional information on the direction he went.  
When the speaker said ‘麵包要飛邊’ (an idiomatic expression 
in Cantonese meaning cutting the four sides of the bread), he 
outlined the side of the bread with his index finger for 
additional information to explain the term.  
Helping listener decode speech 
content: This category of gesture 
gives the same meaning to the speech 
content (Beattie & Shovelton, 2000). 
The speaker pretended to put a piece of bread on a 
sandwich during the description of sequential event 
when he said ‘再冚翻一塊麵包上去’ (Then put a 
bread on it). 
The speaker moved his hand to and fro between his lower left 
space to upper right space to help listener understand his 
speech of ‘條樓梯係連接兩層嘅’ (The staircase links the two 
floors) to assist listeners’ understanding of the content.  
Alternative means of 
communication: This category of 
gesture carries meaning that is entirely 
NOT included in speech content (Le 
May et al, 1988). 
The speaker produced the OK sign solely to answer 
the question of ‘Are you ready to start?’ without any 
speech. 
Both hands of the speaker spread open to show completion 
when he finished his monologue.  
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Function (Con’t) Example 1 Example 2 
Guiding and controlling the flow of 
speech: This category of gesture gives 
rhythm to the flow of speech (Jacobs & 
Garnham, 2007). 
The speaker showed his right thumb up, then 
index finger, till ring finger when he listed the 
four nationalities of the friends he made ‘有中國
人、日本人、韓國人、仲有澳洲人’.  
The speaker used his right index finger to point to his left 
thumb, index finger and middle finger orderly when he 
listed the things he learnt in a trip ‘宜家都可以掌握得到時
間啦、地方啦、同埋以最優惠嘅價值去到想去嘅地方’.  
Emphasizing the speech content: It is 
observed that some speakers use 
gesture to emphasize their meaning at 
the target word. 
When the speaker said ‘原來係有狼’ (There are 
wolves), he gave a specific and sharp hand 
movement when he said the word ‘wolves’. 
The speaker knocked his hand on the table to emphasize 
every syllable of the phrase ‘每一分鐘’ (every minute) in 
the sentence ‘每一分鐘都係錢’ (Every minute is money).  
Lexical retrieval: This category of 
gesture promotes lexical access (Krauss 
& Hadar, 1999). The speaker is able to 
produce the word after gesturing at 
times of word-finding difficulty. They 
include: an observable time delay when 
trying to retrieve the target words, 
stating ‘I know that word, but I can’t 
think of it’, interjections, 
circumlocution, word and phrase 
repetition and word substitution 
(Mayberry & Jaques, 2000). 
The speaker tapped his right palm on the table 
repeatedly during his prolongation and the word 
‘what’. He tried to retrieve the word ‘promotion’ 
in the sentence ‘我都唔想影響佢嘅…乜嘢…升
遷’ (I don’t want to affect her …[prolonged the 
word her]… what… promotion!).  
When the speaker said ‘咁之後呢就將嗰兩片火腿同[/]同
埋(0.7) e6 e6 嗰啲雞蛋一齊/fak8/.’ (Then mix the two 
pieces of ham with with … e6… the egg), he pointed to the 
picture of egg to help retrieve the word egg during his 
repetition of the word ‘with’ and his interjection.  
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Function (Con’t) Example 1 Example 2 
Sentence construction: The speaker 
shows modification of syntactic 
structure after using the gesture 
(Alibali, Kita & Young, 2000). 
Alternately, this category of gesture is 
produced during sentence construction 
difficulty and refinement of sentence 
structure is noticed after the use of 
gesture. 
The speaker raised his left hand to his centre part 
and put it back to the original position on the 
table when he reformed his sentence, ‘個牧羊人
呢就喺度牧 +... 就牧羊嗰陣時呢突然之間諗
起呢可以玩下’ (The shepherd is shepherding 
the … The shepherd suddenly had an idea to 
play tricks on the villagers).  
While the speaker reformed his sentence, ‘其實我快過動
物…我先至係最快跑出嘅動物嚟咖嘛’ (I am faster than 
animal… I am the fastest animal in the competition), he 
wiggled his fingers rapidly toward the table.  
No specific function deduced: These 
are unclassifiable gestures function due 
to ambiguity. 
The speaker tapped his hand slightly on the table 
when he said ‘佢就响山邊放羊’ (He shepherds 
near the mountain), but the gesture did not 
represent or in synchrony with any meaning or 
rhythm of the speech. 
When the speaker told a story ‘從前有一個森林，有個兔仔
同烏龜一齊賽跑’ (Once upon a time, there was a forest and 
there was a running race between the turtle and the rabbit), 
he held his fist slightly and slowly. The movement did not 
reflect any specific use in the sentence.  
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Appendix C – Parameters for measuring frequency of gesture use and linguistic 
performance 
The following measurement shows how type-token ratio can be calculated: 
I. Total number of words:  
It refers to total number of words in the speech sample, excluding repetition and 
self-correction.  
II. Number of different words:  
This equals to total number of words produced, each different word can be counted once 
regardless of how many different bound morphemes used with it, excluding words in maze 
and bound morphemes. 
III. Type-token ratio (TTR):  
This is the ratio of number of different words to total number of words. 
The following five parameters measure the syntactic complexity of the participant. First of 
all, a sentence is defined as ‘structure that consists of one or more clauses capable of presenting 
a complete thought in a manner which is grammatically acceptable’ (Turner, 1966, p.87); while 
a clause consists of at least two elements – either the subject and predicate which refers to verb 
with any complements or modifiers (Harris, 2006) or a predicate plus an object.  
IV. Total number of complete sentences:  
This refers to the total number of complete sentences produced in the three tasks. In 
Cantonese, a complete sentence is a structure that consists of one or more clause or a phrase 
with specific intonation (Ma, 2001). It includes the followings: 
(i) Sentence with a subject plus predicate 主謂句   
e.g. 兔仔瞓緊覺 (The rabbit is sleeping) 
(ii) Sentence of a predicate only and can exist alone 無主句  
e.g. 唔好講嘢! (Don’t talk!) 
(iii) Sentence of a predicate only; it is grammatically accurate only when it is accompanied 
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with the previous sentence 不完全主謂句  
e.g. 對話中的後面那句︰「烏龜爬到返嚟未呀?」「爬到返嚟喇!」 (The later 
sentence of the dialogue: ‘Is the turtle back?’ ‘Back already’) 
(iv) Single-word sentence 獨詞句  
e.g. 邊個? (Who?) 入嚟吖! (Come in) 
(v) Compound and complex sentence 複句  
- Compound sentence refers to sentence that include two or more simple sentences 
with different subjects and predicates. They are conjoined by a coordinating 
conjunction (such as for, and, but, so). For example, ‘兔仔跑得好快，但係烏龜爬
得好慢’ (The rabbit is running quickly, but the turtle is climbing very slowly.) 
- Complex sentence refers to sentences that contain one or more dependent clause 
which found either at the beginning or end of the sentence or embedded in it. 
Subordinating conjunction or relative pronoun is usually found in these sentences. 
For example, ‘當烏龜好努力咁爬過山頂時，兔仔仲喺度瞓緊覺’ (When the 
turtle climbs past the peak, the rabbit is still sleeping.) 
V. Total number of incomplete sentences:  
This refers to the number of sentence that is ungrammatical, ill-formed or there is omission 
of sentence element.  
VI. Total number of sentences:  
This refers to the sum of complete and incomplete sentence. 
VII. Percentage of complete sentence:  
This refers to the percentage of number of complete sentence over total number of 
sentences.  
Among all the complete sentences, further classification on sentence structure will be 
counted. 
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VIII. Number of simple sentences:  
It refers to the number of sentences that consist of one independent clause and have a 
subject and predicate (verb plus complement or modifier). For example, ‘兔仔跑緊’ [The 
rabbit is running]. Also, sentence with a predicate that is grammatically accurate, and 
single-word sentences are classified as simple sentences.  
IX. Percentage of simple sentences:  
It refers to the percentage of simple sentences in total number of sentences.  
 
In addition, two parameters are included in the linguistic analysis – percentage of 
regulators and percentage of dysfluency. 
X. Percentage of Regulators:  
Regulators are sentences that fill the gaps in speech for initiation, shifting, continuation and 
termination (Mather, 2005), such as ‘等我諗下先’ (let me see), or ‘咁呢就係呢’ (This 
should be like this). They have no meaning. Percentage of regulators is calculated by 
dividing the number of sentence of regulators by total number of sentences. 
 
XI. Percentage of dysfluency:  
Dysfluency was defined by occurrence of the following occasion: syllable or word 
repetition, sound prolongation, pause and interjection such as /e6/ and /um/ (Mayberry & 
Jaques, 2000). The percentage of dysfluency was calculated by dividing incidents of 
dysfluency by total number of sentences.  
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Appendix D – Normality test and homogeneity test of linguistic parameters in research question two 
 Linguistic parameters Gesture 
group 
Kolmogorov-Smirnov Test  Levene Test 
Statistic df Significance  F value Significance 
Type-token ratio (TTR) Low .077 40 .200  3.309 0.073 
High
 
.100 40 .200    
Percentage of simple sentence Low .096 40 .200  0.406 0.526 
High .121 40 .145    
Natural log of percentage of regulators Low .156 27 .089  1.539 0.220 
High .108 33 .200    
Natural log of percentage of dysfluency Low .058 40 .200  0.371 0.544 
High .089 40 .200    
Box-Cox transformation of percentage of 
complete sentence 
Low .133 40 .072  1.256 0.266 
High .114 40 .200    
