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ANALOGS OF CERTAIN QUASI-ANALITICITY RESULTS ON
RIEMANNIAN SYMMETRIC SPACES OF NONCOMPACT TYPE
MITHUN BHOWMIK, SANJOY PUSTI AND SWAGATO K. RAY
Abstract. An L2 version of the celebrated Denjoy-Carleman theorem regarding quasi-
analytic functions was proved by Chernoff [10] on Rd using iterates of the Laplacian.
In 1934 Ingham [23] used the classical Denjoy-Carleman theorem to relate the decay
of Fourier transform and quasi-analyticity of integrable functions on R. In this paper
we extend both these theorems to Riemannian symmetric spaces of noncompact type
and show that the theorem of Ingham follows from that of Chernoff.
1. Introduction
In this paper we will concern ourselves with the classical problem of determining
the relationship between the rate of decay of the Fourier transform of an integrable
function at infinity and the size of support of the function in the context of a Riemannian
symmetric space X = G/K of noncompact type, where G is a connected noncompact
semisimple Lie group with finite center and K is a maximal compact subgroup of G.
To understand the context better let us consider the following well known statement:
Suppose f ∈ L1(X) and its Fourier transform satisfies the estimate
|f˜(λ, k)| ≤ Cĥt(λ), λ ∈ a∗,
for some C positive. If f vanishes on a nonempty open subset of X then f vanishes
identically (we refer the reader to Section 2 for meaning of relevant symbols). Unlike its
obvious Euclidean counterpart, the proof of this statement is not quite elementary as it
uses a nontrivial result such as the Kotake-Narasimhan theorem ([26]). However, sharp
conditions on the decay of the Fourier transform which prohibits a nonzero integrable
function to vanish on an open set is known from some classical results proved in [12, 22,
23, 25, 28, 31]. Recently, some of these results have appeared again in the context of
uniqueness of solution of Schrodinger equation [15]. This motivated us to have a fresh
look at these results and explore the possibility of extending them beyond Euclidean
spaces. Very recently we could extend the main result of [28] for Riemannian symmetric
spaces X (see [5]) and in this paper our objective is to do the same with the result
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of Ingham [23]. A recently proved analogue of the result of Ingham on Rd states the
following.
Theorem 1.1 ([4], Theorem 2.2). Let θ : Rd → [0,∞) be a radially decreasing function
with lim‖ξ‖→∞ θ(ξ) = 0 and we set
(1.1) I =
∫
‖ξ‖≥1
θ(ξ)
‖ξ‖d dξ.
(a) Let f ∈ Lp(Rd), p ∈ [1, 2], be such that its Fourier transform Ff satisfies the
estimate
(1.2) |Ff(ξ)| ≤ Ce−θ(ξ)‖ξ‖, for almost every ξ ∈ Rd.
If f vanishes on a nonempty open set in Rd and I is infinite, then f is the zero
function on Rd.
(b) If I is finite then given any positive number L, there exists a nontrivial radial
function f ∈ C∞c (Rd) supported in B(0, L), satisfying the estimate (1.2).
Here,
Ff(ξ) =
∫
Rd
f(x)e−2piix·ξdx,
with x · ξ being the Euclidean inner product of the vectors x and ξ. It might be worth
noting that the function ξ → θ(ξ)‖ξ‖ may not be radially increasing and hence the
condition (1.2) does not immediately imply a pointwise decay of the Fourier transform.
However, divergence of the integral I does imply that
lim sup
‖ξ‖→∞
θ(ξ)‖ξ‖ =∞.
For d = 1, using certain extra assumption on the function θ, Ingham showed that the
condition (1.2) together with the divergence of the integral I implies that
∞∑
m=1
∥∥∥∥dmfdxm
∥∥∥∥− 1m
∞
=∞,
(see [23, p. 30] for details). It then follows from the Denjoy-Carleman theorem ([34,
Theorem 19.11]) that f is quasi-analytic and hence vanishes identically under the as-
sumption that it vanishes on a nonempty open set. It is fairly natural to anticipate
that an extension of Ingham’s result on Rd or on a Riemannian symmetric space X
will involve a suitable extension of the Denjoy-Carleman theorem for these spaces. One
such result was obtained by Bochner in [7, Theorem 3] which provides an analogue of
the Denjoy-Carleman theorem for Rd involving iterates of the Laplace-Beltrami opera-
tor. An important variant of the result of Bochner was later proved by Chernoff in [10,
Theorem 6.1].
Theorem 1.2. Let f : Rd → C be a smooth function.
(a) (Bochner) If ∑
m∈N
‖∆mRdf‖
− 1
m∞ =∞,
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and for all m ∈ N ∪ {0}, ∆m
Rd
f(x) = 0 for all x in a set U of analytic determi-
nation then f vanishes identically.
(b) (Chernoff) Suppose that for all m ∈ N ∪ {0}, ∆m
Rd
f ∈ L2(Rd), and∑
m∈N
‖∆mRdf‖
− 1
2m
2 =∞.
If f and all its partial derivatives vanish at the origin then f is identically zero.
In the above ∆Rd denotes the usual Laplacian on R
d. It was noted in [7] itself that part
(a) of the theorem above generalizes to Riemannian manifolds and hence is applicable on
Riemannian symmetric spaces. However, we could not use this result to prove Theorem
1.1 even for d = 1 due to the difficulty in estimating the relevant L∞ norms. On the
other hand, part (b) of the theorem above can be suitably used to prove Theorem 1.1.
It is thus natural to look for an analogue of Chernoff’s result on Riemannian symmetric
spaces of noncompact type and then try to use it to prove an analogue of Theorem 1.1.
Our first result in this paper is the following weaker version of Theorem 1.2, (b) for a
Riemannian symmetric space X of noncompact type with rank d ≥ 1.
Theorem 1.3. Let f ∈ C∞(G/K) be such that ∆mf ∈ L2(G/K), for all m ∈ N ∪ {0}
and
(1.3)
∞∑
m=1
‖∆mf‖−
1
2m
2 =∞.
If f vanishes on any nonempty open set in G/K then f is identically zero.
Though the assumption that f vanishes on a nonempty open set drastically changes
the nature of the theorem but it is still sufficient for the application we have in mind. The
main idea here is to suitably use the connection between the Carleman type condition
(1.3) and approximation by polynomials proved in [13]. In fact, we will use (1.3) to
obtain completeness of Opdam hypergeometric functions in a suitable L2-space (see
Lemma 3.2). For a discussion on quasianaliticity and approximation by polynomials
on Lie groups, we refer the reader to [14] and references therein. We also construct an
example (see Example 3.8) to show the impossibility of proving an exact analogue of
Chernoff’s result Theorem 1.2, (b) on symmetric spaces if we restrict ourselves only to
the class of G-invariant differential operators on X . It would be interesting to explore
the possibility of extending Theorem 1.3 (and more generally, Theorem 1.2, (b)) to more
general Riemannian manifolds. Our final result in this paper is the following analogue
of the theorem of Ingham (Theorem 1.1) on X .
Theorem 1.4. Let θ : [0,∞) → [0,∞) be a decreasing function with limr→∞ θ(r) = 0
and
(1.4) I =
∫
{λ∈a∗+| ‖λ‖B≥1}
θ(‖λ‖B)
‖λ‖dB
dλ,
where d = rank(X).
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(a) Suppose f ∈ L1(X) and its Fourier transform f˜ satisfies the estimate
(1.5)
∫
a∗×K
|f˜(λ, k)| eθ(‖λ‖B)‖λ‖B |c(λ)|−2dλ dk <∞.
If f vanishes on a nonempty open set in X and I is infinite then f is the zero
function.
(b) If I is finite then given any positive number L, there exists a nontrivial f ∈
C∞c (G//K) supported in B(o, L) satisfying the estimate (1.5).
We refer the reader to Theorem 4.2 for an exact analogue of Theorem 1.1. Recently
we could prove a result analogous to Theorem 1.4 for Riemannian symmetric spaces X
(see [5, Theorem 1.2]) where the function ‖λ‖Bθ(λ) was assumed to be increasing (as
in [28]). It turns out that with some effort, one can construct a function θ satisfying
the conditions of Theorem 1.4 such that ‖λ‖θ(λ) is decreasing on an unbounded set
of positive Lebesgue measure. This essentially proves that the results of Ingham and
Levinson are independent of each other.
This paper is organised as follows: In the next section, we will recall the required pre-
liminaries regarding harmonic analysis on Riemannian symmetric spaces of noncompact
type. We will prove Theorem 1.3 and Theorem 1.4 in section 3 and section 4 respectively.
2. Riemannian symmetric spaces of noncompact type
In this section, we describe the necessary preliminaries regarding semisimple Lie
groups and harmonic analysis on associated Riemannian symmetric spaces. These are
standard and can be found, for example, in [16, 18, 19, 20]. To make the article self-
contained, we shall gather only those results which will be used throughout this paper.
Let G be a connected, noncompact, real semisimple Lie group with finite centre and
g its Lie algebra. We fix a Cartan involution θ of g and write g = k ⊕ p where k and p
are +1 and −1 eigenspaces of θ respectively. Then k is a maximal compact subalgebra
of g and p is a linear subspace of g. The Cartan involution θ induces an automorphism
Θ of the group G and K = {g ∈ G | Θ(g) = g} is a maximal compact subgroup of G.
Let a be a maximal subalgebra in p; then a is abelian. We assume that dim a = d, called
the real rank of G. Let B denote the Cartan Killing form of g. It is known that B |p×p
is positive definite and hence induces an inner product and a norm ‖ · ‖B on p. The
homogeneous space X = G/K is a smooth manifold with rank(X) = d. The tangent
space of X at the point o = eK can be naturally identified to p and the restriction of
B on p then induces a G-invariant Riemannian metric d on X . For a given g ∈ G and
a positive number L we define
B(gK, L) = {xK | x ∈ G, d(gK, xK) < L},
to be the open ball with center gK and radius L. We can identify a with Rd endowed
with the inner product induced from p and let a∗ be the real dual of a. The set of
restricted roots of the pair (g, a) is denoted by Σ. It consists of all α ∈ a∗ such that
gα = {X ∈ g | [Y,X ] = α(Y )X, for all Y ∈ a} ,
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is nonzero with mα = dim(gα). We choose a system of positive roots Σ+ and with
respect to Σ+, the positive Weyl chamber a+ = {X ∈ a | α(X) > 0, for all α ∈ Σ+}.
We denote by
n = ⊕α∈Σ+ gα.
Then n is a nilpotent subalgebra of g and we obtain the Iwasawa decomposition g =
k⊕a⊕n. If N = exp n and A = exp a then N is a Nilpotent Lie group and A normalizes
N . For the group G, we now have the Iwasawa decomposition G = KAN , that is, every
g ∈ G can be uniquely written as
g = κ(g) expH(g)η(g), κ(g) ∈ K,H(g) ∈ a, η(g) ∈ N,
and the map
(k, a, n) 7→ kan
is a global diffeomorphism of K × A × N onto G. Let ρ = 1
2
∑
α∈Σ+ mαα be the half
sum of positive roots counted with multiplicity. Let M ′ and M be the normalizer and
centralizer of a inK respectively. ThenM is a normal subgroup ofM ′ and normalizes N .
The quotient groupW = M ′/M is a finite group, called the Weyl group of the pair (g, k).
W acts on a by the adjoint action. It is known that W acts as a group of orthogonal
transformation (preserving the Cartan-Killing form) on a. Each w ∈ W permutes the
Weyl chambers and the action of W on the Weyl chambers is simply transitive. Let
A+ = exp a+. Since exp : a → A is an isomorphism we can identify A with Rd. If A+
denotes the closure of A+ in G, then one has the polar decomposition G = KAK, that
is, each g ∈ G can be written as
g = k1(exp Y )k2, k1, k2 ∈ K, Y ∈ a.
In the above decomposition, the A component of g is uniquely determined modulo W .
In particular, it is well defined in A+. The map (k1, a, k2) 7→ k1ak2 of K×A×K into G
induces a diffeomorphism of K/M ×A+×K onto an open dense subset of G. It follows
that if gK = k1(expY )K ∈ X then
(2.1) d(o, gK) = ‖Y ‖B.
We extend the inner product on a induced by B to a∗ by duality, that is, we set
〈λ, µ〉 = B(Yλ, Yµ), λ, µ ∈ a∗, Yλ, Yµ ∈ a,
where Yλ is the unique element in a such that
λ(Y ) = B(Yλ, Y ), for all Y ∈ a.
This inner product induces a norm, again denoted by ‖ · ‖B, on a∗,
‖λ‖B = 〈λ, λ〉 12 , λ ∈ a∗.
The elements of the Weyl group W acts on a∗ by the formula
sYλ = Ysλ, s ∈ W, λ ∈ a∗.
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Let a∗C denote the complexification of a
∗, that is, the set of all complex-valued real
linear functionals on a. If λ : a → C is a real linear functional then ℜλ : a → R and
ℑλ : a→ R, given by
ℜλ(Y ) = Real part of λ(Y ), for all Y ∈ a,
ℑλ(Y ) = Imaginary part of λ(Y ), for all Y ∈ a,
are real-valued linear functionals on a and λ = ℜλ + iℑλ. The usual extension of B to
a∗C, using conjugate linearity is also denoted by B. Hence a
∗
C can be naturally identified
with Cd such that
‖λ‖B =
(‖ℜλ‖2B + ‖ℑλ‖2B) 12 , λ ∈ a∗C.
Through the identification of A with Rd, we use the Lebesgue measure on Rd as the
Haar measure da on A. As usual on the compact group K, we fix the normalized Haar
measure dk and dn denotes a Haar measure on N . The following integral formulae
describe the Haar measure of G corresponding to the Iwasawa and Polar decomposition
respectively.∫
G
f(g)dg =
∫
K
∫
a
∫
N
f(k expY n) e2ρ(Y ) dn dY dk, f ∈ Cc(G)
=
∫
K
∫
A+
∫
K
f(k1ak2) J(a) dk1 da dk2,
where dY is the Lebesgue measure on Rd and
J(exp Y ) = c
∏
α∈Σ+
(sinhα(Y ))mα , for Y ∈ a+,
c being a normalizing constant. If f is a function on X = G/K then f can be thought
of as a function on G which is right invariant under the action of K. It follows that on
X we have a G invariant measure dx such that∫
X
f(x) dx =
∫
K/M
∫
a+
f(k exp Y ) J(exp Y ) dY dkM ,
where dkM is the K-invariant measure on K/M . For a sufficiently nice function f on
X , its Fourier transform f˜ is defined on a∗C ×K by the formula
(2.2) f˜(λ, k) =
∫
G
f(g)e(iλ−ρ)H(g
−1k)dg, λ ∈ a∗C, k ∈ K,
whenever the integral exists ([19, P. 199]). AsM normalizes N the function k 7→ f˜(λ, k)
is right M-invariant. It is known that if f ∈ L1(X) then f˜(λ, k) is a continuous function
of λ ∈ a∗, for almost every k ∈ K (in fact, holomorphic in λ on a domain containing a∗).
If in addition f˜ ∈ L1(a∗×K, |c(λ)|−2 dλ dk) then the following Fourier inversion holds,
(2.3) f(gK) = |W |−1
∫
a∗×K
f˜(λ, k) e−(iλ+ρ)H(g
−1k) |c(λ)|−2dλ dk,
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for almost every gK ∈ X ([19, Chapter III, Theorem 1.8, Theorem 1.9]). Here c(λ)
denotes Harish Chandra’s c-function. Moreover, f 7→ f˜ extends to an isometry of
L2(X) onto L2(a∗+ ×K, |c(λ)|−2 dλ dk) ([19, Chapter III, Theorem 1.5]).
Remark 2.1. It is known that ([1, P. 394], [11, P. 117]) for λ ∈ a∗+ there exists a positive
number C such that
(2.4) |c(λ)|−2 ≤ C(1 + ‖λ‖B) dim n.
If rank(X) = 1, then a similar lower estimate holds ([2], P. 653); there exist two positive
numbers C1 and C2 such that for all λ ≥ 1
(2.5) C1λ
dim n ≤ |c(λ)|−2 ≤ C2λdim n.
We now specialize to the case of K-biinvariant function f on G. Using the polar
decomposition of G we may view a K-biinvariant function f on G as a function on A+,
or by using the inverse exponential map we may also view f as a function on a solely
determined by its values on a+. Henceforth, we shall denote the set of K-biinvariant
functions in L1(G) by L1(G//K). If f ∈ L1(G//K) then the Fourier transform f˜ can
also be written as
(2.6) f˜(λ, k) = f̂(λ) =
∫
G
f(g)φ−λ(g) dg,
where
(2.7) φλ(g) =
∫
K
e−(iλ+ρ)
(
H(g−1k)
)
dk, λ ∈ a∗C,
is Harish Chandra’s elementary spherical function. We now list down some well known
properties of the elementary spherical functions which are important for us ([16], Prop
3.1.4 and Chapter 4, §4.6; [19], Lemma 1.18, P. 221).
Theorem 2.2. (1) φλ(g) is K-biinvariant in g ∈ G and W -invariant in λ ∈ a∗C.
(2) φλ(g) is C
∞ in g ∈ G and holomorphic in λ ∈ a∗C.
(3) For all λ ∈ a∗+ and g ∈ G we have
(2.8) |φλ(g)| ≤ φ0(g) ≤ 1.
(4) For all Y ∈ a+ and λ ∈ a∗+
(2.9) 0 < φiλ(exp Y ) ≤ eλ(Y )φ0(exp Y ).
(5) If ∆ denotes the Laplace-Beltrami operator on X then
∆(φλ) = −(‖λ‖2B + ‖ρ‖2B)φλ, λ ∈ a∗C.
For K-biinvariant Lp functions on G the following Fourier inversion formula is well
known ([36], Therem 3.3 and [29], Theorem 5.4): if f ∈ Lp(G//K), 1 ≤ p ≤ 2 with
fˆ ∈ L1(a∗+, |c(λ)|−2 dλ) then for almost every g ∈ G,
(2.10) f(g) = |W |−1
∫
a∗
fˆ(λ)φ−λ(g)|c(λ)|−2 dλ dk.
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The spherical Fourier transform and the Euclidean Fourier transform on a are related
by the so-called Abel transform. For f ∈ L1(G//K) its Abel transform Af is defined
by the integral
Af(expY ) = eρ(Y )
∫
N
f((expY )n) dn, Y ∈ a,
([16, P. 107], [21, p.27]). We will need the following theorem regarding Abel transform
([16, Prop 3.3.1, Prop 3.3.2]), which we will refer as the slice projection theorem.
Theorem 2.3. The map A : C∞c (G//K)→ C∞c (a)W is a bijection. If f ∈ C∞c (G//K)
then
(2.11) F(Af)(λ) = f̂(λ), λ ∈ a∗,
where F(Af) denotes the Euclidean Fourier transform on a ∼= Rd.
Remark 2.4. It is easy to see that a special case of Theorem 1.4, namely when f ∈
C∞c (G//K), can be proved simply by using the slice projection theorem (see [6] for a
more general result in this direction). However, this approach cannot be used to prove
Theorem 1.4, because if an integrable K-biinvariant function f vanishes on an open set
then it is not necessarily true that Af also vanishes on an open subset of a.
We end this section with a short discussion on Opdam hypergeometric functions which
will play a crucial role in the next section. Let areg be the subset of regular elements in
a, that is,
areg = ∪α∈Σ(kerα)∁.
For ξ ∈ a, let Tξ be the Dunkl-Cherednik operator [30, Definition 2.2], defined for
f ∈ C1(a) and for x ∈ areg, by
Tξf(x) =
∂
∂ξ
f(x) +
∑
α∈Σ+
mα
α(ξ)
1− e−α(x) (f(x)− f(rαx))− ρ(ξ)f(x),
where rα is the orthogonal reflection with respect to the hyperplane kerα and
∂
∂ξ
f is the
directional derivative f in the direction of ξ. In particular rα is an isometry of (a, ‖ ·‖B).
Let {ξ1, ξ2, · · · , ξd} be an orthonormal basis of a with respect to the inner product given
by B. Then the Heckman-Opdam Laplacian L defined by
L =
d∑
i=1
T 2ξi ,
is the K-invariant part of the Laplace-Beltrami operator ∆ on X ([17, Theorem 2.2,
Remark 2.3]).
Now, suppose that f is a K-biinvariant smooth, function on G which vanishes on the
ball B(o, L) for some positive number L. Using the polar decomposition of G we can
view f as a function on A and hence on the Lie algebra a. Using (2.1) it follows that this
latter function (again denoted by f) vanishes on the set {X ∈ a | ‖X‖B < L} which we
will continue to denote by the same symbol B(o, L). Since rα is an isometry it follows
from the expression of the Dunkl-Cherednik operator that in this case Tξf also vanishes
on B(o, L) for all ξ ∈ a.
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The Opdam hypergeometric function Gλ, λ ∈ a∗C is defined to be the unique analytic
function on a such that
(2.12) TξGλ = iλ(ξ)Gλ, ξ ∈ a, Gλ(0) = 1,
((see [30, p. 89]). The elementary spherical function φλ and the Opdam hypergeometric
function Gλ are related by [30, p. 89]
(2.13) φλ(x) =
1
|W |
∑
w∈W
Gλ(wx), λ ∈ a∗C, x ∈ a.
However, there exists an alternative relation between φλ and Gλ which is important for
us [30, (4), p. 119]: For all x ∈ a,
(2.14) φλ(x) =
1
|W |
∑
w∈W
g(wλ)Gwλ(x), for almost every λ ∈ a∗,
where
(2.15) g(λ) =
∏
α∈Σ0+
(
1−
mα
2
+
mα/2
4
λα
)
, λα =
〈λ, α〉
〈α, α〉 ,
and Σ0+ = {α ∈ Σ+ | 2α 6∈ Σ}. We now list down a few results regarding the function
Gλ which will be needed:
(1) For λ ∈ a∗
(2.16) |g(λ)||c(λ)|−1 ≤ C1 + C2‖λ‖p,
for some C1, C2, p ≥ 0 (follows from [30, equation (8.1)]).
(2) For λ ∈ a∗, the function Gλ is known to be bounded on a ([30, Proposition 6.1]).
(3) More generally, for any polynomial p of degree N there exists a constant Cp such
that for all λ ∈ a∗, x ∈ a
(2.17)
∣∣∣∣p( ∂∂x
)
Gλ(x)
∣∣∣∣ ≤ Cp(1 + |λ|)Nφ0(x),
where ∂
∂x
Gλ is the directional derivative of Gλ in the direction x (see [35, Propo-
sition 3.2]).
3. Chernoff’s theorem for symmetric spaces
In this section our aim is to prove the theorem of Chernoff (Theorem 1.3). We start
with a few results which will be needed to prove Theorem 1.3. The following lemma is
just a restatement of [13, Theorem 2.3] in view of the identification of a∗ with Rd.
Lemma 3.1. Let µ be a finite Borel measure on a∗ such that, for m ∈ N and 1 ≤ j ≤ d
the quantity Mj(m), defined by
Mj(m) =
∫
a∗
|λ(ξj)|m dµ(λ),
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is finite, where {ξ1, ξ2, · · · , ξd} is an orthonormal basis of a. If for each j ∈ {1, · · · , d},
the sequence {Mj(2m)}∞m=1 satisfies the Carleman’s condition
(3.1)
∑
m∈N
Mj(2m)
− 1
2m =∞,
then the polynomials in a∗ are dense in L2(a∗, dµ).
Given a positive number L we consider the following function space
GL(a
∗) = span
{
χx : a
∗ → C | x ∈ B(o, L), χx(λ) = Gλ(x), λ ∈ a∗
}
.
Lemma 3.2. Let µ be a finite Borel measure on a∗ such that for each j ∈ {1, · · · , d} and
each m ∈ N the quantity Mj(m) (as in Lemma 3.1) is finite. If for each j ∈ {1, · · · , d}
the sequence Mj(2m) satisfies the Carleman’s condition (3.1) then for each L positive,
GL(a
∗) is dense in L2(a∗, dµ).
Proof. We first note that because of finiteness of µ and boundedness of Gλ, for λ ∈ a∗,
the space GL(a
∗) is a subset of L2(a∗, dµ). Let f ∈ L2(a∗, dµ) be such that
(3.2)
∫
a∗
f(λ)Gλ(x) dµ(λ) = 0, for all x ∈ B(o, L).
We define a function F on a by
F (x) =
∫
a∗
f(λ)Gλ(x) dµ(λ), for x ∈ a.
It follows from (3.2) that F vanishes on the ball B(o, L). Estimate (2.17) together with
dominated convergence theorem implies that
P
(
∂
∂x
)
F (x) =
∫
a∗
f(λ) P
(
∂
∂x
)
Gλ(x) dµ(λ),
for any polynomial P . Hence, for α = (α1, · · · , αd) ∈ (N ∪ {0})d we have from the
eigenvalue equation (2.12) that
T α1ξ1 · · ·T αdξd F (x) =
∫
a∗
f(λ) T α1ξ1 · · ·T αdξd Gλ(x) dµ(λ)
=
∫
a∗
f(λ) (iλ(ξ1))
α1 · · · (iλ(ξd))αd Gλ(x) dµ(λ).(3.3)
Since F vanishes on the ball B(o, L) so does T α1ξ1 · · ·T αdξd F . It now follows from (3.3) by
taking x = 0, that for all α = (α1, · · ·αd) ∈ (N ∪ {0})d∫
a∗
(λ(ξ1))
α1 · · · (λ(ξd))αd f(λ) dµ(λ) = 0.
This implies that f annihilates all polynomials and hence by Lemma 3.1, f is the zero
function. 
We will also need the following elementary lemma.
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Lemma 3.3. Let {an} be a sequence of positive numbers such that the series
∑
n∈N an
diverges. Then given any m ∈ N, ∑
n∈N
a
1+m
n
n =∞.
Proof. If lim sup an or lim inf an is nonzero then the result follows trivially. Hence, it
suffices to prove the result for the case limn→∞ an = 0. Without loss of generality we
can also assume that an ∈ (0, 1), for all n ∈ N. Let us define
A =
{
n ∈ N : an ≤ 1
n2
}
, B =
{
n ∈ N : an > 1
n2
}
.
As
∑
n∈N an diverges it follows that B is an infinite set. The result now follows by
observing that
lim
n→∞,n∈B
a
1+m
n
n
an
= lim
n→∞,n∈B
a
m
n
n = lim
n→∞,n∈B
e−
m
n
log 1
an = 1,
as for n ∈ B
1 ≤ 1
an
≤ n2, and hence 0 ≤ log 1
an
≤ 2 logn.

For f ∈ L1(X), we define the K-biinvariant component Sf of f by the integral
(3.4) Sf(x) =
∫
K
f(kx) dk, x ∈ X,
and for g ∈ G, we define the left translation operator lg on L1(X) by
lgf(x) = f(gx), x ∈ X.
Remark 3.4. The operator lg is usually defined as left translation by g
−1. The reason
we have defined lg differently because then it follows that S(lgf) = S(lg1f) if gK = g1K.
For a nonzero integrable function f , its K-biinvariant component S(f) may not be
nonzero. However, the following lemma shows that there always exists g ∈ G such that
S(lgf) is nonzero.
Lemma 3.5. ([5, Lemma 4.6]) If f ∈ L1(X) is nonzero then for every L positive, there
exists g ∈ G with gK ∈ B(o, L) such that S(lgf) is nonzero.
We now present the proof of Theorem 1.3.
Proof of Theorem 1.3. The following steps will lead to the proof of the theorem.
Step 1: Using translation invariance of ∆, we can assume without loss of generality that
f ∈ C∞(G/K) and vanishes on the ball B(0, L) for some L positive. We first show that
it suffices to prove the result under the additional assumption that f is K-biinvariant.
To see this, suppose f ∈ C∞(G/K) vanishes on B(0, L) and satisfies the hypothesis
(1.3). Since ∆ is left-translation invariant operator and ∆mf ∈ L2(G/K), it is easy to
check that
∆m(Sf) = S(∆mf), for all m ∈ N.
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Therefore
‖∆m(Sf)‖22 =
∫
G
|S(∆mf)(g)|2 dg ≤
∫
G
∫
K
|∆mf(kg)|2 dkdg = ‖∆mf‖22.
Hence
∞∑
m=0
‖∆m(Sf)‖−
1
2m
2 ≥
∞∑
m=0
‖∆mf‖−
1
2m
2 =∞.
If f is not identically zero but vanishes on B(o, L), then by Lemma 3.5, there exists
g0K ∈ B(o, L/2) such that S(lg0f) is non zero but vanishes on B(o, L/2). Hence, if the
theorem is true for K-biinvariant function, then S(lg0f) must vanishes identically which
is a contradiction.
So, we assume that f ∈ C∞(G//K) is such that ∆mf ∈ L2(G//K) for all m ∈ N∪{0}
and satisfies (1.3). We will show that if f vanishes on B(o, L) then f is the zero function.
Step 2: Given such a function f we define a measure µ on a∗ by
µ(E) =
∫
E
|fˆ(λ)||c(λ)|−2dλ,
for all Borel subsets E of a∗. Note that the measure µ is W -invariant. We claim that
that the space GL(a
∗) is dense in L2(a∗, µ) for any given positive number L. Since
∆nf ∈ L2(a∗, |c(λ)|−2dλ) for all n ∈ N ∪ {0} and |c(λ)|−2 is of polynomial growth
(Remark 2.1) it follows by a simple application of Cauchy-Schwarz inequality that µ is
a finite measure and GL(a
∗) is contained in L2(a∗, µ). The same argument also implies
that polynomials are contained in L2(a∗, µ). To prove the claim it suffices, in view of
Lemma 3.2, to show that
∞∑
m=1
Mj(2m)
− 1
2m =∞,
where Mj(m) are as in Lemma 3.1. Now, for a large enough r ∈ N and for all m ∈ N
we have
Mj(2m) ≤
∫
a∗
(‖λ‖2 + ‖ρ‖2)m |f̂(λ)| |c(λ)|−2 dλ
≤
(∫
a∗
(‖λ‖2 + ‖ρ‖2)(2m+2r) |f̂(λ)|2 |c(λ)|−2 dλ
) 1
2
(∫
a∗
|c(λ)|−2
(‖λ‖2 + ‖ρ‖2)2r dλ
) 1
2
= Ar‖∆m+rf‖2,
where
Ar =
(∫
a∗
|c(λ)|−2
(‖λ‖2 + ‖ρ‖2)2r dλ
) 1
2
.
Therefore,
|Mj(2m)|− 12m ≥ A−
1
2m
r ‖∆(m+r)f‖−
1
2m
2 = A
− 1
2m
r
(
‖∆(m+r)f‖−
1
2(m+r)
2
)(1+ rm)
.
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Since, limm→∞A
− 1
2m
r = 1, it follows from Lemma 3.3 and the hypothesis (1.3) that
∞∑
m=1
Mj(2m)
− 1
2m =∞.
It follows that for each positive number L the space GL(a
∗) is dense in L2(a∗, µ).
Step 3: In view of the relation (2.14) between Gλ and φλ one would expect that
the previous step implies something regarding completeness of the elementary spherical
functions φλ. In this regard we consider the space
ΦL(a
∗) = span
{
λ 7→ φλ(x) | x ∈ B(o, L), λ ∈ a∗
}
,
for any given positive number L and claim that ΦL(a
∗) is dense in L1(a∗, µ)W . Here
L1(a∗, µ)W is the W -invariant functions in L1(a∗, µ). To prove this we consider a W -
invariant function h ∈ L∞(a∗, µ) such that∫
a∗
h(λ)φλ(x) dµ(λ) = 0,
for all x ∈ B(o, L). By (2.14) and the W -invariance of h it follows that
(3.5)
∫
a∗
h(λ)g(λ)Gλ(x) dµ(λ) = 0,
for all x ∈ B(o, L). We will now repeatedly apply the operators Tξ on the integral in
(3.5) by viewing this as a function of the variable x ∈ a. To justify the differentiation
under the integral it is necessary to show that for each n ∈ N ∪ {0}∫
a∗
|h(λ)| ‖λ‖n |g(λ)||Gλ(x)| dµ(λ) <∞.
By using the estimate (2.16) and the boundedness of Gλ, we get that∫
a∗
|h(λ)| ‖λ‖n |g(λ)||Gλ(x)| dµ(λ)
≤ C‖h‖∞
∫
a∗
‖λ‖n |g(λ)| |f̂(λ)||c(λ)|−2 dλ
≤ C‖h‖∞
∫
a∗
‖λ‖n (C1 + C2‖λ‖p) |f̂(λ)||c(λ)|−1 dλ
≤ C‖h‖∞
∫
a∗
(‖λ‖2 + ‖ρ‖2)M |f̂(λ)||c(λ)|−1 dλ, M ∈ N,M ≥ n+ p
≤ C‖h‖∞
(∫
a∗
(‖λ‖2 + ‖ρ‖2)2M+d+1|f̂(λ)|2|c(λ)|−2 dλ
) 1
2
(∫
a∗
1
(‖λ‖2 + ‖ρ‖2)d+1 dλ
) 1
2
< ∞,
where d = dim a. Note that in the last step we have used the assumption ∆mf ∈
L2(G/K) for all m ∈ N ∪ {0}. For each α ∈ Σ+0 , we now choose ξα ∈ a in such a way
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that
λ(ξα) = λα =
λ(α)
〈α, α〉 , for all λ ∈ a
∗.
Applying the composition of the operators Tξα , for all α ∈ Σ+0 on both sides of (3.5) it
follows that
(3.6)
∫
a∗
h(λ)g(λ)
 ∏
α∈Σ+0
iλα
 Gλ(x) dµ(λ) = 0,
for all x ∈ B(o, L). From the expression of the function g given in (2.15) it is easy to
see that the function g(λ)
(∏
α∈Σ+0 iλα
)
is of polynomial growth. Since h is a bounded
function it follows that the function h(λ)g(λ)
(∏
α∈Σ+0 iλα
)
is in L2(a∗, µ). As GL(a∗)
is dense in L2(a∗, dµ) it follows from (3.6) that h = 0 for almost every λ.
Step 4: By the Fourier inversion (2.10) we have that for all x ∈ B(o, L)
f(x) = |W |−1
∫
a∗
f̂(λ)φλ(x)|c(λ)|−2dλ = 0.
This implies that for all u ∈ ΦL(a∗)
(3.7)
∫
a∗
f̂(λ)u(λ)|c(λ)|−2dλ = 0.
As f̂ ∈ L1(a∗, dµ)W by the completeness of ΦL(a∗) in L1(a∗, dµ)W we can approximate
f̂ by the elements of ΦL(a
∗), that is, given ǫ > 0, there exists u0 ∈ ΦL(a∗) such that
‖f̂ − u0‖L1(a∗,dµ) < ǫ.
Therefore,∫
a∗
|f̂(λ)|2|c(λ)|−2dλ =
∫
a∗
f̂(λ)f̂(λ)|c(λ)|−2dλ
=
∣∣∣∣∫
a∗
(
f̂(λ)− u0(λ) + u0(λ)
)
f̂(λ)|c(λ)|−2dλ
∣∣∣∣
≤
∫
a∗
|f̂(λ)− u0(λ)| dµ(λ) +
∣∣∣∣∫
a∗
f̂(λ)u0(λ)|c(λ)|−2dλ
∣∣∣∣
< ǫ.
It follows that f̂ is zero and hence so is f . 
Remark 3.6. (1) We will like to point out that for rank one symmetric spaces it is
possible to prove Theorem 1.3 without appealing to Dunkl-Cherednik operator
Tξ and the Opdam hypergeometric functions Gλ. To see this, note that if µ is
an even, finite Borel measure on R and the sequence
M(2m) =
∫
R
λ2mdµ(λ), m ∈ N,
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satisfies the Carleman condition (3.1) then by Lemma 3.1 the polynomials which
are even functions form a dense subspace of L2(R, µ)e where
L2(R, µ)e = {f ∈ L2(R, µ) | f(λ) = f(−λ), for almost every λ ∈ R}.
We note that given any such polynomial P there exists a polynomial Q such that
P (λ) = Q(λ2 + ρ2), for all λ ∈ R.
Obviously the same conclusion is not valid for W -invariant polynomials on Rd,
d > 1 and this is the main reason why we needed to use the Dunkl-Cherednik
operators and the Opdam hypergeometric functions in the proof of Theorem 1.3.
Now, if f ∈ L2(R, µ)e is such that for all n ∈ N ∪ {0}∫
R
f(λ)(λ2 + ρ2)ndµ(λ) = 0,
then it follows that f annihilates all polynomials which are even functions. Con-
sequently, f is the zero function. This can be used to prove that the space ΦL(R)
is dense in L2(R, µ)e (and hence in L
1(R, µ)e). Precisely, if f ∈ L2(R, µ)e is such
that ∫
R
f(λ)φλ(x)dµ(λ) = 0, for all x ∈ B(o, L),
then by defining
h(x) =
∫
R
f(λ)φλ(x)dµ(λ), x ∈ G
(as in Step 3 of the proof above) and applying the Laplacian ∆ repeatedly to h
and putting x = e we get that for all n ∈ N ∪ {0}∫
R
f(λ)(λ2 + ρ2)ndµ(λ) = 0.
which implies that f is the zero function. The rest of the proof then goes as it
is.
(2) It was noted in [10] that Theorem 1.2, (b) fails for d = 1 if d
m
dxm
f(0) vanishes only
for even natural numbers m. An analogous phenomena occurs for symmetric
spaces also and shows that an exact analogue of Theorem 1.2, (b) is not true for
X if we restrict ourselves only to the class of G-invariant differential operators on
X . In the following we will illustrate this for the n-dimensional real hyperbolic
space Hn by constructing a nonzero square integrable function f on Hn such that
∆mf(x0) = 0, for all m ∈ N ∪ {0},
for some x0 ∈ Hn and satisfies (1.3).
We start with some preliminaries on Jacobi functions ([24]). A Jacobi function
φ
(α,β)
λ (α, β, λ ∈ C, α 6= −1,−2, · · · ) is the unique even C∞ function on R satisfying(
d2
dt2
+ ((2α + 1) coth t+ (2β + 1) tanh t)
d
dt
+ λ2 + (α + β + 1)2
)
φ
(α,β)
λ (t) = 0,(3.8)
φ
(α,β)
λ (0) = 1.
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In this paper we shall assume that α ≥ β ≥ −1
2
. Let
∆(α,β) =
d2
dt2
+ ((2α + 1) coth t+ (2β + 1) tanh t)
d
dt
.
Then rewriting (3.8) we get that
(∆(α,β) + λ
2 + (α + β + 1)2)φ
(α,β)
λ = 0,(3.9)
φ
(α,β)
λ (0) = 1.
The Fourier-Jacobi transform of a suitable even function f on R is defined by
(3.10) F (α,β)f(λ) =
∫ ∞
0
f(t)φ
(α,β)
λ (t)(2 sinh t)
2α+1(2 cosh t)2β+1 dt,
for all complex numbers λ, for which the right hand side is well-defined. We point out
that this definition coincides with the group Fourier transform when (α, β) arises from
geometric cases. We also have the inversion and Plancherel formula for the Fourier-
Jacobi transformation (see [24, Theorem 2.2, Theorem 2.3] for the statement).
The Real hyperbolic space Hn is defined by
Hn = {x ∈ Rn+1 | −x21 − x22 − · · · − x2n + x2n+1 = 1, xn+1 > 0}.
This is a rank one symmetric space of noncompact type and Hn = SO(n, 1)/SO(n). In
this particular case, we have (see [9, p.212]),
m1 = dim gα = n− 1, m2 = dim gα = 0.
It is well known ([24, (3.4)]) that the spherical function φλ on H
n is same as the Jacobi
function φ
(α,β)
λ where
α =
m1 +m2 − 1
2
=
n− 2
2
, β =
m2 − 1
2
= −1
2
,(3.11)
and the half sum of positive roots for Hn is given by
ρ = α + β + 1 =
n− 1
2
.
Similarly for Hn+2l, l ∈ N the spherical function is equal to the Jacobi function φ(αl,βl)λ
where
αl =
n+ 2l − 2
2
, βl = −1
2
,(3.12)
and the half sum of positive roots for Hn+2l is given by
ρl = αl + βl + 1 =
n+ 2l − 1
2
= ρ+ l.
If ξ ∈ Hn then using the Cartan decomposition of SO(n, 1) we can write ξ = kat · ξ0,
where ξ0 = (0, · · · , 1), k ∈ K/M = Sn−1 and
at =
 cosh t 01×n−1 sinh t01×n−1 In−1×n−1 01×n−1
sinh t 01×n−1 cosh t
 .
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We will need the following version of Hecke Bochner identity on Hn [8, Proposition 3.3.3]:
Lemma 3.7. If f(x) = f0(t)Yl(k) for x = kat.ξ0, where Yl is spherical harmonic of
degree l on K/M ∼= Sn−1 then
f˜(λ, k) = dn,lQl(iλ− ρ)
(∫ ∞
0
f0(t)φ
Hn+2l
λ (t)(sinh t)
2ρ+l dt
)
Yl(k)
= dn,lQl(iλ− ρ)F (αl,βl)
(
f0
(sinh t)l
)
(λ)Yl(k),(3.13)
where φH
n+2l
λ is the elementary spherical function on H
n+2l, dn,l is some fixed constant
depending only on n and l, Ql(iλ− ρ) is a polynomial in λ given by
(3.14) Ql(iλ− ρ) =
l−1∏
m=0
(iλ− ρ−m),
and F (αl,βl)f is the Jacobi transfrom of f defined in (3.10).
Example 3.8. Let ht be the heat kernel on H
n+2l ([3]). Since ht is a K-biinvariant
function on Hn+2l, using polar decomposition it can be viewed as an even function on
R and hence it can also be viewed as a K-biinvariant function on Hn. We now choose
a spherical harmonic Yl of degree l such that Yl(k0) = 0, for some k0 ∈ K/M . We now
define a function f on Hn by
(3.15) f(ξ) = (sinh r)lh1(r)Yl(k), for ξ = kar · ξ0.
It follows from the point wise estimate of the heat kernel ([3, (3.1)]) that f ∈ L2(G/K)
and
f(k0ar · ξ0) = 0,
for all r in [0,∞). We now claim that
(∆mf)(k0ar · ξ0) = 0, for all r.
To prove this claim we will show that
(3.16) ∆mf(ξ) = (sinh r)l
(
∆(αl,βl) + δ
)m
h1(r)Yl(k),
for all ξ = kar · ξ0, where
δ = (ρ+ l)2 − ρ2 = ρ2l − ρ2.
Taking Fourier transform the left hand sides of (3.16) and using Hecke Bochner identity
(3.13) we get
(∆mf )˜(λ, k) =
(−(λ2 + ρ2))m f˜(λ, k)
=
(−(λ2 + ρ2))m dn,lQl(iλ− ρ)F (αl,βl)(h1)(λ)Yl(k).(3.17)
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On the other hand, using (3.13) we get that the Fourier transform of the right hand side
of (3.16) is equal to
dn,lQl(iλ− ρ)Fαl,βl
((
∆(αl,βl) + δ
)m
h1
)
(λ)Yl(k)
= dn,lQl(iλ− ρ)
(−(λ2 + ρ2l ) + δ)mFαl,βlh1(λ)Yl(k)
= dn,lQl(iλ− ρ)
(−(λ2 + ρ2))mFαl,βlh1(λ)Yl(k),
which proves (3.16). Now, using (3.17) it follows that
‖∆mf‖2L2(G/K) = ‖(˜∆mf)(λ, k)‖L2(R×K,|c(λ)|−2dλdx)
= d2n,l
∫
R
|Ql(iλ− ρ)|2(λ2 + ρ2)2m |F (αl,βl)h1(λ)|2 |c(λ)|−2 dλ.
Using (2.5), (3.14) we have
|c(λ)|−2 ≤ C|λ|n0, |λ| ≥ 1, for some n0,
|Ql(iλ− ρ)|2 ≤ C(|λ|2 + ρ2)p0, for some p0 > 0 and
F (αl,βl)h1(λ) = e−λ2 .
Therefore
‖∆mf‖2L2(G/K) ≤ C
∫
R
(
λ2 + ρ2
)2(m+p0)
e−2λ
2 |c(λ)|−2 dλ
= C2(m+p0) + C1
∫ ∞
1
(y
2
+ ρ2
)2(m+p0) (y
2
)n0−1
2
e−y dy
≤ C2(m+p0) + C2(m+p0)2
∫ ∞
1
y2(m+p0) y
n0−1
2 e−y dy
= C2(m+p0) + C
2(m+p0)
2 Γ
(
2m+ 2p0 +
n0 + 1
2
)
≤ C2(m+p0)0 Γ
(
2m+ 2p0 +
n0 + 1
2
)
.
Consequently,∑
m∈N
‖∆mf‖−
1
2m
2 ≥
∑
m∈N
C
−2(m+p0)
4m
0 Γ
(
2m+ 2p0 +
n0 + 1
2
)− 1
4m
Now, using the fact that ([32, p. 30])
lim
n→∞
Γ(n+ α)
Γ(n)nα
= 1, for α ∈ C,
it follows that
‖∆mf‖−
1
2m
2 ≥ C
−2(m+p0)
4m (Γ(2m))−
1
2m (2m)−
4p0+n0+1
8m
≥ C −2(m+p0)4m (2m)− 12 (2m)− 4p0+n0+18m .
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Hence, for large m,
‖∆mf‖−
1
2m
2 ≥ C(2m)−
4m+4p0+n0+1
8m ,
and
(2m)
4m+4p0+n0+1
8m ≤ (2m) 8m8m = 2m.
Therefore, ∑
m≥m0
‖∆mf‖−
1
2m
2 ≥
∑
m≥m0
1
2m
=∞.
This shows that the function f satisfies (1.3) and ∆mf(k0ar.ξ0) is zero for allm ∈ N∪{0}
and r in [0,∞].
4. Ingham’s theorem for symmetric spaces
In this section we will prove Ingham’s theorem (Theorem 1.4), using Theorem 1.3.
Proof of Theorem 1.4. We will first prove part (b) by reducing matters to Rd with the
help of Abel transform A. Since the integral in (1.4) is finite, we have∫ ∞
1
θ(r)
r
dr <∞.
Since θ is decreasing by part (b) of Theorem 1.1 for L positive, there exists a nontrivial
radial function h0 ∈ C∞c (Rd) with supp h0 ⊆ B(0, L/2) such that
(4.1) |Fh0(ξ)| ≤ Ce−‖ξ‖θ(‖ξ‖), for all ξ ∈ Rd.
Since h0 is a radial function on R
d, it can be thought of as a W -invariant function on
A ∼= Rd. Hence by Theorem 2.3, there exists h ∈ C∞c (G//K) such that A(h) = h0
with supp h ⊆ B(o, L/2). For a nontrivial φ ∈ C∞c (G//K) with support contained in
B(o, L/2), we consider the function f = h ∗ φ ∈ C∞c (G//K). It follows from Paley-
Wiener theorem ([20, Theorem 7.1, Chapter IV]) that the support of f is contained
in B(o, L). Using the slice projection theorem (Theorem 2.3) and the estimate (4.1) it
follows that ∫
a∗
|f̂(λ)| e‖λ‖Bθ(‖λ‖B) |c(λ)|−2 dλ
=
∫
a∗
|ĥ(λ)| |φ̂(λ)| |e‖λ‖Bθ(‖λ‖B) |c(λ)|−2 dλ
=
∫
a∗
|Fh0(λ)| |φ̂(λ)| |e‖λ‖Bθ(‖λ‖B) |c(λ)|−2 dλ
≤ C
∫
a∗
|φ̂(λ)| |c(λ)|−2 dλ.(4.2)
Since, φ̂ is a Schwartz function on a∗ it follows from the estimate (2.4) of |c(λ)|−2 that the
integral in (4.2) is finite and consequently, f̂ satisfies the condition (1.5). This completes
the proof of part (b).
We will prove part (a) under the additional assumptions that f is continuous, K-
biinvariant and vanishes on an open ball centered at o. The general case then can be
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deduced from this case by mimicking the arguments given in the proof of [5, Theorem
1.2, steps 1-2].
So, we assume that f is K-biinvariant, continuous, integrable function which vanishes
on B(o, L) and satisfies the hypothesis (1.5)
(4.3)
∫
a∗
|f̂(λ)| e‖λ‖θ(‖λ‖B) |c(λ)|−2 dλ <∞.
We observe from (4.3) that f̂ ∈ L1(a∗, |c(λ)|−2dλ). As f is an integrable function, f̂ is
a bounded function and hence from (4.3) it follows that
(4.4)
∫
a∗
|f̂(λ)|2 eθ(‖λ‖B)‖λ‖B |c(λ)|−2dλ <∞.
We now consider the following two cases as in [23].
Case I: Suppose θ satisfies the inequality
(4.5) θ(r) ≥ 4√
r
, for r ≥ 1.
From (4.3) and (4.5), it follows that
(4.6)
∫
a∗
|f̂(λ)| e4
√
‖λ‖B |c(λ)|−2dλ <∞,
and hence in particular ∫
a∗
|f̂(λ)| ‖λ‖NB |c(λ)|−2dλ <∞,
for all N ∈ N. It follows that f ∈ C∞(G//K). To apply Theorem 1.3 we need to verify
condition (1.3). In this regard, an application of (4.4) implies that
‖∆mf‖L2(G//K) =
(∫
a∗
(‖λ‖2B + ‖ρ‖2B)2m |f̂(λ)|2 |c(λ)|−2 dλ)12
≤ sup
λ∈a∗
(‖λ‖2B + ‖ρ‖2B)m e− ‖λ‖θ(‖λ‖B2 (∫
a∗
|f̂(λ)|2 e‖λ‖θ(‖λ‖B ) |c(λ)|−2 dλ
) 1
2
≤ C sup
r∈(0,∞)
(‖ρ‖2B + r2)m e− rθ(r)2 ,(4.7)
and the latter quantity is finite by (4.5). In particular ∆mf ∈ L2(G//K) for all m ∈
N ∪ {0}. From now on we shall consider m ≥ max{2, ‖ρ‖B}. To estimate the L∞ norm
(4.7) let us define
gm(r) =
(‖ρ‖2B + r2)m e− rθ(r)2 , r ∈ [0,∞).
Then
‖gm‖L∞[0,∞) ≤ ‖gm‖L∞[0,1] + ‖gm‖L∞[1,m4] + ‖gm‖L∞(m4,∞).
If r ∈ (m4,∞) then by (4.5) we have
gm(r) ≤ (‖ρ‖2B + r2)m e−2
√
r ≤ 2mr2me−2
√
r := γm(r) (say).
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The function γm attains its maximum at r = 4m
2. As m4 ≥ 4m2 and γm is decreasing
on (4m2,∞) we have
(4.8) ‖gm‖L∞(m4,∞) ≤ ‖γm‖L∞(m4,∞) = 2mm8me−2m2 = (2m8e−2m)m.
Also
(4.9) ‖gm‖L∞[0,1) ≤
(
1 + ‖ρ‖2B
)m
.
For r ∈ [1, m4], as θ is a decreasing function,
gm(r) ≤
(‖ρ‖2B + r2)m e− θ(m4)r2 ≤ (1 + ‖ρ‖2B)m r2me− θ(m4)r2 := ηm(r).
The function ηm attains its maximum at r = 4m/θ(m
4). As m ≥ 2 we have
(4.10) ‖ηm‖L∞[1,m4] ≤
(
1 + ‖ρ‖2B
)m( 4m
θ(m4)
)2m
e−2m ≤ (1 + ‖ρ‖2B)m( 4mθ(m4)
)2m
.
Since the right-hand side of (4.8) goes to zero as m goes to infinity and for all large
m ∈ N (
4m
θ(m4)
)2m
≥
(
4m
θ(1)
)2m
> 1,
we have for all large m ∈ N
‖gm‖L∞[0,∞] ≤ 3
(
1 + ‖ρ‖2B
)m( 4m
θ(m4)
)2m
.
Therefore, using inequality (4.7) it follows from above that for all large m ∈ N and a
positive number C
(4.11) ‖∆mf‖L2(G//K) ≤
(
Cm
θ(m4)
)2m
.
Applying the change of variable ‖λ‖B = p4 in the integral (1.4) defining I, it follows
that ∫ ∞
1
θ(p4)
p
dp =∞.
As θ is decreasing in [0,∞) this, in turn, implies that∑
m∈N
θ(m4)
m
=∞.
The inequality (4.11) then implies that∑
m∈N
‖∆mf‖−
1
2m
L2(G//K) =∞.
Since f vanishes on B(o, L), it follows from Theorem 1.3 that f vanishes identically.
This completes the proof under the assumption (4.5) on the function θ.
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Case II. We now consider the general case, that is, θ is any nonnegative function de-
creasing to zero at infinity. Again, as in [23], we define
θ1(r) =
8√|r|+ 1 , r ∈ [0,∞).
It is clear that the integral I in (1.4) is finite if θ is replaced by θ1. Hence, by case (b)
there exists a nontrivial f1 ∈ C∞c (G//K) such that suppf1 ⊆ B(o, L/2) and satisfies the
estimate
(4.12) |f̂1(λ)| ≤ Ce−‖λ‖Bθ1(‖λ‖B), λ ∈ a∗.
We now consider the function h = f ∗ f1 ∈ L1(G//K). Since f vanishes on B(o, L), the
function h vanishes on the open set B(o, L/2). Indeed, if g1K ∈ B(o, L/2) then for all
gK ∈ B(o, L/2) it follows by using G-invariance of the Riemannian metric d that
d(o, g1gK) ≤ d(o, g1K) + d(g1K, g1gK) < L.
that is, g1gK ∈ B(o, L). This implies that f(g1g) is zero for all gK ∈ B(o, L/2) = supp f1
and hence
f ∗ f1(g1) =
∫
G
f(g1g)f1(g
−1) dg =
∫
supp f1
f(g1g)f1(g
−1) dg = 0.
We observe that
θ(r) + θ1(r) ≥ 8√
r + 1
, for r ≥ 1.
Using the estimate (4.12) and the hypothesis (4.3) it follows that∫
a∗
|ĥ(λ)|e‖λ‖B
(
θ(‖λ‖B)+θ1(‖λ‖B)
)
|c(λ)|−2 dλ <∞.
Therefore h satisfies all the conditions used in case I and hence is the zero function.
This implies that
ĥ(λ) = f̂(λ)f̂1(λ) = 0,
for almost every λ ∈ a∗. Since f̂1 is a real analytic function, it follows that f vanishes
identically. 
Remark 4.1. (1) It is worth pointing out that Ingham’s theorem (Theorem 1.4)
can also be proved directly using Lemma 3.2, without appealing to Theorem
1.3. For the sake of completeness we sketch the line of argument for part (a) of
Theorem 1.4. We assume that f is K-biinvariant, vanishes on B(o, L), satisfies
the hypothesis (1.5) and the function θ satisfies the estimate (4.5) with I = ∞.
In this case one can easily show that that the measure µ defined in Step 2 of the
proof of Theorem 1.3 is again a finite W -invariant measure on a∗. Using (4.3),
(4.5) and the arguments used in verifying (1.3), one can show that
(4.13)
∑
k∈N
Mj(2k)
− 1
2k =∞,
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where Mj(k) is as given in Lemma 3.1. By the Fourier inversion (2.3) we get
that
f(x) = |W |−1
∫
a∗
f̂(λ) φλ(x) |c(λ)|−2 dλ = 0, if x ∈ B(o, L).
This implies that for all u ∈ ΦL(a∗)
(4.14)
∫
a∗
f̂(λ) u(λ) |c(λ)|−2 dλ = 0.
As in Step 3 of the proof of Theorem 1.3, it can be shown that ΦL(a
∗) is dense
in L1(a∗, dµ)W . Therefore we can approximate f̂ by the elements of ΦL(a∗) and
hence by (4.14) we get that f is identically zero.
(2) It is easy to see that part (a) of Theorem 1.4 remains true if the integral I in
(1.2) is replaced by the integral∫
{λ∈a∗+| ‖λ‖B≥1}
θ(‖λ‖B)
‖λ‖ηB
|c(λ)|−2dλ,
where η = d + dim n, is the dimension of the symmetric space X . This follows
from the estimate (2.4) of |c(λ)|−2 as∫ ∞
1
θ(r)
r
dr = C
∫
{λ∈a∗+| ‖λ‖B≥1}
θ(‖λ‖B)
‖λ‖dB
dλ
= C
∫
{λ∈a∗+| ‖λ‖B≥1}
θ(‖λ‖B)
‖λ‖ηB
‖λ‖dim nB dλ
≥ C
∫
{λ∈a∗+| ‖λ‖B≥1}
θ(‖λ‖B)
‖λ‖ηB
|c(λ)|−2dλ =∞.
Moreover, because of the estimate (2.5), part (b) of Theorem 1.4 also remains
true in this case if the real rank of G is one.
An Lp version of Theorem 1.4 can actually be proved by using Theorem 1.4 itself. To
illustrate this we prove an L∞ version of the above theorem which can be thought of as
an exact analogue of Theorem 1.1.
Theorem 4.2. Let θ and I be as in Theorem 1.4.
(a) Suppose f ∈ L1(X) and the Fourier transform f˜ satisfies the estimate
(4.15) |f˜(λ, k)| ≤ Ce−‖λ‖Bθ(‖λ‖B), for all λ ∈ a∗, k ∈ K.
If f vanishes on a nonempty open subset of X and I is infinite, then f = 0.
(b) If I is finite then given any L > 0, there exists a nontrivial f ∈ C∞c (G//K)
supported in B(o, L) satisfying the estimate (4.15).
Proof. As in Theorem 1.4, it suffices to prove the theorem for f ∈ L1(G//K) vanishing
on an open ball of the form B(o, L) such that f̂ satisfies the estimate
|f̂(λ)| ≤ Ce−‖λ‖Bθ(‖λ‖B), for all λ ∈ a∗+.
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We choose a nonzero φ ∈ C∞c (G//K) with supp φ ⊆ B(o, L/2) and consider the function
f ∗ φ. Since f vanishes on B(o, L) and the support of the function φ is contained in
B(o, L/2) it follows as before that f ∗ φ vanishes on B(o, L/2). Now,∫
a∗
|f̂ ∗ φ(λ)| e‖λ‖Bθ(‖λ‖B) |c(λ)|−2 dλ
=
∫
a∗
|φ̂(λ)| |f̂(λ)| e‖λ‖Bθ(‖λ‖B) |c(λ)|−2 dλ
≤ C
∫
a∗
|φ̂(λ)| |c(λ)|−2 dλ <∞.
It now follows from Theorem 1.4 that f ∗φ is zero almost everywhere. Since φ̂ is nonzero
almost everywhere we conclude that f̂ vanishes almost everywhere on a∗ and so does f .
To prove part (b) we observe that if I is finite then the function h constructed in the
proof of Theorem 1.4, (b) satisfies the estimate (4.15). 
Remark 4.3. Theorem 1.3 and Theorem 1.4 can be proved in the context of Damek-
Ricci spaces [2] by similar arguments. It will be interesting to see whether both the
theorems hold true for hypergeometric transforms associated to root systems [29, 35].
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