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3.1 Rancangan Penelitian 
Tujuan dari penelitian ini adalah untuk menguji hipotesis, yang dimana 
hipotesis menurut (Myers, 1995) dalam Gunawan (2015;102) adalah suatu 
anggapan atau pernyataan yang mungkin bernar atau tidak mengenai populasi atau 
lebih. Definisi ini menunjukkan  secara statistik mengenai suatu karakteristik 
(parameter) tidak pernah bisa diketahui secara pasti kecuali dengan mengamati 
populasi secara keseluruhan. Penelitian ini merupakan penelitian kuasalitas yaitu 
hubungan sebab akibat dimana terdapat antara dua hubungan variabel atau lebih. 
Variabel yang dimaksud adalah independen variabel yaitu variabel yang 
mempengaruhi dan dependen variabel yaitu variabel yang dipengaruhi. 
3.2 Objek Penelitian 
  Penelitian ini dilakukan pada perusahaan Manufaktur yang terdaftar di 
Bursa Efek Indonesia selama periode penelitian yaitu 2012-2016. Penelitian ini 
menggunakan data sekunder, data berdasarkan laporan tahunan perusahaan 
manufaktur, data yang pengumpulanya diperoleh melalui web Bursa Efek 
Indonesia. 
3.3 Populasi 
Populasi (population) diartikan sebagai  suatu kumpulan atau keseluruhan 
objek yang akan diteliti (Gunawan, 2016:46). Populasi digunakan dalam 
penelitian ini adalah perusahaan manufaktur yang terdaftar di Bursa Efek 





3.4 Sampel dan Teknik Pengambilan Sampel 
 Sampel adalah bagian dari populasi yang akan diteliti. Populasi dalam 
penelitian ini berupa keseluruhan perusahaan manufaktur yang terdaftar di Bursa 
Efek Indonesia (BEI) periode observasi 2012 sampai 2016. Pengambilan sampel 
dilakukan dengan metode purposive sampling atau sampel pertimbangan adalah 
teknik sampling yang digunakan peneliti jika peneliti mempunyai pertimbangan-
pertimbangan tertentu di dalam pengambilan sampelnya (Gunawan 2015:60). 
Teknik penarikan sampel purposive ini dilakukan dengan cara memilih sampel 
dari suatu populasi berdasarkan pada informasi yang tersedia. Pertimbangan 
dalam pemilihan sampel pada umumnya disesuaikan dengan tujuan atau masalah 
penelitian,yaitu: 
a) Perusahaan manufaktur yang terdaftar di BEI selama periode 2012 sampai 
2016. 
b) Perusahaan listing atau terdaftar di BEI dari awal periode pengamatan dan 
tidak delisting sampai akhir periode pengamatan. 
c) Perusahaan manufaktur yang terdaftar di BEI berarti bahwa laporan keuangan 
yang telah diaudit dan dipublikasikan sehingga ketersediaan dan kemudahan 
memperoleh data dapat terpenuhi. 
d) Perusahaan yang menerbitkan laporan tahunan lengkap dan berturut-turut 
selama tahun pengamatan 





Tabel 3.1 Proses Seleksi Sampel 




Jumlah perusahaan manufaktur yang listing di 





Perusahaan listing atau terdaftar di BEI dari 
awal periode pengamatan dan tidak delisting 







Perusahaan manufaktur yang terdaftar di BEI 
berarti bahwa laporan keuangan yang telah 







Perusahaan yang menerbitkan laporan tahunan 











Jumlah sampel yang memenuhi criteria 
 
25 
 Tahun pengamatan  5 
Total sampel yang digunakan dalam penelitian  125 
(Sumber: Data Olahan 2017) 
 Daftar nama perusahaan yang dijadikan sampel pada penelitian ini 
periode 2012-2016: 
Tabel 3.2 Sampel Perusahaan Manufaktur 
No Nama Perusahan Kode 
1. PT Akasha Wira International Tbk ADES 
2. PT Asahimas Flat Glass Tbk AMFG 
3. PT Arwana Citra Mulia Tbk ARNA 
4. PT Astra International Tbk ASII 
5. PT Astra Auto Part Tbk AUTO 
6. PT Charoen Pokphand Indonesia Tbk CPIN 
7. Ekadharma Intenational Tbk EKAD 




9. PT Hanjaya Mandala Sampoerna Tbk HMSP 
10. PT Indofood Sukses Makmur TbK INDF 
11. PT Indospring Tbk INDS 
12. PT Indocement Tunggal Prakasa Tbk INTP 
13. PT Kimia Farma Tbk KAEF 
14. PT Nipress Tbk NIPS 
15. PT Prima Alloy Steel Universal Tbk PRAS 
16.   PT Pyridam Tbk PYFA 
17. Ricy Putra Globalindo Tbk RICY 
18. PT Nippon Indosari Corporindo Tbk ROTI 
19. PT Sekar Laut Tbk SKLT 
20. PT Holcim Indonesia Tbk SMCB 
21. PT Selamat Sempurna Tbk SMSM 
22. PT Siantar Top Tbk STTP 
23. PT Mandom Indonesia Tbk TCID 
24. Surya Toto Indonesia TOTO 
25. PT Ultrajaya Milk Industry and Trading Company Tbk ULTJ 
(Sumber: Data Olahan 2017) 
3.5 Operasional Variabel Penelitian 
Variabel adalah segala sesuatu yang berbentuk apa saja yang ditetapkan 
oleh peneliti untuk dipelajari sehingga diperoleh informasi tentang hal tersebut, 
kemudian ditarik kesimpulanya Sugiyono (2017:37). Pada bagian ini akan 
dijelaskan definisi dari masing-masing variabel terkait dengan penelitian penulis 
yang disertai dengan operasional serta cara pengukurannya. 
3.5.1 Variabel Dependen (Y) 
Variabel dependen merupakan variabel yang menjadi perhatian utama 
peneliti. Variabel dependen sering juga disebut variabel output, kriteria, 
konsekuen. Dalam bahasa indonesia sering disebut sebagai variabel terikat. 
Variabel terikat merupakan variabel yang dipengaruhi atau yang menjadi akibat 




penghindaran  pajak  sebagai variabel dependen. Penghindaran pajak merupakan 
usaha untuk mengurangi, atau bahkan meniadakan hutang pajak yang harus 
dibayar perusahaan dengan tidak melanggar undang-undang yang ada. 
Pengukuran Tax avoidance dalam penelitian ini menggunakan model Cash 
Effective Tax Rate (CETR) yaitu kas yang dikeluarkan untuk biaya pajak dibagi 
dengan laba sebelum pajak. Dyreng at al., (2010) dengan rumus sebagai berikut: 
CETR = Pembayaran Pajak 
                 Laba Sebelum Pajak 
3.5.2 Variabel Independen (X) 
Variabel independen sering juga disebut variabel stimulus, prediktor, 
antecedent. Dalam bahasa indonesia sering disebut sebagai variabel bebas. 
Variabel bebas adalah merupakan variabel yang mempengaruhi atau yang menjadi 
sebab perubahanya atau timbulnya variabel dependen (terikat). Dalam  penelitian 
ini, variabel independen terdiri dari 3 kelompok yaitu leverage, ukuran perusahan 
dan kepemilikan keluarga. Tujuan peneliti adalah untuk menjelaskan dan 
memprediksi apakah penerapan leverage, ukuran perusahaan dan kepemilikan 
keluarga mempengaruhi atau tidak mempengaruhi penghindaran pajak. Hal itu 
dapat secara umum dipaparkan sebagai berikut: 
3.5.2.1 Leverage (X1) 
Leverage merupakan kemampuan perusahaan dalam memenuhi 
pembayaran semua kewajibannya, baik kewajiban jangka pendek maupun 
kewajiban jangka panjang. Data leverage disajikan dalam skala rasio dengan 
lambang LEV. Leverage diukur dengan menjumlahkan utang jangka panjang dan 




dirumuskan sebagai berikut: 
Debt Ratio = Total Kewajiban 
Total Asset 
3.5.2.2 Ukuran Perusahaan (X2) 
Dalam penelitian ini, ukuran perusahaan dapat menggunakan tolak ukur 
aset. Karena total aset perusahaan bernilai besar maka hal ini dapat 
disederhanakan dengan mentranformasikan ke dalam logaritma natural (Ghozali, 
2006) sehingga ukuran perusahaaan juga dapat dihitung dengan: 
SIZE = Ln (Total Asset) 
3.5.2.3 Kepemilikan Keluarga (X3) 
Penelitian ini menggunakan definisi kepemilikan keluarga yang 
digunakan oleh Arifin (2003) dalam Prakosa (2014) yaitu semua  individu dan 
perusahaan yang kepemilikannya tercatat (kepemilikan > 5% wajib dicatat), yang 
bukan perusahaan publik, negara, institusi keuangan, dan publik (individu yang 
kepemilikannya tidak wajib dicatat). Kepemilikan keluarga merupakan dummy 
variable, yang mensyaratkan persentase kepemilikan sebesar 50% suatu 
perusahaan dianggap sebagai perusahaan keluarga. Perusahaan keluarga akan 
diberikan notasi (1) sedangkan untuk bukan perusahaan keluarga akan diberikan 
notasi (0). 
Tabel 3.3. Operasional variabel penelitian 






CETR = Pembayaran Pajak 





































Perusahaan keluarga memiliki persentase 
kepemilikan sebesar 50%. Perusahaan 
keluarga akan diberikan notasi (1) 
sedangkan untuk bukan perusahaan 






(Sumber: Data Olahan 2017) 
3.6 Metode Analisis Data 
 Penelitian ini menggunakan penelitian deskriptif, analisis ini dimaksud 
kan untuk memperoleh gambaran data secara umum dan kecenderungan data. 
3.6.1 Statistik Deskriptif 
Statistik deskriptif digunakan untuk mendeskriptifkan variabel-variabel 
dalam penelitian ini. Statistik deskriptif memberikan gambaran atau deskripsi 
pengolahan suatu data terhadap objek yang diteliti melalui data sampel atau 
populasi, analisis yang digunakan adalah rata-rata (mean), standar deviasi, 
maksimum dan minimum, (Ghozali, 2006). Statistik deskriptif menyajikan 
ukuran-ukuran numerik yang sangat penting bagi data sampel. 
3.6.2 Uji Asumsi Klasik 
 Pengujian asumsi klasik digunakan untuk menguji apakah persamaan 
regresi yang telah ditentukan merupakan persamaan yang dapat menghasilkan 




3.6.2.1 Uji Normalitas 
Uji normalitas bertujuan untuk menguji variabel pengganggu (residual) 
dalam model regresi memiliki distribusi normal atau tidak. Model   regresi   yang   
baik   adalah   distribusi   datanya   normal atau mendekati normal. Uji F dan uji t 
mengasumsikan bahwa nilai residual mengikuti distribusi normal. Variabel 
pengganggu atau residual dapat dideteksi berdistribusi normal dengan 
menggunakan dua pendekatan analisis, yaitu analisis grafik dan uji statistik. 
Dalam penelitian ini, peneliti menggunakan uji statistik nonparametik 
Kolmogorov-Smirnov untuk menguji normalitas data (Ghozali, 2006). 
3.6.2.2 Uji Autokorelasi 
Uji autokorelasi bertujuan menguji apakah dalam model regresi linear 
terdapat korelasi antara kesalahan  pengganggu pada periode t dengan kesalahan 
pengganggu pada periode sebelumnya (t-1). Autokorelasi muncul karena 
observasi yang berurutan sepanjang waktu berkaitan satu sama lainnya. Hal ini 
sering ditemukan pada data runtut waktu (time series) karena “gangguan” pada 
seorang individu atau kelompok cenderung mempengaruhi “gangguan” pada 
individu atau kelompok yang sama pada periode berikutnya. Model regresi yang 
baik adalah regresi yang bebas dari autokorelasi (Ghozali, 2006:115). 
Autokorelasi dapat dideteksi dengan beberapa cara yaitu uji Durbin-
Watson, uji Lagrange Multiplier, Run Test dan uji Box Pierce dan Ljung Box. 
Dalam penelitian ini, peneliti menggunakan Run Test. Uji run test sebagai bagian 
dari statistik non-parametik digunakan untuk menguji apakah antar residual 




secara random dan tidak terjadi autokorelasi antar nilairesidual. 
3.6.2.3 Uji Heterokedastisitas 
Heteroskedastisitas merupakan suatu varian pengganggu yang  tidak 
mempunyai varian yang sama untuk setiap observasi, sehingga mengakibatkan 
penaksiran regresi yang tidak efisien. Uji heteroskedastisitas bertujuan untuk 
megetahui apakah dalam model regresi terjadi ketidaksamaan variance dari 
residual satu pengamatan ke pengamatan lain. Uji heteroskedastisitas dalam 
penelitian ini dengan melihat grafik plot antara nilai prediksi variabel terikat 
(dependen) yaitu ZPRED dengan residualnya SPESID dan juga uji glejser. 
 Uji Glejser dilakukan dengan cara meregresikan antara variabel 
independent dengan nilai absolut residualnya. Jika nilai signifikansi antara variabel 
independent dengan absolut residual lebih dari 0,05 maka tidak terjadi masalah 
heteroskedastisitas (Gujarati dan Porter) dalam (Ghozali, 2006:105). 
3.6.2.4 Uji Multikolonieritas 
 Multikolonieritas adalah suatu kondisi yang menunjukkan satu atau lebih 
variabel independen terdapat korelasi dengan variabel independen lainnya. Uji 
multikolonieritas bertujuan untuk menguji apakah model regresi ada korelasi antar 
variabel independen (bebas). Model regresi dikatakan baik apabila tidak terjadi 
korelasi di antara variabel independen. Adanya multikolonieritas dapat dilihat dari 
tolerance value atau nilai tolerance dan Variance Inflation Factor (VIF). Batas 
dari nilai tolerance adalah 0,01 dan batas VIF adalah 10. Apabila nilai tolerance 





3.6.3 Analisis Regresi Linier Berganda 
Teknik analisis data dilakukan dengan uji statistik menggunakan regresi 
linier berganda dengan bantuan program Statistical Package for Social Science 
(SPSS) versi 17.0. Berdasarkan hipotesis dalam penelitian ini maka metode 
analisis data yang digunakan adalah analisis kuantitatif untuk memperhitungkan 
atau memperkirakan secara kuantitatif  dari beberapa faktor secara sendiri-sendiri 
maupun bersama-sama terhadap variabel terkait. 
 Hubungan fungsional antara satu variabel terikat dengan variabel bebas 
dapat dilakukan dengan regresi linier berganda (Effrin, 2008). Model regresi linier 
berganda yang digunakan dalam analisis ini adalah seperti berikut: 
Y= a + β₁X₁+ β2X2+ β3X3+ e 
Keterangan : 
Y = Tax avoidance (Cash Effective Tax Rate)  
Α = Konstanta 
β₁,β2, β3 = Koefisien regresi 
X1 = Leverage 
X2 = Ukuran Perusahaan 
X3 = Kepemilikan Keluarga 
e = Standar error 
3.6.4 Uji Hipotesis 
3.6.4.1 Uji T Statistik 
Uji statistik t menunjukan seberapa jauh pengaruh satu variabel penjelas 




dan digunakan untuk mengetahui  ada  atau  tidaknya  pengaruh  masing-masing 
variable independen secara individual terhadap variabel dependen yang di uji pada 
tingkat signifikan 0.05 (Ghozali, 2006:87). 
3.6.4.2 Uji F Statistik 
Uji statistik F digunakan untuk mengetahui semua variabel independen 
yang dimasukkan dalam model regresi secara bersama-sama mempunyai 
pengaruh terhadap variabel dependen yang diuji pada tingkat signifikan 0.05 
(Ghozali, 2006:87). 
3.6.4.3 Koefisien Determinasi 
Koefisien determinasi (R
2
) pada intinya mengukur seberapa jauh 
kemampuan model dalam menerangkan variasi variabel dependen. Nilai koefisien 
determinasi adalah antara nol dan satu. Nilai R
2 
yang kecil berarti kemampuan 
variabel-variabel independen dalam menjelaskan variasi variabel dependen amat 
terbatas. Nilai yang mendekati satu berarti variabel-variabel independen 
memberikan hampir semua variabel yang dibutuhkan untuk memprediksi variasi 
variabel dependen (Ghozali, 2006:86). 
