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Abstract 
 
As technology evolves over time, the manufacturing systems in various production industries are 
getting more complicated in accordance with plant productivity, product quality, new development 
processes, and complex supply chain management. To deal with these problems, previous research has 
proposed a few mathematical approaches to analyzing system natures as named manufacturing 
complexity. However, the originality of complex environments arises from the accumulated 
interactions between multiple systems’ components. It means the basic process of analyzing 
manufacturing complexity starts from investigating the interactions of system variables of 
manufacturing operations. While the manufacturing complexity poses a critical aspect of operational 
flows and processes, manufacturing flexibility allows the system to react quickly and easily in case of 
changes to designs and processes. Although analyzing complexity and flexibility is costly and time-
consuming, extra advantages should be expected by understanding inherent system complexity and 
flexibility because it is possible to find the system’s operational problems and optimize the 
performance. 
As a case study of the manufacturing complexity in this research, the flexibility of a workforce’s 
productivity is proposed by investigating real data over three years (2005~2007) from the Harbour 
Report of automotive plants. Moreover, a new approach to understanding manufacturing complexity 
is proposed by defining essential and identical features of complexity and flexibility. 
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I.  Introduction 
1.1 Background 
As technology has developed over time, the manufacturing systems in a variety of industries are 
getting more and more complicated than ever. Moreover, the productivity of manufacturing systems, 
the quality of the products, new product development, and complex supply chain managements are 
considered inter-related manufacturing problems that should be modeled and analyzed at the business-
level as well as shop-floor level as shown in Fig 1.1. For example, if design division makes a decision 
on adjusting the tolerance of a part design, it is also required to change the associated manufacturing 
processes, machines, and control parameters such as tooling, cycle times for each work station, 
customer requirements, and after-service values. The customer quality, however, is not only brought 
by product design, but also can bring product design changes by market demands. Indeed, this is a just 
a simple scenario considering a variable which can affect a few variables related to manufacturing 
systems from many possibilities. 
 
Figure 1.1 Variables which can affect manufacturing system 
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To analyze the manufacturing system and make rational decisions about its control, an investigation 
of its complexity and flexibility is essential. Normally, the complexity of a manufacturing system 
represents the number of different designs and options incurred by the variety of models in the 
production system. In contrast, the flexibility of a manufacturing system means the insensitivity of the 
production system to the variety of models. The flexibility and complexity in manufacturing systems 
have been issued when the variety of product models gets a huge attention in the market to satisfy 
different customers’ requirements. 
Despite the fact that considering these problems or trends is time consuming and costly, we need to 
clarify the relationships among decision parameters of the manufacturing system because they are 
highly related to each other, which can affect performances and values of the entire system. 
Furthermore, with ever increasing global markets and supply chains, the manufacturing industries are 
forced to be more and more customized to survive against competitors. When a system failure occurs, 
it may cause a serious problem including unrecoverable budget losses. For instance, a large number of 
vehicles made by Toyota were recalled in 2010 because of an accelerator pedal error caused by 
globalization of its suppliers to lower production cost. This case was caused by the failure of proper 
supply chain management, so they have lost the 1st ranked global market share for the last two years. 
To deal with these problems of how we can optimize the quality or the performance of the entire 
manufacturing system by managing those variables. Furthermore we also need to consider the 
optimization between quality and performance to maximize the profit of a company. 
In this research, we investigate the complexity and flexibility issues in manufacturing systems by 
analyzing real market data from the Harbour report. By exploratory study of the Harbour Report data 
from 2005~2007, a linear regression model to describe the relationships among production parameters 
is suggested. The proposed regression study gives a crucial idea of understanding the production 
values with a variety of production sites, automation levels, and model varieties in the automotive 
industry. 
 
 
1.2 Research objective 
In this research, it is intended to investigate the following objectives: 
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1) Clarifying the relationship between relational models of manufacturing complexity and 
flexibility by exploratory case studies by with extracting traceable data from real plant dataset and 
production data in automotive industry from the Harbour reports. 
2) Investigating the applicability of the proposed models of complexity and flexibility in 
manufacturing systems to decision support for business cases. 
 
 
1.3 Outline of the thesis 
This paper consists of six chapters. Chapter 1 introduces the background of this research. In 
Chapter 2, literature surveys about manufacturing complexity and flexibility are conducted. From the 
real automotive plant dataset, the correlational approaches to representing manufacturing flexibility 
about utilization and product variance are explored in Chapter 3. A systematic approach of 
manufacturing flexibility is suggested in chapter 4, and based on the exploratory studies a new 
approach to understanding manufacturing complexity is suggested in Chapter 5. Finally the 
conclusion is in Chapter 6.
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II. Literature Survey 
2.1 Manufacturing Complexity 
2.1.1 Definition of Complexity 
The term, complexity, has been generally used to characterize relationship among many 
components in the system brought from various environments or conditions. In the previous research, 
there are a number of different approaches to the definitions of ‘complexity,’ in various applications. 
For instance, Johnson defined complexity as the phenomena which are derived from collection of 
interactions between large numbers of objects(N. F. Johnson, 2007). However, the definitions of 
complexity usually depend on characteristics of the system particles or agents. In the algorithmic 
information theory, the Kolmogorov complexity of a string is widely used to represent the length of 
the shortest binary program. In information processing, however, complexity is normally measured by 
the number of properties which are transmitted by an object and detected by observer or employee. 
Furthermore, complexity is sometimes calculated by measuring the probabilities of the particles’ 
vectors in the physical systems such as thermodynamics or statistical mechanics as defined entropy 
even though these phenomena are caused by kinetic or chemical reasons. Thus, the definitions of 
system’s complexity are diversified how we can assort the types of particles, agents, and their 
interactions dealt in the system. 
The most challenging problem in addressing complexity is how to formalize the intuitive concepts 
of the relationships between large numbers of variables in a specific system. A definition of 
complexity is originally focused on the encountering probabilities of multiple artifacts at a single state 
of particle or agent within a dynamic system. Weaver posited that the complexity of a particular 
system is the degree of difficulty in predicting the properties of the system - given the properties of 
the system's parts(Weaver, 1948). In Weaver's perspective, complexity comes in two forms: 
disorganized complexity, and organized complexity(N. F. Johnson, 2007).The disorganized 
complexity is derived from a particular system having an uncountable number of parts affecting the 
systems characteristic about specific performance. The interactions of the parts in a "disorganized 
complexity" situation can be seen as largely random, the properties of the system as a whole can be 
understood by using probability and statistical methods(S. Johnson, 2001).The organized complexity, 
however, is derived from the correlated relationships between the particles. Also these interactions 
create a differentiated complexity structure interacting with other systems. 
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The complexity model is consisted of three factors: quantity of information, diversity of 
information and information content, as shown in Figure 2.1. Complexity is associated with managing 
and understanding large quantity of information, as well as large variety of information (Urbanic & 
ElMaraghy, 2006). And, the information content is defined as a relative measure of effort to achieve 
an available result. Although the environments have different notions, typically more relative measure 
of effort brings more complex system. 
These approaches, however, aren’t either useful or meaningful because it is required to define a 
simple existence state of particle or agent that may not be applicable to ordinary systems in which we 
are living.  Especially, a normal manufacturing system operated by discrete control scheme and all 
visible parameters of designs, processes, and times, the vague representation of system complexity 
may cause a serious problem with making the system visible and controllable. 
 
Figure 2.1 Elements of complexity model (Urbanic & ElMaraghy, 2006) 
In these days, most of the manufacturers are forced to pursue the mass customization of products to 
be competitive in the global market. Also, this requirement causes high production cost and time 
because of increasing number and variety of machines, tools, and processes in the manufacturing 
system. Unfortunately, this matter may decrease automation rate because of complex manufacturing 
processes and a number of variants in the manufacturing systems, which will worsen the effectiveness 
of the system operation. So, manufacturers usually combine the assembly processes to meet the high 
product variety. One of previous research on flexible assembly systems, product variety brings 
negative impacts on assembly systems, such as complicating assembly process, lowering productivity, 
decreasing quality, etc.(Fisher & Ittner, 1999). 
 
2.1.2 Previous Researches of Manufacturing Complexity 
There are also various approaches in manufacturing complexity. Generally, two types of 
complexities are defined for manufacturing system; those are product complexity and process 
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complexity. The product complexity is related to the product features such as designs, materials and 
specifications of components or assembly parts. And these also include many sub features such as 
tolerances, topology, and material properties and so on. Figure 2.2 shows the structure of the product 
complexity elements. 
 
Figure 2.2 The structure of product complexity elements. (Urbanic & ElMaraghy, 2006) 
One of the quantitative evaluations of the product complexity structure and assembly process, the 
complexity of subassembly or assembly product was evaluated quantitatively considering the product 
structure and assembly process (목학수&문광섭, 1998). To evaluate the complexity of the product, 
the authors analyzed the product structures and assembly process of manufacturing system. And 
experiential evaluation was suggested by time-motion evaluation such as work factor and MTM 
(Methods Time Measurement). 
However, the process complexity is focused on the entire manufacturing system consisted of 
equipment, employees, tools, routes, and etc. The product design defined by product complexity, 
production plan (volume), and the environment also influence the manufacturing process complexity 
as shown in Fig 2.3. Process complexity influence productivity, quality, and reliability of the system 
and high complexity can derive many potential risks nevertheless pro-active steps are taken. This is 
the reason why the manufacturing complexity is also managed effectively. To make a model of 
process complexity, the primary step is how to verify and assess components incorporating the entire 
processes. 
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Figure 2.3 The process of modeling process complexity. 
Some examples of the process complexity factors in the machining system are: (i) in-process 
features; (ii) types of tools, tool holders, and spindles; (iii) fixture setups and product orientations; (iv) 
machine types and controllers; (v) gauges; (vi) part feeding and material handling devices, and so 
forth. The paper focuses on machining, but the framework can be extended to any environment 
(Urbanic & ElMaraghy, 2006).In order to optimize the system with the human, for instance, the 
complexity needs to be considered in view of the concept that people can alertly and effectively react 
in diverse situation. 
 
Figure 2.4 An example of mixed-model assembly system (Wang, 2010). 
A system is running formally during early days and there are few expected problems from suppliers 
and customers which are controllable below the capacity. However, if the product variations are 
increased as time passes, more unexpected problems would be occurred. And the additional effects 
caused by the problems depend on each system. How can the system, in this sense, become more 
complex or simpler? The concept of information entropy was originated from the context of 
communication systems and used to measure the uncertainty of outcomes in a random 
situation(Shannon & Weaver, 1948). The entropy is defined measuring the number of microscopic 
configurations corresponding to a macroscopic state in the statistical mechanics research area (Kuhn, 
1961).According to the second law of thermodynamics, the total entropy of an entire isolated system 
never decreases, because isolated systems evolve towards thermodynamic equilibrium. Similarly to 
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this law, the information theory by Shannon is limited on single process system such as storing, and 
communicating data. For instance, complexity of an assembly station which has different probability 
variants in an assembly manufacturing system was defined by using entropy functions based on 
Shannon’s information theory as follow, 
        𝑯(𝒔𝒊) = −∑ 𝒑𝒊𝒋 𝒍𝒐𝒈𝟐𝒑𝒊𝒋
𝑺𝒊
𝒊=𝟏        (1) 
Complexity measure usually takes into account employee choices at each station and system 
configurations as shown in Fig 2.4 (Wang, 2010). Where there are M different machinesin the 
manufacturing system, wheneach machine would occupy one of Si state. In this state, pij is the 
probability of machine i at once state j (Efstathiou, 2002).They also measured overallM machines in 
the system to obtain the following expressionto know the state of the whole system. 
𝑯(𝑺)= −∑ ∑ 𝒑𝒊𝒋 𝒍𝒐𝒈𝟐𝒑𝒊𝒋
𝑺𝒊
𝒋=𝟏
𝑴
𝒊=𝟏        (2) 
The equation (2) is defined as the structural complexity of the system. Furthermore, Shannon’s 
information entropy is applied to mixed assembly systems with serial, parallel and hybrid 
configurations. And a complexity measure is proposed for mixed-model assembly systems with each 
different configuration. Furthermore, the probability of each machinepij could be varied because of 
many situations such as breakdown of machine, adding new sub-part, and production planning change, 
etc. In this situation we need to consider the time variable, however it is a challenging work in the real 
time manufacturing system design and analysis. The human capacity for holding information is about 
four bits, although this can be expanded with training. And it is possible to calculate the information 
content of the schedule of a typical multi-resource, multi-product facility, and it is likely to be much 
more than four bits, as see in the Figure 2.5. So, to deal flexibly with unscheduled situations, we need 
humans in production scheduling and monitoring(Efstathiou, 2002). Likely this, the human capacity 
and stress are already controlled adequately before the problems arising which are below than 
system’s capacity, the additional effect isn’t critical. However, there isn’t any parametrical and 
practical method to evaluate and analyze of measuring the complicate relationships of the system. 
 9 
 
 
Figure 2.5 Sketch of the utility function of complexity for shop floor personnel (Efstathiou, 2002) 
The common sense of the previous research about manufacturing complexity is that they tried to 
make each complexity model consist of a probability set to define a single state. And the set of 
probability related to product features and manufacturing processes could fluctuate with different 
systems and approaches. To compare different condition and situation, they calculated the generalized 
parameter as entropy by using the each suggested complexity model. However, these relative 
comparisons are limited to static conditions of a specific system. And any systematic approach about 
the relationship with entire system and correlations between variables hasn’t proposed. 
When a new controllable variable which affect to system performance is figured out in the 
manufacturing process, the total entropy should be increased because we should consider the 
additional effects and relations between entire system and other factors. If this controllable variable is 
ignored to mitigate system’s complexity, this means giving up a controllable factor which can 
optimize the systems’ performance. Furthermore, complexity of the system could be decreased by 
eliminating the probabilities such as reducing optional diversity, increasing process line, and 
automating process by budget investment. However, each effort also derives different costs and 
additional effects, and then this is the reason why we need to moderate manufacturing complexity by 
managing the system. To shed new light on the relationships and additional effect to other variables in 
the manufacturing process, this research proposed the systematic approaches among acquirable data 
set of manufacturing complexity. 
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2.2 Manufacturing Flexibility 
In the anatomy, the flexibility is related to the range of motion in a joint or sets of joints, and length 
in muscles crossing the joints. If the body consisted of inflexible parts, the bones would be broken 
orluxated and the muscles are ruptured by external force or displacements. To counteract these 
situations, all bodies retain adequate flexibility by instinctually. On the other hand, the flexibility in 
the mechanical research area usually means negative effect as the complementary meaning of the 
stiffness. And the stiffness in mechanical engineering means the rigidity in response to the applied 
force. If the object is too stiff (or isn’t flexible), the displacement is too small. So, when the 
mechanical engineers design a system or part, they should consider this instrumental characteristic 
also with strength and natural frequency of the system. And they usually try to minimize flexibility, 
but sometimes they design the object to maintain moderate flexibility likes to the tight fit between two 
parts fixed by geometrical shape. Furthermore, the displacement of as a result of applied external 
force depends on not only the boundary conditions but also the initial conditions such as the shape, 
size of object, and component. So far, the definitions of flexibility refer to only physical and 
geometric features of the system. Indeed, the generalized definition of flexibility is defined as the 
amount allowing the system to react in case of input changes, whether the changes are predicted or 
unpredicted. And the capacity of the changes allowed is related to the flexibility. Furthermore, the 
changes and reacts in the system could be reversed often. 
The definition of manufacturing flexibility is proposed as “the ability of a manufacturing system to 
cope with changing circumstances or instability caused by the environment''(Diwakar Gupta & 
Buzacott, 1989). Cox defined manufacturing flexibility as “the quickness and ease with which plants 
can respond to changes in market condition”(Cox, 1989). In the operational view point, flexibility is 
defined as “the ability of the system to quickly adjust to any change in relevant factors like product, 
process, loads and machine failure”(Nagarur, 1992). However, a more general definition would be 
“the ability to change or react with little penalty in time, effort, cost or performance''(Upton, 1994). 
Frazelle claimed flexibility is demanded in order to maintain competitiveness in a changing 
business environment, and cites current issues such as a rapidly decreasing product half-life, the 
influx of competitors, an increasing demand for product changes and the introduction of new products, 
materials and processes(Frazelle, 1986).While Slack suggested that the incentives to seek flexibility 
are founded in the instability and unpredictability of the manufacturers' operational environment, 
developments in production technology such as FMS(Flexible Manufacturing System) and robotics, 
and the widening aims of production to progress beyond cost and productivity issues to manufacturing 
system flexibility(Slack, 1983). Gunnigle and Daly cited the necessity for higher productivity to 
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decrease unit costs; an organization's need to adapt production strategy to accommodate fluctuations 
in energy prices, interest rates and inflation; and reduced skill requirements as a consequence of 
advances in technology(Gunnigle & Daly, 1992). To categorize flexibility, Gerwinet al. summarized 
the association of flexibility types and introduced the uncertainty depending on each type as shown in 
Table 2.1(Gerwin, 1987). 
Type of Flexibility  Involved Uncertainty 
Changeover Flexibility  Uncertainty as to the length of product life cycles leads to changeover flexibility  
Labor flexibility 
The ability of the workforce to perform a broad range of manufacturing tasks economically and 
effectively 
Machine flexibility 
The ability of a piece of equipment to perform different operations economically and 
effectively 
Material Flexibility  
Uncertainty as to whether the material inputs to a manufacturing process meet standards gives 
rise to the need for material flexibility  
Modification Flexibility 
Uncertainty as to which particular attributes customers want . . . leads to modification 
flexibility 
Rerouting Flexibility  Uncertainty with respect to machine downtime makes for rerouting flexibility  
Sequence Flexibility 
Sequence flexibility…arises from the need to deal with uncertain delivery times of raw 
materials 
Volume Flexibility 
Uncertainty with regard to the amount of customer demand for the products offered leads to 
volume flexibility 
Mix Flexibility 
Uncertainty as to which products will be accepted by customers created a need for mix 
flexibility 
Table 2.1 Association of flexibility types and uncertainty (Chen, Calantone, & Chung, 1992; 
Gerwin, 1987; D Gupta, 1993; Hyun, 1993; Sethi & Sethi, 1990) 
The framework is mainly focused on the effects (unpredicted change) and in particular, “managerial 
actions which aim at dealing with the effects of unplanned change '' and “the amount of unplanned 
change which the organization has to handle before the occurrence of the change'' (Corrêa, 1994).As 
shown in the following Figure 2.6, Correa proposed a framework of illustrated the influence of the 
unplanned component of environmental stimulus or uncertainty on the manufacturing system. 
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Figure 2.6 Reproduced linkages between dimensions of change and flexibility(Corrêa, 1994). 
Day claimed that organizations achieve customer satisfaction by building capabilities on a set of 
competencies(Day, 1994). Figure 2.7 shows an overview of the relationships from flexible 
manufacturing competence such as labor/machine/material/routing flexibility to mix/volume 
flexibility, toward customer satisfaction. The volume flexibility and mix flexibility are external 
elements of capabilities (competition) that lead to increased customer satisfaction. This framework 
was suggested for analyzing manufacturing flexibility at the resource planning and developing level 
about structural relationship. 
 
Figure 2.7 Impact of flexible manufacturing competence on capability and customer satisfaction 
(Day, 1994). 
The customer satisfaction was defined as the degree to which customers perceive that they received 
products and services that are worth more than the price they paid (Tracey, Vonderembse, & Lim, 
1999). White’s meta-analysis of manufacturing performance also defined a set of variables 
influencing customer satisfaction including quality, delivery speed, delivery dependability, cost, 
flexibility, and innovation(White, 1996). Schroeder et al. reported similar measures of 
performance(Schroeder, Anderson, & Cleveland, 1986). Koufteros et al. provided measure of 
competitive capabilities including cost, competitive pricing, premium pricing, value-to-customer 
quality, product mix flexibility, product innovation, and customer service(Koufteros, Vonderembse, & 
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Doll, 1998). As advocated by Slack, and Swamidass and Newell, this study proposed measures that 
are based on the perception of experienced managers to assess customer satisfaction(Slack, 1987; 
Swamidass & Newell, 1987). These measures include retention, ratio of price to value, quality, 
product reputation, and customer loyalty. 
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III. Correlational Approaches of Understanding 
Manufacturing Flexibility 
3.1 Introduction of Harbour Report 
The Harbour reports written by Oliver Wyman are used to extract reliable macro scope information 
of manufacturing system. The Harbour report has provided authoritative guide to automotive 
manufacturing makers in North America and used as competitive analysis information by OEMs and 
suppliers to benchmark production performances, develop strategies, and improve operations. The 
Harbour report provides a multi-year perspective into which automakers are developing systems and 
analyzing process conditions related to productivity, continuous improvement, quality, lean 
manufacturing, outsourcing, worker involvement, technology, process design and layout , level of 
product complexity. It is consisted by major sub-manufacturing processes such as assembly, stamping, 
and power train and provides a lot of real plant data. 
 
Figure 3.1 Harbour report car assembly plant ranking by vehicle segment – Hours Per Vehicle 
(HPV) (Oliver Wyman, 2005) 
In the car assembly plant ranking (Figure  3.1) by the vehicle segment section, we can find each 
plant data about name of product, actual production, total HPV, percent over benchmark, total HPV 
ranking, and percent change of volume, capacity, work-force, labor hours. The actual is the total 
number of vehicles produced from January to December. And the total HPV (Hours per Vehicle) is 
equal to reported actual total employee’s work hours (actual total work hours are consumed by total 
employment for producing vehicles from January to December) divided by actual production. 
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Figure 3.2 Harbour report- assembly plant labor productivity – Hours Per Vehicle (HPV) 
(Oliver Wyman, 2005) 
In the assembly plant labor productivity section (Fig 3.2), they provided the data about employment, 
actual (employee’s work) hours, previous year’s HPV, and percent change of HPV compare to 
previous. December Employment is on-roll employment for the plant in December of the data year, 
including hourly (direct and indirect labor), salary and normal daily total absenteeism (controllable 
and uncontrollable) after allowable exclusions of employees/functions are agreed upon in advance by 
the participants. If a product ended prior to December, Harbour shows the employment for this 
product as “zero” as of December. Even though they don’t inform how the actual hours could be 
calculated, but the result of employment times 8 hours (per day) times available working days (per 
year) isn’t same to the actual hours exactly. And this deduction mean that daily working hours and 
yearly working days were managed differently by each plant and each company. 
 
Figure 3.3 Harbour report - assembly plant general data (Oliver Wyman, 2005) 
In the general plant data (Figure 3.3), the number of lines is categorized into BODY, PAINT and 
ASSEMBLY lines. BODY is the number of lines in the body shop, PAINT is that of lines in the paint 
shop, and ASSEMBLY is that of lines in the general assembly. A single line that includes parallel 
processing at certain points –such as framing or re-spot in a body shop; color booths or ovens in paint 
– is considered one line. To be considered multiple lines, each line should include parallel processing 
throughout the majority of processes. The number of platforms means the discrete number of 
platforms built in the plant. And the total plant size, including multiple floors, body welding, paint, 
trim, chassis, final assembly and all other common areas. (Total plant size excludes stamping and 
 16 
 
powertrain operations, where applicable.) They also provide the data about driver’s seat, however, 
almost of plants usually produced Left-hand-driver models. 
 
Figure 3.4 Harbour report - Assembly plant capacity and utilization data (Oliver Wyman, 2005) 
In assembly plant capacity and utilization data section (Figure 3.4), the information about current 
shift pattern, method of relief, available working days, capacity line rate, annual capacity, and 
utilization of each plant of each plant was included. The Current shift pattern is the number of 
production shifts at a plant in December of the data year. A three-crew/two-shift pattern is indicated as 
3C/2S, and Plants operating more than one shift pattern are represented. Available working days per 
year is the number of straight-time working days planned in the data year. Planned vacations and 
holidays, such as summer shutdowns and Thanks-giving day, are not included. However, unplanned 
shutdowns, such as market adjustments, weather-related closures and launch down days, are included. 
And the capacity line rate is defined as the equipment gross line rate less all planned efficiency losses, 
but with no exclusions for line stops (i.e. lunch, breaks, meetings, etc.). Equipment capacity line rate 
is based on the bottleneck operation. If a plant had major changes to capacity line rate during the 
calendar year due to process or product changes, the plant lists both line rates and the number of days 
the plant operated at each line rate. A weighted average for the calendar year is used for the capacity 
line rate. 
And these datasets about actual factory data were provided from the plant manager and Oliver 
Wyman reestablished a few data. The Harbour report provides vast dataset of a stamping plant and a 
powertrain (engine) plant as well. In this paper, the production data in Harbour report were used to 
analyze manufacturing complexity and flexibility of three major automobile makers (Ford, General 
Motors, Toyota) in North America over three years (2005, 2006, 2007). 
Although the Harbour reports provide a lot of useful data, they have few unresolved problems 
within the common concept of manufacturing complexity and flexibility. First, a lot of data in the 
reports are subordinative to each other. Second, macro-scopic manageable conditions, such as number 
of body-shop/paint-shop/general-assembly lines and number of platforms/body-style/chassis-
configurations, haven’t changed over many years. These phenomena make people hard to find the 
 17 
 
correlational effects between variables. To resolve these problems, first of all, we need a process to 
classify the data and make the data structure. For example, the total HPV is same to the value actual 
hours divided by actual production. Furthermore, we can easily infer that increasing number of model 
variance produced in the same plant derive decreasing manufacturing productivity and it means 
increasing HPV of the plant in the Harbour report. 
 
 
3.2 Manufacturing Flexibility in Utilization 
The utilization is widely used to represent the percentage of actual production over annual capacity 
of each plant, and it means how much the plant is operated overally. It normally goes up by increasing 
demand and overtime works, however, the utilization is calculated less than 100% because of many 
unexpected reasons such as equipment failure, shortage of sub-parts, strikes, and natural disasters in 
reality. In this reason, managers in manufacturing plants allocate and adjust labors, amount of ‘daily-
work-time/yearly-work-days’, capacity of line rate, and current line shift pattern to maximize the 
utilization and finally to minimize the production cost at the same time. The basic prerequisite and 
common sense of this activity is that the utilization highly affects the production cost per each car in 
auto manufacturing industry. However, they sometimes have to increase the production volume 
inevitably even though the HPV would be increasing. It is expected that the company gross profits of 
production can be maximized by distributing production volumes of their plants or lines because the 
amount of increment should be controlled plant by plant. To this end, employee’s productivity (HPV) 
and utilization from the Harbour report are analyzed in this research. 
 
Figure 3.5 Boxplots of automotive makers ’ HPV data from Harbour report. 
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3.2.1 Utilization and Normalized Utilization 
Regarding the plant utilization provided in Harbour report, we assume that Current Shift Pattern, 
Available Working Days, Capacity Line Rate, Daily Production have been used for basic information. 
Usually, each line shift is arranged as eight hours per day, and the plant manager plans the operating 
schedule of the line shift from one to three times per day. It means the plant could be operated from 
eight hours to 24 hours. This operating schedule could be changed by target production. However, 
most utilization of the data samples aren’t matched with the result from the basic information of each 
plant, which means the utilization was just calculated from the Annual Capacity and Actual 
Production. In this section, we can commonsensically guess that the Annual Capacity is assigned by 
considering the Line Shift Pattern, Available Working Days, and Capacity Line Rate. The utilization 
of each plant was derived from reported Annual Capacity, and Actual Production. However, the 
Annual Capacity usually doesn’t match to the result of multiplication result from above variables as 
you can see following Table 3.1 about GM Detroit-Hamtramck plant in 2007. 
Production 
Planned 
Daily 
Production 
Shift 
Pattern 
Available 
Working 
Days 
Line 
Rate 
Annual 
Capacity 
Normalized Capacity 
Line Rate * Shift Pattern * 8 hours * Available Working Days 
133,443  640  2  225  44.20  166,192  159,120  
Table 3.1 Process of calculating normalized capacity from Harbour report. 
Even though the annual capacity suggested (planned) by plant manager of Detroit-Hamtramck is 
166,182 units per year as shown in Table 3.1, the actual capacity of the plant should be 159,120 units 
per year. In this reason, a new parameter named as Normalized Capacity (= Capacity Line Rate×Shift 
Pattern×8 hours×Available Working Days) representing plant capacity is proposed to analyze the 
plants performances having different operational conditions. Each line shift pattern was assumed as 
eight hours working time, Normalized Utilization of each plant are analyzed as shown in Table 3.1. So, 
we can also calculate the plant capacity under the same condition and this parameter is directly related 
to the each employee’s working time and fatigue from work. Furthermore, we also compare the 
operating rate of the plant based on the same criteria by using Normalized Utilization and this data of 
each plant is summarized on Appendix A. 
As shown in Fig 3.6, the boxplots of Utilization and Normalized Utilization of each automotive 
maker, the automotive makers have different assigning capacity standard. For example, Ford’s 
average Utilization over three years is 74.2 % as you can see on the right boxplot of Figure 3.6, even 
though their Normalized Utilization is 82.85%. It means Ford’s plant managers usually assign the 
planned capacity higher than their production capacity. On the other hand, Toyota’s average 
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Utilization (103.1%) is smaller than Normalized Utilization (99.71%). From this result, we can 
assume that Toyota’s plant managers usually assigned the planned capacity lower than their 
production capacity. 
 
Figure 3.6 Boxplots of plant utilization and normalized utilization. 
The plant managers of three different automotive makers would plan capacities differently because 
of many external reasons such as strikes, natural disasters, and decreasing demands, however, the gaps 
of discordance between Utilization and Normalized Utilization have positive relationships with HPV 
as you can see previous boxplot Figure 3.5. This is the reason why the Normalized Capacity is dealt 
more concretely in the chapter 3.2.2 as daily utilization and year utilization. 
 
3.2.2Manufacturing flexibility of daily utilization & yearly utilization 
In the real plant environment, there exist various unexpected situations. From the example of plant 
utilization, the volume of target production could be changed by many reasons; excess demand and 
shutdown of other plant producing the same model. To produce the required volume from these 
unexpected reasons on time, the plant manager usually increases the rate of operation by overtime 
working. On the other hand, the required volume could be decreased because of economic recession 
or strike, reducing consumption by auto maker ’s quality degradation. In these cases, the plant 
manager decreases the rate of operation by decreasing working hours of each line shift or annual 
working days. However, we commonly think that the plant manager already optimize the production 
plans and conditions, the artificial manipulation of operating rate could negatively affect the 
performance of plant. Even though the performance could be affected by many unknown factors 
existing in the manufacturing environments, we can capture the relationships and effect of operating 
rates on employee’s performance by analyzing the Harbour report data. 
ToyotaGMFord
180.00%
160.00%
140.00%
120.00%
100.00%
80.00%
60.00%
40.00%
20.00%
82.65%
88.69%
99.71%
Boxplot of Normalized Utilization
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From the data calculated as normalized utilization in the appendix B, we can calculate the operating 
rate from working hours of each line shift as you can see the example of GM Detroit-Hamtramck 
plant over two years (2006~2007)as you can see following Table 3.2. 
Maker Plant Year HPV 
Planned Daily Capacity Actual Daily Production Planned Daily Utilization 
Annual Capacity 
 / Available Working Days 
Actual Production 
 / Available Working Days 
Actual Daily Production 
 / Planned Daily Capacity 
GM 
Detroit-
Hamtramck 
2006 24.61 640 732.49 114.45% 
2007 24.49 640 593.08 92.67% 
Table 3.2 Actual daily production and planned daily utilization derived from Harbour report. 
As you can see the Table 3.2, the operating rate from working hours of each line shift is named as 
Planned Daily Utilization and this variable means the ratio actual production per day compare to the 
planned production per day. And the other plants data of Planned Daily Utilization are summarized in 
Appendix C. In the same manner, we can also calculate the operating rate from annual working days. 
You will see GM Detroit-Hamtramck plant’s data of the operating rate from annual working days in 
following Table 3.3. 
Maker Plant Year HPV 
Normalized Utilization  Planned Yearly Utilization 
Actual Production 
 / Normalized Capacity 
Normalized Utilization 
 / Planned Daily Utilization 
GM 
Detroit-
Hamtramck 
2006 24.61  68.43% 59.79% 
2007 24.49  83.86% 90.50% 
Table 3.3 Planned yearly utilization derived from Harbour report. 
As shown in Table 3.3, the operating rate from annual working days is named as Planned Yearly 
Utilization and it represents the ratio of actual working days per year with respect to the planned 
available working days. Other plants data of Planned Yearly Utilization are summarized in Appendix 
D. Planned Daily Utilization and Planned Yearly Utilization directly related to the fatigue of 
workforce, and, we can figure out which variable among Planned Daily Utilization and Planned 
Yearly Utilization can affect dominantly to HPV with the concept of operating fatigue. To figure out 
this effect from two variables to HPV, real production data from three automakers (Ford, GM, Toyota) 
over three years were analyzed as shown in Table 3.4. 
Maker Plant 
Ford 
Atlanta , Chicago, Cuauti tlan Truck, Dearborn Truck, Hermosillo, Kansas Ci ty #1, Kansas Ci ty #2, Kentucky, 
Lorain, Louisville , Michigan Truck, Norfolk, Oakville, Ohio Assembly, St. Louis , St. Thomas , Twin Ci ties, 
Wayne, Wixom 
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GM 
Arlington, Bal timore, Bowling Green, Detroit-Hamtramck, Doraville , Fai rfax, Flint, Fort Wayne, Janesville, 
Lansing Grand River, Lordstown, Moraine, Oklahoma City, Orion, Oshawa #1, Oshawa #2, Oshawa Truck, 
Pontiac Assembly Center, Ramos Arizpe, Shreveport, Silao, Spring Hill, Wentzville 
Toyota Cambridge North, Georgetown #1, Georgetown #2, Princeton East, Princeton West 
Table 3.4 Plant list of sample data from Harbour report. 
 
3.2.2.1Manufacturing flexibility of planned daily utilization 
By utilizing the planned daily utilization derived from the normalized utilization, we aim to figure 
out the effect of extra or less working time related to fatigue of employee. It is assumed that each 
plant’s daily production (planned daily capacity) is assigned to maximize the productivity (minimize 
the HPV). It means that if other related variables of manufacturing system are following normal 
distributions, the HPV could be minimized when the planned daily production and actual daily 
production derived from Harbour report. In this research, the regression analysis between the HPV 
versus the planned daily utilization of three automaker’s plants is conducted, and the regression 
analysis of Ford plant’s data over three years in Figure 3.7. 
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Figure 3.7 Regression analysis of HPV versus planned daily utilization of Ford company and the 
residual plots by MINITAB. 
As shown in Fig 3.7 of the regression analysis results and residual plots for HPV versus planned 
daily utilization, the upper left side result is derived from 27 datasets of Ford company plants which 
were less than 100% planned daily utilization over three years. Also it is also possible to check the 
reliability of the dataset by using residual plots on the upper right side. And these plots related to 
randomness, independence, and normality of sample data’s error. Although the effect of model 
segments (sizes of vehicle) produced at each plant and maker were ignored, we can conjecture the 
effect of utilization by using this regression analysis. From the result of planned daily utilization of 
Ford company, we can figure out that the planned daily utilization less than 100% has negative 
relationship with HPV (-7.560 HPV per 100%). And the planned daily utilization more than 100% has 
also negative relationship with HPV (-0.680 HPV per 100%). Furthermore, the p-values of the 
regression analysis are relatively high as 0.346 and 0.924, respectively. We can conjecture these 
results in two interpretations. First, the plant manager didn’t assign the daily production capacity 
efficiently related to employee’s productivity because of the both negative relationships two interval 
as less than 100% and more than 100%. Furthermore, these variables don’t have strong relationships 
as you can see the high p-values. And the employee’s productivity was affected significantly by other 
unknown manufacturing parameters among Ford plants over three years. Anyway, the substantive 
conclusion of this result is that Ford plant manager couldn’t control employee’s productivity by 
changing the planned daily capacity and utilization. You can also check the regression analysis result 
of other two automotive makers (General Motors, Toyota) in the following Figure 3.8 and Figure 3.9. 
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Figure 3.8 Regression analysis of HPV versus planned daily utilization of General Motors 
company and the residual plots by MINITAB. 
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Figure 3.9 Regression analysis of HPV versus planned daily utilization of Toyota company and 
the residual plots by MINITAB. 
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In case of GM plant dataset, the HPV has negative relationship with planned daily utilization less 
than 100% (-4.280 HPV per 100%). Otherwise, the HPV has positive relationship between planned 
daily utilization upper than 100% (+14.434 HPV per 100%). But the p-value lower than 100% also 
has high p-value as 0.530. In Figure 3.9, Toyota’s regression analysis was conducted at once because 
they only have one sample data with less than 100% planned daily utilization, then the regression 
analysis was only conducted once as upper than 100% planned daily utilization versus HPV. From the 
result, however, the HPV doesn’t have any strong relationship versus planned daily utilization. The 
results of regression analysis about three plant dataset are summarized in following Table 3.3. 
Maker  
Planned Daily Utilization 
~ 100% 100% ~ 
FORD 
Number of Plant(Data) 27 19 
Coefficient -7.560 -0.680 
P-value 0.346 0.924 
R-Square 3.6% 0.1% 
GM 
Number of Plant(Data) 33 27 
Coefficient -4.280 14.434 
P-value 0.530 0.152 
R-Square 1.3 % 8.0% 
TOYOTA 
Number of Plant(Data) 1 14 
Coefficient - -2.060 
P-value - 0.745 
R-Square - 0.9 % 
Table 3.5 Summary of the regression analysis between the HPV versus planned daily utilization 
of three automotive makers. 
The only significant result is that General Motors HPV has positive relationship between planned 
daily utilization upper than 100%. Even though the p-value of this result as 0.152 couldn’t be lower 
comparing to common significant level, 0.05, we have to consider that we assumed that this plant had 
produced same size vehicle (segment) with same other conditions. However, the automotive makers 
generally couldn’t manage the daily production and planned daily capacity efficiently, and also they 
couldn’t expect and control the productivity by dealing overtime working and increasing production 
per day. In the next chapter, the other factors from normalized utilization are dealt named as planned 
yearly utilization. 
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3.2.2.2 Manufacturing flexibility of planned yearly utilization 
Although it is not desirable, inevitably the employees are imposed to work unexpectedly on these 
days. Contrastly, the day of working could be decreased by unexpected reasons such as strike, natural 
disaster, and change of production plan. It is obvious that working efficiency in unplanned days 
should be lower than normal operations. However, if the plant wasn’t planned and operated under 
efficient utilization, the productivity could be decreased by operating plant over than 100% of 
utilization. To understand this situation by using the concept of manufacturing flexibility, we need to 
normalize the standard working day of each plant. Fortunately, we already defined the planned daily 
utilization in the previous chapter. From the result, we can also derive the ratio of how many days 
were operated at plant each over three day. To analyze the relationship between planned daily 
utilization and HPV, the regression analysis of three different makers about two variables were 
conducted by MINITAB as following Figure 3.10, 3.11 and 3.12. 
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Figure 3.10 Regression analysis of HPV versus planned yearly utilization of Ford company and 
the residual plots by MINITAB. 
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Figure 3.11 Regression analysis of HPV versus planned yearly utilization of General Motors 
company and the residual plots by MINITAB. 
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Figure 3.12 Regression analysis of HPV versus planned yearly utilization of Toyota company 
and the residual plots by MINITAB. 
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Similarly to the previous chapter, there were not Toyota didn’t have enough number of sample data 
for regression analysis of Toyota’s case, the regression analysis of them was conducted only for less 
than 100% planned yearly utilization. From the result of three automotive makers regression model, It 
was found that the coefficients of planned yearly utilization have negative relationships to the HPV 
(Ford: -7.287HPV per 100%, GM: -7.135HPV per 100%, Toyota: -1.31HPV per 100%). However, the 
p-value and R-square values of each result aren’t too significant on operated working day lower than 
scheduled day. On the other hands, we can check that the planned yearly utilization over 100% has 
significant relationship to the HPV from the result of coefficients of Ford (-60.86HPV per 100%) and 
GM (40.23HPV per 100%). From the result of planned daily utilization of Ford, we can’t validate 
their plants’ utilization hadn’t managed over the three year because planned daily and year utilization 
over 100% have still positive relationships with the HPV. The reason of this phenomenon should be 
derived from the small number of data samples. We can also conjecture that the managers of 
scheduled the production plan low than the optimal utilization because of sufficient demand or other 
external reasons. On the contrary, General Motors’ results definitely show that the HPV increased by 
increasing planned yearly utilization over 100%. General Motors also has similar tendency. The result 
of these regression analyses is summarized in following Table 3.6. 
Maker  
Planned Yearly Utilization 
~ 100% 100% ~ 
FORD 
Number of Plant(Data) 39 7 
Coefficient -7.287 -60.86 
P-va lue 0.430 0.016 
R-Square 1.7 % 71.7 % 
GM 
Number of Plant(Data) 48 12 
Coefficient -7.135 40.23 
P-va lue 0.219 0.052 
R-Square 3.3 % 32.8 % 
TOYOTA 
Number of Plant(Data) 14 1 
Coefficient -1.31 - 
P-va lue 0.912 - 
R-Square 0.1 % - 
Table 3.6 Summary of the regression analysis between the HPV versus planned yearly 
utilization of three automotive makers. 
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3.3  Manufacturing flexibility of product variance 
In the previous chapter, we analyzed the employee’s productivity by changing plant utilization of 
three different plants. And we can also check the effect of over working hours and over working days 
compare the production plan. From the result, we found that only few cases have significant result 
about between HPV and plant utilization. The reason why those analyses couldn’t have significant 
results is that we ignored other relative factors that may affect the production productivity. However, 
we surely think that the productivity could be affected by utilization related employee’s fatigue from 
working stress. 
Usually the number of product variations (number of platforms, number of body styles and number 
of chassis configurations) weren’t changed dramatically at the same plant over time. Then, there are a 
few problems about adjusting statistical tools to analyze these discrete event cases. So, in this chapter, 
a few plants’ dataset are extracted having similar conditions and compared their relationship by using 
multi-broken line graphs. 
 
3.3.1 Effect of # Body styles 
As the first case study about additional effect of product variations, analyzing relationships between 
number of body styles and other factors are conducted as shown in following Figure 3.12. Cars come 
in a large variety of different body styles. These styles are largely independent of a car's classification 
in terms of price, size and intended broad market; the same car model might be available in multiple 
body styles or model ranges. For some of the following terms, especially relating to four-wheel drive / 
SUV models and minivan / MPV models, the distinction between body style and classification is 
particularly narrow.  
In the previous chapter, we already investigated the reason why all of the results were insignificant 
because we ignored other variables such as model segment (size) effect, number of variations, and 
location of plant, etc. To minimize these uncertainties from unknown factors, the sample data is 
selected from the plant producing with similar condition. So, to figure out the effect of number of 
body styles of each plant, those plants had kept the same number of other variations such as number 
of platforms and chassis configurations. Finally, two different plants; Ford Michigan Truck plant and 
GM Oshawa Truck plant were selected to be investigated. Firstly, the number of body styles produced 
at Ford Michigan Truck plant had been changed as one body style in 2005, two body styles in 2006, 
and also two body styles in 2007. Otherwise, the GM Oshawa Truck plant’s body style had been 
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changed to two, three, and two, consequently, over the same three years. And other data related to 
product variations. By changing the number of body styles, the changes of other variables’ subject to 
manufacturing productivity such as HPV, employment, production, and utilization are summarized in 
four broken line graphs in Figure  3.12. These plants had produced full-size pick-up trucks (Ford: 
Expedition, Navigator, GM: Sierra, Silverado) over three years. 
 
 
Figure 3.13 Graphs of broken line about two different plant variable data according to the 
change of number of body styles. 
As you can check the above graphs, Ford Michigan Truck Plant’s HPV was increased when they 
increased the number of body style in the next year with decreasing employment and productions. 
Even though they had kept the same number of body styles in 2007, the HPV was decreased than two 
years ago when they just produced only one body style. Ford Michigan plant could be increased 
employee’s productivity by dehiring and increasing utilization. It means that the productivity of the 
plant reacted sensitively with employment and plant utilization, and they can control productivity by 
managing these two factors. 
Otherwise, GM Oshawa Truck increased the number of body style in 2006 and decreased again in 
the next year. On the contrary to this, they decreased production and utilization in 2006 and increased 
again in the next year as almost same level with two years ago. However, the graph of HPV is 
changed similarly to only the employment graph and we can’t find any effect of changing production 
and normalized utilization to HPV. We can interpret that this result that production and utilization 
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didn’t affect to employee’s productivity and controlling these variables isn’t effective at this plant 
environment. 
 
3.3.2 Effect of# Chassis Configurations 
As the second case study on the additional effect of product variations, the analysis of relationships 
between number of chassis configurations and other factors are conducted. In this case, the number of 
body style of sample plants had kept as the same. One of them, Ford Hermosillo plant, produced 
midsize sedan (Focus, Fusion, MKZ, Milan, Zephyr) over three years with producing different 
number of chassis configuration to one, two, and two over three years while the number of chassis 
configuration of GM Flint producing full-size pick-up (Sierra, Silverado) had been changed to six, 
eight, and eight over the same period. 
 
 
Figure 3.14 Graphs of broken line about two different plant variable data according to the 
change of number of chassis configuration. 
Nevertheless the number of chassis configurations of both plant were increased from 2005 to 2006, 
the aspects of two plants definitely different from each other. Firstly, Ford Hermosillo plant could 
decrease the HPV even though they increased employment because their plant utilization dramatically 
increased. This result represents that the plant has enough flexibility about number of chassis 
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configurations. In the next year, they decreased utilization but the HPV of the year was still decreased, 
it means the Ford plant’s utilization was already optimized with considering other variables kept same. 
And the reason of low productivity is caused from low plant utilization. However, GM Flint plant 
shows the positive relationships between HPV and number of chassis configuration. They also 
increased plant utilization, but they couldn’t decrease HPV by controlling this variable. 
From 2005 to 2007, Ford two plants rearranged their employee’s actively and they could decrease 
or keep the manufacturing productivity with increasing product variations such as number of body 
style and chassis configuration. However, GM plants couldn’t avoid HPV increment with increasing 
product variations. As discussed previously, we can assert that many variables are correlated with 
each other in a manufacturing system. Their optimal values could be changed with respect to the 
changes of other variables, and it is related to the manufacturing system’s identity and flexibility. 
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IV. Systematic Approaches of Manufacturing Flexibility 
4.1 Limitation of Correlational Approaches 
In Chapter 3, discussed the manufacturing flexibility in product variation, it is possible to 
conjecture that each plant environment has identical characteristic while showing different 
performances in changes of production conditions. Even if we can figure out the relationships among 
many variables determining system performances, there still exists a lot of uncertainty arisen from 
large variances of sample data presented by R-square value in regression analysis. Furthermore, the 
uncertainty becomes larger in some cases by increasing untraceablility and uncontrollablility; however, 
the uncertainty is generally able to be eliminated by applying more data samples into regression 
modeling and finding out significances of parameters in production and process data. At this point, 
this research aims to quantify the relationships between utilization and employee’s productivity by 
using many other provided variables such as number of production, employment, plant size, 
utilization, capacity, number of body shop/paint shop/general assembly lines, number of 
platforms/body styles/chassis in the Harbour reports. A few relationships could be defined as 
statistical method in chapter 3.2 (about utilization and employee’s productivity), and other 
correlational aspects of them were showed by graphs in chapter 3.3 (about product variation effect to 
other variables). 
 
Figure 4.1 Coarse partial structures of manufacturing flexibility between product variations 
and other variables. 
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As shown in Figure 4.1, it is possible to make many conjecturers about how the product variation 
(platforms/body styles/chassis) could affect other variables directly related to the HPV. The variables 
in yellow colored boxes mean already gathered data from Harbour report and the variables in white 
boxes mean uncertainly scattered data on floor lever data in the manufacturing plant. The dotted lines 
represent uncertified relationships between these variables. From the verified relationships, the 
manufacturing flexibility isn’t directly related to just one or two variables. Furthermore, these 
variables could affect to other variables and the affected variable could affect to the other variables. 
So far, the analysis has been done only with traceable data (or variables) in the Harbour report, 
however, there still exist so many unknown variables which may affect and be affected by the 
traceable data. 
In this reason, it is required to consider the correlations of multiple variables of whole system to 
pursue more accurate analysis of manufacturing flexibility. In this research, therefore, a multi-linear 
regression model among multiple data from Harbour report is suggested in the following chapter.  
 
 
4.2 Multi-linear regression model of manufacturing flexibility 
In order to present a multi-linear regression model to investigate correlational effects on the system 
performances more accurately, it is required, first, to select applicable dataset. Then, it is expected to 
analyze the relationship between HPV, the proxy of manufacturing flexibility result, and the percent 
change of production/capacity/workforce/labor hours. The dataset for the proposed multi-linear 
regression model is attached in appendix F. Originally, 134 datasets from three automotive makers 
over three years, although some of them are inconsistent with each other, were used andtotally122 
complete dataset were selected from 47 plants, eventually. 
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Figure 4.2 Multi-linear regression analysis of HPV versus volume/capacity/workforce/utilization 
change from three makers’ plant data over three years and Residual plot by MINITAB. 
Three different automakers’ scattered dataset were gathered to construct multi-linear regression 
model as shown in Figure 4.2, by applying enough dataset from the Harbour report. It is verified that 
the residual errors of each sample are independently, normally, and randomly distributed. In this result, 
only one variable (% change of workforce) shows a significant effect on HPV (p-value: 0.066) while 
other variables don’t. In addition, because each automotive maker has different manufacturing 
environment, we have to consider the effect of auto makers when analyzing the manufacturing 
flexibility.. Furthermore, their plants also had produced different size (segment) of car models, so that 
the model size (segment) factors may cause a variation of data samples getting more scattered. 
However, if we consider the effect from different makers and sizes, it is expected to have the problem 
of missing data. In this reason, the presented multi-linear regression model is built based on 60 dataset 
from General Motors 23 plants from 2005 to 2007. 
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Figure 4.3 Multi-linear regression analysis of HPV versus volume/capacity/workforce/utilization 
change from General Motor’s plant data over three years and Residual plot by MINITAB. 
From the ANOVA result as shown in Figure 4.3, two factors of volume change and capacity change 
estimated to be significant ones to HPV. In case of ignoring the size effect of model, we can gain more 
meaningful result than the result from Figure 4.2. It is noteworthy that the plant production plan was 
well managed in stable manners assuming other variables are normally distributed. The volume 
change in Figure 4.3 means the % change produced at a special plant. When a plant of GM increased 
number of production volume, the productivity of the plant was commonly decreased 
(29.5%increasing HPV per 100% increasing volume). On the other hands, increasing plant’s capacity 
represents upgrading or adding manufacturing resources such as machines, lines, or line rate by 
investment and this situation derived from increasing production plan (volume already has significant 
relations with HPV). The increased capacity has a negative relationship with HPV (19.59% 
decreasing HPV per 100% increasing capacity). A possible interpretation about this result is that GM 
invested to increase their production capacity; however, the increased productivity didn’t follow up 
their expectation. In other words, their investment method has low efficiency. In this sense, we can 
establish significant relationships among HPV, increasing volume, productivity of 60 GM plants. It is 
noteworthy that the proposed multi-linear regression model is just limited within plant-levels. 
However, the real plant environment has more variables related to not only productivity but also 
quality, supply chain, and so on. 
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V.  Manufacturing Complexity 
In the age of cottage industry before the Industrial Revolution, most products were produced 
manually by one or a few workers in house or forge, etc. The performance of manufacturing process 
was usually evaluated on the amount of materials and production volume, then. However, they didn’t 
manage any supply chain because they usually prepared raw materials and components by themselves. 
So, the manufacturing activities included a lot of uncertainties because a number of uncontrollable 
and un-quantified factors existed in the processes. In other words, the manufacturing processes in 
those days were very simple compared to contemporary manufacturing process because they couldn’t 
consider critical operational factors related to product quality, period of delivery, and so on. Indeed, 
no quantitative quality management method was developed before the application of statistical 
methods to the manufacturing system. The only activity for quality assurance, then, was the 
manufacturer’s craftsmanship and experience. Thus, this uncertainty made the manufacturing process 
simple and this didn’t bring a lot of stress to the manufacturers. 
These days, however, various kinds of manufacturing processes face a number of dynamic/static 
factors affecting system performance and inter-winding relationships. These have been claimed to be 
critical issues by many researchers. Their efforts make the manufacturing processes more efficient and 
manageable by controlling significant factors directly related to the target performances. This 
constituted system, however, still has uncertainty from unrevealed factors and their relationships, 
while we can control more effectively by dealing with already verified factors and relationships. 
Especially with regard to manufacturing complexity, increasing the number of variances such as 
parts and models incurs much information on the basis of Shannon’s information theory(Shannon & 
Weaver, 1948)). The results were used to compare between different manufacturing systems by 
calculating each system’s total information entropy. However, these approaches usually considered the 
additional values by adding or eliminating variations of the system. Moreover, the authors applied the 
concept of flexibility, how much the value could be changed after changing some process parameters. 
However, they didn’t have any interest in the analysis of the number of selections that actually affects 
and be affected by the system with respect to the control variables. 
To answer this question, we need to look back to the definition of complexity. Actually, complex 
environments arise from the accumulated interactions between multiple agents, particles, and so on. 
To figure out the accumulated interactions, first of all, we need to define which performance or 
function is required to improve the system operations. For example, product variety induces 
complexity and impact on mixed-model assembly systems and supply chains in Wang’s 
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research(Wang, 2010). The research is focused on analyzing the increased stress of employees and 
processing time in decision making situations, but they just calculated the information entropy in 
different situations. However in the concept of interactions, if a part (entity) is added at a single 
process, the probabilities of using other parts at the process are usually decreased.  In this sense, the 
approach can be used to estimate an employee’s productivity in the manufacturing process caused by 
variance of assembly parts, as shown in Table 5.1. 
 
Table 5.1 Increased stress in decision making situation based on Shannon’s information theory. 
It is possible to compare two different conditions by measuring a relative amount of information 
entropy. The amount of entropy clearly has a negative effect on the employee’s productivity. However, 
the previous research didn’t mention how this measurement could be converted to process time and 
errors incurred by the changes. The most difficult task for this problem is designating practical and 
actual measures of employee’s performance and stresses. This process could be affected by many 
unpredictable and potential accidents such as stock shortages, bottlenecks, machine breakdowns, and 
accidental safety problems. Furthermore, even if each manufacturing plant is managed in the same 
manner, they may have different environments and regulations despite their being established by the 
same company. These issues have different dimensions and degrees, so it makes analyzing the system 
complexity more difficult. This is the reason why we should define the required performance as the 
first step of modeling manufacturing complexity. Then, we need to find critical particles and agents 
that could affect the performance, and the types of information closely related with the agents and 
particles should be modeled into quantitative/qualitative, steady/unsteady, and traceable/untraceable 
ones. Many attempts such as a large scale engineer’s survey and specialized mathematical models 
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were tried to correlate this data, however, these tries have a few limitations because the direct and 
practical additional effect of change system couldn’t be derived by using these methodologies. 
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VI. Conclusion 
To characterize the manufacturing complexity in this paper, we analyzed the system’s flexibility 
which is the amount of a system’s change in case of different conditions and processes. After that, we 
defined the manufacturing complexity from relationships between arisen agents and particles in the 
situation. An evolutionist Charles Robert Darwin (1809~1882) proposed that it is not the strongest of 
the species that survive, nor the most intelligent, but the ones most responsive to change. Also, we can 
manage the manufacturing system more flexibly and optimally by analyzing the manufacturing 
complexity. 
As case studies, a few exploratory case studies in manufacturing flexibility were conducted by 
using the dataset from the Harbour Report over a period of three years. To investigate the effect of 
amount of work, a normalized utilization of each plant is derived by assuming generalized operating 
conditions. Planned daily utilization related to working hours per day and planned yearly utilization 
related to working days per year are derived from the normalized utilization. To this end, the 
correlation among related variables and employee’s productivity are calculated by regression analysis 
to investigate the effect of product variation such as body style and chassis configuration, four plants 
data and its aspect is showed by graphs. From the result, we couldn’t find strong relationships 
between planned daily utilization and HPV. However Ford and GM plants have significant 
correlations between planned yearly utilization and HPV. 
In the concept of systematic approaches of manufacturing flexibility, a multi-linear regression 
model of HPV of three automotive makers is built by using the collected dataset from the Harbour 
Report. Some variables are analyzed to have significant correlations in General Motor’s multi-linear 
regression analysis and find potential problems by using the proposed regression analysis framework 
with real production data. 
From these approaches dealing with manufacturing complexity and flexibility, it is possible to build 
a model-based method for real-time assessment of manufacturing flexibility while regulating or  
reducing complexity by optimizing investment among plants as follows, 
𝑴  𝒊 𝒊    {∑
 𝒊
 (  𝒐  𝑴𝒐  𝒍𝒔)  𝒊(  𝒐  𝑴𝒐  𝒍𝒔)
 𝒊
 (  𝒐  𝑴𝒐  𝒍𝒔)
},    𝒊  𝒍   𝒔  (3) 
𝒔  𝒋     𝒐   ∑ 𝒊 (    𝒐 𝒐      𝒊 𝒊 𝒈  )        𝒑 𝒊𝒔  
          𝒊   𝒍  𝒊 𝒊𝒍𝒊   𝒍   𝒍 𝒐  𝒑𝒍    𝒊            
      𝒊
       𝒍  𝒍  𝒊 𝒊𝒍𝒊   𝒍   𝒍 𝒐  𝒑𝒍    𝒊  
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     𝒊      𝒔      𝒐  𝒑𝒍    𝒊  𝒐 𝒊 𝒑 𝒐    𝒍  𝒊 𝒊𝒍𝒊   
          𝒑 𝒊𝒔    𝒐  𝒍      𝒑 𝒊𝒔  𝒊   𝒔      
In conclusion, manufacturing complexity and flexibility are generally indivisible in the process. 
However, by investigating the past production data of the auto industry, it is possible to understand the 
roles of processes, environments, and design parameters that can affect the productivity of the 
manufacturing systems. Then, we can potentially utilize the regression model for business decision 
making support tools for investment and supply chain management in the future. 
Furthermore, the modeling of manufacturing complexity suggested in chapter 5 could involve more 
dynamic and stochastic parameters from shop-floor control processes such as cycle time, throughput, 
machine failure, machine (or process) degradation, restoration, and errors incurred by humans. As a 
future research about manufacturing complexity and flexibility, a method of dynamic costing via an 
analytic model of system dynamics can be further developed by analyzing and controlling the 
dynamic parameters to minimize the invisible costs from manufacturing system operations as shown 
in Figure 6.1. 
 
Figure 6.1 An illustrative example: Impacts of manufacturing complexity from model variety in 
automotive manufacturing system. 
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Appendix A. Assembly Plant Capacity and Utilization Data 
Maker Plant Year 
Current 
Shift 
Pattern 
Available  
Working 
Days 
Capacity 
Line Rate  
Annual 
Capacity 
Actual 
Production 
Utilization 
Ford 
Atlanta 
2005 2  236  66.50  250,040  193,559  77.0% 
2006 2  199  66.50  211,736  174,167  82.0% 
Chicago 
2005 2  236  64.80  243,648  241,272  99.0% 
2006 2  235  64.80  243,648  157,350  65.0% 
2007 2  235  64.80  243,648  130,512  54.0% 
Cuautitlan Truck 
2005 1  235  19.18  72,099  32,035  44.0% 
2006 1  229  20.69  77,794  37,084  48.0% 
2007 - - 29.77  - 38,009  - 
Dearborn Truck 
2005 2  235  60.00 225,600  207,263  92.0% 
2006 2  235  60.00 225,600  187,644  83.0% 
2007 3C/2S 235  60.00 225,600  235,252  104.0% 
Hermosillo 
2005 1  129  30.00 62,400  22,332  36.0% 
2006 3  229  51.60 194,016  286,668  148.0% 
2007 3  234  51.60 194,016  249,895  129.0% 
Kansas City #1 
2005 2  236  57.50  216,200  265,086  123.0% 
2006 2  235  57.50  216,200  257,163  119.0% 
2007 2  235  57.50  216,200  267,895  124.0% 
Kansas City #2 
2005 2  236  55.40  208,304  228,744  110.0% 
2006 2  235  55.40  208,304  192,871  93.0% 
2007 2  235  55.40  208,304  212,382  102.0% 
Kentucky 
2005 1  180  12.20  35,136  15,257  43.0% 
2006 3  235  75.00  282,000  307,396  109.0% 
2007 2,3 235  75.00  282,000  305,548  108.0% 
Lorain 2005 2  236  47.70  180,115  203,071  113.0% 
Louisville 
2005 2  236  69.30  260,568  192,140  74.0% 
2006 2  235  69.30  260,568  214,169  82.0% 
2007 2  235  69.30  260,568  186,677  72.0% 
Michigan Truck 
2005 2  236  53.00  199,280  138,700  70.0% 
2006 2  235  53.00  199,280  107,572  54.0% 
2007 1  235  53.00  199,280  133,196  67.0% 
Norfolk 
2005 2  236  58.20  218,832  213,994  98.0% 
2006 2  235  58.20  218,832  133,437  61.0% 
2007 1  124  58.20  115,469  49,564  43.0% 
Oakville 
2005 1  231  67.60  254,176  84,356  33.0% 
2006 2  235  66.51  250,078  75,754  30.0% 
2007 2  235  61.90  232,744  216,487  93.0% 
Ohio Assembly 
2005 1  159  20.00  50,880  27,061  53.0% 
2006 2  235  47.80  179,728  179,293  100.0% 
 42 
 
2007 2  235  47.80  179,728  179,918  100.0% 
St. Louis 
2005 1  235  54.00  203,040  72,741  36.0% 
2006 1  45  54.00  38,880  6,823  18.0% 
St. Thomas 
2005 2  236  63.00  236,880  137,453  58.0% 
2006 2  235  63.00  236,880  129,454  55.0% 
2007 1  235  63.00  236,880  124,230  52.0% 
Twin Cities 
2005 2  236  48.00  180,480  126,494  70.0% 
2006 2  235  48.00  180,480  106,913  59.0% 
2007 1  235  48.00  180,480  104,146  58.0% 
Wayne 
2005 2  236  72.00  270,720  166,991  62.0% 
2006 2  235  72.00  270,720  220,831  82.0% 
2007 2  235  65.20  245,152  191,116  78.0% 
Wixom 
2005 - - 36.44  - - - 
2006 - - 38.76  153,124  41,819  27.0% 
2007 1  104  33.60  55,910  21,478  38.0% 
GM 
Arlington 
2005 2  235  57.50  216,200  155,606  72.0% 
2006 2  235  57.50  216,200  233,492  108.0% 
2007 2  225  57.50  216,200  185,470  86.0% 
Baltimore 2005 1  92  55.30  81,402  18,523  23.0% 
Bowling Green 
2005 1  235  14.90  56,024  41,474  74.0% 
2006 1  235  14.90  56,024  45,418  81.0% 
2007 1  225  14.90  56,024  37,940  68.0% 
Detroit-Hamtramck 
2005 2  235  66.90  251,544  142,601  57.0% 
2006 2  235  66.90  251,544  172,134  68.0% 
2007 2  225  44.20  166,192  133,443  80.0% 
Doraville 
2005 2  235  66.30  249,288  198,972  80.0% 
2006 1  235  66.30  249,288  128,888  52.0% 
2007 1  225  66.30  249,288  110,265  44.0% 
Fairfax 
2005 2  235  62.30  234,248  212,049  91.0% 
2006 2  235  62.30  234,248  230,194  98.0% 
2007 2  225  64.13  241,288  188,432  78.0% 
Flint 
2005 3  283  32.70  122,952  176,066  143.0% 
2006 3  235  32.70  122,952  170,059  138.0% 
2007 3  225  32.70  122,952  169,037  137.0% 
Fort Wayne 
2005 2  235  68.50  257,560  260,760  101.0% 
2006 2  235  68.50  257,560  207,332  80.0% 
2007 2  225  68.50  257,560  248,055  96.0% 
Janesville 
2005 2  183  66.30  249,288  154,509  62.0% 
2006 2  235  66.30  249,288  209,388  84.0% 
2007 2  225  66.30  249,288  182,616  73.0% 
Lansing Grand River 2005 2  235  42.00  157,920  124,567  79.0% 
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2006 2  235  42.00  157,920  111,522  71.0% 
2007 2  225  42.00  157,920  99,244  63.0% 
Lordstown 
2005 3  235  60.90  228,984  301,159  132.0% 
2006 2  235  63.43  238,488  278,176  117.0% 
2007 2  225  66.30  249,288  280,452  113.0% 
Moraine 
2005 3  283  64.15  241,204  299,020  124.0% 
2006 2  235  64.15  241,204  229,242  95.0% 
2007 2  225  64.20  241,392  208,736  86.0% 
Oklahoma City 
2005 2  235  42.00  157,920  99,244  63.0% 
2006 2  35  42.00  23,520  17,572  75.0% 
Orion 
2005 2  235  68.40  257,184  157,414  61.0% 
2006 2  235  68.40  257,184  186,899  73.0% 
2007 2  225  68.40  257,184  153,416  60.0% 
Oshawa #1 
2005 3  235  75.20  282,752  286,765  101.0% 
2006 3  235  73.50  276,352  355,430  129.0% 
2007 3  225  71.20  267,712  326,003  122.0% 
Oshawa #2 
2005 2  235  75.20  282,752  239,660  85.0% 
2006 2  235  71.54  268,992  188,066  70.0% 
2007 2  226  71.20  255,181  144,013  56.0% 
Oshawa Truck 
2005 3  235  62.90  236,504  314,810  133.0% 
2006 3  235  62.90  236,504  250,925  106.0% 
2007 3  226  62.90  236,504  316,082  134.0% 
Pontiac Assembly Center 
2005 2  235  62.30  234,248  218,583  93.0% 
2006 2  235  62.30  234,248  195,898  84.0% 
2007 2  225  62.30  234,248  178,389  76.0% 
Ramos Arizpe 
2005 2  250  56.00  210,560  215,233  102.0% 
2006 2  249  56.00  210,560  244,214  116.0% 
2007 2  231  56.00  210,560  238,662  113.0% 
Shreveport  
2005 2  235  66.30  249,288  208,942  84.0% 
2006 2  235  54.00  203,040  189,767  93.0% 
2007 2  225  54.00  203,040  161,879  80.0% 
Silao 
2005 2  240  52.00  195,520  195,563  100.0% 
2006 2  253  53.93  202,800  242,013  119.0% 
2007 2  232  55.00  206,800  220,685  107.0% 
Spring Hill 
2005 - - 21.05  224,848  198,399  88.0% 
2006 - - 19.97  224,848  234,307  104.0% 
2007 - - 20.62  60,278  44,431  74.0% 
Wentzville 
2005 2  235  48.70  183,112  186,381  102.0% 
2006 2  235  48.70  183,112  164,666  90.0% 
2007 2  225  48.70  183,112  154,460  84.0% 
Toyota Cambridge North 2005 2  240  59.39  223,306  242,867  109.0% 
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2006 2  239  59.39  223,306  240,494  108.0% 
2007 2  240  59.39  223,306  224,675  101.0% 
Georgetown #1 
2005 2  245  62.90  236,504  251,721  106.0% 
2006 2  244  66.28  249,228  254,483  102.0% 
2007 2  246  67.90  255,304  261,737  103.0% 
Georgetown #2 
2005 2  245  62.90  236,504  257,406  109.0% 
2006 2  244  62.80  236,128  249,405  106.0% 
2007 2  246  62.80  236,128  252,853  107.0% 
Princeton East  
2005 2  243  47.30  177,848  192,670  108.0% 
2006 2  242  43.90  165,064  173,721  105.0% 
2007 2  243  43.90  165,064  159,453  97.0% 
Princeton West  
2005 2  243  46.20  173,712  172,273  99.0% 
2006 2  242  42.90  161,304  153,344  95.0% 
2007 2  243  36.00  135,360  125,022  92.0% 
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Appendix B. Assembly Plant Normalized Utilization 
Maker Plant 
Actual 
Production 
Normalized Capacity Normalized Utilization  
Line Rate * Shift  Pattern * 8 hours * Available 
Working Days 
Actual Production 
 / Normalized Capacity 
Ford 
Atlanta 
193,559  251,104.0  77.08% 
174,167  211,736.0  82.26% 
Chicago 
241,272  244,684.8  98.61% 
157,350  243,648.0  64.58% 
130,512  243,648.0  53.57% 
Cuautitlan Truck 
32,035  36,058.4  88.84% 
37,084  37,904.1  97.84% 
Dearborn Truck 
207,263  225,600.0  91.87% 
187,644  225,600.0  83.18% 
Hermosillo 
22,332  30,960.0  72.13% 
286,668  283,593.6  101.08% 
249,895  289,785.6  86.23% 
Kansas City #1 
257,163  216,200.0  118.95% 
267,895  216,200.0  123.91% 
Kansas City #2 
228,744  209,190.4  109.35% 
192,871  208,304.0  92.59% 
212,382  208,304.0  101.96% 
Kentucky 
15,257  17,568.0  86.85% 
307,396  423,000.0  72.67% 
Lorain 203,071  180,115.2  112.75% 
Louisville 
192,140  261,676.8  73.43% 
214,169  260,568.0  82.19% 
186,677  260,568.0  71.64% 
Michigan Truck 
138,700  200,128.0  69.31% 
107,572  199,280.0  53.98% 
133,196  99,640.0  133.68% 
Norfolk 
213,994  219,763.2  97.37% 
133,437  218,832.0  60.98% 
49,564  57,734.4  85.85% 
Oakville 
84,356  124,924.8  67.53% 
75,754  250,077.6  30.29% 
216,487  232,744.0  93.02% 
Ohio Assembly 
179,293  179,728.0  99.76% 
179,918  179,728.0  100.11% 
St. Louis 
72,741  101,520.0  71.65% 
6,823  19,440.0  35.10% 
St. Thomas 137,453  237,888.0  57.78% 
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129,454  236,880.0  54.65% 
124,230  118,440.0  104.89% 
Twin Cities 
126,494  181,248.0  69.79% 
106,913  180,480.0  59.24% 
104,146  90,240.0  115.41% 
Wayne 166,991  271,872.0  61.42% 
Wixom 
220,831  270,720.0  81.57% 
191,116  245,152.0  77.96% 
21,478  27,955.2  76.83% 
GM 
Arlington 
155,606  216200 71.97% 
233,492  216200 108.00% 
185,470  207000 89.60% 
Bowling Green 
45,418  28012 162.14% 
37,940  26820 141.46% 
Detroit-
Hamtramck 
172,134  251544 68.43% 
133,443  159120 83.86% 
Doraville 
198,972  249288 79.82% 
128,888  124644 103.40% 
110,265  119340 92.40% 
Fairfax 
212,049  234248 90.52% 
230,194  234248 98.27% 
188,432  230868 81.62% 
Flint 
176,066  222098.4 79.27% 
170,059  184428 92.21% 
169,037  176580 95.73% 
Fort Wayne 
260,760  257560 101.24% 
207,332  257560 80.50% 
248,055  246600 100.59% 
Janesville 
154,509  194126.4 79.59% 
209,388  249288 83.99% 
182,616  238680 76.51% 
Lansing Grand 
River 
124,567  157920 78.88% 
111,522  157920 70.62% 
99,244  151200 65.64% 
Lordstown 
301,159  343476 87.68% 
278,176  238496.8 116.64% 
280,452  238680 117.50% 
Moraine 
299,020  435706.8 68.63% 
229,242  241204 95.04% 
208,736  231120 90.31% 
Oklahoma City 99,244  157920 62.84% 
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17,572  23520 74.71% 
Orion 
157,414  257184 61.21% 
186,899  257184 72.67% 
153,416  246240 62.30% 
Oshawa #1 
286,765  424128 67.61% 
355,430  414540 85.74% 
326,003  384480 84.79% 
Oshawa #2 
239,660  282752 84.76% 
188,066  268990.4 69.92% 
144,013  257459.2 55.94% 
Oshawa Truck 
314,810  354756 88.74% 
250,925  354756 70.73% 
316,082  341169.6 92.65% 
Pontiac 
Assembly Center 
218,583  234248 93.31% 
195,898  234248 83.63% 
178,389  224280 79.54% 
Ramos Arizpe 
215,233  224000 96.09% 
244,214  223104 109.46% 
238,662  206976 115.31% 
Shreveport  
208,942  249288 83.82% 
189,767  203040 93.46% 
161,879  194400 83.27% 
Silao 
195,563  199680 97.94% 
242,013  218308.64 110.86% 
220,685  204160 108.09% 
Wentzville 
186,381  183112 101.79% 
164,666  183112 89.93% 
154,460  175320 88.10% 
Toyota 
Cambridge 
North 
242,867  228057.6 106.49% 
240,494  227107.36 105.89% 
224,675  228057.6 98.52% 
Georgetown #1 
251,721  246568 102.09% 
254,483  258757.12 98.35% 
261,737  267254.4 97.94% 
Georgetown #2 
257,406  246568 104.40% 
249,405  245171.2 101.73% 
252,853  247180.8 102.29% 
Princeton East  
192,670  183902.4 104.77% 
173,721  169980.8 102.20% 
159,453  170683.2 93.42% 
Princeton West  172,273  179625.6 95.91% 
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153,344  166108.8 92.32% 
125,022  139968 89.32% 
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Appendix C. Assembly Plant Daily Utilization 
Maker Plant Year HPV 
Planned Daily Capacity Actual Daily Production  Planned Daily Utilization 
Annual Capacity / 
Available Working Days 
Actual Production / 
Available Working Days 
Actual Daily Production / 
Planned Daily Capacity 
Ford 
Atlanta 
2005 15.37  787 820.17 104.21% 
2006 15.24  787 875.21 111.21% 
Chicago 
2005 19.40  933 1,022.34 109.58% 
2006 19.06  720 669.57 93.00% 
2007 24.16  800 555.37 69.42% 
Cuautitlan 
Truck 
2005 32.02  156 136.32 87.38% 
2006 31.91  157 161.94 103.15% 
Dearborn 
Truck 
2005 24.92  772 881.97 114.24% 
2006 22.73  772 798.49 103.43% 
Hermosillo 
2005 35.89  718 674.26 93.91% 
2006 22.38  1068 1,251.83 117.21% 
2007 20.78  1092 1,067.93 97.80% 
Kansas 
City #1 
2006 17.83  905 1,094.31 120.12% 
2007 17.72  911 1,139.98 124.72% 
Kansas 
City #2 
2005 22.24  914 969.25 110.39% 
2006 21.50  878 820.73 93.48% 
2007 19.19  878 903.75 82.01% 
Kentucky 
2005 23.61  1102 2,273.49 168.78% 
2006 23.20  1347 1,308.07 80.74% 
Lorain 2005 26.22  1620 860.47 112.77% 
Louisville 
2005 23.72  763 814.15 82.15% 
2006 22.24  991 911.36 91.96% 
2007 21.68  991 794.37 82.75% 
Michigan 
Truck 
2005 28.64  960 587.71 69.72% 
2006 30.33  843 457.75 66.63% 
2007 25.09  687 566.79 118.82% 
Norfolk 
2005 21.62  477 906.75 102.57% 
2006 21.72  884 567.82 73.84% 
2007 19.18  769 399.71 95.40% 
Oakville 
2005 36.45  419 365.18 86.33% 
2006 46.08  423 322.36 41.86% 
2007 28.37  770 921.22 105.64% 
Ohio 
Assembly 
2006 32.35  872 762.95 99.73% 
2007 26.24  765 765.61 111.28% 
St. Louis 
2005 26.89  688 309.54 79.57% 
2006 26.50  389 151.62 38.98% 
St. Thomas 2005 21.13  389 582.43 75.15% 
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2006 20.52  775 550.87 70.53% 
2007 22.98  781 528.64 105.31% 
Twin Cities 
2005 21.01  502 535.99 62.84% 
2006 21.05  853 454.95 53.34% 
2007 19.06  853 443.17 102.59% 
Wayne 2005 24.80  432 707.59 80.68% 
Wixom 
2006 22.66  877 939.71 107.15% 
2007 24.59  877 813.26 81.41% 
2007 30.18  999 206.52 99.77% 
GM 
Arlington 
2005 24.75  207 662.15 75.24% 
2006 23.54  880 993.58 109.67% 
2007 22.61  906 824.31 98.84% 
Bowling 
Green 
2006 42.56  834 193.27 123.89% 
2007 42.09  156 168.62 108.09% 
Detroit-
Hamtramck 
2006 24.61  156 732.49 114.45% 
2007 24.49  640 593.08 92.67% 
Doraville 
2005 24.54  640 846.69 98.00% 
2006 25.93  864 548.46 163.23% 
2007 22.54  336 490.07 133.17% 
Fairfax 
2005 17.62  368 902.34 101.61% 
2006 17.89  888 979.55 106.94% 
2007 19.34  916 837.48 111.37% 
Flint  
2005 27.12  752 622.14 101.99% 
2006 27.22  610 723.66 113.07% 
2007 29.26  640 751.28 119.25% 
Fort Wayne 
2005 19.18  630 1,109.62 113.57% 
2006 21.34  977 882.26 88.94% 
2007 20.51  992 1,102.47 111.14% 
Janesville 
2005 25.58  992 844.31 76.76% 
2006 26.30  1100 891.01 78.85% 
2007 23.53  1130 811.63 78.04% 
Lansing 
Grand 
River 
2005 23.35  1040 530.07 97.44% 
2006 22.91  544 474.56 87.24% 
2007 27.80  544 441.08 91.89% 
Lordstown 
2005 21.68  480 1,281.53 98.88% 
2006 19.17  1296 1,183.73 104.20% 
2007 18.12  1136 1,246.45 108.58% 
Moraine 
2005 20.69  1148 1,056.61 76.73% 
2006 20.58  1377 975.50 105.12% 
2007 19.69  928 927.72 98.27% 
Oklahoma 2005 28.80  944 422.31 82.48% 
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City 2006 26.79  512 502.06 98.06% 
Orion 
2005 22.30  512 669.85 68.63% 
2006 23.50  976 795.31 90.38% 
2007 26.74  880 681.85 71.03% 
Oshawa #1 
2005 17.91  960 1,220.28 78.22% 
2006 16.34  1560 1,512.47 102.33% 
2007 15.18  1478 1,448.90 101.53% 
Oshawa #2 
2005 16.08  1427 1,019.83 95.31% 
2006 15.68  1070 800.28 90.94% 
2007 16.17  880 637.23 87.77% 
Oshawa 
Truck 
2005 20.17  726 1,339.62 101.95% 
2006 22.37  1314 1,067.77 81.26% 
2007 21.55  1314 1,398.59 106.44% 
Pontiac 
Assembly 
Center 
2005 20.99  1314 930.14 107.66% 
2006 21.94  864 833.61 95.60% 
2007 24.26  872 792.84 110.12% 
Ramos 
Arizpe 
2005 25.63  720 860.93 90.72% 
2006 23.05  949 980.78 87.88% 
2007 24.57  1116 1,033.17 86.82% 
Shreveport  
2005 24.14  1190 889.11 93.99% 
2006 21.37  946 807.52 100.94% 
2007 21.95  800 719.46 95.67% 
Silao 
2005 25.89  752 814.85 85.15% 
2006 28.40  957 956.57 93.51% 
2007 27.45  1023 951.23 100.23% 
Wentzville 
2005 23.81  949 793.11 109.55% 
2006 23.54  724 700.71 99.53% 
2007 22.87  704 686.49 107.26% 
Toyota 
Cambridge 
North 
2005 19.44  640 1,011.95 124.62% 
2006 20.94  812 1,006.25 123.92% 
2007 23.28  812 936.15 171.46% 
Georgetow
n #1 
2005 20.67  546 1,027.43 108.84% 
2006 20.21  944 1,042.96 110.72% 
2007 18.96  942 1,063.97 100.28% 
Georgetow
n #2 
2005 18.08  1061 1,050.64 111.30% 
2006 19.77  944 1,022.15 108.51% 
2007 18.86  942 1,027.86 101.47% 
Princeton 
East  
2005 24.15  1013 792.88 107.15% 
2006 24.73  740 717.86 108.93% 
2007 24.06  659 656.19 103.83% 
Princeton 2005 26.68  632 708.94 101.13% 
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West 2006 27.48  701 633.65 98.55% 
2007 32.69  643 514.49 101.08% 
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Appendix D. Assembly Plant Yearly Utilization 
Maker Plant Year HPV 
Normalized Capacity Normalized Utilization  Planned Yearly Utilization 
Line Rate * Shift  Pattern * 8 
hours * Available Working Days 
Actual Production 
 / Normalized Capacity 
Normalized  Utilization 
 / Planned Daily Utilization 
Ford 
Atlanta 
2005 15.37  251,104.0  77.08% 73.97% 
2006 15.24  211,736.0  82.26% 73.97% 
Chicag
o 
2005 19.40  244,684.8  98.61% 89.99% 
2006 19.06  243,648.0  64.58% 69.44% 
2007 24.16  243,648.0  53.57% 77.16% 
Cuautitl
an 
Truck 
2005 32.02  36,058.4  88.84% 101.67% 
2006 31.91  37,904.1  97.84% 94.85% 
Dearbo
rn 
Truck 
2005 24.92  225,600.0  91.87% 80.42% 
2006 22.73  225,600.0  83.18% 80.42% 
Hermos
illo 
2005 35.89  30,960.0  72.13% 76.81% 
2006 22.38  283,593.6  101.08% 86.24% 
2007 20.78  289,785.6  86.23% 88.18% 
Kansas 
City #1 
2006 17.83  216,200.0  118.95% 99.02% 
2007 17.72  216,200.0  123.91% 99.35% 
Kansas 
City #2 
2005 22.24  209,190.4  109.35% 99.05% 
2006 21.50  208,304.0  92.59% 99.05% 
2007 19.19  208,304.0  101.96% 124.32% 
Kentuc
ky 
2005 23.61  17,568.0  86.85% 51.45% 
2006 23.20  423,000.0  72.67% 90.00% 
Lorain 2005 26.22  180,115.2  112.75% 99.97% 
Louisvi
lle 
2005 23.72  261,676.8  73.43% 89.38% 
2006 22.24  260,568.0  82.19% 89.38% 
2007 21.68  260,568.0  71.64% 86.58% 
Michig
an 
Truck 
2005 28.64  200,128.0  69.31% 99.41% 
2006 30.33  199,280.0  53.98% 81.01% 
2007 25.09  99,640.0  133.68% 112.50% 
Norfolk 
2005 21.62  219,763.2  97.37% 94.93% 
2006 21.72  218,832.0  60.98% 82.58% 
2007 19.18  57,734.4  85.85% 89.99% 
Oakvill
e 
2005 36.45  124,924.8  67.53% 78.22% 
2006 46.08  250,077.6  30.29% 72.36% 
2007 28.37  232,744.0  93.02% 88.05% 
Ohio 
Assemb
ly 
2006 32.35  179,728.0  99.76% 100.03% 
2007 26.24  179,728.0  100.11% 89.96% 
St. 
Louis 
2005 26.89  101,520.0  71.65% 90.05% 
2006 26.50  19,440.0  35.10% 90.05% 
St. 2005 21.13  237,888.0  57.78% 76.88% 
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Thomas 2006 20.52  236,880.0  54.65% 77.48% 
2007 22.98  118,440.0  104.89% 99.60% 
Twin 
Cities 
2005 21.01  181,248.0  69.79% 111.07% 
2006 21.05  180,480.0  59.24% 111.07% 
2007 19.06  90,240.0  115.41% 112.50% 
Wayne 2005 24.80  271,872.0  61.42% 76.13% 
Wixom 
2006 22.66  270,720.0  81.57% 76.13% 
2007 24.59  245,152.0  77.96% 95.76% 
2007 30.18  27,955.2  76.83% 77.01% 
GM 
Arlingt
on 
2005 24.75  216200 71.97% 95.65% 
2006 23.54  216200 108.00% 98.48% 
2007 22.61  207000 89.60% 90.65% 
Bowlin
g Green 
2006 42.56  28012 162.14% 130.87% 
2007 42.09  26820 141.46% 130.87% 
Detroit-
Hamtra
mck 
2006 24.61  251544 68.43% 59.79% 
2007 24.49  159120 83.86% 90.50% 
Doravil
le 
2005 24.54  249288 79.82% 81.45% 
2006 25.93  124644 103.40% 63.35% 
2007 22.54  119340 92.40% 69.38% 
Fairfax 
2005 17.62  234248 90.52% 89.09% 
2006 17.89  234248 98.27% 91.89% 
2007 19.34  230868 81.62% 73.29% 
Flint  
2005 27.12  222098.4 79.27% 77.73% 
2006 27.22  184428 92.21% 81.55% 
2007 29.26  176580 95.73% 80.28% 
Fort 
Wayne 
2005 19.18  257560 101.24% 89.14% 
2006 21.34  257560 80.50% 90.51% 
2007 20.51  246600 100.59% 90.51% 
Janesvil
le 
2005 25.58  194126.4 79.59% 103.70% 
2006 26.30  249288 83.99% 106.52% 
2007 23.53  238680 76.51% 98.04% 
Lansing 
Grand 
River 
2005 23.35  157920 78.88% 80.95% 
2006 22.91  157920 70.62% 80.95% 
2007 27.80  151200 65.64% 71.43% 
Lordsto
wn 
2005 21.68  343476 87.68% 88.67% 
2006 19.17  238496.8 116.64% 111.93% 
2007 18.12  238680 117.50% 108.22% 
Morain
e 
2005 20.69  435706.8 68.63% 89.44% 
2006 20.58  241204 95.04% 90.41% 
2007 19.69  231120 90.31% 91.90% 
Oklaho 2005 28.80  157920 62.84% 76.19% 
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ma City 2006 26.79  23520 74.71% 76.19% 
Orion 
2005 22.30  257184 61.21% 89.18% 
2006 23.50  257184 72.67% 80.41% 
2007 26.74  246240 62.30% 87.72% 
Oshawa 
#1 
2005 17.91  424128 67.61% 86.44% 
2006 16.34  414540 85.74% 83.79% 
2007 15.18  384480 84.79% 83.51% 
Oshawa 
#2 
2005 16.08  282752 84.76% 88.93% 
2006 15.68  268990.4 69.92% 76.88% 
2007 16.17  257459.2 55.94% 63.73% 
Oshawa 
Truck 
2005 20.17  354756 88.74% 87.04% 
2006 22.37  354756 70.73% 87.04% 
2007 21.55  341169.6 92.65% 87.04% 
Pontiac 
Assemb
ly 
Center 
2005 20.99  234248 93.31% 86.68% 
2006 21.94  234248 83.63% 87.48% 
2007 24.26  224280 79.54% 72.23% 
Ramos 
Arizpe 
2005 25.63  224000 96.09% 105.92% 
2006 23.05  223104 109.46% 124.55% 
2007 24.57  206976 115.31% 132.81% 
Shreve
port  
2005 24.14  249288 83.82% 89.18% 
2006 21.37  203040 93.46% 92.59% 
2007 21.95  194400 83.27% 87.04% 
Silao 
2005 25.89  199680 97.94% 115.02% 
2006 28.40  218308.64 110.86% 118.56% 
2007 27.45  204160 108.09% 107.84% 
Wentzv
ille 
2005 23.81  183112 101.79% 92.92% 
2006 23.54  183112 89.93% 90.35% 
2007 22.87  175320 88.10% 82.14% 
Toyota 
Cambri
dge 
North 
2005 19.44  228057.6 106.49% 85.45% 
2006 20.94  227107.36 105.89% 85.45% 
2007 23.28  228057.6 98.52% 57.46% 
Georget
own #1 
2005 20.67  246568 102.09% 93.80% 
2006 20.21  258757.12 98.35% 88.83% 
2007 18.96  267254.4 97.94% 97.66% 
Georget
own #2 
2005 18.08  246568 104.40% 93.80% 
2006 19.77  245171.2 101.73% 93.75% 
2007 18.86  247180.8 102.29% 100.82% 
Princet
on East  
2005 24.15  183902.4 104.77% 97.78% 
2006 24.73  169980.8 102.20% 93.82% 
2007 24.06  170683.2 93.42% 89.98% 
Princet 2005 26.68  179625.6 95.91% 94.83% 
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on 
West 
2006 27.48  166108.8 92.32% 93.68% 
2007 32.69  139968 89.32% 88.37% 
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Appendix E. Assembly Plant General Data 
Maker Plant Year 
Assembly Plant General Data 
Plant 
Size  
# of 
B.S. 
Lines 
# of 
P.S. 
Lines 
# of 
G.A. 
Lines 
# of 
Platforms 
# of 
Body 
Styles 
# of Chassis 
Configurations 
Ford 
Atlanta 
2005 2,400,000  1  1  1  1  1  1  
2006 2,400,000  1  1  1  - - - 
Chicago 
2005 2,730,410  1  1  1  1  2  2  
2006 2,730,410  1  1  1  1  2  2  
2007 2,730,410  1  1  1  1  2  2  
Cuautitlan Truck 
2005 903,870  1  - 1  2  2  8  
2006 903,870  1  - 1  2  2  8  
2007 903,870  1  - 1  2  2  8  
Dearborn Truck 
2005 2,403,819  1  1  1  1  4  4  
2006 2,403,819  1  1  1  1  4  4  
2007 2,403,819  1  1  1  1  4  4  
Hermosillo 
2005 1,563,744  1  1  1  1  1  1  
2006 1,563,744  1  1  1  1  1  2  
2007 1,748,221  1  1  1  1  1  2  
Kansas City #1 
2005 4,370,205  1  1  1  1  1  2  
2006 4,370,205  1  1  1  1  1  2  
2007 4,370,205  1  1  1  1  1  2  
Kansas City #2 
2005 4,370,205  1  1  1  1  7  4  
2006 4,370,205  1  1  1  1  9  4  
2007 4,370,205  1  1  1  1  9  4  
Kentucky 
2005 5,501,700  2  2  2  1  8  6  
2006 5,501,700  1  1  1  1  8  6  
2007 5,501,700  1  1  1  1  8  6  
Lorain 2005 1,700,000  - - 1  1  7  3  
Louisville 
2005 3,474,082  1  1  1  1  1  3  
2006 3,474,082  1  1  1  1  2  5  
2007 3,474,082  1  1  1  1  2  5  
Michigan Truck 
2005 2,886,000  1  1  1  1  1  2  
2006 2,886,000  1  1  1  1  2  2  
2007 2,886,000  1  1  1  1  2  2  
Norfolk 
2005 2,609,578  1  1  1  1  4  4  
2006 2,800,000  1  1  1  1  4  4  
2007 2,800,000  1  1  1  1  4  4  
Oakville 
2005 3,843,673  1  1  1  1  2  1  
2006 5,464,000  1  1  1  1  1  2  
2007 5,464,000  1  1  1  1  1  2  
Ohio Assembly 2005 3,700,000  2  2  1  - - - 
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2006 3,700,000  1  1  1  1  7  3  
2007 3,700,000  1  1  1  1  7  3  
St. Louis 
2005 2,700,000  1  1  1  1  1  3  
2006 2,700,000  1  1  1  - - - 
St. Thomas 
2005 2,500,000  1  1  1  1  1  1  
2006 2,500,000  1  1  1  1  1  1  
2007 2,500,000  1  1  1  1  1  1  
Twin Cities 
2005 2,145,000  1  1  1  1  4  2  
2006 2,145,000  1  1  1  1  4  2  
2007 2,145,000  1  1  1  1  4  2  
Wayne 
2005 3,461,800  2  1  1  1  4  1  
2006 3,461,800  2  1  1  1  4  1  
2007 3,461,800  2  1  1  1  4  1  
Wixom 
2005 4,765,000  2  1  2  3  3  3  
2006 4,765,000  1  1  1  1  1  1  
2007 4,765,000  1  1  1  1  1  1  
GM 
Arlington 
2005 3,731,839  1  1  1  1  1  2  
2006 3,731,839  1  1  1  1  2  2  
2007 3,731,839  1  1  1  1  2  2  
Baltimore 2005 3,037,145  1  1  1  - - - 
Bowling Green 
2005 1,100,000  1  1  2  1  3  1  
2006 1,100,000  1  1  2  1  3  1  
2007 1,100,000  1  1  2  1  3  1  
Detroit-Hamtramck 
2005 3,300,000  2  1  1  1  1  1  
2006 3,300,000  2  1  1  1  1  1  
2007 3,300,000  2  1  1  1  1  1  
Doraville 
2005 3,560,328  1  1  1  1  3  2  
2006 3,560,328  1  1  1  1  3  2  
2007 3,560,328  1  1  1  1  2  2  
Fairfax 
2005 2,421,209  1  1  1  1  2  1  
2006 2,421,209  1  1  1  1  2  1  
2007 2,421,209  1  1  1  1  2  1  
Flint  
2005 2,028,613  1  1  1  1  4  6  
2006 2,028,613  1  1  1  1  4  8  
2007 2,028,613  1  1  1  1  4  8  
Fort Wayne 
2005 3,369,400  1  1  1  1  6  2  
2006 3,656,900  1  1  1  1  2  2  
2007 3,656,900  1  1  1  1  3  2  
Janesville 
2005 2,974,459  1  1  1  1  1  3  
2006 2,974,459  1  1  1  1  1  3  
2007 2,974,459  1  1  1  1  2  2  
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Lansing Grand River 
2005 1,900,000  1  1  1  1  3  3  
2006 1,900,000  1  1  1  1  3  3  
2007 1,900,000  1  1  1  1  3  3  
Lordstown 
2005 2,962,000  1  1  1  1  2  1  
2006 2,962,000  1  1  1  1  2  1  
2007 2,962,000  1  1  1  1  2  1  
Moraine 
2005 3,355,124  1  1  1  1  2  3  
2006 3,355,124  1  1  1  1  2  3  
2007 3,355,124  1  1  1  1  1  1  
Oklahoma City 
2005 3,600,000  1  1  1  1  1  2  
2006 3,600,000  1  1  1  - - - 
Orion 
2005 4,200,000  1  1  1  1  1  1  
2006 4,200,000  1  1  1  1  1  1  
2007 4,200,000  1  1  1  1  3  1  
Oshawa #1 
2005 3,000,000  1  1  1  1  2  1  
2006 3,000,000  1  1  1  1  2  1  
2007 3,000,000  1  1  1  1  2  1  
Oshawa #2 
2005 3,000,000  1  1  1  1  1  1  
2006 3,000,000  1  1  1  1  1  1  
2007 3,000,000  1  1  1  1  1  1  
Oshawa Truck 
2005 3,170,000  1  1  1  1  2  2  
2006 3,220,000  1  1  1  1  3  2  
2007 3,220,000  1  1  1  1  2  2  
Pontiac Assembly Center 
2005 3,500,000  1  1  1  1  4  6  
2006 3,539,600  1  1  1  1  4  6  
2007 3,539,600  1  1  1  1  4  6  
Ramos Arizpe 
2005 1,972,615  2  1  2  3  5  3  
2006 1,972,615  2  1  2  3  5  3  
2007 1,972,615  2  1  2  3  5  3  
Shreveport  
2005 2,152,227  2  1  1  1  4  3  
2006 2,152,227  2  1  1  1  4  3  
2007 2,152,227  2  1  1  1  4  3  
Silao 
2005 2,635,188  1  1  1  2  3  5  
2006 2,669,633  1  1  1  1  3  8  
2007 2,669,633  1  1  1  1  3  8  
Spring Hill 
2005 2,048,205  1  2  2  2  3  3  
2006 2,048,205  1  2  2  2  3  3  
2007 2,048,205  1  2  2  2  3  3  
Wentzville 
2005 3,256,268  1  1  1  1  8  5  
2006 3,256,268  1  1  1  1  8  5  
2007 3,256,268  1  1  1  1  8  5  
 60 
 
Toyota 
Cambridge North 
2005 2,500,000  1  1  1  1  2  1  
2006 2,500,000  1  1  1  1  2  1  
2007 2,500,000  1  1  1  1  2  1  
Georgetown #1 
2005 2,473,000  1  1  1  1  1  1  
2006 2,473,000  1  1  1  1  1  1  
2007 2,473,000  1  1  1  1  1  1  
Georgetown #2 
2005 2,696,660  1  1  1  1  2  1  
2006 2,696,660  1  1  1  1  2  1  
2007 2,696,660  1  1  1  1  2  1  
Princeton East  
2005 2,000,000  1  1  1  1  1  2  
2006 2,000,000  1  1  1  1  1  2  
2007 2,000,000  1  1  1  1  1  2  
Princeton West  
2005 2,000,000  1  1  1  1  3  2  
2006 2,000,000  1  1  1  1  3  2  
2007 2,000,000  1  1  1  1  3  2  
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Appendix F. Assembly Plant Employment and Percent Change 
Maker Plant Year 
December Employment Percent Change From Last Year 
Hourly Salary Total HPV Volume Capacity Work-force Labor Hours 
Ford 
Atlanta 
2005 1,801  141  1,942  7% -18.0% 0.0% -6.0% -24.0% 
2006 1,818  81  1,899  1% -10.0% -15.0% -2.0% -11.0% 
Chicago 
2005 2,475  168  2,643  22% - - - - 
2006 2,403  139  2,542  2% -35.0% 0.0% -4.0% -36.0% 
2007 2,068  130  2,198  27% -17.0% 0.0% -14.0% 5.0% 
Cuautitlan Truck 
2005 506  35  541  23% 34.0% 13.0% 4.0% 3.0% 
2006 538  45  583  0% 16.0% 8.0% 8.0% 15.0% 
2007 641  44  685  -7% 2.0% 3.0% 17.0% -4.0% 
Dearborn Truck 
2005 2,578  182  2,760  14% 144.0% 70.0% -2.0% 111.0% 
2006 2,549  156  2,705  9% -9.0% 0.0% -2.0% -17.0% 
2007 2,896  176  3,072  -5% 25.0% 0.0% 14.0% 19.0% 
Hermosillo 
2005 2,111  164  2,275  -16% 49.0% 32.0% 69.0% 73.0% 
2006 3,005  230  3,235  38% 230.0% 30.0% 42.0% -  
2007 2,910  188  3,098  -7% -13.0% 0.0% -4.0% -19.0% 
Kansas City #1 
2005 2,376  137  2,513  6% 8.0% 0.0% -1.0% 2.0% 
2006 2,203  125  2,328  5% -3.0% 0.0% -7.0% -8.0% 
2007 1,741  116  1,857  -1% 4.0% 0.0% -20.0% 4.0% 
Kansas City #2 
2005 2,634  152  2,786  2% -8.0% 0.0% -3.0% -9.0% 
2006 2,437  130  2,567  3% -16.0% 0.0% -8.0% -18.0% 
2007 1,864  113  1,977  -11% 10.0% 0.0% -23.0% -2.0% 
Kentucky 
2005 4,394  298  4,692  10% - - - - 
2006 4,667  243  4,910  2% -25.0% -12.0% 5.0% -26.0% 
2007 3,696  128  3,824  2% -1.0% 0.0% -22.0% 1.0% 
Lorain 2005 2,466  200  2,666  5% 1.0% 0.0% -2.0% -4.0% 
Louisville 
2005 3,073  176  3,249  -5% -27.0% 0.0% -5.0% -23.0% 
2006 3,049  164  3,213  6% 11.0% 0.0% -1.0% 5.0% 
2007 2,051  126  2,177  -3% -13.0% 0.0% -32.0% -15.0% 
Michigan Truck 
2005 2,869  171  3,040  1% -34.0% 0.0% -5.0% -35.0% 
2006 2,612  149  2,761  -6% -22.0% 0.0% -9.0% -18.0% 
2007 1,199  78  1,277  -17% 24.0% 0.0% -54.0% 2.0% 
Norfolk 
2005 2,346  161  2,507  6% -10.0% 0.0% -4.0% -15.0% 
2006 2,222  106  2,328  -1% -38.0% 0.0% -7.0% -37.0% 
2007 1,089  75  1,164  -12% -63.0% -47.0% -50.0% -67.0% 
Oakville 
2005 3,523  176  3,699  -27% -42.0% 0.0% -2.0% -26.0% 
2006 3,438  272  3,710  -26% -10.0% -2.0% 0.0% 14.0% 
2007 3,091  216  3,307  -38% 186.0% -7.0% -11.0% 76.0% 
Ohio Assembly 
2005 615  67  682  12% -37.0% -32.0% -28.0% -45.0% 
2006 2,452  163  2,615  - -12.0% - - - 
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2007 1,921  110  2,031  -19% 0.0% 0.0% -22.0% -19.0% 
St. Louis 
2005 1,220  105  1,325  -26% -61.0% 0.0% -43.0% -50.0% 
2006 1,200  66  1,266  2% -91.0% -81.0% -4.0% -91.0% 
St. Thomas 
2005 2,247  167  2,414  2% -19.0% 0.0% -5.0% -21.0% 
2006 2,232  133  2,365  3% -6.0% 0.0% -2.0% -9.0% 
2007 1,500  95  1,595  12% -4.0% 0.0% -33.0% 7.0% 
Twin Cities 
2005 1,738  129  1,867  -1% -15.0% 0.0% -1.0% -14.0% 
2006 1,748  101  1,849  0% -15.0% 0.0% -1.0% -15.0% 
2007 867  44  911  -10% -3.0% 0.0% -51.0% -12.0% 
Wayne 
2005 2,533  163  2,696  -2% -10.0% 0.0% -10.0% -8.0% 
2006 2,498  166  2,664  9% 32.0% 0.0% -1.0% 21.0% 
2007 2,447  121  2,568  9% -13.0% -9.0% -4.0% -6.0% 
Wixom 
2005 1,453  128  1,581  -2% -21.0% 1.0% -14.0% -19.0% 
2006 1,099  100  1,199  -6% -42.0% -17.0% -24.0% -39.0% 
2007 827  39  866  -22% -49.0% -63.0% -28.0% -60.0% 
GM 
Arlington 
2005 2,413  197  2,610  -11% -23.0% 0.0% 3.0% -15.0% 
2006 2,452  180  2,632  5% 50.0% 0.0% 1.0% 43.0% 
2007 2,189  175  2,364  -4% -21.0% 0.0% -10.0% -24.0% 
Baltimore 2005 861  101  962  11% -62.0% -61.0% -6.0% -66.0% 
Bowling Green 
2005 858  108  966  -  22.0% 0.0% 6.0% 25.0% 
2006 814  104  918  9% 10.0% 0.0% -5.0% 0.0% 
2007 724  100  824  -1% -16.0% 0.0% -10.0% -17.0% 
Detroit-Hamtramck 
2005 2,447  207  2,654  -  -20.0% 0.0% 2.0% -6.0% 
2006 1,914  179  2,093  17% 21.0% 0.0% -21.0% 0.0% 
2007 1,749  156  1,905  -1% -22.0% -34.0% -9.0% -23.0% 
Doraville 
2005 2,422  199  2,621  7% 24.0% 0.0% -3.0% 16.0% 
2006 1,043  107  1,150  -6% -35.0% 0.0% -56.0% -32.0% 
2007 971  104  1,075  -13% -14.0% 0.0% -7.0% -26.0% 
Fairfax 
2005 1,908  184  2,092  10% -7.0% 0.0% -2.0% -16.0% 
2006 1,991  179  2,170  -2% 9.0% 0.0% 4.0% 10.0% 
2007 1,689  181  1,870  8% -18.0% 3.0% -14.0% -12.0% 
Flint 
2005 2,211  203  2,414  2% 3.0% 0.0% -3.0% 1.0% 
2006 2,281  198  2,479  0% -3.0% 0.0% 3.0% -3.0% 
2007 2,425  199  2,624  8% -1.0% 0.0% 6.0% 7.0% 
Fort Wayne 
2005 2,391  196  2,587  3% 6.0% 0.0% 3.0% 2.0% 
2006 2,516  197  2,713  -11% -20.0% 0.0% 5.0% -12.0% 
2007 2,511  194  2,705  -4% 20.0% 0.0% 0.0% 15.0% 
Janesville 
2005 2,520  215  2,735  -5% -28.0% 0.0% -8.0% -25.0% 
2006 2,644  188  2,832  -3% 36.0% 0.0% 4.0% 39.0% 
2007 2,251  180  2,431  -11% -13.0% 0.0% -14.0% -22.0% 
Lansing Grand River 2005 1,402  183  1,585  3% - - - - 
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2006 1,377  181  1,558  2% -10.0% 0.0% -2.0% -12.0% 
2007 1,355  197  1,552  21% -11.0% 0.0% 0.0% 8.0% 
Lordstown 
2005 3,745  346  4,091  19% 31.0% -15.0% 24.0% 6.0% 
2006 2,268  183  2,451  12% -8.0% 4.0% -40.0% -18.0% 
2007 2,061  185  2,246  -6% 1.0% 5.0% -8.0% -5.0% 
Moraine 
2005 3,331  249  3,580  0% -7.0% -6.0% -4.0% -7.0% 
2006 2,231  179  2,410  1% -23.0% 0.0% -33.0% -24.0% 
2007 2,248  175  2,423  -4% -9.0% 0.0% 1.0% -13.0% 
Oklahoma City 
2005 1,842  178  2,020  -6% -26.0% 0.0% -15.0% -22.0% 
2006 1,838  179  2,017  7% -82.0% -85.0% 0.0% -84.0% 
Orion 
2005 2,531  198  2,729  22% 110.0% 1.0% 78.0% 64.0% 
2006 2,386  166  2,552  -5% 19.0% 0.0% -6.0% 25.0% 
2007 2,577  185  2,762  14% -18.0% 0.0% 8.0% -7.0% 
Oshawa #1 
2005 3,147  225  3,372  -13% -19.0% 0.0% 2.0% -9.0% 
2006 3,055  235  3,290  9% 24.0% -2.0% -2.0% 13.0% 
2007 2,822  225  3,047  -7% -8.0% -3.0% -7.0% -15.0% 
Oshawa #2 
2005 2,141  161  2,302  8% 4.0% 0.0% 1.0% -12.0% 
2006 1,796  127  1,923  2% -22.0% -5.0% -16.0% -23.0% 
2007 1,500  123  1,623  3% -23.0% -5.0% -16.0% -21.0% 
Oshawa Truck 
2005 3,206  229  3,435  3% -2.0% 0.0% 1.0% -4.0% 
2006 3,428  261  3,689  -11% -20.0% 0.0% 7.0% -12.0% 
2007 3,283  276  3,559  -4% 26.0% 0.0% -4.0% 21.0% 
Pontiac Assembly Center 
2005 2,216  200  2,416  4% -24.0% 0.0% -30.0% -28.0% 
2006 2,265  194  2,459  -5% -10.0% 0.0% 2.0% -6.0% 
2007 1,956  181  2,137  11% -9.0% 0.0% -13.0% 1.0% 
Ramos Arizpe 
2005 2,185  214  2,399  13% - - - - 
2006 2,267  226  2,493  10% 13.0% 0.0% 4.0% 2.0% 
2007 2,567  225  2,792  7% -2.0% 0.0% 12.0% 4.0% 
Shreveport  
2005 2,471  228  2,699  -1% - - - - 
2006 2,041  179  2,220  12% -9.0% -19.0% -18.0% -20.0% 
2007 1,732  181  1,913  3% -15.0% 0.0% -14.0% -12.0% 
Silao 
2005 2,542  196  2,738  4% -19.0% 0.0% -1.0% -22.0% 
2006 2,638  211  2,849  -10% 24.0% 4.0% 4.0% 36.0% 
2007 2,444  206  2,650  -3% -9.0% 2.0% -7.0% -12.0% 
Spring Hill 
2005 2,570  183  2,753  15% - - - - 
2006 2,401  161  2,562  5% 18.0% 0.0% -7.0% 12.0% 
2007 2,138  137  2,275  3% -81.0% -73.0% -11.0% -80.0% 
Wentzville 
2005 2,033  172  2,205  3% 7.0% 0.0% 4.0% 5.0% 
2006 1,829  165  1,994  1% -12.0% 0.0% -10.0% -13.0% 
2007 1,878  164  2,042  -3% -6.0% 0.0% 2.0% -9.0% 
Toyota Cambridge North 2005 1,831  362  2,193  2% 9.0% 0.0% 1.0% 6.0% 
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2006 1,758  292  2,050  -8% -1.0% 0.0% -7.0% 7.0% 
2007 2,185  301  2,485  11% -7.0% 0.0% 21.0% 4.0% 
Georgetown #1 
2005 2,086  367  2,453  -3% 11.0% 0.0% -2.0% 14.0% 
2006 2,061  356  2,417  2% 1.0% 5.0% -1.0% -1.0% 
2007 2,020  338  2,358  -6% 3.0% 2.0% -2.0% -4.0% 
Georgetown #2 
2005 1,970  347  2,318  2% 5.0% 0.0% 2.0% 3.0% 
2006 1,991  347  2,338  -9% -3.0% 0.0% 1.0% 6.0% 
2007 1,947  334  2,281  -5% 1.0% 0.0% -2.0% -3.0% 
Princeton East  
2005 2,071  174  2,245  - - - - - 
2006 2,082  168  2,250  -2% -10.0% -7.0% 0.0% -8.0% 
2007 1,713  161  1,874  -3% -8.0% 0.0% -17.0% -11.0% 
Princeton West  
2005 2,126  172  2,298  - - - - - 
2006 2,043  165  2,208  -3% -11.0% -7.0% -4.0% -8.0% 
2007 1,825  173  1,998  19% -18.0% -16.0% -10.0% -3.0% 
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