This paper studies coefficients y h,n of sequences of polynomials
Introduction
In many enumerative problems in computer science and combinatorics one encounters the difficulty that B h (z) = 1 + z(B h − 1 (z) ) 2 for h ≥ 1 ,
In this paper, we introduce a new method for studying coefficients of sequences of polynomials that satisfy recurrences of similar types.
We study sequences of polynomials y h (z), which we will refer to as PNI-sequences (for positive nonlinear iteration), with y h (z) = n Σ y h,n z n .
(1.1)
They are defined by some initial y 0 (z) ≠ 0 which has non-negative coefficients and a recurrence y h + 1 (z) = P(z,y h (z) ) , h ≥ 0 , (1.2) where P(z,y) is a polynomial with non-negative coefficients, P(z,y) = Clearly µ and ρ exist and are finite for every PNI-sequence { y h (z) } that contains non-constant polynomials. As will be explained below, it is sufficient to consider PNI-sequences which P(z,y) and y 0 (z) satisfy the following conditions:
(A) P(z,y) is not a monomial (i.e., P(z,y) ≠ bz a y d ).
(B) At least one of the y h , 0 ≤ h ≤ 2 has the property that y h (z) = y h ( 1 ) and z = 1 = > z = 1.
We prove two main results.
Theorem 1. Suppose that { y h (z) } is a PNI-sequence that satisfies conditions (A) and (B)
, and let λ 1 and λ 2 be any real numbers that satisfy 0 < λ 1 < λ 2 < µ .
Then for any integers n and h with
we have, uniformly in n and h, In the remainder of this section we first make some remarks about these theorems, and then discuss their connections to other work. Section 2 proves a series of auxiliary results that are at the heart of our method, and from which theorems 1 and 2 are easily deduced in Section 3. Section 4 presents some applications, possible extension, and numerical results.
Both theorems 1 and 2 give information about the coefficients of the polynomials y h (z) in terms of the function β(z), which is defined by (1.7) in terms of the polynomials y h (z). This is not circular, however, since the series in (1.7) is extremely rapidly convergent, and is determined to great accuracy by just a few initial terms. Differentiating the basic recurrence (1.2) yields a recurrence for y h + 1 ′ ′ (z) in terms of y h (z) and y h ′ ′ (z), and therefore the definition (1.7) of β(z) also gives a rapid way to compute the derivatives of β(z). As is shown by the examples in Section 4, the approximations (1.6) and (1.9) are very accurate even for small values of h.
Many of the hypotheses of our theorems can be weakened. It is not essential, for example, that all the coefficients of P(z,y) or of the y h (z) be nonnegative. What is really crucial is that the y h (z) should grow very rapidly as h → ∞ on the positive real axis and should be relatively small elsewhere. (cf. [6, 7, 14] .)
However, the appropriate growth conditions are not always easy to check, and so we have chosen to restrict our presentation to PNI-sequences, which are easy to characterize, and which are of greatest interest in computer science and combinatorics.
Condition (A) is not necessary for the success of our method. In fact, Theorem A holds for PNIsequences which satisfy condition (B) but not condition (A), except that λ 1 may have to be bounded below away from 0. However, for PNI-sequences that do not satisfy condition (A), the definition of β(z) can be simplified. We note that if y h (z) is a PNI-sequence for which condition (A) fails to hold, then
for some b > 0, a ≥ 0 and so
and we can reduce to the study of coefficients of high powers of y 0 (z). These, however, can be investigated much more directly, without developing most of the analytic machinery of paper through use of the central limit theorem. Much stronger results can also be proved in this situation [12] .
Condition (B) is very easy to check, since a polynomial shown that for z in a narrow strip of the form Re z > ρ + δ, Im z < δ for some fixed δ > 0, the polynomials y h (z) exhibit doubly exponential growth:
for certain functions α(z), g (z) , and that the y h (z) are considerably smaller away from the real axis. The precise estimates we obtain enable us to determine the asymptotic behavior of the y h,n by expressing them as contour integrals and using the saddle point method.
The key to the success of this method is the doubly exponential growth (1.11) of the y h (z). Equation x n _ __ for n ≥ n 0 .
Our results are related to the immense literature on the subject of rational iteration. (See, for example, [3, 4, 8] .) Most of the papers in that area are concerned with questions of convergence of iteration. In this paper, on the other hand, we are operating almost exclusively in the region of divergence, and we concentrate on the rate and nature of divergence. In other situations, such as those of [5, 10, 11, 13] , it is advantageous to study the iteration either within the convergence region or else right on the boundary between convergence and divergence. Methods similar to some of those used in those papers could also be used to obtain more information than is provided by Theorem 2 when ρ ≥ 1.
Proofs of Auxiliary Results
As a first step, we prove a technical result which will enable us to show that the polynomials y h (z) are very small away from the positive real axis. 
Proof. Let { y h (z) } satisfy the hypotheses of the lemma. Since y n (z) has nonnegative coefficients, for z = r, z ≠ 0, we have
and equality can hold if and only if for some γ εC with γ = 1,
which is equivalent to y h (u) = y h ( 1 ) . Thus y h (z) = y h (r) holds for some z ≠ r, z = r if and only if y h (u) = y h ( 1 ) holds for some u ≠ 1, u = 1.
Suppose now that m ≥ 1 and that for some z with z = 1 we have y m (z) = y m ( 1 ). The recurrence
Since all the coefficients of y m − 1 (z) and of the p k (z) are nonnegative, 
for some polynomials y h * (u) and some m > 1. The next Lemma shows that Condition (B) is in a sense best possible for our problem because if it is violated, then the polynomials y h (z) can be written in the form (2.4), and theorems 1 and 2 clearly cannot hold for such polynomials. The same result would not follow if we only imposed conditions on y 0 (z) and y 1 (z), as is shown by the PNI-sequence defined by y 0 (z) = 1,
In this example y h ( − 1 ) = y h ( 1 ) for h = 0 , 1, but not for h = 2, and this sequence does satisfy Condition (B).
Lemma 2.2. If { y h (z) } is a PNI-sequence of polynomials, and there is a z
where the y h * (n) are polynomials.
Proof. Suppose that z ≠ 1, z = 1, and { y h (z) } satisfy the hypotheses of the lemma. By the arguments used in the proof of Lemma 2.1, we see that y 1 (z) = y 1 ( 1 ) and y 0 (z) = y 0 ( 1 ) as well.
If y 2 ,n = 0 for n < m and y 2 ,m ≠ 0, then y 2 (z) = y 2 ( 1 ) implies that
Since the first term inside the absolute value sign in (2.6) is y 2 ,n > 0, equality can hold if and only if
Therefore either y 2 ,n = 0 for all n > m (i.e., y 2 (x) is a monomial) or else z g = 1 for some integer g ≥ 2,
and if g is chosen to be minimal such that z g = 1, then y 2 ,n = 0 if n ≡ / m (mod g). In the second case, if r is any prime factor of g, then y 2 ,n = 0 if n ≡ / m (mod r). The same arguments show that each of y h (x), h = 0 , 1 is either a monomial or else has the property that y h,n = 0 if n ≡ / e h (mod r), where e h is the smallest integer n such that y h,n ≡ / 0. Therefore each y h (x), 0 ≤ h ≤ 2, which is not a monomial, can be written in the form
where y h * (t) is a polynomial. But any monomial can obviously be written in the form (2.8), so we conclude that a representation of that form exists for each y h (x), 0 ≤ h ≤ 2.
where the g i, j (u,v) are polynomials with nonnegative coefficients which are uniquely determined by (2.9).
Then by the basic recurrence (1.2),
so we must have
so that we must have
Suppose first that there are two distinct pairs ( i, j) such that g i, j (u,v) ≠ 0. Call them (i 1 , j 1 ) and (i 2 , j 2 ). Then by (2.11),
and if j 1 ≡ j 2 (mod r), then we would have i 1 ≡ i 2 (mod r), which is a contradiction, since
Then by (2.12) and (2.13)
which implies that e 1 ≡ e 0 (mod r), since j 1 ≡ / j 2 (mod r) and r is prime. But in that case
for all pairs ( i, j) with g i, j (u,v) ≠ 0, and then an inductive argument using (2.9) shows that
for all h ≥ 0, and this gives the desired result.
To conclude the proof of the lemma, it only remains to consider the case that there is only one pair ( i, j) 14) and since (2.8) holds for 0 ≤ h ≤ 2, (2.14) shows that it holds for all h ≥ 2 with appropriate e h . Thus the lemma is true in this case as well.
We now derive a series of lemmas giving size estimates for the polynomials y h (z) which will lead to proofs of theorems 1 and 2.
Lemma 2.3. Suppose that { y h (z) } is a PNI-sequence of polynomials and define
Then for every δ > 0, there exist positive constants γ, η, ξ such that for z in the region
we have
Proof. Choose η 1 > 0 so small that p d (z) has no zeros in the region
and let
Then for any large enough K 1 we must have
if z∈R 1 and y ≥ K 1 , as can be seen from the inequality
and the fact that the p k (z) are bounded for z∈R 1 .
If
and if u 0 = y and u n + 1 = P(z,u n ) for n ≥ 0 , then for z∈R 1 ,y ≥ K 2 we have
(2.18) Therefore, if yis large enough, the u k exhibit doubly exponential growth.
Set
and let h 0 be such that
Since y h 0 (z) is continuous and increasing along the positive real axis, we can find η 2 such that 0 < η 2 < η 1 and if
But then the estimate (2.18) applies, and
so that the estimate (2.16) of the lemma clearly applies for h ≥ h 0 and z∈R 2 if we take γ and ξ small enough.
To complete the proof, it suffices to extend the estimate (2.16) to all h. We note that if η ε( 0 ,η 2 ) is chosen small enough, then none of the polynomials y 0 (z) ,. . .,y h 0 − 1 (z) will have a zero in the region R(δ) ⊆ R 2 defined by (2.15), so that (2.16) will hold for these y h (z) also in that region if we take γ small 
Proof. By Lemma 2.3, if h is large enough, say h ≥ h 0 , and , then
By Lemma 2.1,
for all z, z / ∈R(δ), ρ + δ ≤ z ≤ δ − 1 and some ε > 0, so that (2.20) implies
which proves the lemma for h ≥ h 0 . But the estimate (2.19) follows trivially for 2 ≤ h ≤ h 0 − 1 from Lemma 2.1 if we choose ω small enough.
Lemma 2.5. If { y h (z) } is a PNI-sequence, then for any δ > 0 there is a ξ > 0 such that for z∈R(δ) (defined as in Lemma 2.3 ) we have
y h (z) = exp (d h β(z) − d − 1 1 _ ____ log P d (z) ) ( 1 + O( exp ( − ξd h ) ) ) ,
where β(z) is defined as in Theorem 1 and is analytic in R(δ).
Proof. Since none of the y h (z) has a zero in R(δ), we can define
where for real z, we take the principal value of the logarithm, and for z∈R(δ) − R, the logarithm is determined by analytic continuation. The basic recurrence (1.2) can be written
where
Taking logarithms of both sides of (2.24), we obtain
We now introduce the function
By Lemma 2.3, the r j (z) are bounded in R(δ), so the series in (2.29) converges and makes β(z) an analytic function for z∈R(δ). Furthermore, (2.27) shows that 
for some ξ > 0, which concludes the proof of the lemma.
For further reference, we note that it follows from (2.23), (2.29), and (2.30) that
In Lemma 2.5, β(z) was defined for z∈R(δ). However, the definition of β(z) does not depend on δ, so we conclude that β(z) is defined and analytic in the union of all the R(δ) for δ > 0.
Before proceeding to the proofs of the theorems, we prove some auxiliary results about β(z).
Lemma 2.6. Suppose { y n (z) } is a PNI-sequence which satisfies conditions (A) and (B)
, and let µ,ρ be defined by (1.4) and (1.5) , respectively. Then 
We first observe that for any entire function f (z) ≠ 0 with nonnegative Taylor series coefficients,
is an increasing function of z for z∈R + , since computing the derivative of g(z) yields
and the quantity on the right side of (2.36) is the variance of the random variable X such that
Moreover, we see that g ′ (z) = 0 is possible if and only if only one of the f k is ≠ 0.
Next, we prove that if f (z) = f 1 (z) + f 2 (z), where f 1 (z) and f 2 (z) are both nonzero entire functions with nonnegative Taylor coefficients,
for any z∈R + . To see this, note that by the preceding paragraph, the quantity on the left side of (2.37) is the variance of the random variable X such that
But X is a mixture of the random variables X 1 and X 2 , where 
If F i denotes the distribution function of X i , then (2.38) is equivalent to
converges to a number b = b(z) > 0, and since each factor is ≤ 1, we deduce from (2.39) that To prove (2.33), we note that if f (z) is any polynomial with nonnegative coefficients, then
and so
To complete the proof of (2.33), note that for h ≥ h 0 ,
Next, note that for z∈R + ,
for some γ, ξ > 0, where this holds uniformly for all h ≥ 1 and all z∈(ρ + 1 ,∞ ) by Lemma 2.3 (applied with any δ < 1 such that R(δ) ≠ φ) and the fact that each of the y h (z) is increasing on R + . Therefore for any ε > 0, if we choose h 1 such that
then for any z∈(ρ + 1 ,∞ ) and any h ≥ h 1 we will have
If we now choose h 2 ≥ max (h 0 ,h 1 ) , and z so large that
then by (2.43) we will have
Since by (2.42)
this together with (2.41) proves (2.33).
To complete the proof of the lemma, we need to prove (2.34) when P(z,y) is not a monomial. Define
Then the recurrence (1.2) gives
If E = max{deg p k (z) }, then comparison of terms in the numerators and denominators of (2.45) and (2.46) shows that for any z∈R
and therefore Since y h (ρ) is bounded and P(x,y) is not a monomial, we see from (2.46) that there is some B < 1 such that
Since the t h (ρ) are bounded as h → ∞, as is shown by (2.49), we find by iterating (2.50) that for some
Hence t h (ρ) → 0 as h → ∞. Given ε > 0, let us choose h 0 so that To complete the proof of the lemma, we need to prove (2.34) when ρ = 0. We first observe that it will suffice to show that
To see this, note that if (2.53) holds, then for any ε > 0 we can find h 0 and δ > 0 such that for z∈( 0 ,δ),
But then (2.49) shows that
which proves the claim.
Suppose now that ρ = 0 and that y h ( 0 ) = 0 for all large h. If we write
where y h * (z) is a polynomial with y h * ( 0 ) ≠ 0, then
But P(x,y) is not a monomial, so v n + 1 ≤ (d − 1 ) v h , and therefore
which proves (2.53) in this case. On the other hand, if y h ( 0 ) ≠ 0, then
and (2.53) again holds. This finally concludes the proof of the lemma.
Proofs of the Theorems
We now use the results of Section 2 to prove Theorem 1. Suppose that all the hypotheses of that theorem are satisfied. We use the Cauchy integral representation
which is valid for any simple closed curve with the origin in its interior. By Lemma 2.5, we find that there is a constant θ 0 > 0 such that β(z) is analytic in the region
In that region we have the expansion 4) and, by taking θ 0 small enough, we can ensure that
If Γ 1 denotes the section of the circle z = re iθ with θ 0 ≤ θ ≤ 2π − θ 0 , then by lemmas 2.4 and 2.5,
where w > 0 depends only on r 1 , r 2 , and θ 0 . If Γ 2 denotes the section of this same circle with
where w ′ > 0 again depends only on r 1 , r 2 , and θ 0 . To estimate the integral on the right side of (3.6), we write
for some w ′ ′ > 0 which depends only on r 1 and r 2 , and so
Finally, if
But (3.2), (3.4), and
which together with the previous estimates proves Theorem 1.
From Theorem 1, we see that the largest values of y h,n when n varies correspond to values of n (defined by (3.3)) which maximize ρ < 1, and will be < 0 in (ρ,∞ ) if ρ ≥ 1. To complete the proof of Theorem 2, we need to consider ρ < 1 and study the distribution of y h,n for r near the peak. Define
and set
We will consider
If r is defined by
Hence we have
Expanding the quantities that occur in the statement of Theorem 1 in a similar way, we obtain Theorem 2.
Applications and Extensions
The problem that originally led to our investigation was that of estimating B h,n , the number of binary trees of height ≤ h and having n internal nodes. The recurrence for the generating polynomials is given in the first paragraph of this paper. It is easy to see that ρ = 0 and µ = For h = 9, B 9 ,n is maximized for n = 322, as predicted by (4.1), and the value of B 9 , 322 differs from that predicted by (4.2) by less than 0.05%, which demonstrates how accurate the asymptotic approximations of our theorems are. Fig. 1 presents a graph of the function β(r), defined as in Theorem 1. There are many enumerative problems which involve nonlinear iterations of polynomial generating functions, but which are not covered by our theorems. As an example, enumeration of AVL-trees (also known as height-balanced binary trees [1, 9] ) leads [11] to the polynomial sequence defined by y 0 (z) = z, y 1 (z) = z 2 , y h + 1 (z) = y h (z) (y h (z) + 2 y h − 1 (z) ) for h ≥ 1 .
Since y h + 1 (z) depends on y h − 1 (z) as well as on y h (z), our results do not apply directly. However, it should be possible to use the methods of this paper to prove results analogous to theorems 1 and 2 for these polynomials, as well as for many other sequences satisfying similar recurrences.
It is also possible to use the methods of this paper to study recurrences such as (1.2) where the y h (z) are entire functions with nonnegative coefficients and where P(z,y) might also not be a polynomial. However, in many cases it is simpler to use the results of [6, 7, 14] .
Finally, we mention that it should be possible to use our methods to study multivariate polynomials satisfying nonlinear recurrences. Such polynomials occur, for example, in studies of 2,3-trees [15] , where one is interested in the coefficients of the polynomials A h (x,y) defined by A 0 (x,y) = 1, and By applying our theorems to the sequences A n (x, 1 ) and A h ( 1 ,y), we can obtain more precise information than is provided by [15] , but it might be interesting to obtain estimates for the full distribution of the coefficients of the A h (x,y). Fig. 1 . The function β(r) for binary trees. Fig. 2 . The function f (λ), which equals the limit of 2 − h log B h, n as h, n → ∞ with n ∼ λ2 h .
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