Compute-and-Forward Relay Networks with Asynchronous, Mobile, and Delay-Sensitive Users by Wang, Ping-Chung
COMPUTE-AND-FORWARD RELAY NETWORKS WITH ASYNCHRONOUS,
MOBILE, AND DELAY-SENSITIVE USERS
A Dissertation
by
PING-CHUNG WANG
Submitted to the Office of Graduate and Professional Studies of
Texas A&M University
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Chair of Committee, Krishna Narayanan
Committee Members, Joseph Boutros
Alex Sprintson
Anxiao Jiang
Head of Department, Miroslav Begovic
MAY 2018
Major Subject: Electrical Engineering
Copyright 2018 Ping-Chung Wang
ABSTRACT
We consider a wireless network consisting of multiple source nodes, a set of relays
and a destination node. Suppose the sources transmit their messages simultaneously
to the relays and the destination aims to decode all the messages. At the physical lay-
er, a conventional approach would be for the relay to decode the individual message
one at a time while treating rest of the messages as interference. Compute-and-
forward is a novel strategy which attempts to turn the situation around by treating
the interference as a constructive phenomenon. In compute-and-forward, each relay
attempts to directly compute a combination of the transmitted messages and then
forwards it to the destination. Upon receiving the combinations of messages from the
relays, the destination can recover all the messages by solving the received equations.
When identical lattice codes are employed at the sources, error correction to integer
combination of messages is a viable option by exploiting the algebraic structure of
lattice codes. Therefore, compute-and-forward with lattice codes enables the relay
to manage interference and perform error correction concurrently. It is shown that
compute-and-forward exhibits substantial improvement in the achievable rate com-
pared with other state-of-the-art schemes for medium to high signal-to-noise ratio
regime.
Despite several results that show the excellent performance of compute-and-
forward, there are still important challenges to overcome before we can utilize compute-
and-forward in practice. Some important challenges include the assumptions of “per-
fect timing synchronization ”and “quasi-static fading”, since these assumptions rarely
hold in realistic wireless channels. So far, there are no conclusive answers to whether
compute-and-forward can still provide substantial gains even when these assumptions
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are removed. When lattice codewords are misaligned and mixed up, decoding integer
combination of messages is not straightforward since the linearity of lattice codes is
generally not invariant to time shift. When channel exhibits time selectivity, it brings
challenges to compute-and-forward since the linearity of lattice codes does not suit
the time varying nature of the channel. Another challenge comes from the emerg-
ing technologies for future 5G communication, e.g., autonomous driving and virtual
reality, where low-latency communication with high reliability is necessary. In this
regard, powerful short channel codes with reasonable encoding/decoding complexi-
ty are indispensable. Although there are fruitful results on designing short channel
codes for point-to-point communication, studies on short code design specifically for
compute-and-forward are rarely found.
The objective of this dissertation is threefold. First, we study compute-and-
forward with timing-asynchronous users. Second, we consider the problem of compute-
and-forward over block-fading channels. Finally, the problem of compute-and-forward
for low-latency communication is studied. Throughout the dissertation, the research
methods and proposed remedies will center around the design of lattice codes in order
to facilitate the use of compute-and-forward in the presence of these challenges.
iii
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1. INTRODUCTION
This section serves as a tutorial on major advancements in the compute-and-
forward problem in the last decade.
Network coding is an effective approach to improve the throughput of the network
by means of allowing intermediate nodes in the network to forward combination of
received packets [1]. It has been shown that the upper bound of the single source
multicast problem can be achieved by linear network coding. A similar situation
arises at the physical layer in wireless relay networks. Here multiple source nodes
may transmit messages in the same time slot which leads to the reception of a
weighted sum of electromagnetic (EM) waves at the relay node. Conventionally, the
relay decodes individual message one at a time while treating rest of the messages
as interference. In contrast to the conventional approach, it is possible to embrace
the interference by letting relay directly decodes combination of messages from the
received signal. Hence, the situation has turned around where the interference is
viewed as a constructive phenomenon instead of a destructive phenomenon. This
novel concept is named as physical-layer network-coding (PLNC) since it exploits the
connection between network coding and the weighted sum of EM waves at physical
layer [2] [3].
One of the most popular channel models for studying PLNC is the two-way re-
lay network (TWRN). In this model, two source nodes exchange information via an
intermediate relay. The message exchange process consists of two phases. In the
first phase, two source nodes send their own messages simultaneously to the relay.
Upon receiving the superimposed signal, the relay applies certain signal processing
techniques to the received signal which transforms it to combination of messages.
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In the second phase, the relay then broadcasts the combination of messages to both
sources. Since both sources have full knowledge of their own messages, they can
recover the intended messages from the broadcasting signal. Note that PLNC can
increase the exchange data rate of TWRN up to 100% when compared to the con-
ventional approach in which all the nodes are scheduled to transmit in different time
slots.
With the general concept of PLNC in mind, we now present the literature review
of various relaying strategies for two-way relay network but not limited to it. In [2] [3],
the concept of PLNC appears for the first time. The authors study uncoded TWRN
with Gaussian channels. In their seminal work, the relay attempts to decode modulo-
sum of the messages, i.e., real sum x1+x2 is transformed to modulo sum x1⊕x2 in F2.
The same concept was independently proposed by Popovski et al. where they study
the multiple-hop relay networks [3]. Decode-and-forward (DF) is another relaying
strategy where the relay decodes all the messages from the received signal. Relay then
forwards combination of the decoded messages in the second phase. The first phase
can be considered as a multiple access problem while relay performs joint decoding,
therefore DF is only optimal in asymptotically low signal-to-noise ratio (SNR) regime
[4]. In [5] [6], the analog version of PLNC so-called amplify-and-forward (AF) is
considered. The strategy is very simple where the relay directly forwards the received
signal up to a scaling factor (in order to satisfy power constraint). Other related
works on AF can be found in [7] [8]. The complexity to implement AF at a relay is
very low since the only signal processing technique performed at the relay is scaling.
However, AF has the drawback of noise accumulation, since the noise is also being
scaled when the relay scales the received signal. This is a crucial problem especially
in the low SNR regime where noise dominates. Denoise-and-forward (DNF) [9] is
another relaying strategy proposed by Koike-Akino et al. where the relay aims to
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remove the noise from received signal by mapping the received signal point to one
of the signal points in an optimized constellation. The constellation is optimized
in a way such that its minimum distance is maximized. DNF has the potential to
achieve higher rate than DF and AF; However, the constellation and corresponding
mapping rule (for broadcasting) will be changed according to instantaneous channel
realization, therefore the memory storage requirement for relay to store all possible
constellations and mapping rules are prohibitively high. This may not be favorable
to practical communication systems which usually have limited memory storage. We
have seen some of the advantages of employing DF, AF and DNF at the relay, but
clearly, these relaying strategies have fundamental drawbacks as well. One of the
problems for these relaying strategies is that the capability of error correction is not
fully exploited. For DF, joint decoding is not optimal except in asymptotic low SNR
regime. For AF and DNF, coded transmissions are not considered. On the other
hand, the approach of computing modulo-sum directly from the received signal at
the relay is a perfect match for error correction. In what follows, we will review the
research works on this topic. From now on, when we say PLNC, we specifically imply
the approach of computing modulo-sum at the relay.
In [2] [3], channel coding is not considered at the relay, thus erroneous message
can only be corrected at final destination. This property is obviously undesirable to
most of the communication systems. In [10], Narayanan et al. study the problem
of joint design of PLNC and error correction at the relay for the first time. They
propose a novel concept which employs identical nested lattice codes to all source
nodes. By exploiting the algebraic structure of the lattice codes, one can perform
error correction to the combination of messages at the relay. It is shown that the
achievable computation rate is log(1
2
+snr) in two-way relay Gaussian channel, which
is only 1/2 bit away from the upper bound. The result implies that the lattice coded
3
scheme is nearly optimal in the high SNR regime. In the sequel, Nam et al. study
the capacity region of TWRN in the unequal channel gain scenario [11]. Later, the
lattice coded scheme is generalized to wireless relay network with multiple source
and relay nodes over quasi-static fading channels [12]. For the first time, the authors
name PLNC with lattice codes as compute-and-forward problem. The concept of
CF is quantizing the channel gains to integers such that the weighted-sum of signals
can be decoded to an integer combination of messages at relay. After the pioneer
works, CF has been studied by numerous researchers. Feng et al. study the general
construction of algebraic codes for CF in the non-asymptotic regime [13]. Subse-
quently, several groups work on practical code constructions for CF [14] [15] [16]
[17]. Multistage decoding for CF is proposed in [14] [18]. The former shows that lat-
tice codes constructed from product construction can achieve the same computation
rate as reported in [12] under multi-stage decoding. The latter derives universally
achievable rate for the multilevel decoding scheme and provides the numerical results
for the schemes that practical modulations are employed. CF over Eisenstein integer
is considered by [19] [20]. The reason for exploiting alternative ring of integer is to
have better quantization of the channel coefficients which leads to the improvement
in outage and error-correcting performance.
Despite the exciting results on the achievable computation rate of CF, the skep-
ticism on whether CF can operate reliably at the promised rate in practical wireless
communication systems has never ceased. The main reason is that CF heavily relies
on two ideal assumptions, otherwise the nice algebraic structure of lattice codes may
be ruined and may no longer be easily exploited. These two assumptions are the “per-
fect timing synchronization”assumption and the “quasi-static channel”assumption.
The former assumes that signals coming from all source nodes arrive at relay simul-
taneously; without which it will cause misalignment of lattice codewords and hence
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the linearity is ruined. The latter assumes that channel coefficients are fixed within
one codeword duration. Again, without this assumption, the linearity is no longer
preserved and compute-and-forward is undermined. In many practical wireless com-
munication systems, these assumptions are often too good to be true and solutions
are called for in order to again make use of the structural gains offered by the channel.
[Chapter 3: Timing-asynchronous users] Recently, many attempts have
been made on solving the problem of CF with timing-asynchronous source nodes
[21] [22] [23] [24] [25]. Here we assume that receivers have perfect knowledge of
the timing delays of all source nodes. In [21], the authors investigate asynchronous
CF when delays are multiples of the symbol duration. In [22], the scenario where
the delay can be any real value within one symbol duration is studied. Later, Wu
et al. propose a novel scheme which can deal with any real-valued delay with the
assistance of cyclic LDPC codes. The problem for this scheme is that codes in the
family of cyclic LDPC codes are very limited, and their decoding performance under
message-passing decoding is inferior to other well-designed LDPC codes. We notice
that this timing asynchronism problem is either solved partially or no optimality is
guaranteed. In Section 3, we will propose a new family of lattice codes constructed
from quasi-cyclic (QC) LDPC codes which can deal with the challenges arising from
timing asynchronism.
[Chapter 4: Block-fading channels] Compute-and-forward over channels that
are not quasi static is far less discussed than the synchronization issue. In [26],
Bakoury et al. investigate the impact of block fading for integer-forcing receiver, an
application of CF to the multiple-input multiple output (MIMO) channel. Achievable
rates based on CF with nested lattice codes of [27] and two decoders specifically
designed for this scenario are derived. However, no optimality is shown. Moreover,
from what we have learned in wireless communication [28], in the finite-length regime,
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diversity is an important metric when evaluating the performance of a communication
system in block-fading channel. The diversity determines the decreasing rate of
the probability of block error as SNR increases. therefore we focus on designing
finite-length lattice codes that can exploit full diversity offered by the channel while
computing functions in Section 4.
[Chapter 5: Low-latency communications] Most of the preliminary works
in compute-and-forward focus on the regime of long block length. Recently, with the
advent of emerging technology in 5G, e.g., autonomous driving and virtual reality,
low-latency communication with high reliability is necessary for these applications.
Hence the design of powerful channel codes in short block length regime (block
length ≤ 256) has drawn great attention. In the point-to-point channel model,
the combination of polar code [29] and cyclic redundant check (CRC) [30] [31] [32]
under list decoding can approach the finite length bound [33] in terms of codeword
error rate. Meanwhile, research attempts on other codes are also visible, such as
LDPC codes [34], turbo codes [35], and BCH codes [36], etc. Also, the performance
of maximum likelihood decoding of various short codes is studied in [36] [37]. A
survey on short channel codes can be found in [38]. In the context of multi-terminal
communication, the study on the random error exponent of function computation in
CF is recently presented by [39]. To the best of the author’s knowledge, no other
study is found. Thereby, we are interested in constructing powerful short lattice codes
and investigating the decoding performance of function computations at relays using
such codes.
1.1 Organization
The rest of the dissertation is organized as follows. In Section 2, The basics
of LDA lattice codes are introduced and the problem of compute-and-forward is
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formulated. Chapter 3 focuses on asynchronous compute-and-forward. Chapter 4
studies compute-and-forward when block-fading channel is considered. In the last
Chapter, we study the performance of short lattice codes in the compute-and-forward
paradigm.
1.2 Notations
Throughout the dissertation, R, C, and Z represent the set of real numbers, com-
plex numbers, and integers, respectively. Fp denotes finite field of order p. Vectors
and matrices are written in boldface lowercase and boldface uppercase, for example x
and X, respectively. For a vector x, we use x(t) to denote the right circularly shifted
version of x by t. e.g., for x = [1, 2, 3, 4], x(1) = [4, 1, 2, 3]. Moreover, ⊕ and  are
addition and multiplication, respectively, over a finite field whose size is understood
from the context.
7
2. BACKGROUND
The purpose of this section is twofold. In the first part, we introduce the basics
of lattice codes with emphasis on LDA lattice codes. Second, we will formulate the
problem of compute-and-forward rigorously such that the subsequent sections can
be discussed based on the general framework.
2.1 LDA lattice codes
An LDA lattice code is a subset (finite points) of an LDA lattice, where an LDA
lattice is an N -dimensional integer lattice built from a non-binary LDPC code via
construction A [40]. It has been shown that there exists a Polytrev-capacity-achieving
family of LDA lattices for the point-to-point AWGN channel [41]. Experimental
results also show that the error performance of LDA lattices under message-passing
decoding is close to capacity [40]. Based on these facts, and together with the
goodness of lattice codes for CF problem, we are interested in constructing various
types of LDA lattice codes for CF problems in three scenarios described in Chapter
1. We now introduce the construction of LDA lattices.
Definition 1. LDA lattice
Let C be an N dimensional non-binary (NB) LDPC code from some finite field Fp,
also let M : Fp → R be the natural mapping given by
M(u) ,
 u, 0 ≤ u ≤
p−1
2
,
u− p, p−1
2
< u < p,
(2.1)
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when p ≥ 3, and M(u) , u− 1
2
for p = 2 (i.e., BPSK). An LDA lattice is obtained
by tiling M(C) to the entire RN as
Λ ,M(C) + pZN , (2.2)
where the sum in the equation is the Minkowski sum.
So far we have discussed the construction of the LDA lattices, yet a lattice consists
of infinite points in RN , and the power at transmitters are limited in practical com-
munication systems. One popular approach of using lattices for power-constrained
problems is to carve a finite subset from the lattice via shaping techniques. Con-
ventionally, spherical shaping is adopted where the codebook is the intersection of
a sphere and the lattice [42]. Spherical shaping is power-efficient and leads to code-
books mimicking the capacity-achieving input distribution for the AWGN channel.
However, the nice correspondence between lattice points and underlying linear code-
words may no longer be preserved. Another popular approach for shaping is to
use nested lattice shaping [27]. Let (Λf ,Λc) be a pair of nested lattices such that
Λc ⊆ Λf , where Λf is the fine lattice and Λc is the coarse lattice. The lattice code
obtained by nested lattice shaping, henceforth referred to as nested lattice code,
is C = Λf ∪ V(Λc) where V(Λc) denotes the fundamental Voronoi region of coarse
lattice Λc. Under some goodness conditions, the resulting nested lattice code can
achieve the capacity of AWGN channel with lattice decoding. Since nested lattice
codes preserve most of the structures which facilitate function computation, they
are adopted in most of the CF literature. Therefore in this work, we employ nested
lattice shaping, by choosing Λc such that pZN ⊆ Λc. It is worth emphasizing that
this choice includes hypercubic shaping Λc = pZN which is simple to implement.
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Figure 2.1: The sum of two lattice points is another lattice point
2.2 Compute-and-forward
In this section, we introduce the compute-and-forward relay network introduced
by Nazer and Gastpar [12]. The compute-and-forward protocol suggested in [12] im-
plements an identical nested lattice code [27] at each user and directly decodes the
received signal to a modulo version of linear combination of the codewords with inte-
ger coefficients at the relay. This scheme is shown to provide a substantially higher
computation rate in the medium signal-to-noise ratio (SNR) regime than existing
schemes. For practical purposes, in [20], this nested lattice code is replaced by linear
code over Fp together with a signal mapping possessing the property described earlier
in Eq. (5.15), in order to exploit the structural gain. The relay then decodes the
received signal to a linear combination of the codewords over Fp. Indeed, the lattice
code is carved out from construction A lattice with hyper-cubic shaping. To have
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Figure 2.2: The compute-and-forward relay network.
better understanding of CF, we can take a look at an example with 2-dimensional
lattice code shown in Fig. 2.1. The lattice codewords in the lattice codebook are the
blue points in the figure. Due to the closure property of the lattice, the sum of two
lattice codewords x1 and x2 is still a lattice codeword. Therefore error correction can
be employed when computing the sum of two codewords. Indeed, any integer com-
bination of the lattice codewords is a valid codeword. We will utilize this property
to develop the subsequent compute-and-forward framework.
We now introduce the general system model of a compute-and-forward relay
network. As shown in Fig. 2.2, in a compute-and-forward relay network, there are
total S source nodes, denoted as Ss, s = 1 . . . S, and M ≥ S relay nodes, denoted
as Dm,m = 1 . . .M . Each source node s ∈ {1, . . . , S} encodes its message ws ∈ FKp
to a codeword cs ∈ FNp . This codeword is then modulated to the transmitted signal
xs ∈ AN via a mapping M, the mapping is given by,
M(u) ,
 u, 0 ≤ u ≤
p−1
2
,
u− p, p−1
2
< u < p,
(2.3)
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for p ≥ 3, and M(u) , u− 1
2
for p = 2 (i.e., BPSK)∗. This mapping from Fp to
Z/pZ which is known to be a ring isomorphism, i.e., there exists one-to-one mapping
between the operations in Fp and Z/pZ. In fact this is an important property for
compute-and-forward (interesting readers can refer to [12] for details). Note that
the above operation is precisely the standard procedure for constructing a lattice
from linear codes via Construction A [43] [44]. The codeword is subject to a power
constraint given by
1
N
‖xs‖2 = 1
N
N∑
n=1
|xs[n]|2 ≤ P. (2.4)
At the m-th relay, the n-th received symbol is given by
ym[n] =
S∑
s=1
hmsxs[n] + zm[n], n = 1, . . . , N, (2.5)
where hms ∈ R (or C depending on whether the signal constellation is real or
complex) is the channel coefficient between the source node Ss and relay Dm, and
zm[n] ∼ CN (0, 1). The relay node m is only interested in computing and forwarding
a function of the messages, i.e., the relay node first chooses {am1, . . . , amS}(ams ∈ Z)
such that
∑S
s=1 amsxs can approximate
∑S
s=1 hmsxs carefully, then relay obtains
{bm1, . . . , bmS} (bms = ams mod p) and computes um = ⊕Ls=1bmsws. The optimal
{ams} can be determined in terms of computation rate, which is given by
R(hm, am) = 1
2
log+
((
‖am‖2 − P |h
H
mam|2
1 + P‖hm‖2
)−1)
, (2.6)
where am = [am1, . . . , amS]
t, and hm = [hm1, . . . , hmS]
t . Note that the rate is
achievable per real dimension. The computed function together with {bm1, . . . , bmS}
∗Note that the construction of lattice code we considered here indicates that the modulation
(mapping) and coding can be considered separately
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are then forwarded to a central destination which desires all the messages. After the
central destination collect functions and coefficients {bms} from all the relays, it is
clear that as long as the coefficients {bms} form a full-rank matrix in Fp, the central
destination would be able to invert the matrix and obtain all the messages.
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3. COMPUTE-AND-FORWARD WITH TIMING ASYNCHRONOUS USERS*
In this section∗, we study the asynchronous version of compute-and-forward relay
network introduced by Nazer and Gastpar [12]. First, we will formulate the problem
by describing the system model of asynchronous compute-and-forward relay network.
In the second part, we will introduce the proposed lattice code for this problem,
then the main results for asynchronous CF are presented. Finally, possible future
directions are pointed out.
3.1 Introduction
Physical-layer network coding (or compute-and-forward) [12] [2] [45] has been
shown to be a way to effectively harness interference in wireless networks and to pro-
vide significantly higher throughput than conventional strategies for many wireless
networking problems. However, most of the results in the literature consider the case
when the time delays from the multiple transmitters to a receiver are all identical
(we refer to this as the synchronous case). One of the important open problems
in this area is to determine whether the information rates achieved with compute-
and-forward in the synchronous case can be obtained when the time delays from the
multiple transmitters are different also (we refer to this as the asynchronous case).
So far, this question has not been conclusively answered and our understanding of
asynchronous physical-layer network coding is not as thorough as that of synchronous
one. Recently, there have been some efforts in the literature trying to address such
problems for some specific models such as inter symbol interference (ISI) [46] and
asynchronous physical-layer network coding (and compute-and-forward as well) [47]
∗Reprinted with permission from P. C. Wang, Y. C. Huang and K. R. Narayanan, ”Asynchronous 
Physical-Layer Network Coding With Quasi-Cyclic Codes,” in IEEE Journal on Selected Areas in 
Communications, vol. 33, no. 2, pp. 309-322, Feb. 2015. Copyright 2015 IEEE.
14
[22] [23] [24]. In both cases, cyclic codes have been suggested for combating the time
delays [46] [23].
While cyclic codes are quite useful for these problems, there has been no proof
that rates achievable in the synchronous case are achievable in the asynchronous case
also. One important reason for this is the fact that there is no proof showing the
existence of ensembles of cyclic codes that can achieve capacity†.
In this section, we show that there is no fundamental loss in the achievable
information rates due to asynchronism, when the time delays introduced by the
channel are integer multiples of a symbol duration. Interestingly, we also show that
in some scenarios, time delays introduced by the channel can be exploited to achieve
higher information rates than those achievable in the synchronous case. These results
are based on two insights and novel ideas proposed in this section. The first is the
insight that cyclic codes are not necessary to deal with asynchronism and that quasi-
cyclic (QC) codes suffice. The second main idea is to use an interleve/deinterleave
transform (IDT) which equips QC codes with the capability to combat time delays.
With a slight rate reduction, this transform will convert any linear shift of an integer
multiple of the symbol duration introduced by the channel into a circular shift of
another integer value depending on the parameter we choose. Therefore, one can
then utilize the IDT for designing the equivalent time delays seen at the transform
output and implement a QC code accordingly. We then show the existence of an
ensemble of QC codes that can achieve capacity for channels whose capacity can
be achieved by linear codes and leverage this result to prove the aforementioned
†Recently, we notice that it has been shown that there exists ensemble of cyclic codes which can
achieve the capacity of an erasure channel under maximum likelihood decoding [48]. However, the
complexity of maximum likelihood decoder is extremely high, which cannot be realized in practical
communication systems. Here, we are interested in designing a coding scheme which not only can
achieve the desired information rate in theory but also exhibit excellent performance when efficient
decoding algorithm is employed.
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information-theoretic result for asynchronous physical-layer network coding.
To give concrete examples, we implement the proposed IDT together with QC
codes for two instances of asynchronous physical-layer network coding, namely integer-
forcing equalization for ISI channels and asynchronous compute-and-forward. For
the integer-forcing equalization proposed in [46], we show that our IDT-QC codes
achieve the upper bound on information rates presented in [46]. For asynchronous
compute-and-forward, when the delays are integer multiples of the symbol duration,
we first show that the rates achievable in the synchronous case can also be achieved
in the asynchronous case. In addition to this, we also show that the proposed IDT-
QC codes are capable of exploiting another dimension, namely the delay dimension
which leads to rates exceeding those achieved in synchronous compute-and-forward
[12]. Finally, we consider the case of non-integer valued delays and when rectangular
pulses are used, we show that the proposed schemes achieves higher rates than the
scheme in [24]. It is worth noting that the proposed IDT-QC codes are not limited to
these two specific examples and can potentially be implemented for many networks
with delays which cannot be easily compensated.
In addition to being of theoretical importance, the use of quasi-cyclic (QC) codes
is of substantial practical importance as well. QC codes, QC low-density parity check
(LDPC) codes in particular, are quite popular in modern coding theory due to their
following desirable properties. They can be encoded using linear feedback shift reg-
isters [49] and a message passing decoder can be implemented efficiently in hardware
in a partially parallel architecture [50]. Further, the QC property makes it efficient
to route wires when implementing the message passing decoder [51]. Moreover, the
family of QC codes is much larger than and subsumes as a special case of the family
of cyclic codes. Due to these properties, QC LDPC codes have been included in
many real world applications such as IEEE 802.11n [52], IEEE 802.16e [53], DVB-S2
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[54], etc. In this section, we show that in addition to these desirable properties, when
used with the IDT transform, QC codes can be a perfect candidate for combating
time delays.
3.1.1 Organization
The section is organized as follows. In Section 3.2, we provide definitions of cyclic
codes and QC codes and also review a well-known construction of QC codes based on
protographs. We also review the modulation scheme typically used in the compute-
and-forward literature. The modulation scheme has been shown to preserve the
structures induced by the channel and hence are crucial for compute-and-forward.
This review is of practical importance as our proposed scheme heavily relies on QC
codes and the modulation scheme and the family of QC LDPC codes is one of the
most popular classes of QC codes in practice. In Section 3.3, we elucidate the pro-
posed IDT-QC codes and show some properties of the proposed codes which include
the capacity-achieving property. Section 3.4 and Section 3.5 provide two interesting
applications of the proposed IDT-QC codes, namely point-to-point communication
over ISI channels and asynchronous compute-and-forward. In Section 3.6, we intro-
duce a new joint detection and decoding scheme for our proposed IDT-QC codes.
This section lifts the information-theoretic framework proposed in Section 3.3-3.5 to-
wards practical implementation by explicitly introducing a practically implementable
decoding scheme. Finally, Section 3.7 concludes the section.
3.2 Preliminaries
We first give definitions of cyclic codes and QC codes and then discuss a well-
known construction of QC LDPC codes.
Definition 2. Cyclic codes
A linear code C is a cyclic code of length N if any circular shift of a codeword is a
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codeword in C, i.e., for every c ∈ C, c(i) ∈ C, for all i = 0, . . . , N − 1.
Definition 3. Quasi-cyclic codes - Representation I
A linear code C is a QC code with shifting constraint b if any circular shift of a
codeword by a multiple of b is a codeword in C, i.e., for every c ∈ C, c(bi) ∈ C, for all
i = 0, . . . ,
⌊
N
b
⌋− 1.
Definition 4. Quasi-cyclic codes - Representation II
A linear code C is a QC code with shifting constraint b if every codeword c ∈ C
consists of b sub-blocks and for each codeword, circularly shifting every sub-block by
the same amount results in a codeword.
Note that the above two representations of QC codes are equivalent and such
codes are referred to as b-QC codes. One can be converted to the other via an inter-
leaver. Throughout the dissertation, unless mentioned otherwise, the first represen-
tation of QC codes is adopted (Definition 3). On the other hand, many constructions
in the literature (e.g. [55]) adopt the second representation.
LDPC codes have been very popular in modern coding theory and in practice due
to its ability to achieve near-capacity performance with low decoding complexity and
outstanding performance in the finite-length regime. The family of QC LDPC codes
is a special class of LDPC codes possessing the QC property that efficient encoding
and decoding algorithms exist. In what follows, we briefly review the construction of
QC LDPC codes. Most of the works in the literature consider using the protograph-
based construction of [56] to generate QC LDPC codes, see for example [55] and the
reference therein.
To construct a protograph of a length N b-QC LDPC code, one begins with a
c×b base matrix and then replaces each entry in the base matrix by an L×L matrix
where L , N/b. The replacement follows the rule that if the entry is 1, it is replaced
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by a random L × L permutation matrix while if the entry is 0, it is replaced by an
all-zero matrix. This would result in a cL × N LDPC matrix and can be used to
generate an LDPC code. Now, if we further restrict those permutation matrices to
be circulant matrices, then the output would be the parity-check matrix for a b-QC
LDPC code. Unlike standard linear codes, the generator matrix of every QC code
cannot be written in a systematic form without violating the QC property. However,
many existing QC LDPC ensembles including the ones used for simulation and for
the proofs satisfy those constraints.
In order to use the above QC codes for transmission, we modulate the code-
word symbols onto elements in a constellation A to form the transmitted signals.
Throughout this section, we consider using QC codes over a prime field Fp and re-
strict the constellation A to be pulse amplitude modulation (PAM) with p elements,
i.e., A = {−p−1
2
, . . . , 0, . . . , p−1
2
}. The mapping M : Fp → A is given by
M(u) ,
 u, 0 ≤ u ≤
p−1
2
,
u− p, p−1
2
< u < p,
(3.1)
for p ≥ 3, andM(u) , u− 1
2
for p = 2 (i.e., BPSK). This mapping has the important
property thatM(u⊕v) =M(u)+M(v) mod p andM(u⊗v) =M(u)·M(v) mod p
for p ≥ 3 and M(u⊕ v) + 1
2
=M(u) + 1
2
+M(v) + 1
2
mod 2 and M(u⊗ v) + 1
2
=
(M(u) + 1
2
) · (M(v) + 1
2
) mod 2 for p = 2. Note that the above operation is precisely
the standard procedure for constructing a lattice from linear codes via Construction
A [44]. In fact, one can easily show that the above construction results in lattices
having QC property, i.e., QC lattices. Moreover, from a result by Forney et al. [57],
we know that applying a capacity-achieving linear code to Construction A would
result in a sphere-bound-achieving (or Poltyrev good) lattice. Therefore, existing
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good QC codes such as AR4JA codes [55] can be adopted to generate good QC
lattice codes via Construction A.
3.3 Proposed interleave/ieinterleave transformed quasi-cyclic code
Even though our ultimate application is in networks, in this section, we start with
the point-to-point communication to facilitate the illustration of the proposed IDT
transform. Consider point-to-point communication with additive white Gaussian
noise (AWGN) and with time delays τ that is upper bounded by the maximal possible
delay Dmax. We assume that the transmitter only has access to Dmax but the receiver
knows both τ and Dmax. For the point-to-point case, one can easily achieve the
capacity by using a capacity-achieving code since τ is known and can be easily
compensated. However, in a network where there are multiple source nodes, the
signals may arrive at different time and are all mixed together so that this simple
approach may no longer work. In order to obtain insight into this problem, we
begin with the point-to-point case. Motivated by this issue, we propose a general
framework called IDT which utilizes a pair of interleaver/deinterleaver to transform
the received signal into the desired form. When combined with QC codes, the IDT
allows us to combat time delays that may be introduced in many practical scenarios
such as asynchronous channels and/or ISI channels. We nickname this combination
as interleave/deinterleave transformed quasi-cyclic (IDT-QC) codes.
3.3.1 System model: point-to-point communication
Consider a point-to-point communication with AWGN and delay τ ∈ {0, . . . , Dmax}.
The transmitter wishes to send a message w ∈ FKp to the receiver. It first feeds the
message into an encoder EN : FKp → FNp to form the codeword c = EN(w) ∈ FNp . The
transmitter adopts the modulation scheme M : FNp → AN to form the transmitted
signal x =M(c) ∈ AN where A is the signal constellation. The transmitted signal
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x is subject to an input power constraint P .
1
N
‖x‖2 = 1
N
N∑
n=1
|x[n]|2 ≤ P. (3.2)
The received signal is then given by
y[n] = x[n− τ ] + z[n], n ∈ {1, 2, . . . , N + τ}, (3.3)
where τ ∈ {0, . . . , Dmax} represents an integer delay and z[n] ∼ N (0, 1). Upon
receiving y, the receiver then forms an estimate of the message wˆ ∈ FKp via GN :
RN → FKp . Throughout the section, we assume that τ is unknown to the transmitter
and is known to the receiver and Dmax is known to both ends. For the ISI channel,
this assumption implies that although the transmitter may not know how many
taps we would have, it knows the maximal delay spread Dmax. For asynchronous
communication, this assumption models the scenario where there is only a very loose
synchronization mechanism that would control the time delays to some degree Dmax.
In what follows, we give the definition of codes, achievable rates, and capacity.
Definition 5. Codes
An (N,K) code consists of a pair of encoding/decoding functions (EN ,GN) described
above and an error probability given by
P (N)e , P (wˆ 6= w) . (3.4)
Definition 6. Achievable rate and capacity
For a given set of parameters P and Dmax, a rate R(P,Dmax) is achievable if for
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Figure 3.1: Block diagram of the proposed IDT.
any ε > 0 there is an (N,K) code over Fp such that
K ≥ NR(P,Dmax)/ log(p) and P (N)e ≤ ε. (3.5)
The capacity is defined as the supremum of all achievable rates given by
C(P,Dmax) , supR(P,Dmax). (3.6)
3.3.2 IDT-QC codes
Let C be a (N ′, K) b-QC linear/lattice code with the design rate Rd = rd ·
log(p) where rd , K/N ′ and rdb ∈ Z. Also, we enforce the generator matrix of
this code to be systematic. In the proposed IDT-QC codes shown in Fig. 3.1, the
transmitter maps the message to a codeword c ∈ C via the encoder E . This codeword
is modulated byM to form the signal x˜. The signal is then fed into a (b,N ′/b) write
column-wise transmit row-wise interleaver [58] to get a interleaved signal x¯ where
the input-output relationship is given by
x¯[n] = x˜ [1 + (bn/Lc) + b · (n mod L− 1)] , (3.7)
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Figure 3.2: The write column-wise transmit row-wise interleaver.
... ... ... ...
x¯1 x¯2 x¯3 x¯4
Figure 3.3: An example of the IDT-QC codes with b = 4.
where L , N ′/b is always an integer provided by the QC constraint. An illustration
of interleaving can be found in Fig. 3.2 and one example with b = 4 is given in
Fig. 3.3.
Note that one can write the interleaved codeword as the collection of b sub-blocks
as
x¯ = [x¯[1]x¯[2] . . . x¯[b]], (3.8)
where each sub-block x¯[s] for s ∈ {1, . . . , b}, is of length L. For each of the first rdb
sub-blocks, we freeze the Dmax last positions to be zero. This is possible since the
encoder is systematic and the first rdb blocks correspond to the message part. We
then insert a cyclic prefix (CP) of length Dmax for each of the last (1−rd)b sub-blocks
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Figure 3.4: (a) Overall signal structure. (b) Asynchronous case.
by appending the last Dmax symbols to the front. The overall transmitted signal is
given by
x = [x[1],x[2], . . . ,x[b]], (3.9)
where for s ∈ {1, . . . , rdb}, x[s] = x¯[s] whose last Dmax symbols are 0, and for
s ∈ {rdb+ 1, . . . , rdb}
x[s] , [x¯L−Dmax+1[s], . . . , x¯L[s]︸ ︷︷ ︸
CP with length Dmax
, x¯1[s], . . . , x¯L[s]︸ ︷︷ ︸
=x¯[s]
]. (3.10)
The total length of this signal is N = N ′+(1−rd)bDmax. An illustration of the overall
signal structure is given in Fig. 3.4.(a). In fact, for the purpose of IDT transform,
one does not have to distinguish the parts using CPs and freezing symbols; it suffices
to append CPs for all the sub-blocks. The reason that we choose to freeze symbols
instead of inserting CPs for the first rdb sub-blocks will become apparent in Sections
3.4 and 3.5. At the receiver end, since the receiver knows the time delays τ and
τ ≤ Dmax, it first discards the CP for each sub-block to form y¯. As shown in
Fig. 3.5, this signal y¯ is then fed to a (b,N ′/b) read row-wise output column-wise
24
y¯[1]
y¯[L + 1]
y¯[N ′ − L + 1]
...
output
read · · ·
· · ·
· · ·
y¯[L ]
y¯[2L ]
y¯[N ′ ]
...
...
Figure 3.5: The read row-wise output column-wise deinterleaver.
deinterleaver to get output y˜ where the input-output relationship is given by
y˜[n] = y¯ [1 + (bn/bc) + L · (n mod b− 1)] , (3.11)
which is then fed into the decoder of the QC code to form an estimate of the message.
The actual rate of this IDT-QC code is given by
Ra =
K − rdbDmax
N ′ + (1− rd)bDmax log(p)
=
(
1− (2− rd)bDmax
N ′ + (1− rd)bDmax
)
Rd (3.12)
which tends to Rd asymptotically but introduces a rate loss for any finite N
′.
In the following, we provide some properties of the IDT-QC codes.
Lemma 1. If the receiver opts not to compensate the delay τ , i.e., the receiver ob-
serves a noisy version of the transmitted signal delayed by τ , [0, . . . , 0︸ ︷︷ ︸
τ
,x[1],x[2], . . . ,x[b]],
then the proposed IDT transforms the received signal into a noisy version of the code-
word circularly shifted by b · τ . Moreover, if a b-QC code is employed in conjunction
with IDT, one can directly decode c(bτ).
Proof. Let us first assume that there is no channel noise. For τ ≤ Dmax, due to the
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frozen bits for the first rdb sub-blocks and the insetion/removal of the CPs for the
last (1 − rd)b sub-blocks, the linear shift by τ introduced by the channel has been
transformed into circular shift of each sub-block by τ . This is written with a slight
abuse of notation as
x¯(τ) , [x¯(τ)[1], x¯(τ)[2], . . . , x¯(τ)[b]], (3.13)
where for s ∈ {1, . . . , b},
x¯(τ)[s] = [x¯L−τ+1[s], . . . , x¯L[s], x¯1[s], . . . , x¯L−τ [s]] (3.14)
is the circularly shifted version of x¯[s] by τ positions. One can then verify that the
output of the deinterleaver with this input would be x˜(bτ) which is corresponding to
the codeword c(bτ) if a b-QC code is employed. Therefore, in the presence of channel
noise, the received signal would be a noisy signal corresponds to c(bτ) and hence we
can directly decode c(bτ) instead of c.
Theorem 1. There exists a sequence of IDT-QC linear/lattice codes that achieve
the capacity of the asynchronous point-to-point AWGN channel.
Proof. Let L > Dmax and let C1, C2, . . . , CL be identical (b, k) linear/lattice codes
that can approach the capacity [27] when b → ∞ for a fixed k/b. i.e., for a ε > 0,
there is a large enough b such that k/b log(p) > C(P, 0)−ε and P (b)e < ε/L. Moreover,
in order to make these codes fit into the aforementioned form, the generator matrices
of these codes should be systematic. We would like to construct a capacity-achieving
IDT-QC codes C for the asynchronous AWGN channel from C1, C2, . . . , CL. For every
cl ∈ Cl for l ∈ {1, 2, . . . , L}, we construct the codeword
c = [c1, c2, . . . , cL]. (3.15)
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Using the fact that C1, C2, . . . , CL are identical linear/lattice codes, one can see that
the collection of such codewords forms a (bL, kL) b-QC code with design rate Rd =
rd log(p) where rd = K/N
′ = k/b. The codeword is then modulated to x˜, fed into
the interleaver to form x¯, bits-frozen and CP-appended to get x.
The receiver observes a noisy version of the transmitted codeword delayed by τ
which can be easily compensated as τ is known by the receiver. It then removes the
CP and feeds the signal to the deinterleaver to get a noisy version of the original
signal x. The error probability of this IDT-QC code can be bounded using the union
bound as
P (Lb)e < L ·
ε
L
= ε, (3.16)
and from (3.12), one has the actual rate given by
Ra(b, L) =
(
1− (2b− k)Dmax
bL+ (b− k)Dmax
)
Rd. (3.17)
Now, letting b go to infinity results in Rd → C and
Ra(L) = lim
b→∞
Ra(b, L) =
(
1− (2− rd)Dmax
L+ (1− rd)Dmax
)
C, (3.18)
which in turn results in limL→∞Ra(L) = C which completes the proof.
Remark 1. Note that the ensemble of codes that we construct in Theorem 1 is not
necessarily a good ensemble in the sense that for a particular target error rate, it
requires a very long code length to achieve that error rate. In practice, QC codes
are usually not constructed this way and QC codes with not very long block length
comparing to the one constructed here can perform very well. Since this is the case,
we only use this ensemble for the proof and construct QC codes for simulation by
existing constructions such as AR4JA.
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3.3.3 Advantages and disadvantages of IDT-QC codes
Here, we provide a discussion of some advantages and disadvantages of the pro-
posed IDT-QC codes.
Advantages :
• The proposed IDT-QC codes substantially generalize the idea of [47]. Unlike
[47] which only considers allowing the use of convolutional codes and only works
for the two-way relay channel, the proposed framework is more general in that
it can take any QC codes and would work for a larger class of networks as will
be shown later on. The use of QC codes provides significant improvement in
practice as there are families of QC codes (e.g. AR4JA codes [59]) that can work
very close to the Shannon limit with reasonable decoding complexity (iterative
decoding). On the other hand, for convolutional codes, one has to use a very
large constraint length (usually with formidably high decoding complexity) in
order to approach the Shannon limit.
• Compared to the use of cyclic codes as in [46] [23], our approach enjoys a better
error-correcting capability provided by QC codes. This can be easily seen by
the fact that QC codes contain the family of cyclic codes as a special case.
Our simulation in the following sections show that even when we consider the
rate loss introduced by the IDT, IDT-QC codes significantly outperform cyclic
codes. Moreover, unlike cyclic codes, the proposed IDT-QC codes can be easily
shown to achieve the Shannon limit.
• In practice, QC codes (QC LDPC codes in particular) have been very popular
and have been adopted in several communication standards (e.g., DVB-S2,
WiMax, and 5G/NR) due to the existence of efficient encoding and decoding
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algorithms . The proposed IDT-QC codes naturally inherit those practical
benefits from QC codes and hence are practically attractive.
• As will be unveiled in the following sections, the proposed IDT-QC codes can
not only harness interference in the presence of asynchronism, but also exploit
asynchronism in some cases.
Disadvantages :
• Due to the use of interleaver and deinterleaver in our proposed IDT-QC codes,
the transmitter has to wait until the entire codeword is generated before trans-
mission. This results in an increased encoding latency.
• While the rate loss is negligible as L → ∞ when we prove the capacity result
in Theorem 1, it must be taken into account in the finite length regime. How-
ever, in the following sections, we will show that the proposed IDT-QC codes
outperform cyclic codes under message-passing decoding even when rate loss
is included.
3.4 Application 1: Integer-Forcing Equalization for ISI Channels
In this section, we consider point-to-point communication with ISI shown in Fig.
3.6. It has been known that the capacity of the ISI channel can be achieved by
multi-carrier systems. However, the high peak-to-average power ratio makes this
approach less attractive for applications requiring extremely low complexity such
as wireless sensor networks. Another way to approach capacity is to code over
time domain and uses a decision feedback equalizer (DFE) at the receiver. For
this to work, a very long interleaver/deinterleaver (between multiple codewords) is
required to avoid error propagation. Recently, Ordentlich and Erez in [46] proposed
a new linear equalization technique called integer-forcing equalization. This new
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Figure 3.6: The integer-forcing equalization system.
equalization technique does not require inteleaver/deinterleaver between codewords
and avoids the error propagation as no DFE is implemented. However, one of the
drawbacks is that here the channel coding adopted is required to be cyclic. Although
it has been shown that cyclic code can achieve the capacity of an erasure channel
[48], but only under ML decoding. To the best of author’s knowledge, the discovery
of efficient ML decoding algorithms for cyclic codes remains to be an open problem.
In what follows, we will replace the cyclic codes by the proposed IDT-QC codes
which are not only able to achieve the upper bound on information rates presented
in [46], but also exhibits excellent decoding performance when efficient message-
passing decoder is adopted. It should be noted that unlike the DFE-based scheme,
the interleaver/deinterleaver for the proposed framework is within a QC codeword
and hence is substantially shorter than that in DFE-based schemes.
3.4.1 Problem statement
The transmitter encodes its message w ∈ FKp to a codeword c ∈ FNp which is then
mapped to a signal x ∈ AN viaM where A is the signal constellation (e.g., M-PAM)
and M is the natural mapping. This signal is subject to a power constraint P and
is sent over an AWGN channel with ISI h = [h1, . . . , hdM ] where dM depends on the
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maximal delay spread and the sampling frequency. The received signal is given by
y = h ∗ x + z. (3.19)
i.e., the received signal would be a noisy version of a linear combination of the code-
word linearly shifted by integers. We consider a recently proposed linear equalizer
called integer-forcing equalizer proposed in [46]. This technique first passes y to a
linear equalizer chosen in such a way that the equalized channel impulse responses
are forced to be an integer vectors i , [i0, i1, . . . , iDmax ]. Also, one can easily trans-
form linear convolution into circular convolution. The equalized signal is then given
by
y =
Dmax∑
d=0
idx
(d) + z′, (3.20)
where z′ is the filtered noise.
The authors in [46] then proposed using cyclic codes over Fp at the transmitter so
that ϕ(
∑Dmax
d=0 idx
(d)) with ϕ ,M−1 ◦ mod p is a codeword of the same cyclic code.
Therefore, one can directly decode ϕ(
∑Dmax
d=0 idx
(d)) from y mod p. This decoded
signal is then used to recover x and hence w. In what follows, we propose using
the IDT-QC codes to replace the cyclic codes. Since the problem of designing and
analyzing integer-forcing equalizers has been well addressed in [46], we assume that
the ISI channel has already been integral. i.e., h = i.
3.4.2 Using IDT-QC for point-to-point communication with ISI
After the integer-forcing equalizer, the signal becomes linear combination of
linearly-shifted versions of the transmitted signal with integer coefficients id ∈ Z
for d ∈ {0, . . . , Dmax}. As shown in Fig. 3.7 where an example with Dmax = 2 is
given, the receiver then removes the received signal at the positions where the CP of
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the first tap’s signal should be. Then the signal can be expressed as a noisy version
of the linear combination of the codeword circularly shifted by integers given by
y¯ =
Dmax∑
d=0
idx¯
(d) + z¯, (3.21)
where x¯(d) is as in (3.13) and elements in z¯ and those in z have the same distribution.
As shown in Lemma 1, any linear shift by an integer d ≤ Dmax introduced by the
channel will be transformed by the IDT into b ·d circular shift for the codeword. i.e.,
the channel would be transformed into
y˜ =
Dmax∑
d=0
idx˜
(bd) + z˜, (3.22)
where elements in z˜ and those in z have the same distribution. Moreover, since IDT-
QC codes adopt b-QC codes for channel coding, every x˜(bd) in (3.22) corresponds
to a valid codeword in the underlying QC code. This in turn allows us to directly
decode y˜ mod p to a valid codeword ϕ
(∑Dmax
d=0 idx˜
(bd)
)
(or ϕ(I(Db)X(D)) in the
D-domain) in the same QC code. After this codeword is decoded, one can use the
knowledge of frozen bits to strip out all the message bits. This is perhaps easier seen
from the second representation and is shown in Fig. 3.7. It can be seen that within
each sub-block corresponding to the message part, one can initiate the deconvolution
since the last Dmax bits are frozen.
It has been shown in Section 3.3 that there exists a sequence of the proposed
IDT-QC codes that can achieve capacity. Thus, theoretically, using the proposed
framework allows one to achieve the upper bound on information rates presented
in [46] which may not be achievable for the cyclic coding scheme proposed there-
in. Therefore, the proposed framework bridges the gap-to-capacity for such integer-
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Figure 3.7: The idea of using IDT-QC for point-to-point communication with ISI.
forcing equalization schemes. In what follows, we provide some simulation results to
demonstrate that the proposed IDT-QC codes outperform cyclic codes even though
for the finite-length regime, the proposed IDT-QC codes suffer from a rate loss. It
is worth mentioning that in addition to being of independent interest, the integer-
forcing equalization for ISI channel will play an important role in using IDT-QC for
asynchronous compute-and-forward.
3.4.3 Simulation results
We now provide some simulation results to compare the proposed IDT-QC frame-
work and the cyclic coded scheme proposed in [46]. We consider the dicode channel
whose impulse response is I(D) = 1 + D (i.e., i0 = i1 = 1); therefore, Dmax = 1.
We construct an binary IDT-QC LDPC code from the AR4JA ensemble [55] with
N ′ = 4096, b = 32, K = 3072, and the design rate Rd = 0.75. The actual rate of
this code is Ra = 0.742. For comparison with the scheme in [46], we also construc-
t a cyclic LDPC code from the ensemble proposed in [60] with N ′ = N = 4095,
K = 2703, and the design rate Rd = 0.66. Note that for the cyclic coded scheme
in [46], one has to freeze Dmax bits for initializing the deconvolution. This results
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in the actual rate Ra ≈ Rd = 0.66. For the both codes, the decoding algorithm is
a message-passing algorithm with at most 200 iterations. Since I(D) = 1 + D, the
receiver attempts to decode c ⊕ c(b). Simulation results presented in Fig. 3.8 show
that in spite of having a higher rate, the proposed IDT-QC LDPC code provides
roughly 1.1 dB gain when BER is at 10−5. This is mainly because the proposed
IDT transform enables the use of QC codes where very powerful ensembles such as
AR4JA can be easily constructed. Moreover, the conventional scheme in [46] relies
solely on the family of cyclic codes which is much smaller than that of QC codes.
We also provide the information rate corresponding to the independent uniformly
distributed input distribution for the dicode channel estimated by the method in
[61] (which is equivalent to the forward recursion of the BCJR algorithm). One
observes that there is a roughly 4.4dB gap between the proposed scheme and the
corresponding information rate at Pe ≈ 10−5. This gap comes from the following
sources. First and foremost, a receive filter has not been used to harness all the
energy in all the taps of the ISI channel. In this example, this contributes a 3 dB
loss. A second source is the power loss inherited from the integer-forcing equalization
approach which transforms the channel into a mod p channel (here mod 2). The
final source of this gap simply comes from the fact that the block length we consider
here (4096) is rather small. Similar but larger gap can be observed for the cyclic
coded integer-forcing equalization scheme.
It should be noted that for a single user ISI channel, using conventional equaliza-
tion techniques such as a decision feedback equalizer (DFE) will provide better results
than integer-forcing equalization. However, when a compute-and-forward problem
is considered with multiple users and ISI, conventional equalization techniques will
not be sufficient to efficiently compute functions of transmitted signals since the in-
terference from multiple users and ISI cannot be simultaneously removed easily. In
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Figure 3.8: BER comparison of the IDT-QC LDPC code with Ra = 0.742 and the
cyclic LDPC code with Ra = 0.66 over the dicode channel (1 + D). The dashed
and solid vertical lines are the required SNRs corresponding to the information rates
R = 0.742 and R = 0.66, respectively.
these cases, integer-forcing equalization can substantially outperform conventional
equalization techniques.
3.5 Application 2: Asynchronous Compute-and-Forward
In this section, we study the compute-and-forward relay network introduced by
Nazer and Gastpar [12]. In particular, we consider the asynchronous version of this
network where signals sent from different source nodes may arrive at a destination
node at different times. In the synchronous case, the compute-and-forward strategy
suggested in [12] implements an identical nested lattice code [27] at each user and
directly decodes the received signal to a modulo version of linear combination of
the codewords with integer coefficients at the destination. This scheme is shown to
provide a substantially higher computation rate in the medium signal-to-noise ratio
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(SNR) regime than existing schemes. For practical purposes, in [62], this nested lat-
tice code is replaced by linear code over Fp together with a signal mapping possessing
the property described in Section 3.2 in order to exploit the structural gain. The
destination then decodes the received signal to a linear combination of the codewords
over Fp.
There have been a few attempts at using physical-layer network coding to this
asynchronous setting. A convolutional coded scheme has been proposed in [47] to
deal with synchronization errors; however, only integer-valued delays (i.e., frame-level
asynchronism) are allowed. In [22], an over-sampling method was proposed and a
graph-based decoding algorithm has been proposed specifically for this over-sampling
model. This over-sampling method can take real-valued delays (i.e., symbol-level
asynchronism) but only within one symbol time; thus, results in a stringent timing
synchronization. In [24], frame-level and symbol-level asynchronous compute-and-
forward are considered where the destinations are only able to compute synchronous
functions. A very recent work in [23] has successfully applied cyclic codes to this
problem so that asynchronous functions are computable and showed through simu-
lation that cyclic codes are able to combat with real-valued delays within one packet
time.
In this section, we replace the cyclic codes by the proposed IDT-QC codes and
show that this replacement allows us to prove capacity results for both the frame-
level and symbol-level cases. Moreover, the simulation results given in Section 3.6
show that this replacement substantially improves the performance. It should be
noted that since the proposed scheme relies on the quasi-cyclic property instead of
the cyclic property to deal with synchronization errors, the delay constraint is more
stringent than the scheme in [23]. Nonetheless, it only requires the delays to be
controlled within a certain range Dmax (say few symbols time), which is practically
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Figure 3.9: The compute-and-forward relay network.
reasonable.
3.5.1 Problem statement
As shown in Fig. 3.9, in a compute-and-forward network, there are total S source
nodes and M ≥ S destination nodes. Each source node s ∈ {1, . . . , S} encodes its
message ws ∈ FKp to a codeword cs ∈ FNp . This codeword is then modulated to
the transmitted signal xs ∈ AN via a mapping M as described in Section 3.2. The
codeword is subject to a power constraint given by
1
N
‖xs‖2 = 1
N
N∑
n=1
|xs[n]|2 ≤ P. (3.23)
Let τms be the delay experienced by the signal from source s to destination m.
We will separately consider two cases, namely the frame-level asynchronous compute-
and-forward where τms ∈ {0, . . . , Dmax} and the symbol-level asynchronous compute-
and-forward where τms ∈ [0, T ) with T being symbol duration. For the frame-level
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asynchronous one, the received signal is given by
ym[n] =
S∑
s=1
hmsxs[n− τms] + zm[n], (3.24)
where hms ∈ R (or C depending on whether the signal constellation is real or com-
plex) is the channel coefficient between the source node s and destination m, and
zm[n] ∼ CN (0, 1). For the symbol-level asynchronous compute-and-forward, one has
to work with the continuous-time model given by
ym(t) =
S∑
s=1
N∑
n=1
hmsxs[n]p(t− nT − τms) + z(t), (3.25)
where p(t) is the pulse shaping function and z(t) is a Gaussian process with zero
mean and variance 1.
The destination node m is only interested in computing and forwarding a function
of the messages. In particular, the compute-and-forward scheme in [12] confines itself
to synchronous functions of the messages which mimics the behavior of linear network
coding. i.e., the destination node m chooses {bms} and computes um = ⊕Ls=1bmsws
such that the computation rate at node m is maximized. The computed functions
together with {bms} are then forwarded to a central destination which desires all the
messages. It is clear that as long as the coefficients {bms} form a full-rank matrix, the
central destination would be able to invert the matrix and obtain all the messages.
In the sequel, we will show that the use of IDT-QC codes allows one to compute
asynchronous functions which may lead one to an increased computation rate. For
ease of exposition, we will separately discuss the frame-level and symbol-level models
and restrict ourselves to S = M = 2, but the proposed scheme works for general
scenarios.
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3.5.2 Frame-level asynchronous compute-and-forward
We illustrate the idea of using the proposed IDT-QC codes for frame-level asyn-
chronous compute-and-forward. Each source node adopts a same b-QC code over Fp
for encoding its message to the codeword cs which is then modulated to the signal
x˜s = M(cs). It will then be interleaved to form x¯s and further added frozen bits
and appended CPs to form the transmitted signal xs. The length of the CPs is
again set to be Dmax. One difference here is that for a compute-and-forward network
with S source nodes, one has to freeze SDmax positions instead of Dmax positions for
each sub-block corresponding to message part. As shown in Fig. 3.10, the receiver
removes the signal at the positions where the first source node’s CP should be and
the received signal becomes
y¯m = am1x¯
(τm1)
1 + am2x¯
(τm2)
2 + z¯eq,m, (3.26)
where x¯
(τms)
s is as in (3.13) and z¯eq,m is the effective noise which consists of the noise
and the self-interference [12]. The destination node then feeds this signal into the
deinterleaver. As discussed in Lemma 1, the proposed IDT-QC codes transform any
integer delay τ introduced by the channel into b ·τms circular shifts for the codeword.
Thus, the deinterleaver output is given by
y˜m = am1x˜
(bτm1)
1 + am2x˜
(bτm2)
2 + z˜eq,m, (3.27)
where elements in z˜eq,m and that in z¯eq,m have the same distribution. The receiver
m then attempts to compute the lattice point am1x˜
(bτm1)
1 + am2x˜
(bτm2)
2 and uses the
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Figure 3.10: An example of using IDT-QC for asynchronous compute-and-forward
where τm1 = 1, τm2 = 2, and Dmax = 2.
ring homomorphism ϕ ,M−1 ◦ mod p to map this lattice point to
ϕ(am1x˜
(bτm1)
1 + am2x˜
(bτm2)
2 ) = bm1  c(bτm1)1 ⊕ bm2  c(bτm2)2 , (3.28)
where bms , ϕ(ams). It should be noted that since the underlying code we adopt is
a b-QC code, c
(bτms)
s is a codeword and so is fm , bm1  c(bτm1)1 ⊕ bm2  c(bτm2)2 .
The computed functions and those coefficients are then forwarded to the central
destination and are then further processed to recover all the messages. We now show
that the compute-and-forward problem with full rank coefficients can be equivalently
represented as ISI channel problems in Section 3.4 and can be solved by deconvolution
if sufficient initial conditions are provided. For the sake of simplicity, we look at the
interleaved version of fm given by
f¯m , bm1  c¯(τm1)1 ⊕ bm2  c¯(τm2)2 . (3.29)
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In the D-domain, one has that
F¯ =
 F¯1(D)
F¯2(D)

=
 b11Dτ11 b12Dτ12
b21D
τ21 b22D
τ22

 C¯1(D)
C¯2(D)

, B¯ C¯. (3.30)
Note that mathematically, one can now left-multiply by the inverse of the matrix B¯
to get C¯. In order to endow this inverse an operational meaning, we note that for
every full rank matrix B¯, one has
B¯−1 =
adj(B¯)
det(B¯)
, (3.31)
where det(.) is the determinant and adj(.) is the adjugate. One can then left multiply
F with adj(B¯) to form
adj(B¯) F¯ = det(B¯) C¯. (3.32)
One observes that the problem has been converted into two separate ISI channel
problems whose impulse responses are integer vectors. Moreover, since each element
in B¯ has the range {0, . . . , Dmax}, each element in det(B¯) has range {0, . . . , 2Dmax}
or in general {0, . . . , SDmax}. Therefore, this problem can be solved by deconvolution
provided that the transmitter freeze SDmax positions for each sub-block belonging
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to the message part. The actual rate then becomes
Ra =
K − rdbSDmax
N ′ + (1− rd)bDmax log(p)
=
(
1− (S + 1− rd)Dmax
L+ (1− rd)Dmax
)
Rd, (3.33)
which does not affect the asymptotic results. One example is given in the following.
Example 1. Consider a 2-by-2 example over F2. Suppose that relay 1 receives
y1[n] = x1[n− 1] + x2[n] + z1[n], (3.34)
and relay 2 receives
y2[n] = x1[n] + x2[n− 1] + z2[n]. (3.35)
Then
B¯ =
 D 1
1 D
 . (3.36)
We have det(B¯) = 1 + D2, and adj(B¯) = B¯. Thus, by left-multiplying adj(B¯), one
has  DF¯1(D) + F¯2(D)
F¯1(D) +DF¯2(D)
 =
 (1 +D2)C¯1(D)
(1 +D2)C¯2(D)
 , (3.37)
which are two separate ISI channel problems. What (3.37) implies is that the receiver
separately decodes c¯1 ⊕ c¯(2b)1 and c¯2 ⊕ c¯(2b)2 where b is the shifting constraint. Then
using the frozen bits, deconvolutions are performed to obtain c¯1 and c¯2
We now present the main theorem of this section.
Theorem 2. Consider the frame asynchronous case where τms ∈ {0, . . . , Dmax}. At
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relay m, given hm and am, a computation rate of
R(hm, am) = 1
2
log+
((
‖am‖2 − P |h
H
mam|2
1 + P‖hm‖2
)−1)
, (3.38)
where ams ∈ Z, is achievable per real dimension.
Proof. We start by reviewing the nested lattice code of Erez and Zamir [27] adopted
by [12] for achieving the computation rate in the absence of synchronization errors.
Let Λf and Λc be two b-dimensional lattices with the relationship Λc ⊆ Λf . A nested
lattice code is a code using the minimum-energy coset representatives of Λf/Λc as
codewords. i.e., C , Λf ∩VΛc where VΛ is the fundamental Voronoi region of a lattice
Λ. The rate of a nested lattice codes is given by
R =
1
b
log
(
Vol(VΛc)
Vol(VΛf )
)
. (3.39)
Moreover, lattices in [27] are constructed by Construction A with (b, k) linear codes
over Fp; hence, one can further rewrite the rate as R = k/b log(p). We denote such
nested lattice codes as (b, k) nested lattice codes.
Now, let C(1), C(2), . . . , C(L) be identical (b, k) nested lattice code Λf ∩VΛc that can
achieve R(hm, am) given in (4.24) in the absence of synchronization errors. i.e., for
a ε > 0, there exist sufficiently large b and p such that k/b log(p) > R(hm, am) − ε
and P
(b)
e < ε/L. Let us again concatenate L codes to form a super-code being the
collection of c = [c1, c2, . . . , cL]. We then feed codewords of the super-code into the
IDT transform to freeze bits and add CP. Note that every Construction A lattice
can be easily put into a systematic form and hence freezing bits is feasible.
From (3.27), one can see that the proposed IDT transform would make the re-
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ceived signal a noisy version of
[am1x
L−τm1+1, . . . , am1xL−τm1 ]+
[am2x
L−τm2+1, . . . , am2xL−τm2 ]. (3.40)
Each b sub-block is now a perfectly synchronized compute-and-forward problem.
Therefore, we can compute am1x
l + am2x
l−τm2+τm1 mod L for each l ∈ {1, . . . , L} sep-
arately and use the mapping ϕ to obtain linear combinations in Fp. The error
probability can be union bounded by PLbe < ε and the actual rate of this strategy is
given by (3.33). Now, letting b, p → ∞ results in vanishing ε and the rate of each
nested lattice sub-code would approach R(hm, am). Moreover, letting L→∞ would
make the actual rate converge to the design rate R(hm, am). This completes the
proof.
3.5.3 Achieving higher rates than in the synchronous case
One important observation here is that the proposed QC-IDT scheme allows one
to exploit another dimension, namely the delay dimension. This is due to the fact
that the QC nature of the proposed scheme enables the computation of asynchronous
functions in addition to synchronous ones. Sometimes, this allows one to achieve rates
surpassing that achieved by tightly synchronous compute-and-forward with the same
channel coefficients. For example, the matrix B¯sync =
 1 1
1 1
 is not invertible;
however, the matrix in (3.36) is invertible. It must be noted that the delays are
completely determined by the channel so that one does not have control over those
parameters. But instead of being limited by those delays, the proposed scheme is
capable of exploiting them. One example of how the delay may improve the system
performance is given in the following.
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Figure 3.11: Achievable rates of asynchronous compute-and-forward (average over
10000 realizations).
Example 2. In Fig. 3.11, we plot the achievable computation rates of asynchronous
compute-and-forward, for the cases where S = M = 2 and S = M = 3 respectively.
The channel coefficients hms are drawn from i.i.d. Rayleigh distribution. One can see
from this figure that for both cases, increasing Dmax substantially increases achievable
computation rates. This effect is most pronounced when Dmax is increased from 0
to 1. This example demonstrates that when the channel introduces delays, using
the proposed scheme which allows the decoding of asynchronous functions results in
higher achievable computation rates.
Remark 2. Frame asynchronous compute-and-forward has been considered in [24].
The scheme therein does not possess the QC or cyclic properties so that the relays are
forced to compute synchronous functions only. As a consequence, they have to use
multiple antenna at the relays to rotate the received signal in order to recover syn-
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chronous functions in the presence of frame-synchronization errors. This introduces
a huge loss not just in rates but also in degrees of freedom because multiple antennas
are used just for computing one function at each relay. On the other hand, thanks to
the QC nature of the proposed scheme, the computation rates given in Theorem 2 have
the exactly same form with that in [12], i.e., as there was no frame asynchronism at
all. This is a direct consequence of enabling computing asynchronous functions which
are undecodable in [24]. However, this gain does not come for free; this gain comes
with an increased burden in the next phase since in addition to ams (or bms equiv-
alently), the relays also have to forward the delay profile to the central destination.
But this is usually not an issue as the bottleneck is usually the first phase.
3.5.4 Using IDT-QC for symbol-level asynchronous compute-and-forward
We now focus on the symbol-level asynchronous compute-and-forward. i.e., τms ∈
[0, T ) and the continuous-time model in (3.25) is considered. Similar to [17] [22] [25],
we further assume that the pulse shaping function adopted is the ideal (rectangular)
pulse. Let pim be the permutation operation at the relay m defined by
pim(1, . . . , S) = (j1, . . . , jS), (3.41)
such that τmj1 ≤ . . . ≤ τmjS . In order to extract out all the energy, in general, one
can perform S different matched filter pmi(t) for i ∈ {1, . . . , S} as
pmi(t) =

0, τmji−1 + (n− 1)T ≤ t < τmji + (n− 1)T
√
P , τmji + (n− 1)T ≤ t < τmji+1 + (n− 1)T
0, τmji+1 + (n− 1)T ≤ t < nT ,
(3.42)
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Figure 3.12: An example of SNR loss resulting from symbol-level asynchronous model
where τj1 = 0, τj2 = τ1, and τj2 = τ2.
where τmj0 = 0 and τmjS+1 = T for each m. Note that the sampled output of different
matched filters would correspond to different functions. For example, as shown in
Fig. 3.12, for the S = 3 case, three different matched filters would correspond to
three different functions, namely, cj1 ⊕ c(b)j2 ⊕ c(b)j3 , cj1 ⊕ cj2 ⊕ c(b)j3 , and cj1 ⊕ cj2 ⊕ cj3 .
The corresponding SNR are then given by
Pmi = PT (τmji − τmji−1). (3.43)
We then pick the one with the highest SNR for compute-and-forward and discard
the others. This would result in the following achievable computation rates.
Theorem 3. Consider the symbol asynchronous case where τms ∈ [0, T ). At relay
m, given hm and am, a computation rate of
R(hm, am) = 1
2
log+
((
‖am‖2 − Pm|h
H
mam|2
1 + Pm‖hm‖2
)−1)
, (3.44)
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where ams ∈ Z and Pm = maxi∈{1,...,S} Pmi, is achievable per real dimension.
Proof. Similar to the proof of Theorem 2 but replacing P by Pm.
Remark 3. In [24], the same problem has been studied and achievable computa-
tion rates similar to (3.44) but with Pm replaced by PmjS has been achieved as only
synchronous functions are computable. Our proposed scheme provides increased com-
putation rates through allowing the computation of asynchronous functions.
Remark 4. The above scheme only works with the signals corresponding to the
function with the highest SNR and completely ignores those corresponding to other
functions. However, as will be discussed in the next section, in terms of error prob-
ability, one can take advantage of those information by jointly considering detection
and decoding.
3.6 Practical Detection and Decoding for Asynchronous Compute-and-Forward
In this section, we introduce a joint detection and decoding scheme for the
proposed IDT-QC codes to alleviate the SNR loss in the presence of symbol-level
asynchronism. This decoder is then used for generating simulation results which
demonstrate that the proposed framework substantially outperforms the cyclic cod-
ing scheme [23]. We again begin with the continuous-time model in (3.25). We
further restrict our attention to a specific relay and drop the subscript m for the
sake of simplicity. This allows us to assume τ1 = 0 and τ2 = τ without loss of gen-
erality. Let τ ∈ [0, Dmax] where τ = τf + τs with τf ∈ {0, 1, ..., Dmax − 1} being the
frame-level asynchronism and τs ∈ [0, 1) being the symbol-level asynchronism.
We use a set of matched filters similar to (3.42) to over-sample the received signal
[22]. This will result in the following sampled outputs
r[2n− 1] = h1x1[n] + h2x2[n− 1] + z[2n− 1], (3.45)
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with x2[0] = 0 and
r[2n] = h1x1[n] + h2x2[n] + z[2n], (3.46)
and r[2(N − τf ) + 1] = h2x2[N − τf ] + z[2(N − τf ) + 1] where z[2n− 1] ∼ N (0, 1/τs),
z[2(N − τf ) + 1] ∼ N (0, 1/τs), and z[2n] ∼ N (0, 1/(1 − τs)). In what follows, we
describe how to perform the detection and decoding based on this over-sampling
model.
3.6.1 Joint MAP detection and JCF decoding
We now propose a joint detection and decoding scheme which can be deemed
as the decoding scheme in [22] tailored specifically for the IDT-QC codes. The
decoding algorithm is based on the Tanner graph given in Fig. 3.13. The top part of
the Tanner graph with zigzag fashion is associated with the MAP detection which
accommodates the correlation between two consecutive over-sampling symbols. The
bottom part of the Tanner graph is precisely that of the underlying QC code but
over Fp2 , i.e., the ACNC decoder in [17] which we refer to as the joint compute-
and-forward (JCF) decoder. Unlike [22], there is a pair of interleaver/deinterleaver
between the MAP detection and the JCF decoding parts. Moreover, thanks to the
ability described in Lemma 1, depending on the corresponding SNRs, the receiver
can opt to decode either c1⊕ c(bτf )2 or c1⊕ c(b(τf+1))2 . This is represented as solid and
dash edges, respectively.
3.6.2 Simulation results
We now provide some simulation results. For the sake of simplicity, we only
consider coding over F2 with BPSK. The channel parameters are set to be h1 = h2 = 1
and Dmax = 5. We again construct a IDT-QC LDPC code from the AR4JA ensemble
with N = 4096, b = 32, K = 3072, and the design rate Rd = 0.75. The actual rate
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Figure 3.13: Graph representation of iterative receiver
is then Ra = 0.685. We would like to recall that for a same set of Dmax and b, the
longer the code the smaller the rate loss. Also, we construct the same cyclic LDPC
code as in Section 3.4 with design rate Rd = 0.66. Note that for using cyclic codes for
asynchronous compute-and-forward, one has to freeze SDmax bits. Thus, the actual
rate of the cyclic LDPC code is Ra = 0.658. The decoding algorithm for the both
codes is the joint MAP detection and JCF decoding described above with 40 outer
iterations and 5 inner iterations.
In Fig. 3.14, BER versus SNR curve is plotted. One can observe that despite
of having a higher rate, the proposed IDT-QC LDPC code outperforms the cyclic
LDPC code by roughly 1.1 dB when τ = 0, i.e., under perfect synchronization. This
is the coding gain offered by the AR4JA code over the cyclic code adopted. When
τ = 0.5, the proposed IDT-QC LDPC code provides roughly 1.5 dB gain over the
cyclic-LDPC considered. This enlarged gap may be explained by the observation
that the joint graph of the zigzag detection and the parity check of a cyclic code is
more likely to create short cycles compared to QC LDPC codes.
In Fig. 3.15, BER versus delay curve is plotted for SNR= 3.5 dB. One observes
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Figure 3.14: BER performance of the proposed IDT-QC LDPC code with Ra = 0.685
and the cyclic LDPC code with R = 0.658 for compute-and-forward.
that in the region τ ∈ [0, T ], the proposed IDT-QC LDPC code always performs
better than the cyclic LDPC code in terms of BER. Moreover, we observe a symmetric
behavior of BER about τ = 0.5. This is a consequence of allowing decoding to
asynchronous functions so that the performance would only depend on how close
the delay τ is to an integer. According to this observation, one expects a periodic
behavior for other [kT, (k + 1)T ] within [0, Dmax]. Another interesting observation
is that there is a local minimum at around τ = 0.5. This may be explained by the
observation that at around τ = 0.5, two codewords are well separated and hence the
zigzag detection and JCF would perform like a decode-and-forward decoder.
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3.7 Concluding Remarks and Future Work
The problem of communication in the presence of time delays that cannot be eas-
ily compensated, such as what we encounter in asynchronous physical layer network
coding, has been studied. There are three main results in the section. Theorem 2
establishes that fundamentally there is no loss in the information rates achievable in
the presence of timing delays which are integer multiples of symbol duration in com-
parison to the synchronous case. This is the first result to show that integer-valued
asynchronism does not cause any reduction in the achievable rates. This result is ob-
tained through the use of a novel framework called the interleave-deinterleave (IDT)
transform in conjunction with quasi-cyclic codes. Secondly, in Section 3.5.3, we have
shown that delays from the channel can be exploited to decode an increased set of
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functions at the relays, thereby obtaining higher rates than in the synchronous case
in some scenarios. Finally, an achievable rate in the presence of non-integer valued
delays is given in Theorem 13. The rates achievable are higher than those reported
earlier in the literature in [24].
As applications, the IDT-QC codes have been implemented as coding schemes
for two channel models, namely the integer-forcing equalized ISI channel and the
asynchronous compute-and-forward relay network. For the former, the proposed
IDT-QC framework was able to achieve the upper bound of the information rate.
For the latter, it has been shown that the proposed IDT-QC scheme not only provides
significantly higher rates than the state of the art but also allows the exploitation of
the delay dimension which may lead one to rates beyond those achieved by tightly
synchronous compute-and-forward. Moreover, practical implementation of the pro-
posed scheme has also been considered where a joint detection and decoding scheme
was considered. Simulation results for the two transmitters and one receiver case
have further confirmed the theoretical analysis and observations.
Interesting future work includes the following. Theoretically, it is of interest to
see how one can further benefit from the delay dimension introduced by the channel.
For example, for the symbol-level asynchronous compute-and-forward, it could be
the case that some relays are unable to compute any function with a rate above the
threshold but some relays are able to compute more than one functions (possibly
have the same coefficients but different delays) with rates above the threshold. If
the second phase bandwidth is not an issue, the central destination can pick S
functions with the highest computation rates, regardless of where the functions are
computed. This may lead to higher computation rates than that provided by tightly
synchronous compute-and-forward. Practically, it is interesting to design spatially-
coupled QC LDPC codes which can further bridge the gap to those theoretical results.
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Moreover, it is of interest to investigate the impact of using a practical pulse shaping
function.
54
4. COMPUTE-AND-FORWARD IN BLOCK-FADING CHANNELS*
In this section∗, we study the problem of compute-and-forward in block-fading
channels. Over the quasi-static channel, the compute-and-forward paradigm, which
exploits the linearity of lattice codes and performs function computation according
to the channel coefficients at relays, has shown promising gains. However, when
channel exhibits time selectivity, it brings challenges to compute-and-forward since
the linearity of lattice codes does not suit the time varying nature of the channel. In
this section, we propose a new family of lattice codes called root-LDA lattice codes,
to effectively exploit the diversity provided by the block-fading channels. It is shown
that the proposed scheme under message-passing decoding can provide full-diversity
gains over block-fading channels while incurring almost no loss to the coding gains
as compared to existing codes over quasi-static channels. To further illustrate the
benefit of the proposed scheme, the proposed compute-and-forward with root-LDA
lattice codes and amplify-and-forward with root-LDA lattice codes are compared in
multi-hop line networks with block fading. Simulation results show that amplify-
and-forward suffers from not only the noise accumulation but also higher probability
of uncorrectable deep-fading event (deep fadings occur at multiple sub-blocks) at the
end node. On the other hand, the proposed strategy is free from the both and hence
provides a much better error performance.
4.1 Introduction
Ever since the concept of physical-layer network coding (PLNC) was introduced
[2], it has drawn great attention as one of the relaying strategies to boost the through-
∗Reprinted with permission from P. C. Wang, Y. C. Huang, K. R. Narayanan and J. J. Boutros, 
”Physical-layer network-coding over block fading channels with root-LDA lattice codes,” 2016 IEEE 
International Conference on Communications (ICC), Kuala Lumpur, 2016, pp. 1-6. Copyright 2016 
IEEE.
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put in wireless relay networks. The idea is to employ structured codes at source nodes
and then allow function computation in the physical layer at the relay. The functions
are chosen according to the channel’s and codes’ structures. For example, in [2] and
[63], the codes adopted at the source nodes are identical linear/lattice codes and the
channel coefficients are set to 1; hence, the computed function is the modulo-sum
of the codewords. Later in [12] where the name compute-and-forward (CF) first ap-
peared, Nazer and Gastpar study this problem for a more general relay network in
quasi-static fading channels in which the codes are still identical lattice codes but the
channel coefficients are random. In this case, the computed functions become mod-
ulo version of linear integer combinations of codewords which correspond to linear
combinations of messages. They then allow the relays to adaptively choose functions
according to the channel coefficients for maximizing the performance.
The compute-and-forward paradigm described above heavily relies on some ideal
assumptions, otherwise the nice algebraic structure of lattice codes may be ruined
and may no longer be easily exploited. Among many of these assumptions, two of the
most crucial ones are the perfect timing synchronization and the quasi-static channel
assumption. The former basically assumes that signals coming from all the source
nodes arrive at a relay simultaneously; without which it will cause misalignment of
lattice codewords and hence the linearity is ruined. The latter assumes that channel
coefficients are fixed within one codeword duration. Again, without this assumption,
the linearity no longer preserves and compute-and-forward is undermined. In many
practical communication systems, these assumptions are often too good to be true
and solutions are called for in order to again making use the structural gains offered
by the channel. For the problem of CF with timing-asynchronous users, interesting
readers can refer to Chapter 3 and the reference therein.
In this section, we tackle the other problem, namely the quasi-static channel
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assumption. This problem is far less discussed than the synchronization issue. In [26],
Bakoury et al. investigate the impact of block fading for integer-forcing receiver, an
application of CF to the multiple-input multiple output (MIMO) channel. Achievable
rates based on CF with nested lattice codes of [27] and two decoders specifically
designed for this scenario are derived. However, no optimality is shown. Moreover,
from what we have learned in wireless communication [28], in the finite length regime,
diversity is more important than achievable rates in block-fading channels. Therefore,
in this section, we turn our focus to design finite-length codes that can exploit full
diversity offered by the channel while computing functions.
For the point-to-point communication counterpart, Boutros et al. propose the
family of root-LDPC codes which can attain full diversity under iterative decoding
[64]. The idea is to recover the information bits under deep fading with the help of
the bits that are not in deep fading, and this can be done by introducing rootchecks
in LDPC codes. On the other hand, one can use Construction A [44] together
with LDPC codes to construct LDA lattices [40] [41] [65]. This ensemble of lattices
is shown to achieve the capacity of AWGN channel under lattice decoding [41].
Combining the above two ideas, we first construct root-LDA lattices via Construction
A with root-LDPC codes and show that nested lattice codes from root-LDA lattices
can achieve full diversity gain for the point-to-point communication in block-fading
channels.
We then adopt the proposed root-LDA lattice codes to CF in block-fading chan-
nels. It is previously unclear whether fixing the integer coefficients throughout the
entire codeword duration still makes sense for time-varying channels. We answer
the question in affirmative by fixing one function and viewing the event corresponds
to large self-interference (approximation errors incurred by the difference between a
version of channel coefficients and integer coefficients) as a deep-fading event. Then,
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it is clear that the proposed root-LDA lattice codes can take care of the cases where
not all the blocks are in deep fade and thus can provide full diversity gains. Fur-
thermore, the performance comparison between CF and amplify-and-forward (AF)
[5] [66] in block-fading channels is studied. Despite its low complexity, AF suffers
from noise accumulation because noise is progressively added up and this will even-
tually become a serious issue as the number of hops increases. Interestingly, in this
work, we show by simulation that CF outperforms AF in terms of codeword error
rate in the line network not only because noise accumulation but also deep-fading
events accumulation, which basically reflects that the impact of channel coefficients
in different hops are all coupled together.
The rest of the section is organized as follows. Section 4.2 describes the general
system model. Section 4.3 introduces the proposed root-LDA lattice codes, and the
error rate performance of these codes in point-to-point channel is investigated. In
section 4.4, we study compute-and-forward with root-LDA lattice codes in two-way
relay networks. Section 4.5 extends the study to the line network. Finally, section
4.6 concludes the section.
4.2 Problem Statement
Consider a line network in Fig. 4.1 with L nodes, S1, S2, . . . , SL, L ≥ 2. Source n-
odes S1 and SL wish to exchange information via a series of relay nodes S2, S3, . . . , SL−1.
Each node is equipped with single antenna and operates in half-duplex mode. Each
node can only communicate with its neighbors, i.e., S1 can only communicate with
S2, SL can only communicate with SL−1, and Si can only communicate with Si−1 and
Si+1, i = 2, 3, . . . , L − 1. We arrange these nodes into two sets, Ao = {Si|i is odd},
and Ae = {Si|i is even}. By taking advantage of the nature of wireless channel, the
transmission policy is as follows.
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Figure 4.1: A line network with L nodes
• Nodes in Ao are allowed to transmit simultaneously in phase t, t is odd.
• Nodes in Ae are allowed to transmit simultaneously in phase t, t is even.
For ease of exposition, we consider the case where S1 and SL both have only one
information sequence needs to be transmitted. Also we assume number of nodes L
is odd, however it can be easily generalized to any L. Initially, source nodes S1 and
SL encode information sequences u1 ∈ FKp and uL ∈ FKp to codewords x1 ∈ RN and
xL ∈ RN , respectively. The transmitted codeword xi is subject to power constraint
given by
1
N
‖xi‖2 = 1
N
N∑
n=1
|xi[n]|2 ≤ P, i = 1, . . . , L. (4.1)
S1 and SL transmit codewords x1,1 and xL,1 to S2 and SL−1 in the first phase,
respectively. Here xi,t denotes the codeword transmitted by Si in phase t. Then
relay S2 and SL−1 receive noisy codewords from S1 and SL in the first phase, re-
spectively. Suppose they decode the received codewords correctly, S2 and SL−1
then transmit codewords x2,2 = x1,1 and xL−1,2 = xL,1 to S3 and SL−2 in the sec-
ond phase, respectively. We keep doing this and eventually, two codewords will
arrive at the relay SM (M =
L+1
2
) in phase tM =
L−1
2
. The relay node SM com-
putes a function f(xM−1,tM ,xM+1,tM ). In the subsequent phase, SM broadcasts
xM,tM+1 = f(xM−1,tM ,xM+1,tM ) to SM−1 and SM+1. This function is then prop-
agated in opposite directions, one towards S1, and another towards SL. Here we
assume source nodes S1 and SL have perfect knowledge of the functions f . SL (S1)
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then tries to recover the codeword xM−1,tM = x1 (xM+1,tM = xL) based on the knowl-
edge of f , and xM+1,tM = xL (xM−1,tM = x1), which is originated from itself. The
total phases needed for information exchange between S1 and SL is L− 1.
In general, both source nodes typically have multiple information sequences in-
stead of merely one information sequence needed to be transmitted. Therefore one
should expect to see multiple codewords from the same source node appear in the
network which leads to multiple times of codeword collisions. As a result, more func-
tion computations and self-interference cancellations are involved. This model will
be discussed in Section 4.5. The main point here is to illustrate that in such the
network, function computation is common and inevitable.
In this work, unlike most of the work in the literature, the channel model for
each hop is the block-fading channel, i.e., the channel coherence time (` symbols) is
smaller than the codeword duration (number of channel uses) N . We assume that
channel gains are fixed in ` symbol duration (one sub-block), N is divisible by `,
and b = N/` is number of sub-blocks experienced by each codeword. Let h
(j)
i,i+1 ∈ R
(h
(j)
i+1,i ∈ R) be the channel gain experienced by the signal from node Si (Si+1) to
Si+1 (Si) in the j-th sub-block. All the channel gains are i.i.d., in addition, channel
reciprocality is assumed throughout this work, i.e., h
(j)
i,i+1 = h
(j)
i+1,i. The collection of
channel gains from node Si to Si+1 is given by hi,i+1 = [h
(1)
i,i+1, . . . , h
(b)
i,i+1]. We denote
by h
(j)
i = [h
(j)
i−1,ih
(j)
i+1,i] as the collection of channel gains seen by relay node Si in the
j-th sub-block.
The received signal at Si in phase t is then given by
yi,t[n] = h
(j)
i−1,ixi−1,t[n] + h
(j)
i+1,ixi+1,t[n] + zi,t[n]
n = 1, . . . , N, j = 1 +
⌊
(n− 1)
`
⌋
, (4.2)
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where zi,t[n] ∼ N (0, 1) is white Gaussian noise seen at node Si in phase t. For some
cases a node only receives signal from one neighbor, we can set signal xi−1 or xi+1
to all-zero sequence. The node Si is assumed to have the channel state information
(CSI) of h
(1)
i , . . . ,h
(b)
i . The transmitters do not have CSI but have the knowledge of
channel coherence time, i.e., it knows how long a sub-block lasts. The end-to-end
codeword error rate (or frame error rate) is defined as
Pe , P {uˆ1 6= u1 ∪ uˆL 6= uL} , (4.3)
where uˆ1 is an estimate of u1 made at node SL and uˆL is an estimate of uL made at
node S1. In our simulations, for simplicity, we only consider frame error rate at SL,
which is given as
P˜e , P {uˆ1 6= u1} . (4.4)
Nevertheless, eq. (4.3)(4.4) will exhibit similar behavior.
For the rest of the sections, we will use the line networks introduced here with
different numbers of nodes to demonstrate the proposed scheme and its properties.
Specifically, in Section 4.3, the network with L = 2 nodes is studied. This reduces
to the point-to-point communication problem since no relay node is deployed. By
studying point-to point problem, it helps us constructing lattice codes for block-
fading channels. In Section 4.4, we study the network consists of L = 3 nodes,
which is a fundamental building block of large networks and is also known as the
two-way relay network (TWRN). The reason for studying the TWRN is two-fold:
(1) it is the simplest case which involves relaying. (2) it helps us understanding the
unique structure of the line network in Fig. 4.1; any scheme for TWRN can be easily
extended to the general line network. In section 4.5, we study the line network with
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L = 5 nodes which serves as an example with multiple hops and allows us to see the
benefits of the proposed scheme against AF.
4.3 Proposed Root-LDA Lattice Codes
In this section, we introduced the proposed root-LDA lattice ensemble and ex-
amine error performance of these codes in point-to-point channel. Point-to-point
channel can be considered as a special case of the line network in Fig. 4.1 with
L = 2 nodes. To avoid heavy notation, we drop as many subscripts as possible. The
problem becomes that S1 encodes information sequence u1 into x1, which is sent to
S2. The received signal at S2 is given by
y[n] = h(j)x[n] + z[n],
n = 1, . . . , N, j = 1 +
⌊
(n− 1)
`
⌋
. (4.5)
In what follows, we generalize the binary root-LDPC codes proposed by Boutros
et. al [64] to non-binary (NB) case, which lead to NB root-LDPC codes. The
NB root-LDPC codes are then used in conjunction with Construction A to obtain
the proposed root-LDA lattices. As we focus on power-constrained communication
systems, shaping is needed to carve out a finite subset from a lattice (a lattice is an
infinite constellation). Simulation results show that as long as the shaping process
is done carefully, the proposed root-LDA lattice codes exhibit full diversity order in
block-fading point-to-point channel.
4.3.1 Non-binary root-LDPC codes
Mathematically, a code is said to provide b diversity order if its frame error rate
(FER) decreases as 1/SNRb when SNR is sufficiently large. Binary root-LDPC codes
with rate R = K
N
≤ 1
b
have been reported to achieve full-diversity order in point-to-
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point block-fading channel (with b sub-blocks) under message-passing decoding [64].
For the sake of simplicity, consider point-to-point block-fading channel with number
of sub-blocks b = 2. The root-LDPC codes introduce the notion of rootchecks, which
is a check node with restricted connectivity. The rule is that every information bit
m[n] participates in at least one rootcheck such that all the other bits participate in
this rootcheck experience different fade than m[n]. Let us use a binary (3,6) root-
LDPC code for example to illustrate this idea. The Tanner graph associated with
the parity check matrix of this code is shown in Fig. 4.2. The check nodes in the
Tanner graph should be designed following these two criterions:
1. There are 2 types of rootchecks denoted as CHK1 and CHK2, the number of
rootchecks for each type is N/4.
2. Type 1(2) rootcheck is connected with 5 variable nodes experiencing fading h(2)
(h(1)) and 1 information variable node experiencing fading h(1) (h(2)).
For CHK1 in Fig.4.2, if h
(1) is deep fade while h(2) is not, then white node can
be recovered by passing information from all black node through CHK1. Similarly,
another case is that h(2) is deep fade while h(1) is not, then white node can recover the
information by itself. The same reasoning holds for black node which is participated
in CHK2. Once the structure of Tanner graph is established, immediately the parity-
check matrix is known which can be written as
H =
 I 0 H2i H2p
H1i H1p I 0
 , (4.6)
where all sub-arrays have dimension N/4×N/4. I is identity matrix and 0 is all-zero
matrix. The rest of sub-arrays are random matrices subject to row-column weight
constraint of H. Since we aim to construct (3,6) code, the column weights of H1i and
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H2i are 2. The column weights of H1p and H2p are 3. The row weights of [H1i H1p]
and [H2i H2p] are both 5. These sub-matrices are optimized by progressive edge-
growth (PEG) algorithm [67] to ensure no small cycles in the bipartite graph. Column
1 through N/4 and (N/2)+1 through (3/4)N are corresponding to information bits.
The first N/2 rows are corresponding to CHK1 and the rest of the rows can be
regarded as CHK2. We refer codes constructed in this fashion as root-LDPC (4pi)
codes [68], where 4pi denotes that there are four permutation sub-matrices besides I
and 0 in H.
It’s worth mentioning that the root-LDPC parity-check matrix can be designed
carefully with code doping [68]. The idea is to let a fraction θ of parity bits enjoy
full-diversity after two or more decoding iterations. This technique has been shown
to provide higher coding gains than that provided by the original root-LDPC codes.
To design the H with code doping, the sub-matrices H1p and H2p are given by
Hjp =
 I 0
Hjp,1 Hjp,2
 , j = 1, 2, (4.7)
where I is N/8 × N/8 identity matrix, in addition Hjp,1 and Hjp,2 are N/8 × N/8
matrices with appropriate weight distributions such that the weight distribution of
H is satisfied. The columns of H (eq. (4.6)) that first N/8 columns of Hjp reside in
correspond to the additional parity bits that enjoy full-diversity. We refer to codes
constructed in this fashion as root-LDPC (2pi) codes. The name 2pi comes from
the fact Hjp, j = 1, 2 are not permutation sub-matrices anymore which only two
permutation sub-matrices remain in H. In order to construct NB root-LDPC codes,
the corresponding parity-check matrices can be constructed by replacing the ones in
H with non-zero elements in Fp
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CHK1 CHK2
bit on fading h(2) bit on fading h(1)
Figure 4.2: Rootchecks of (3,6) root-LDPC code
4.3.2 Root-LDA lattice codes
An LDA lattice is constructed via construction A [44] with underlying code being
an NB LDPC code [40]. We now summarize the construction of LDA lattices. Let C
be an N dimensional NB LDPC code from some finite field Fp, also letM : Fp → R
be the natural mapping given by
M(u) ,
 u, 0 ≤ u ≤
p−1
2
,
u− p, p−1
2
< u < p,
(4.8)
when p ≥ 3, and M(u) , u− 1
2
for p = 2 (i.e., BPSK). An LDA lattice is obtained
by tiling M(C) to the entire RN as
Λ ,M(C) + pZN , (4.9)
where the sum in the equation is the Minkowski sum. The fact that Λ is indeed a
lattice can be easily shown by noticing that M is an isomorphism and C is a linear
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code. We are interested in a subclass of LDA lattices, called root-LDA lattices, where
the underlying codes are restricted to NB root-LDPC codes. According to different
types of NB root-LDPC codes, we further categorize the root-LDA lattices discussed
in this work into two subclasses as follows. The first one is the root-LDA (4pi) lattice
which adopts the NB root-LDPC (4pi) code and the second one is root-LDA (2pi)
lattice which uses the NB root-LDPC (2pi) code.
So far we have discussed the construction of the proposed root-LDA lattices. A
lattice consists of infinite points in RN . One popular approach of using lattices for
power-constrained problems is to carve a finite subset from the lattices via shap-
ing techniques. Conventionally, spherical shaping is adopted where the codebook is
the intersection of a sphere and the lattice [42]. Spherical shaping is power-efficient
and leads to codebooks mimicking the capacity-achieving input distribution for the
AWGN channel. However, the nice correspondence between lattice points and un-
derlying linear codewords may no longer be preserved. Another popular approach
for shaping is to the nested lattice shaping [27]. Let (Λf ,Λc) be a pair of nested
lattices such that Λc ⊆ Λf , where Λf is the fine lattice and Λc is the coarse lattice.
The lattice code obtained by nested lattice shaping, henceforth referred to as nested
lattice code, is C = Λf ∪V(Λc) where V(Λc) denotes the fundamental Voronoi region
of coarse lattice Λc. Under some goodness conditions, the resulting nested lattice
code can achieve the capacity of AWGN channel with lattice decoding. Since nested
lattice codes preserve most of the structures which facilitate function computation,
they are adopted in most of the CF literature.
Since our goal is to enable CF for networks with block-fading channels, we employ
nested lattice shaping. Here, we reveal another crucial difference between spherical
shaping and nested lattice shaping for using lattice codes in block-fading channels.
That is, it may not be an easy task for lattice codes with spherical shaping to enjoy
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full diversity order even though the underlying linear codes can do so. This is simply
because the part from pZN is not protected from any code; thus, any lattice code
containing more than one elements in the same coset c + pZN for some c ∈ C cannot
enjoy full diversity order. And it is not easy for spherical shaping to prevent this
from happening. On the contrary, for nested lattice shaping, one can easily avoid
the above problem by choosing Λc such that pZN ⊆ Λc. It is worth emphasizing that
this choice includes the famous and low-complex hypercube shaping Λc = pZN .
4.3.3 Lattice decoder for root-LDA lattice codes
In this section, we discuss the implementation of lattice decoder based on message-
passing algorithm [40], which can be used to efficiently decode the proposed root-LDA
lattice codes. The idea is to rely on the low-complexity belief-propagation decoder for
the underlying non-binary code to decode high-dimensional lattice points, otherwise
directly decode the lattice points is computationally prohibitive. Although we are
discussing lattice decoding, it can be easily seen that lattice code decoding is a special
case of lattice decoding where the decoding space is finite.
Let
x =M(c) + pk (4.10)
be the transmitted lattice point where x ∈ Λ and the corresponding received signal
is (4.5). The lattice decoding based on message-passing algorithm is as follows:
Initialization: The first step is to compute the a posteriori probabilities (APPs) of
c element-wise,
P(c[n] = v|y[n]) =
∑
χ∈Γv
P(h(j)χ|y[n]), v = 1, . . . , p n = 1, . . . , N (4.11)
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where Γv = {χ|χ =M(v) + pζ, ζ ∈ Z} and
P(h(j)χ|y[n]) ∝ exp(−(y[n]− h
(j)χ)2
2σ2
), (4.12)
Note that there are infinite number of elements in Γv, however one can truncate Γv
to a finite set for approximation. In practice, picking the 3 closest elements to y[n]
is sufficient.
Message passing: The probability vectors are written as
p˜n = [P(c[n] = 0|y[n]), . . . ,P(c[n] = p|y[n])] n = 1, . . . , N. (4.13)
p˜n is fed into the n-th variable node of underlying NB LDPC code as initial value.
These values are then passed to the check nodes. After check node update, the
refined probability vectors are passed back to variable nodes, which completes one
iteration. Each variable node jointly processes the incoming probabilities and initial
channel value and then passes them to check nodes in the second iteration. The
iterative process terminates either when the probabilities converge or the number of
iterations reaches a predefined value.
Hard decision: The final decision rule on cˆ = [cˆ[1], . . . , cˆ[N ]] is
cˆ[n] = argmax
v
P(m)(c[n] = v|C,y\y[n]))P(c[n] = v|y[n]). (4.14)
After the hard decision on cˆ, the decoder then looks into the cosetM(cˆ) + pZN and
the received signal y is quantized to the nearest point inside this coset to form the
estimate xˆ.
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4.3.4 Simulation results
We construct three LDA lattice codes and investigate their FER performance
in point-to-point channels. The first one is a root-LDA (4pi) lattice code where the
underlying code is a root-LDPC (4pi) code. The second one is a root-LDA (2pi) lattice
code where the underlying code is root-LDPC (2pi) code. The last one is LDA lattice
code where the underlying code is LDPC code optimized by PEG algorithm [67]. All
the LDPC codes are (3,6) regular non-binary codes constructed over F5. The block
length is set to N = 1200 and information length is K = 600. Also, hyper-cubic
shaping is considered for all lattice codes. The fading coefficients are i.i.d., drawn
from Rayleigh distribution. We set the maximum decoding iteration to 100 for the
message-passing decoder. To have a sense about how good these schemes are, we
also provide the information outage probability [64] defined as
Pout(γ,R) = Pr{I(γ,h) < R}, (4.15)
where γ is signal-to-noise ratio and h = [h(1) . . . h(b)], I(γ,h) is the instantaneous
input-output mutual information between the input and output of the channel given
I(γ,h) = 1
b
b∑
i=1
IAWGN,p(γh
(j)2), (4.16)
IAWGN,p(s) is the input-output mutual information of an AWGN channel with SNR
s and input as Z hypercubically shaped by pZN [69].
We first investigate the FER performance in quasi-static fading (b = 1) channel
which is shown in Fig. 4.3. It is observed that both root-LDA lattice codes exhibit
similar performance comparing with LDA lattice code; thus, we argue that there is no
fundamental loss in coding gain by designing lattice codes specifically for block-fading
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channels. In Fig. 4.4, we then compare the FER performance of these codes in block-
fading channel (b = 2). We observe that the LDA-lattice code is unable to achieve
full-diversity since it is not optimized for block-fading channel. In contrast, both
the root-LDA (4pi) and the root-LDA (2pi) lattice codes achieve full-diversity. They
outperforms LDA-lattice code by 3dB and 8dB at FER=10−3 and 10−4, respectively.
In addition, root-LDA (2pi) lattice code has additional coding gain as compared to
root-LDA (4pi) lattice codes †, where the extra coding gain comes from the additional
full-diversity parity symbols. In summary, the proposed root-LDA lattice codes enjoy
full-diversity order while do not incur fundamental loss in coding gains for the AWGN
channel. An interesting application of this scheme is a wireless network where the
channel could be either quasi-static or block-fading, depending on the velocity of
the user. We can apply the proposed scheme to this scenario and argue that the
proposed coding scheme is robust against dynamic channel conditions.
4.4 Root-LDA Lattice Codes for Two-Way Relay Networks
In this section we study the network consists of L = 3 nodes, i.e., TWRN. Again
the channel model we are interested in is block-fading channel. Information exchange
in TWRN consists of 2 phases: In the first phase, S1 transmits x1 and S3 transmits
x3 simultaneously. The relay S2 receives y2 = [y2[1], . . . , y2[N ]] where
y2[n] = h
(j)
1,2x1[n] + h
(j)
3,2x3[n] + z2[n]
n = 1, . . . , N, j = 1 +
⌊
(n− 1)
`
⌋
. (4.17)
†In [70], which is the conference version of this work, only the root-LDA (4pi) lattice codes were
investigated. Here, we include the root-LDA (2pi) lattice codes and will later show that lattice codes
from this ensemble can provide better performance than that provided by those from the root-LDA
(4pi).
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Figure 4.3: FER vs. SNR curves for root-LDA lattice codes in point-to-point quasi-
static (b=1) fading channel
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Figure 4.4: FER vs. SNR curves for root-LDA lattice codes in point-to-point block-
fading channel (b=2)
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Subsequently the relay performs necessary signal processing techniques on the re-
ceived sequence y2 to form an estimate of x2 = f(x1,x3), for which x2 is a function
of x1 and x3. For CF, the function f(·) has to satisfy the following property: One
can reconstruct x3 (x1) given the knowledge of f(·) and x1 (x3). In the second phase,
relay S2 broadcasts the estimate of x2 = f(x1,x3) to S1 and S3. Since S1 and S3
hold the information that was sent by themselves, and together with the knowledge
of f(·), they can extract the information sent from another source node. In this
section, we focus on function computation at the relay while the second phase is just
broadcast channel, therefore the subscript for the phase is dropped. In what follows,
we discuss CF, separation-based CF, and AF for this model.
4.4.1 Compute-and-forward
Following [26], we enforce S1 and S3 employ an identical nested lattice code
C = Λf∩VΛc . S1 and S3 transmit x1 = (t1−d1) mod Λc and x3 = (t3−d3) mod Λc
respectively, where t1, t3 ∈ C, d1 and d3 are dither vectors. After relay S2 receives
signals given by eq. (4.17), a geometric mean (GM) receiver chooses one integer
vector a2 = [a1,2 a3,2] ∈ Z2, according to the channel vectors {h(1)2 ,h(2)2 , . . . ,h(b)2 }.
GM receiver then scales the signals in each sub-block individually, where j-th sub-
block of y2 is scaled by α
(j)
2 , the scaled version of y2 is given by,
y˜2[n] = α
(j)
2 y2[n], n = 1, . . . , N, j = 1 +
⌊
(n− 1)
`
⌋
, (4.18)
then adds dithers back to y˜2 results in what follows,
y¯2 = (y˜2 + a1,2d1 + a3,2d3) mod Λc
= (teq,2 + zeq,2) mod Λc, (4.19)
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where
teq,2 = (a1,2t1 + a3,2t3) mod Λc, (4.20)
and
zeq,2 = z˜2 + w1 + w3, (4.21)
which each element in z˜2 is given by
z˜2[n] = α
(j)
2 z2[n], n = 1, . . . , N, j = 1 +
⌊
(n− 1)
`
⌋
, (4.22)
and each element in wi is given by
wi[n] = (α
(j)
2 h
(j)
2 − ai,2)xi[n], n = 1, . . . , N, j = 1 +
⌊
(n− 1)
`
⌋
. (4.23)
Since the linear combination of two lattice codewords is still a lattice codeword,
relay S2 can reliably decode function teq,2 = f(t1, t2), with rate arbitrary close to
the achievable computation rate [26]
R(h(1)2 , . . . ,h(b)2 , a2) =
1
b
b∑
j=1
1
2
log+
(‖a2‖2 − P |h(j)2 Ha2|2
1 + P‖h(j)2 ‖2
)−1
=
1
b
b∑
j=1
1
2
log+
(
P
α
(j)
2 + P‖α(j)2 h(j)2 − a2‖2
)
, (4.24)
where log+(x) , max(log(x), 0). When the channel coefficients and integer vector are
fixed, the corresponding achievable computation rate varies with the scaling factors
α
(j)
2 . The purpose of scaling factor is to scale the received signals of j-th sub-block
such that the channel coefficients are close to integer vector a2, which suppresses the
second term of the denominator in (4.24). It is shown in [12] that the optimal choice
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is the MMSE scaling factor given by
α
(j)
2,MMSE =
Ph
(j)
2
H
a2
1 + P‖h(j)2 ‖2
, j = 1, . . . , b. (4.25)
Now, we still need to decide on a2 such that the achievable computation rate is max-
imized given the channel coefficients. However it remains open to find polynomial-
time algorithms which can find near-optimal integer vectors in block-fading channels.
For the simulations in this work, we exhaustively search the integer vectors. Luckily,
according to Lemma 1 in [12], we only need to search those integer vectors with-
in {a2 | ∃j, ‖a2‖2 < 1 + ‖h(j)2 ‖2P} because everything outside will result in zero
achievable rate.
4.4.2 Separation-based compute-and-forward
In spite of the achievability result of compute-and-forward discussed in last sub-
section, we employ separation-based compute-and-forward [71] in this work. It is
because CF adopts the sub-optimal lattice decoding, which greatly simplifies the
analysis and therefore leads to a closed-form achievable rates. On the other hand,
separation-based CF views the coding and modulation separately and adopts opti-
mal maximum a posteriori probability (MAP) decoding. Moreover, if the underlying
linear codes are sparse, one can use the low-complex message-passing algorithm to
approximate the MAP decoding.
In a nutshell, separation-based CF consists of two parts:
1. Find MAP estimate of the coset (with message-passing algorithms).
2. Find the nearest point to the received signal in the coset.
We now describe the details of this decoder. Suppose S1 transmits x1 =M(c1)+pk1
and S3 transmits x3 =M(c3) + pk3, where c1, c3 ∈ C and C is a linear code over Fp.
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Here we ignore dithers for the sake of simplicity. At the relay S2, the integer vector
a2 = [a1,2 a3,2] is chosen to maximize (4.24). Let b1,2 = a1,2 mod p, b1,2 ∈ Fp
and b3,2 = a3,2 mod p, b3,2 ∈ Fp. We aim to decode M(cf ) + pZN where cf =
b1,2c1
⊕
b3,2c3 ∈ FNp . The decoding algorithm mostly follows the algorithm in Section
4.3.3 but with some modifications described as follows. The relay first computes the
joint APP of c1[n] and c3[n] given y2[n],
PAPP (c1[n] = v1, c3[n] = v2) =
∑
χ1∈Γv1
∑
χ3∈Γv3
P(h(j)1,2χ1 + h
(j)
3,2χ3|y2[n]), (4.26)
where Γv = {χ|χ =M(v) + pζ, ζ ∈ Z}, and
P(h(j)1,2χ1 + h
(j)
3,2χ3|y2[n]) ∝ exp(−
(y2[n]− h(j)1,2χ1 − h(j)3,2χ3)2
2σ2
),
the APP for cf [n] is then given by
P(cf [n] = v|y2[n]) =
∑
b1,2v1⊕b3,2v3=v
PAPP (v1, v3). (4.27)
Subsequently, the decoder performs standard message-passing decoding as described
in section 4.3.3. The output of the decoder is cˆf which determines the coset xˆf =
M(cˆf ) + pZN . The final step is to quantize y2 to the nearest point in this coset.
Note that if pZN ⊆ Λc, then there is no need to perform the last step since M(cf )
is the only lattice codeword in the coset.
We also study the achievable computation rate of separation-based CF. The pri-
mary purpose is to understand what is the fundamental rate loss of using separation-
based CF (with hyper-cubic shaping) as compared to CF. The idea is to convert the
network problem into an equivalent point-to-point channel problem and then we can
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focus on the mutual information of this equivalent point-to-point channel. Conceptu-
ally, (4.17) can also be interpreted as the output of a point-to-point AWGN channel
with input being
xf [n] = h
(j)
1,2x1[n] + h
(j)
3,2x3[n], n = 1, . . . , N, j = 1 +
⌊
(n− 1)
`
⌋
, (4.28)
where xf is obtained from cf = b1,2c1⊕b3,2c3 via mapping functionsMh(1)2 ,a2(·), . . . ,Mh(b)2 ,a2(·),
which M
h
(j)
2 ,a2
is the mapping function for symbols in j-th sub-block given by,
M
h
(j)
2 ,a2
(cf [n] = b1,2c1[n]⊕ b3,2c3[n]) = h(j)1,2M(c1[n]) + h(j)3,2M(c3[n]).
n = (j − 1)b+ 1, . . . , (j − 1)b+ `. (4.29)
An example is provided as follows.
Example 3. In Fig. 4.5-(a), S1 and S3 modulate symbols c1[n] and c3[n] (numbers
in blue) in GF(3) onto 3-PAM constellation ({-1,0,1}) with natural mapping M.
In Fig. 4.5-(b), the transmitted signals of S1 and S3 are distorted by quasi-static
fading channels with h12 = 1 and h32 = 0.5, respectively. The integer coefficients
are chosen to be a12 = 2 and a32 = 1 which maximize (4.24). The corresponding
integer coefficients in GF(3) are b12 = 2 and b32 = 1. Then the mapping Mh(1)2 ,a2
is illustrated in Fig. 4.5-(c), where the mapping is mapped from joint symbol in
F23 to R. Here only one mapping function is needed since we consider quasi-static
fading channel. Take a received modulated symbol 0.5 as example, it could be mapped
from 12 or 01, where 12 indicates c1[n] = 1 and c3[n] = 2, equivalently cf [n] =
b1,2c1[n] ⊕ b3,2c3[n] = 1, and 01 indicates c1[n] = 0 and c3[n] = 1, equivalently
cf [n] = b1,2c1[n] ⊕ b3,2c3[n] = 1. One can verify the other input-output mappings in
(4.29) also holds given the mapping in Fig. 4.5-(c).
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Figure 4.5: Example: separation-based compute-and-forward with 3-PAM
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From the above example, the mapping falls into the class of PAM modulation.
In block-fading channel of b sub-blocks, each sub-block is associated with an equiva-
lent point-to-point AWGN channel and mapping function. Therefore the achievable
computation rate of separation-based CF is the average mutual information rate of
b equivalent channels given by
Rs(h(1)2 , . . . ,h(b)2 , a2) =
1
b
b∑
i=1
IAWGN,eq(h
(i)
2 , a2), (4.30)
where IAWGN,eq(h
(i), a2) is the mutual information rate of the equivalent point-to-
point AWGN channel (with PAM input M
h
(j)
2 ,a2
(·)) for i-th sub-block.
4.4.3 Amplify-and-forward
In AF, decoding is only performed at the end nodes S1 and S3 and the relay node
S2 only scales the received signal to satisfy the power constraint before forwarding.
Based on the received signal in (4.17), the relay scales the received signal as
x2[n] = β
(j)
2 y2[n], n = 1, . . . , N, j = 1 +
⌊
(n− 1)
`
⌋
, (4.31)
where
β
(j)
2 =
√
P
|h(j)1,2|2P + |h(j)3,2|2P + 1
. (4.32)
It’s worth mentioning that the scaling factor β
(j)
2 is for the interest of power control,
whereas the scaling factor in compute-and-forward scheme serves as the role of ap-
proximating channel gains to integer coefficients. After scaling the received signal,
the relay S2 then broadcasts x2 to S1 and S3. We look into the receiver processing at
S3, nevertheless the argument holds similarly for S1. Assuming S3 has prior knowl-
edge of its own information and perfect CSI of all links, therefore after canceling the
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signals corresponding to its own message, the received signals in the j-th sub-block
at S3 can be viewed as the outputs of the point-to-point AWGN channel with the
equivalent SNR being
|h(j)1,2β(j)2 h(j)2,3|2P1
|β(j)2 h(j)2,3|2 + 1
. (4.33)
S3 then simply employs a regular decoder for point-to-point channel, say the one
described in Section 4.3 for example.
4.4.4 Simulation results
Before presenting the simulation results, we first derive the corresponding outage
probability for this model. This outage probability will again give us a sense about
how good these schemes are. Depending on either CF or separation-based CF is con-
sidered, we can derive the corresponding outage probability based on the achievable
computation rate of CF in (4.24) or (4.30) as follows,
Pout,CF (R) = Pr{R(h(1)2 , . . . ,h(b)2 , a2) < R}, (4.34)
or
Pout,SCF (R) = Pr{Rs(h(1)2 , . . . ,h(b)2 , a2) < R}. (4.35)
We now investigate the FER performance at the relay node of the TWRN. We
first look at the case of quasi-static fading channel (b = 1) in Fig. 4.6 where one
observes that the proposed root-LDA lattice (2pi) code is only 1.5 dB away from the
outage limit of the separation-based CF. In addition, there is no loss in coding gain
comparing against the LDA lattice code even though the root-LDA lattice code is
designed for block-fading channel. One also observes that there is 1 dB gap between
the outage limit of the CF and that of the separation-based CF. This gap corresponds
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Figure 4.6: FER vs. SNR curves for root-LDA lattice codes in two-way relay network
with quasi-static fading channel (uplink)
to the shaping gain as the nested lattice shaping employed by CF attains the optimal
Gaussian shaping while the separation-based CF uses hypercube shaping.
For block-fading channel with b = 2, as shown in Fig. 4.8, the proposed root-LDA
lattice code achieves full-diversity and the slope of FER is the same as that of the
outage limit of separation-based CF. One interesting observation is that the outage
limit of the separation-based CF is better than that of the CF in this scenario. This
phenomenon can be explained with the example shown in Fig. 4.7. Suppose we con-
sider quasi-static fading channel in two-way relay network. The channel gains are
h1 = 1, h2 = 0.5, and SNR=25dB. We compare the achieve computation rates of two
schemes with different choices of integer coefficients a1 and a2. CF achieves the high-
est rate 3.15 when a1 = 2 and a2 = 1, meanwhile the highest rate separation-based
CF achieves is 2.32, also when a1 = 2 and a2 = 1. In this case, CF achieves higher
computation rate than separation-based CF. This is reasonable since the channel
gains are well approximated by the integer vector and thereby, the self-interference
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is small. Hence, the decoding problem can be equivalently thought of as function
computation in the high SNR regime where lattice decoding is approximately op-
timal [63]. Then the extra shaping gain makes CF outperform separation-based
CF. On the other hand, with other choices of integer vectors, CF performs poorly
while separation-based CF performs better. The phenomenon can be explained as
follows. When the channel gains are not well approximated by the integer vector,
the self-interference is large and the decoding problem can be thought of as func-
tion computation in the low SNR regime. In this regime, lattice decoding performs
poorly [63] while the separation-based CF enabling ML decoding outperforms CF.
Back to the block-fading channel case, the integer coefficients should be fixed during
codeword duration, therefore CF typically can only approximate the channel gains
of one sub-block well but not for other sub-blocks. However the level of sensitivity to
different integer coefficients is lower for separation-based CF which leads to resiliency
to channel variations throughout the codeword. For the rest of the FER simulations,
CF means separation-based CF unless otherwise specified.
We then compare the end-to-end FER performance of CF and AF in TWRN
in Fig. 4.9. We adopt the same root-LDA (2pi) lattice code for both CF and AF.
We also assume that the uplink and downlink channels are reciprocal. The outage
limit (separation-based CF) is derived based on eq. (4.35) and eq. (4.15) which
correspond to phase 1 and phase 2, respectively. The outage limit (AF) is derived
based on eq. (4.15), since AF can be regarded as point-to-point communication
after interference cancellation at receiver. In Fig. 4.9. We can observe that the
two protocols demonstrate comparable FER performance and the slopes of FER are
consistent with the outage limits.
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Figure 4.7: Achievable rates of compute-and-forward and separation-based compute-
and-forward associate with different integer coefficients when h1 = 1 and h2 = 0.5
and SNR=25dB.
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Figure 4.8: FER vs. SNR curves for root-LDA lattice codes in two-way relay network
with block-fading (b=2) channel (uplink)
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Figure 4.9: End-to-end FER curves for CF and AF relaying strategies in two-way
relay network with block-fading (b=2) channel
4.5 Root-LDA Lattice Codes for Multi-Hop Line Networks
In this section, we consider a line network which consists of 5 nodes. S1 and S5
are sources nodes who want to exchange information. S2, S3, and S4 are relay nodes.
The line network can be decomposed into multiple point-to-point communication and
TWRN for which the transmission schemes mentioned in Section 4.3 and Section 4.4
can be applied.
4.5.1 Compute-and-forward in line network
We focus on how to deliver a codeword x1,t from S1 to S5. Initially, at phase t,
S1 and S3 transmit codeword x1,t and x3,t to relay S2 simultaneously. x1,t carries the
information originated from S1. x3,t = f(x2,t−1,x4,t−1) (function of codewords from
previous phase t− 1). The decoding algorithm mentioned in section 4.4.2 is adopted
at relays S2, S3, and S4, respectively. At S2, it first computes the joint APP of c1[n]
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and c3[n] given y2[n],
PAPP (c1[n] = v1, c3[n] = v3) =
∑
χ1∈Γv1
∑
χ3∈Γv3
P(h(j)1,2χ1 + h
(j)
3,2χ3|y2[n]), (4.36)
where Γv = {χ|χ =M(v) + pζ, ζ ∈ Z}, and
P(h(j)1,2χ1 + h
(j)
3,2χ3|y2[n]) ∝ exp(−
(y2[n]− h(j)1,2χ1 − h(j)3,2χ3)2
2σ2
),
the APP for cf [n] is then given by
P(cf [n] = v|y2[n]) =
∑
b1,2v1⊕b3,2v3=v
PAPP (v1, v3). (4.37)
The APPs are fed into the message-passing decoder, then the decoder outputs the
estimated codeword cˆf . The final step is quantizing y2 to the nearest point which
denotes fˆ2,t(x1,t,x3,t), where fˆ2,t denotes the function estimated by S2 in phase t. In
phase t+ 1, S2 transmits x2,t+1 = fˆ2,t(x1,t,x3,t) to relay S3, in the meantime, S4 also
transmits x4,t+1 = fˆ4,t(x3,t,x5,t) to S3. The same decoding procedure is applied again,
but this time it’s performed at S3 and the decoding output is fˆ3,t+1(x2,t+1,x4,t+1). In
phase t+ 2, S3 transmits x3,t+2 = fˆ3,t+1(x2,t+1,x4,t+1) to relay S4, in the mean time,
S5 also transmits x5,t+2 to S4. The decoding output at relay S4 is fˆ4,t+2(x3,t+2,x5,t+2),
then it is transmitted to S5 in phase t + 3, and the last hop is just point-to-point
transmission. Suppose all functions are decoded correctly, the decoded codeword at
S5 is a function of codewords from S1 and S5. Based on the knowledge of its own
codewords and previously decoded codewords (from S1), S5 is able to reconstruct
the most recent codewords sent from S1.
Here, we only focus on transmitting single codeword from S1 to S5, in general
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there can be multiple codewords being transmitted in the network from both S1 and
S5 simultaneously. Below we demonstrate an example of 5-node line network with
CF.
• Nodes in Ao = {S1, S3, S5} allow to transmit simultaneously (S1 and S5 always
transmit new codewords) in phase t, t is odd.
• Nodes in Ae = {S2, S4} allow to transmit simultaneously in phase t, t is even.
We further describe the transmission protocol explicitly in Fig. 4.10. To distinguish
different codewords sent by the same source node, we say xi,j is the j-th codeword
sent by node Si. For the ease of explanation, we first assume the channels are AWGN
channels. In phase 1, S1 transmits x1,1 to S2 and S5 transmits x5,1 to S4. S3 is idle
since it has not received anything. In phase 2, S2 and S4 forward x1,1 and x5,1,
respectively, and S3 computes the codeword corresponding to the linear combination
x1,1 + x5,1. After phase 2, we only focus on information flow from S1 and S5 where
the other way works in a similar fashion. In phase 3, S3 broadcasts the previously
computed codeword to S2 and S4. Meanwhile, S1 and S5 transmit new codewords x1,2
and x5,2 to S2 and S4, respectively. S2 then computes the codeword corresponding
to linear combination x1,2 + x1,1 + x5,1 and S4 computes the codeword corresponding
to the linear combination x5,2 + x1,1 + x5,1. In phase 4, S2 broadcasts its computed
function to S1 and x5,1 can be extracted out from this function with the message
originated at S1. S4 also broadcasts its function to S5 and x1,1 can be extracted out
from this function with the message originated at S5. It’s worth mentioning that the
extracted codewords will become side information for future decoding. Phase 5 and
6 follows the same process and x5,2 can be decoded by S1 and x1,2 can be decoded
by S5, respectively, at the end of phase 6.
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S2S1 S5S3 S4
x1,1 x5,1
x1,1 + x5,1
x1,2 + x1,1 + x5,1 x5,2 + x1,1 + x5,1
x1,2 + x1,1 + x5,1 x5,2 + x1,1 + x5,1x1,2 + x5,2 + 2(x1,1 + x5,1)
+2(x1,1 + x5,1)+2(x1,1 + x5,1)
x1,3 + x5,3
+2(x1,2 + x5,2) + 4(x1,1 + x5,1)
phase 1
S1 S2 S5S3 S4
S2S1 S5S3 S4
S2S1 S5S3 S4
S2S1 S5S3 S4
S2S1 S5S3 S4
phase 2
phase 3
phase 4
phase 5
phase 6
x5,3 + x1,2 + x5,2
+2(x1,1 + x5,1)
x1,3 + x1,2 + x5,2
+2(x1,1 + x5,1)
x1,3 + x1,2 + x5,2 x5,3 + x1,2 + x5,2
Figure 4.10: Transmission protocol for 5-node line network
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4.5.2 Amplify-and-forward in line network
Based on the signal model in (4.2), the forwarding signals at S2, S3, S4 with
amplify-and-forward protocol are given by
xi[n] = β
(j)
i yi[n], i = 2, 3, 4, n = 1, . . . , N, j = 1 +
⌊
(n− 1)
`
⌋
, (4.38)
where
β
(j)
i =
√
Pi
|h(j)i−1,i|2Pi−1 + |h(j)i+1,i|2Pi+1 + 1
. (4.39)
Again, let us focus on the signal flows from S1 to S5. The received signal at S5 consists
of three parts: it’s own codewords, previously decoded codewords from S1, and x1
where the former two components can be canceled out. Therefore after cancellation,
the received signals in the j-th sub-block at S5 can be regarded as the outputs of
point-to-point AWGN channel with equivalent SNR being
|h(j)1,2β(j)2 h(j)2,3β(j)3 h(j)3,4β(j)4 h(j)4,5|2P1
|β(j)2 h(j)2,3β(j)3 h(j)3,4β(j)4 h(j)4,5|2 + |β(j)3 h(j)3,4β(j)4 h(j)4,5|2 + |β(j)4 h(j)4,5|2 + 1
, (4.40)
where the i-th term in the denominator corresponds to the variance of additive noise
at Si+1 seen at S5. The AF strategy then performs decoding based on this equivalent
point-to-point signal.
4.5.3 Simulation results
In Fig. 4.11, we investigate the end-to-end FER performance of CF and AF in
block-fading channels with b = 2. The same root-LDA lattice code (2pi) is used for
both the strategies. The outage limit (separation-based CF) is derived based on eq.
(4.35) and eq. (4.15). The outage limit (AF) is derived based on eq. (4.15). In
Fig. 4.9. The FER performance shows that CF with proposed coding scheme still
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Figure 4.11: FER comparison between CF and AF in 5-node line network with
block-fading channel (b = 2).
achieves full diversity in multiple-hop network. Meanwhile, the FER of AF is 11
dB away from CF at FER=10−3. On the other hand, both simulation and outage
limit of AF cannot achieve full diversity. There are two factors that contribute to
this loss. The first one is noise accumulation at relays which lead to the entire FER
curve shifting to the right. Moreover, the slope of the FER curve for AF is not as
steep as that of the FER curve for CF. The reason that this phenomenon occurs is
due to accumulation of deep-fading events which can be easily explained by looking
into (4.40) that any one of the four channels is in deep fade results in a deep fade
for this sub-block. Therefore, there is an obvious reason to choose CF over AF in
block-fading channels as CF tries to clean up errors at every hop which prevents
both noise accumulation and deep-fading events accumulation.
4.6 Conclusion
In this section, we have proposed root-LDA lattice codes for CF in relay networks
over block-fading channel. The proposed root-LDA lattice codes have allowed relays
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to compute integer linear combination of codewords in block-fading channels. Sim-
ulation results have shown that the proposed solution exhibits full diversity in both
TWRN and the multiple-hop line network with 5 nodes while the conventional LDA
lattice codes not designed specifically for block-fading channels cannot do so. In
addition, simulation results have also suggested that there is no fundamental penal-
ty in coding gain when we optimize the code specifically to deal with block-fading
channels. For the line network with 5 nodes, we have shown that CF substantially
outperforms AF as the CF with the proposed root-LDA lattice codes cleans up errors
at every hop and thereby prevents both noise accumulation and deep-fading event
accumulation from happening.
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5. COMPUTE-AND-FORWARD FOR ULTRA-RELIABLE LOW-LATENCY
COMMUNICATION
5.1 Introduction
In this section, we study the problem of compute-and-forward with short lat-
tice codes. As new applications for future 5G communication are emerging, e.g.,
autonomous driving and virtual reality, low-latency communication with high relia-
bility is necessary, otherwise the requirements of these applications cannot be met.
In this regard, powerful short channel codes with reasonable encoding/decoding com-
plexity are indispensable. Although we have seen fruitful results on code design for
point-to-point communication, studies on code design specifically for compute-and-
forward are rarely found. We aim to tackle this problem in a two-step approach.
First, we propose the family of binary generalized LDPC (GLDPC) codes. Com-
pared to conventional binary LDPC codes, the check nodes of the proposed GLDPC
codes can be jointly characterized by a convolutional code, rather than multiple s-
ingle parity-check codes. We compare the codeword error rate performance of the
proposed GLDPC codes with state-of-the-art codes in the point-to-point AWGN
channel. From what we learned in the point-to-point channel, we then construct
good short lattice codes for compute-and-forward problem. The proposed lattice
codes are constructed from non-binary GLDPC codes via construction A and proper
shaping. We investigate the codeword error rate performance of the proposed lattice
codes in a compute-and-forward network. Comparison with other lattice codes is
provided as well.
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5.2 Point-to-Point Communication
5.2.1 Problem statement
Consider a point-to-point communication problem that a source node S wishes
to send information to a destination node D. The source node first generates the
message u ∈ FKp . The message u is then encoded to codeword c ∈ FNp . c is then
mapped into x ∈ AN via a mapping M, where the mapping is given by,
M(u) ,
 u, 0 ≤ u ≤
p−1
2
,
u− p, p−1
2
< u < p,
(5.1)
for p ≥ 3, and M(u) , u − 1
2
for p = 2 (i.e., BPSK). The codeword is subject to a
power constraint where
1
N
‖x‖2 = 1
N
N∑
n=1
|x[n]|2 ≤ P. (5.2)
At the destination node, the n-th received symbol is given by
y[n] = hx[n] + z[n], n = 1, . . . , N, (5.3)
where h ∈ R (or C depending on whether the signal constellation is real or complex)
is the channel coefficient between the source node S and destination node D, and
z[n] ∼ CN (0, 1) is the white Gaussian noise seen at destination node.
5.2.2 Conventional LDPC codes
In this section, we first review the basics of binary LDPC code. Subsequently, we
focus on discussing the proposed generalized LDPC code.
A binary LDPC code can be fully characterized by the Tanner graph [72], where
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a Tanner graph is a bipartite graph which is the graph representation of the LD-
PC code’s parity check matrix. As shown in Fig. 5.1, a Tanner graph consists of
variable nodes (circles), check nodes (squares), and edges. Each variable node is
corresponding to a code symbol and each check node is corresponding to a parity
check equation. An edge is established between i-th check node and j-th variable
node if the entry at i-th row and j-th column of the parity check matrix is 1. The
number of edges connected to each node is specified by a given degree distribution.
A straightforward way to define the degree distribution is specifying the fraction of
variable nodes with degree i as Li, and specifying the fraction of check nodes with
degree j as Rj. Now the so-called node-perspective degree distribution is given by
L(x) =
∑
Lix
i, (5.4)
and
R(x) =
∑
Rjx
j, (5.5)
where
∑
Li = 1 and
∑
Rj = 1. Similarly, and more commonly, the degree distri-
bution can be defined from edge perspective. The so-called edge-perspective degree
distribution is given by
λ(x) =
∑
λix
i−1, (5.6)
and
ρ(x) =
∑
ρjx
j−1, (5.7)
here λi denotes the fraction of edges that are incident with degree i variable node
and ρj denotes the fraction of edges that are incident with degree j check node.
What follows is the relationship between node-perspective degree distribution and
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edge-perspective degree distribution,
Li =
λi
i
∫ 1
0
λ(x)dx
, (5.8)
and
Rj =
ρj
j
∫ 1
0
ρ(x)dx
. (5.9)
Therefore, given the degree polynomials λ(x) and ρ(x), one can then name the set
of LDPC codes that satisfy the degree distribution as (λ, ρ) LDPC ensemble (λ, ρ).
The LDPC ensemble is said to be regular if all the variable nodes have same degree
Li and all check nodes have same degree Rj, otherwise it is irregular. For instance
,we say that a code drawn from the (3,6) LDPC ensemble will have variable nodes
of degree 3 and check nodes of degree 6.
It has been proved that there exists optimal degree distribution such that the
associate LDPC ensemble is capacity achieving in the binary erasure channel with
message-passing decoding, under the assumption of no cycle in the corresponding
Tanner graph [73]. This assumption is true in the asymptotic regime where block
length N goes to infinity. In the asymptotic regime, the number of edges comparing
to the number of variable/check nodes is relatively small, therefore the graph is sparse
which ensures that the probability of cycle occurs tends to zero. On the other hand,
for finite-length LDPC codes (say few thousand bits), their corresponding Tanner
graphs consist of small cycles which may deteriorate the decoding performance of
message-passing decoder [74] [75]. Fortunately, for codes with medium length or
above (N > 512), there are many preliminary works which focus on designing graphs
with high girth [76] [77] [78], where girth is defined as the length of the shortest cycle
in the graph. One of the most famous approaches is employing progressive edge
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growth (PEG) algorithm to design the Tanner graph [76], which PEG algorithm is a
greedy algorithm that establishes edges between variable nodes and check nodes one
at a time, and the process terminates when all nodes satisfy the degree distribution.
Despite its sub-optimality, often times the resulting codes have excellent decoding
performance under message-passing decoding.
We realize that the problem of designing graph with high girth is even more chal-
lenging in short-block length regime, e.g., N < 256. One straightforward approach
is reducing the number of edges in the graph, then the possibility of seeing small
cycles is decreased. Yet, reducing edges results in a lower average degree of vari-
able nodes. It has been reported that the minimum distance is upper-bounded by
(J + 1)! for regular LDPC codes, where J is the degree of variable nodes [79]. In
[37], extensive simulation results for various short LDPC codes are reported. The
authors observe that there has always existed a gap between the codeword error rate
performance of the ML decoder and message-passing decoder. The main reason is
that the Tanner graphs have low girth which prevents the message-passing decoder
from converging. With these existing issues for conventional short LDPC codes in
mind, we aim to design novel LDPC codes which have good minimum distance and
good for message-passing decoding simultaneously.
5.2.3 Generalized LDPC codes
In order to construct codes that have good minimum distance, while in the same
time good for message-passing decoding, we aim to construct LDPC codes having
stronger check nodes where all the check nodes can be jointly characterized by the
convolutional constraint. We name the proposed codes as generalized LDPC codes.
The Tanner graph of GLDPC code is presented in Fig. 5.2. Here the variable nodes
are arranged in a slightly different fashion, where the variable nodes on top of the
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Figure 5.1: Tanner graph of LDPC code
graph are corresponding to information bits, and the variable nodes in the bottom
are corresponding to parity bits.
We then use the set of auxiliary variable nodes and check nodes to describe a
convolutional code, where the i-th auxiliary variable node (from left side) is defined
as the state of convolutional encoder at time i−1, and the i-th check node represents
the trellis step from state at time i− 1 to state at time i. Thereby the value of i-th
parity symbol is determined by the information symbols connected to the i−th check
node and the auxiliary variable node on the left, (current encoder state). The rate
of GLDPC code is give by
R =
K
qK(n− k/n) =
n
q(n− k) , (5.10)
where q is the degree of the variable nodes corresponding to information bits, K is the
number of information bits, k is the number of input bits of the convolutional code
at each time instant, and n is the number of output bits of the convolutional code at
each time instant. In Fig. 5.2, we let the degree of the variable nodes associated with
information bits to be 2 and the degree of the variable nodes associated with parity
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Figure 5.2: Tanner graph of generalized LDPC code
bits to be 1. The code rate of the convolutional code is 2/3, and the repetition factor
for each information bit is q = 2, therefore the resulting GLDPC code has code rate
1/2 ∗.
Based on the described Tanner graph, the GLDPC code consists of a repetition
code, interleaver, and convolutional code. Each of the components is optimized
in what follows. For the repetition code, the repetition factor is 2, therefore all
the variable nodes corresponding to the information bits have degree 2. Apart from
conventional LDPC codes which the associated Tanner graph have the higher variable
degree (usually ≥ 3), here we set the variable degree to be either 2 or 1. We then
can argue that the GLDPC code is more sparse than a conventional LDPC code
form the perspective of variable node. We expect the GLDPC codes exhibit better
convergence performance than conventional LDPC codes (which typically have higher
degree of variable nodes) under message-passing decoding. Subsequently, we enforce
the interleaving pattern to be what follows: For the input bits of the interleaver,
∗The proposed generalized LDPC codes coincident with self-concatenated codes proposed in
[80, 81]. Nevertheless, to the best of author’s knowledge, these seminal works focus on code designs
in the regime of large block length. The scope of designing short length GLDPC/self-concatenated
code has not been studied in the literature.
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if they are induced from the same information bit, then they should be s-position
away from each other after interleaving. The interleaving pattern can eliminate the
occurrence of cycles of length 4 in the Tanner graph. Finally, convolutional codes
with high free distance are selected, which can increase the minimum distance of the
GLDPC code.
5.2.4 Encoding of GLDPC codes
The encoder is illustrated in Fig 5.3, which consists of repeater, interleaver and
systematic convolutional encoder. The information sequence is first fed into the
repeater serially, where the number of repetition q for each information bit is cor-
responding to the degree of the information variable nodes. The output sequence
of the repeater is then randomly interleaved. Subsequently, we feed the interleaved
sequence into the systematic convolutional encoder serially. Here the convolution-
al encoder generates the parity bits of the convolutional codeword only. We then
concatenate the original information sequence cI = u and the parity bits of the con-
volutional codeword, which denoted as cR. Finally, the GLDPC codeword is given
by
c = [cI cR]. (5.11)
Therefore, the GLDPC codeword is in systematic form. Since a convolutional encoder
is incorporated in the GLDPC encoder, the ending state of the convolutional encoder
should be terminated properly. One approach is forcing the ending state to all-zero
state [82], and this can be done by enforcing the last m (constraint length of the
convolution code) input bits of the convolutional encoder to certain values. However,
this leads to significant rate loss since the codeword length is small. To overcome
the problem of rate loss, we employ tail-biting (TB) convolutional code [83]. An
important characteristic of tail-biting convolutional codes is that the encoder always
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Figure 5.3: Encoder for the GLDPC code
forces the starting state and the ending state to be the same [84]. The starting
state is determined in what follows. If it is a feedforward TB convolutional encoder,
the starting state can be determined by the last m information bits (suppose the
constraint length of the convolutional code is m). We first start at the all-zero state.
We then feed the last m information bits to the encoder. Now the ending state of
the encoder will be the actual starting state of the encoding process. By doing this,
we can show that the starting state and ending state of the encoder will be the same
since the state of the feedforward encoder only depends on the last m input bits.
For feedback encoder, the initialization of the encoder is not as straightforward as
the feedforward case. This is reasonable since the state of the encoder depends on
all previous input bits. For interesting readers, the detail can be found in [84]. The
advantage of TB convolutional code is that no termination sequence required for the
encoder, therefore we can overcome the problem of rate loss. Note that since the
starting state is dependent on the input bits, thus the receiver does not have the
knowledge of the starting state
5.2.5 Decoding of GLDPC codes
In this section, the decoding algorithm for the GLDPC code is discussed. After
receiving the signals from the channel, we first compute the log likelihood ratio (LLR)
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of the n-th codeword bit which is given by
Lc[n] = log
p([n] = 1|y[n])
p(c[n] = 0|y[n] . (5.12)
As shown in Fig. 5.2, we jointly consider the sequence of bits that are connected
to the check nodes as a convolutional codeword. We then consider the set of all
check nodes as a super check node that is shown in Fig. 5.4. Within the super check
node is the symbol-wise maximum a posteriori probability (MAP) decoder which
can be realized by the BCJR algorithm [85]. The BCJR algorithm computes the
extrinsic LLRs then pass them back to the variable nodes which one turbo iteration
is completed. In the next turbo iteration, the variable nodes apply standard LLR
calculations then send the updated LLRs to the BCJR decoder again. The decoding
process continues until a valid codeword is found† or the maximum turbo iteration
is reached. Note that the complexity of decoding high-rate convolutional codes is
substantially higher than the complexity of decoding low-rate convolutional codes.
The additional complexity comes from the fact that the number of paths in the trellis
is increased. On the other hand, it is equivalent to decode the dual code (low-rate
code) which is computationally more efficient. We, therefore, employ the BCJR
algorithm proposed in [86] which can compute the desired extrinsic information via
decoding the dual convolutional code. Note that since tail-biting convolutional code
is exploited and the exact starting (ending) state is unknown to the decoder, thus a
circular-typed BCJR decoding is performed on the extended trellis [87] with extension
depth t.
†Hard decisions are performed at the variable nodes in blue. The valid codeword should satisfy
both the convolutional constraint and the constraints imposed by repetition codes
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Figure 5.4: Decoder for the GLDPC code
5.2.6 Simulation results
In this section, we present simulation results of FER for various codes. To have
a fair comparison, the decoding iteration of the proposed GLDPC code is set to 20,
which the decoding complexity is roughly the same as polar code + CRC with list
size of L=32 (Fig. 5.5). Note that number of basic operations (including additions,
subtractions, multiplications, divisions and binary additions) is adopted as the met-
ric for complexity analysis, which is also considered in [88]. Note that the constraint
length of the convolutional code within the G-LDPC is set to m = 4. The perfor-
mance of all the codes exclude G-LDPC codes are from [88]. We compare the FER
performance at the target FER of 10−4.
We first study the FER performance (Fig. 5.6). For length N = 128, K = 64
codes, Tail-biting convolutional (TB CC) code with constraint length (m=10) has
the best FER performance, which is only 1dB away from the Polyanskiv finite length
bound [33]. Polar codes have similar FER performance as TB-CC in waterfall region,
but error floor is observable at FER=10−4. One possible reason that causes error
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floor from happening may be the short CRC (8 bits), which is not powerful enough for
error detection. The proposed GLDPC code is only 0.6 dB away from Polar + CRC
(L=32) and 0.2dB away from non-binary LDPC (F256). Moreover, we didn’t observe
error floor for G-LDPC. Also, GLDPC code has much lower decoding complexity
than non-binary LDPC (F256) [88]. Without considering TB-CC, GLDPC code is a
promising candidate for very short block length regime.
For length N = 256, K = 128 codes, first of all, TB CC is not showed in Fig,
5.7, due to its inferior FER in such length. The inferior FER performance is caused
by low-weight codewords. Among the codes we present in Fig. 5.7, Polar code +
CRC with list size (L=256) and non-binary LDPC (F256) are 0.5 dB and 0.8 dB
away from Polyanskiy bound, respectively. However, the excellent performances are
attained at the cost of highly complex decoders [88]. For the interests of codes with
reasonable decoding complexity, we then compare polar code + CRC with list size
(L=32) and the proposed GLDPC codes. The FER performances of both codes are
comparable, which are 1 dB away from finite length bound. Finally, LTE turbo code
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Figure 5.6: BER performance comparison of various codes (n=128, k=64) in point-
to-point AWGN channel
and binary LDPC code chosen from AR4JA family are plotted as well, which the
proposed GLDPC code is approximately 0.5 dB better than them.
5.3 Compute-and-Forward
5.3.1 Problem statement
In this section, we consider a compute-and-forward relay network with two source
nodes S1 and S2, and one destination node D. S1 and S2 have messages u1 ∈ FKp
and u2 ∈ FKp , respectively. Each source node encodes its message us to a codeword
cs ∈ FNp . The codeword is then modulated to the transmitted signal xs ∈ AN
As shown in Fig. 5.8, S1 and S2 transmit signals x1 and x2 simultaneously to the
destination node D. The received signal at the destination node is given by
y[n] = h1x1[n] + h2x2[n] + z[n], n = 1, . . . , N, (5.13)
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Figure 5.8: The compute-and-forward relay network with two source nodes and one
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where hs is the channel coefficient for the channel between source node Ss and des-
tination node D and z[n] ∼ N (0, 1) is white Gaussian noise seen at node D. The
node D is assumed to have the channel state information (CSI) of h1 and h2. The
source nodes have knowledge of the distribution of the channel coefficients but have
no knowledge of the channel realizations.
The relay node is interested in computing and forwarding a function of the mes-
sages, i.e., the relay node first chooses {a1, a2}(ai ∈ Z) such that a1x1 + a2x2 can
approximate the received signal h1x1 + h2x2 carefully (suppose the channel is noise-
less), then relay obtains {b1, b2} (bs = as mod p) and computes f = b1u1 ⊕ b2u2.
The optimal {as} can be determined in terms of computation rate, which is given by
R(h, a) = 1
2
log+
((
‖a‖2 − P |h
Ha|2
1 + P‖h‖2
)−1)
, (5.14)
where a = [a1 a2]
t, and h = [h1 h2]
t . Note that the rate is achievable per real dimen-
sion. The computed function together with {b1, b2} are then forwarded to a central
destination. Ideally, the central destination will receive many of such functions from
multiple relays. The central destination can then obtain the desired information from
source nodes by solving all the received equations. For brevity, here we only analyze
the minimal non-trivial case where there are two source nodes and one relay node,
and we are interested in analyzing the error probability of the computed function at
the relay.
5.3.2 Short lattice codes
In this section, we construct short lattice codes for the compute-and-forward
problem. We employ construction A to construct a lattice then carve out a portion
of the lattice to be the lattice code. We now introduce the construction of lattices.
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Let C be an N dimensional non-binary (NB) code from some finite field Fp, also let
M : Fp → R be the natural mapping given by
M(u) ,
 u, 0 ≤ u ≤
p−1
2
,
u− p, p−1
2
< u < p,
(5.15)
when p ≥ 3, andM(u) , u− 1
2
for p = 2 (i.e., BPSK). A lattice is obtained by tiling
M(C) to the entire RN as
Λ ,M(C) + pZN , (5.16)
where the sum in the equation is the Minkowski sum. The fact that Λ is indeed
a lattice can be easily shown by noticing that M is an isomorphism and C is a
linear code. To construct the GLDPC lattice, we enforce the linear code C to be the
non-binary GLDPC code. The non-binary GLDPC codes is constructed from the
binary GLDPC code proposed in the previous section, which the ones in the binary
parity check matrix are replaced by non-zero elements randomly chosen from the
non-binary field. Similarly, the polar lattice can be constructed from the non-binary
polar code.
So far we have discussed the construction of the lattice, yet a lattice consists of
infinite points in RN , and the power at transmitters are limited in practical com-
munication systems. One popular approach of using lattices for power-constrained
problems is to carve a finite subset from the lattice via shaping techniques. Con-
ventionally, spherical shaping is adopted where the codebook is the intersection of
a sphere and the lattice [42]. Spherical shaping is power-efficient and leads to code-
books mimicking the capacity-achieving input distribution for the AWGN channel.
However, the nice correspondence between lattice points and underlying linear code-
words may no longer be preserved. Another popular approach for shaping is to
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the nested lattice shaping [27]. Let (Λf ,Λc) be a pair of nested lattices such that
Λc ⊆ Λf , where Λf is the fine lattice and Λc is the coarse lattice. The lattice code
obtained by nested lattice shaping, henceforth referred to as nested lattice code,
is C = Λf ∪ V(Λc) where V(Λc) denotes the fundamental Voronoi region of coarse
lattice Λc. Under some goodness conditions, the resulting nested lattice code can
achieve the capacity of AWGN channel with lattice decoding. Since nested lattice
codes preserve most of the structures which facilitate function computation, they are
adopted in most of the CF literature. Therefore in this section, we employ nested
lattice shaping, by choosing Λc such that pZN ⊆ Λc. It is worth emphasizing that
this choice includes the famous and low-complex hypercubic shaping Λc = pZN .
5.3.3 Simulation results
In this section, we compare codeword error rate performance of function compu-
tation at the relay. We study the performance of GLDPC lattice code and CRC-aided
polar lattice code. All the lattices are constructed from non-binary codes over F3 via
construction A, then hypercubic shaping is applied to obtain lattice codes. GLDPC
lattice codes with length N = 128 and N = 256 are constructed. Also, polar lattice
codes with length N = 128 and N = 256 are constructed. All lattice codes are
rate 1/2 codes. In the simulation, we let all channel gains to be 1. The function
that maximizes the achievable computation rate (Eq. 5.14) at the relay will then be
x1 ⊕ x2, where the addition in F3.
For decoding algorithms, we employ message-passing algorithm for the GLDPC
lattice code. Specifically, non-binary BCJR algorithm [89] is employed to decode the
dual convolutional code at the check nodes. The polar lattice code is CRC-aided, thus
non-binary successive cancellation list decoding is used. To have a fair comparison,
the decoding iteration of the proposed GLDPC lattice code is set to 20, which the
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Figure 5.9: FER performance at relay with 2 source nodes and 1 relay (N=128)
decoding complexity is roughly the same as polar lattice code + CRC with list size
of L=32.
For length N = 128 lattice codes Fig. 5.9, CRC aided polar lattice code with
list size 32 outperforms the proposed GLDPC lattice code at FER= 10−3. GLDPC
lattice code exhibits similar FER performance with CRC-aided polar lattice code
with list size=8 (L=8). We then investigate length N = 256 lattice codes Fig. 5.10,
the proposed GLDPC lattice code and CRC-aided polar lattice code with list size
=32 (L=32) exhibit comparable performance at FER= 10−3. However, GLDPC
lattice code exhibits better FER performance in the waterfall region.
5.4 Conclusion
In this section, we study the design of short lattice codes for compute-and-forward
networks. We first investigate code designs in the scenario of point-to-point com-
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Figure 5.10: FER performance at relay with 2 source nodes and 1 relay (N=256)
munication. The binary generalized LDPC code is proposed. Apart from conven-
tional LDPC codes, check equations can be jointly described by the convolutional
constraint. The simulation shows that the proposed binary GLDPC code under
message-passing decoding exhibits comparable codeword error rate performance to
the CRC-aided binary polar code under successive cancellation list decoding of size
L = 32. We then generalize the result to compute-and-forward networks. We con-
struct GLDPC lattice codes and CRC-aided polar lattice codes which can facilitate
function decoding at relays. Simulation result also shows that the proposed GLD-
PC lattice code also exhibits comparable codeword error rate performance to the
CRC-aided polar lattice code.
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6. CONCLUSION
In this dissertation, we first tackle two of the most challenging problems that
compute-and-forward has encountered in practical wireless channels. The first prob-
lem is compute-and-forward with timing asynchronous users and the second problem
is compute-and-forward in block-fading channels.
In Chapter 3, we study the first problem. We show that fundamentally there is
no loss in the information rates achievable in the presence of timing delays which are
integer multiples of symbol duration in comparison to the synchronous case. This
is the first result to show that integer-valued asynchronism does not cause any re-
duction in the achievable rates. Moreover, practical implementation of the proposed
scheme has also been considered where a joint detection and decoding scheme was
considered. Simulation results for the two transmitters and one receiver case have
further confirmed the theoretical analysis and observations. In Chapter 4, the second
problem is studied. We have proposed root-LDA lattice codes for CF in relay net-
works over block-fading channel. The proposed root-LDA lattice codes have allowed
relays to compute integer linear combination of codewords in block-fading channels.
Simulation results have shown that the proposed solution exhibits full diversity in
both TWRN and the multiple-hop line network with 5 nodes. In addition, simula-
tion results have also suggested that there is no fundamental penalty in coding gain
when we optimize the code specifically to deal with block-fading channels. When
jointly considered these two problems, it can be easily shown that an universal so-
lution exists, where a quasi-cyclic root-LDA lattice code can be constructed. The
universal solution has its importance especially for practical communication systems
since only one code needs to be implemented at the transceivers.
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Finally, in Chapter 5, we study compute-and-forward with short lattice codes.
We first investigate code designs in the scenario of point-to-point communication.
The binary generalized LDPC code is proposed. Apart from conventional LDPC
codes, check equations can be jointly described by the convolutional constraint. The
simulation shows that the proposed binary GLDPC code under message-passing
decoding exhibits comparable codeword error rate performance to the CRC-aided
binary polar code under successive cancellation list decoding of size L = 32. We
then generalize the result to compute-and-forward networks. We construct GLDPC
lattice codes and CRC-aided polar lattice codes which can facilitate function decoding
at relays. Simulation result also shows that the proposed GLDPC lattice code also
exhibits comparable codeword error rate performance to the CRC-aided polar lattice
code.
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