A polynomial time approximation scheme for the two-stage multiprocessor flow shop problem  by Schuurman, Petra & Woeginger, Gerhard J.
Theoretical Computer Science 237 (2000) 105{122
www.elsevier.com/locate/tcs
A polynomial time approximation scheme
for the two-stage multiprocessor ow shop problem(
Petra Schuurman a, Gerhard J. Woegingerb;
a Department of Mathematics and Computing Science, Eindhoven University of Technology,
P.O. Box 513, NL-5600 MB Eindhoven, Netherlands
b Institut fur Mathematik B, TU Graz, Steyrergasse 30, A-8010 Graz, Austria
Received April 1997; received in revised form February 1998
Communicated by G. Ausiello
Abstract
In this paper we investigate the two-stage multiprocessor ow shop scheduling problem
F2(P)j  jCmax, where the numbers m1 and m2 of machines available in the two stages are part
of the input. We demonstrate the existence of a polynomial time approximation scheme for this
problem.
This result solves the simplest case of an open problem that has been posed by Leslie Hall in
a recent paper (Hall, 1995). An extension of our algorithm yields an approximation scheme for
the closely related two-stage multiprocessor job shop problem. c© 2000 Elsevier Science B.V.
All rights reserved.
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1. Introduction
1.1. Problem statement
A ow shop is a multi-stage production process with the property that all jobs have
to pass through the stages in the same order: There are n jobs Jj (j=1; : : : ; n), each
consisting of a chain of s operations O1j; : : : ; Osj that have to be executed in this
order. Operation Oij has to spend a time pij at stage i of the process; pij is called the
processing time or the length of operation Oij . In the classical ow shop problem, each
stage consists of a single machine. In the s-stage multiprocessor ow shop (sometimes
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also called hybrid or exible ow shop in the literature), at every stage i a number mi
of identical machines is available that can operate in parallel. At any time, every job
can be processed by at most one machine and every machine can process at most one
job. Preemption is not allowed, i.e., once an operation is started, it must be completed
without interruption. The goal is to compute a schedule that minimizes the makespan,
i.e., the maximum completion time of all jobs. The optimal makespan is denoted by
Cmax. In the standard scheduling notation, makespan minimization in an s-stage ow
shop is denoted by Fsj  jCmax, and makespan minimization in an s-stage multiprocessor
ow shop is denoted by Fs(P)j  jCmax.
1.2. Computational complexity
The only non-trivial variant of the ow shop problem that is known to be solvable
in polynomial time is F2j  jCmax [12]. The problem F3j  jCmax is NP-hard in the
strong sense [5]. Problem F2(P)j  jCmax is also NP-hard in the strong sense, even in
the case where there are only two machines in one stage and only a single machine in
the other stage [11]. Hence, research focused on obtaining polynomial time approxima-
tion algorithms for this problem, i.e., fast algorithms which construct schedules whose
makespan is not too far away from the optimal makespan.
1.3. Approximation algorithms
We say that an approximation algorithm has performance ratio or worst-case ratio 
for some real >1, if it always delivers a solution with makespan at most Cmax, and
if  is the smallest number for which this is true. Such an approximation algorithm
is then called a -approximation algorithm. A family of polynomial time (1 + )-
approximation algorithms over all >0 is called a polynomial time approximation
scheme (PTAS, for short). If the time complexity of a PTAS is also polynomial in
1=, it is called a fully polynomial time approximation scheme (FPTAS, for short).
It is known that the existence of an FPTAS for a strongly NP-complete problem
would imply P=NP (cf. [4, p. 141]).
The known results on the approximability of the multiprocessor ow shop problem
are summarized in Table 1. The single-stage ow shop in the rst line of the table is the
ordinary multiprocessor scheduling problem Pj  jCmax, and just mentioned for the sake
Table 1
The approximability landscape of the multiprocessor ow shop problem
Number of machines per stage
= 1 Constant Arbitrary
= 1 Trivial FPTAS PTAS
s =2 Poly-time PTAS PTASa
stages Const >3 PTAS PTAS Open
Arbitrary 6 9 PTAS 6 9 PTAS 6 9 PTAS
a It is the contribution of this paper.
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of completeness: In case the number of machines is constant, the problem possesses a
pseudopolynomial solution algorithm that can be used to construct an FPTAS [16]. In
case the number of machines is part of the input, the problem is strongly NP-hard,
and hence the PTAS of Hochbaum and Shmoys [10] is the best-possible approximation
result unless P=NP. The two-stage ow shop can be solved in polynomial time if
m1 =m2 = 1 [12]. For the cases where the number s of stages and the number of
machines per stage all are constants, Hall [9] describes a beautiful PTAS. The PTAS
marked by superscript [a] in Table 1 (two stages and an arbitrary number of machines
per stage) is the contribution of the present paper. Determining the approximability
behavior of Fs(P)j  jCmax where s>3 is a constant and where the number of machines
is part of the input, is the main open question in the area of multiprocessor ow shops;
this problem is also posed in the paper of Hall [9]. Finally, for the case where the
number of stages is part of the input, Williamson et al. [20] prove that the existence of a
polynomial time approximation algorithm with worst-case ratio less than 54 would imply
P=NP. A randomized approximation algorithm whose worst-case ratio depends on
the number of machines in the ow shop (and tends to innity as the number of
machines increases) can be found in [18]; cf. [17] for a derandomized version.
1.4. The two-stage multiprocessor ow shop problem
Buten and Shen [1], Langston [13], Sriskandarajah and Sethi [19], Gupta [7], Gupta
and Tunc [8], Chen [2, 3], and Lee and Vairaktarakis [14] designed various approxima-
tion algorithms for F2(P)j  jCmax, and analyzed the performance of these algorithms
by empirical and theoretical means. All these approximation algorithms are based on
presorting the operations and then assigning them to the machines in a greedy way.
All of them have worst-case ratios of at least 32 .
1.5. The two-stage multiprocessor job shop problem
This problem is very similar to the two-stage multiprocessor ow shop. It has the
same processing environment with m1 machines in the rst stage and m2 machines in
the second stage. Similarly as in the ow shop, every job consists of two operations
that must be processed in the two stages. However, in the two-stage job shop there are
two types of jobs which we call type T12 and type T21. Jobs of type T12 must rst
be processed in stage one and afterwards in stage two (just as the jobs in the two-stage
ow shop). Jobs of type T21 must rst be processed in stage two and afterwards in
stage one. The goal is to minimize the makespan. In the standard scheduling notation,
this problem is denoted by J2(P)j  jCmax. We are not aware of any approximation
results on J2(P)j  jCmax.
1.6. Contribution of this paper
The main contribution of this paper is a PTAS for F2(P)j  jCmax. Our result com-
pletely settles the approximability status of this simplest non-trivial case of the multi-
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processor ow shop. Our arguments are strongly based on the ideas of Hall [9] and
on the method of Hochbaum and Shmoys [10]. Moreover, we make use of Lenstra’s
polynomial time algorithm [15] for solving mixed integer programs with a constant
number of integer variables. We essentially proceed as follows.
 First, we formulate a special case of F2(P)j  jCmax where there is just a small number
of possible lengths for the longer operations. For this special case, we then dene
a kind of infeasible schedule where the shorter operations may be preempted and
where the preempted pieces may overlap in time. This type of infeasible schedule
is called semi-feasible strongly structured schedule or SFSS-schedule, for short. It
has a very strong and very simple combinatorial structure.
 We show that with respect to approximation, there is not too much of a dierence
between SFSS-schedules and schedules that are feasible for F2(P)j  jCmax: Any fea-
sible schedule for an instance of F2(P)j  jCmax can be transformed into an SFSS-
schedule whose makespan is just slightly larger than the original makespan, and any
SFSS-schedule can be transformed into a feasible schedule whose makespan is just
slightly larger than the SFSS makespan.
 Next, we formulate a mixed integer program (MIP) that concisely describes the
combinatorial structure of SFSS-schedules. Since (MIP) has a constant number of
integer variables and a polynomial number of linear inequalities, Lenstra’s algorithm
can be applied to solve it in polynomial time.
 Finally, we incorporate the results on SFSS-schedules together with a simple scaling
step into a binary search procedure for the general problem F2(P)j  jCmax. This
yields the desired polynomial time approximation scheme.
A similar approach yields a polynomial time approximation scheme for J2(P)j  jCmax.
The paper is organized as follows. Section 2 introduces and analyzes the concept of
SFSS-schedules. In Section 3 we formulate the mixed integer program, and in Section 4
we analyze it. Section 5 contains the approximation scheme for F2(P)j  jCmax, and
Section 6 sketches the approximation scheme for J2(P)j  jCmax. Section 7 concludes
the paper with a short discussion.
2. A special case and the combinatorics of SFSS schedules
In this and in the following sections, we shall mainly deal with instances of problem
F2(P)j  jCmax that fulll the property () below. Here f>1 is some xed integer that
is not part of the input. However, the values pij (i=1; 2, 16j6n), m1 and m2 are
part of the input.
() For i=1; 2 and 16j6n, 0<pij6f4 holds. Moreover, if f6pij6f4, then pij
is integer.
Operations of length pij>f are called big operations, and operations of length pij<f
are called small operations. We partition the jobs into nitely many classes J[x; y]
with x; y2f0g[ ff;f+ 1; : : : ; f4g: Job Jj is in class J[x; y] if and only if (i) p1j is
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small and x=0, or p1j is big and x=p1j, and if (ii) p2j is small and y=0, or p2j is
big and y=p2j. For every class J[x; y], let x;y be the following ordering of the jobs
in J[x; y]: For two jobs Jj and Jl in J[x; y], job Jj precedes Jl in x;y if and only
if (i) the processing times of their operations fulll the inequality p1j=p2j<p1‘=p2‘
or (ii) p1j=p2j =p1l=p2l holds and j<‘.
Finally, dene an integer g=f2 + 2f and consider the time intervals Ik = [kg;
(k + 1)g) for integers k>0.
In the following, we will work with preemptive schedules where the processing of
some small operations is preempted and split into several parts. These parts then are
called the suboperations of the small operation. If a small operation is not preempted,
it is considered to consist of a single suboperation. Hence, any operation in such a
preemptive schedule is either a big operation or a suboperation. The starting time of
a preempted operation is the starting time of its rst suboperation, and its completion
time is the completion time of the last suboperation. Now, consider an instance of
F2(P)j  jCmax of the form (), and dene the following properties of a preemptive
(and thus: infeasible) schedule for this instance.
(S1) All big operations are processed without preemption. Small operations may be
arbitrarily preempted into suboperations. Every suboperation has its completion
time in the same interval Ik in which it has been started. Suboperations that
belong to the same small operation are allowed to overlap each other in time.
Consider a job that consists of one big operation and of one small operation that is split
into several suboperations. Then condition (S1) allows the suboperations to overlap with
each other, but it does not allow that they overlap with the big operation. Similarly,
if the operations of a job in J[0; 0] are preempted then the stage-one suboperations
must not overlap with the stage-two suboperations.
(S2) For any machine M in any stage and for any time interval Ik , the big operations
and suboperations starting on M during Ik start in the following pattern: First
come the suboperations (if any) in arbitrary order. The rst suboperation starts
at an integer time point, and there is no idle time between any two consecutive
suboperations. Then come the big operations that start in order of non-decreasing
processing times. Every big operation starts at an integer time point. There may
be idle time between the completion time of the last suboperation and the start-
ing time of the rst big operation, but there is no idle time between any two
consecutive big operations starting in Ik .
Note that condition (S2) only concerns operations that are started during Ik . At the
beginning of Ik , the machine may still be busy with completing another operation that
was started in an earlier time interval.
(S3) For every job Jj, the operations O1j and O2j are never processed during the same
time interval Ik . In other words, if O1j is completed during Ik then O2j can
never start before Ik+1.
(S4) For any class J[x; y], and for any two jobs Jj and Jl where Jj precedes Jl in
x;y, the following holds: Let Ia and Ib denote the time intervals during which
the operations O1j and O1l are completed, and let Ic and Id denote the time
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intervals during which the operations O2j and O2l are started, respectively. Then
a6b and c6d holds.
We remark that properties (S2) and (S3) were rst introduced and used by Hall [9].
A schedule that fullls conditions (S1){(S4) is called a semi-feasible strongly struc-
tured schedule, or SFSS-schedule, for short. A schedule that is feasible with respect
to the restrictions of the original problem F2(P)j  jCmax is simply called a feasible
schedule.
Theorem 2.1. For any instance of F2(P)j  jCmax that fullls property () the follow-
ing holds: If there exists a feasible schedule 0 with makespan at most f4; then there
also exists an SFSS-schedule  with makespan at most (f2+2)g=f4+2f3+2f2+
4f.
In order to prove Theorem 2.1, we transform the feasible schedule 0 via two in-
termediate schedules 00 and 000 into an SFSS-schedule . For a schedule ; a time
interval I; and a machine M; we denote by S(;M;I) the set of all operations in
the schedule  whose processing starts during I on machine M .
In the rst transformation step, dene g0= g − 2f=f2 and dene time intervals
I0k = [kg
0; (k+1)g0); for 06k6f2−1. Consider some xed machine M in schedule 0
and shift the starting times of the operations in S(0; M;I0k) from I
0
k to time interval
Ik ; k>0; without changing their relative ordering: If in 0 an operation was started
at time kg0 + s; where s<g0; then its new starting time becomes kg+ s. This shifting
operation essentially inserts 2f units of idle time into every time interval I0k ; thus
stretching every time interval. In interval Ik ; these 2f units of idle time form a gap
between the latest completion time of a job started in an earlier interval and between
the rst starting time of a job started in Ik . Note that by doing this, the completion
time of some big operation may be moved from some interval I0k to an interval Ik−‘
with l>0.
Repeating this shifting procedure for all machines in both stages yields another
feasible schedule, called 00; whose makespan is bounded by gf 2 and where jobs are
only processed during the rst f2 time intervals Ik .
In the second transformation step, reorder for every machine M and for every
interval Ik the operations in S(00; M;Ik) in the following way: Let t denote the
largest completion time of the operations in S(00; M;Ik); and let P denote their total
processing time.
 In case S(00; M;Ik) contains at least one big operation, all operations in S(00; M;
Ik) are shifted to the interval [btc−P; btc] such that the suboperations are processed
in the beginning, followed by the big operations sorted into non-decreasing order of
processing times. Because of the down rounding of t; this may shift up to one
additional unit of processing time into interval Ik .
 In case S(00; M;Ik) does only contain suboperations, their total processing time P
is at most f2+f (an amount of at most f2 that has previously been processed in I0k
plus an amount of at most f that may arise from a suboperation whose processing
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protrudes into interval Ik+1). In this case the processing of all the suboperations in
S(00; M;Ik) is shifted to the interval [(k+1)g−P; (k+1)g]; i.e., to a time interval
of length P at the end of Ik . This may shift up to f additional units of processing
time into the time interval Ik .
Summarizing, this shifting consumes up to f units of the idle time that have been
introduced in Ik during the rst transformation step, it makes every big operation start
at an integer time point, and it makes every suboperation being processed as a whole
during one of the intervals Ik . Note that because of the reordering of the operations,
the current schedule may be infeasible. To restore feasibility, we shift the schedule of
every stage two machine for exactly 2g time units into the future; in other words, the
starting times in every time interval Ik in stage two are shifted to time interval Ik+2.
Call the resulting feasible schedule 000.
Let us argue that schedule 000 indeed is feasible: Consider some xed job Jj; and
assume that in 00; operation p1j was completed during Ik and operation p2j was
started during Ih. Since 00 was feasible, k6h holds. The shifting and reordering
possibly move the completion time of an operation to a later time interval, but they
do never move the starting time of an operation to another time interval. Hence, in
000 operation p1j is completed during Ik or Ik+1; and operation p2j is started during
Ih+2; and consequently 000 is indeed a feasible schedule. 000 fullls conditions (S1)
and (S3); it also fullls (S2) except that the blocks of suboperations need not start
at integer time points. In every time interval Ik on every machine M; there is an
idle gap of length at least f that precedes the rst operation in S(000; M;Ik). The
makespan of 000 is less or equal to the makespan of 00 plus 2g; and hence is bounded
by (f2 + 2)g. Hence, in 000 jobs are only processed during the rst f2 + 2 time
intervals Ik .
In the third transformation step, we perform the following procedure for every class
J[x; y]. Remove all stage-one operations in J[x; y] from 000; thus producing a set Gk
of gaps during every time interval Ik . Then run through the ordering x;y and reassign
the stage-one operations according to this ordering and in a greedy way to the gaps
in G0; then to G1; to G2; and so on. If an operation does not t into the current
gap, preempt it. Since removal and reassignment take place within the same time slots,
they can be performed without touching other operations. Finally, perform a symmetric
removal and reassignment procedure for the stage-two operations in J[x; y]: Remove
all stage-two operations in J[x; y] from 000; thus producing a set G0k of gaps during
every time interval Ik . Then run backwards through the sequence x;y; and ll the
sets G0k of gaps one by one in a greedy way, starting with the set G
0
k with highest
index and ending up with the set G00.
Observe that the removal and reassignment procedure can never introduce preemp-
tions of big operations: All big stage-one (respectively, stage-two) operations in J[x; y]
are of the same length. Hence, the removal and reassignment procedure just permutes
the big operations within class J[x; y] in place, to make them fulll condition (S4).
Observe also that in general suboperations belonging to the same preempted operation
will overlap in time, which by condition (S1) is perfectly feasible.
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With respect to stage-one operations in J[0; 0]; every interval Ik processes a con-
tinuous subsequence of 0;0. The rst operation in this subsequence possibly has some
suboperations processed in an earlier interval, and the last operation in this subsequence
possibly has some suboperations processed in a later interval. In a nal clean-up phase,
we move every stage-one suboperation from J[0; 0] to the rst interval Ik that pro-
cesses a suboperation belonging to the same preempted small operation. In doing this,
every interval Ik receives at most one additional small operation; this additional op-
eration is easily t into one of the idle gaps of length f that survived the second
transformation step. We also perform a symmetric clean-up phase for the stage-two
operations in J[0; 0]; we move every stage-two suboperation to the latest interval Ik
that processes a suboperation belonging to the same preempted small operation. As a
consequence, for every operation in J[0; 0] that is preempted, all suboperations are
processed during the same time interval.
Afterwards, we adjust the position of every block of suboperations in every interval
Ik in such a way that it starts at an integer time point and thus fullls property (S2).
The resulting schedule is called . As in 000; in  jobs are only processed during the
rst f2 + 2 time intervals Ik . The proof of the following claim will nally complete
the proof of Theorem 2.1.
Claim 2.2. Schedule  is an SFSS-schedule with makespan at most (f2 + 2)g.
Proof. Obviously,  has the claimed makespan, and it also fullls conditions (S1) and
(S2) by construction. The third transformation step ensures that condition (S4) holds.
Condition (S3) was already fullled by schedule 000; and what remains to be shown
is that the third transformation step does not lead to a violation of condition (S3).
After the third transformation step, condition (S3) clearly is still fullled by the
classes J[x; y] with x; y>0. Consider some class J[0; y] with y>0. Rearranging the
small operations according to 0; y brought the shorter operations to the front of the
schedule. Hence, for every k>0; the number of small operations from J[0; y] that are
completed during I0; : : : ;Ik in  is at least as large as the corresponding number in
000. Thus, J[0; y] fullls (S3) at the end of the third transformation step. For jobs in
J[x; 0] a symmetric argument works.
Finally, let us investigate the class J[0; 0]. Note that in both schedules 000 and ;
every of these operations is assigned as a whole to one of the intervals Ik . Denote
by Ak and Ak the set of stage-one operations in J[0; 0] that are processed during the
intervals I0; : : : ;Ik in schedules 000 and ; respectively. Similarly, denote by Bk and
Bk ; respectively, the set of stage-two operations processed during I0; : : : ;Ik in these
two schedules. Denote by Ck and Ck the set of stage-two operations that belong to
the same jobs as the stage-one operations in Ak and Ak ; respectively. Finally, denote
by p(X ) the total processing time of the operations in some set X of operations.
The rearrangement phase does not change the total processing time of stage-one
operations from J[0; 0] that are processed during any Ik . The clean-up phase only
moves part of the processing of some of these operations to earlier intervals. Hence,
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p(Ak)6p(Ak ) holds for all k>0. Since the stage-two operations are always handled
in a symmetric way (cf. the removal and rearrangement phase and cf. the clean-up
phase), we also have p(Bk+1)>p(Bk+1) for all k>0. Since the jobs in 0;0 are sorted
by non-decreasing ratios, p(Ak)6p(Ak ) yields p(Ck)6p(Ck ); for all k>0. Since 000
is a feasible schedule, p(Bk+1)6p(Ck) holds for k>1. Combining these inequalities
yields that
p(Bk+1)6p(Bk+1)6p(Ck)6p(Ck ) for all k>0. (1)
Hence, p(Bk+1)6p(Ck ) holds in  for all k>0; which is equivalent to condition
(S3).
Theorem 2.3. For any instance of F2(P)j  jCmax that fullls property () the follow-
ing holds: If there exists an SFSS-schedule  with makespan at most (f2 + 2)g;
then there also exists a feasible schedule  with makespan at most (f2 + 2)(g +
f)=f4 + 3f3 + 2f2 + 6f. Moreover; schedule  can be computed in polynomial
time.
Proof. Dene g= g + f=f2 + 3f and time intervals Ik = [kg; (k + 1)g); for
06k6f2+1. Similarly as in the rst transformation step in the proof of Theorem 2.1,
shift the operations from Ik to I

k without changing their relative ordering. This essen-
tially inserts f units of idle time into every time interval and increases the makespan
to (f2 + 2)(g + f). Remove all stage-one suboperations from the current schedule.
Then greedily reinsert the small operations without preemptions into the gaps in inter-
vals I0;I1; : : :; the small operations are handled in non-decreasing order of completion
times in schedule . First, ll the gaps during I0; then the gaps during I1 and so on.
Because of the additional f units of inserted idle time, no small stage-one operation
will be assigned to a later interval than in . Perform a symmetric procedure with
the small stage-two operations: reinsert them greedily into the intervals : : : ;I2;I1;I0;
without preemptions, and in decreasing order of starting times in . Because of the f
units of inserted additional idle time, no stage-two operation is assigned to an earlier
interval than in . This resolves all preemptions in  and yields the desired feasible
schedule .
3. A mixed integer program for SFSS-schedules
In this section, we will derive a formulation of SFSS-schedules for instances of the
form () as a mixed integer program (MIP). We will argue that this (MIP) formulation
leads to an ecient algorithm for nding close to optimal SFSS-schedules.
Consider some xed time interval Ik on some xed machine M in some xed
SFSS-schedule (recall that every Ik has length g=f2 + 2f): The structure of the
schedule during Ik can be encoded by f4 − f + 2 non-negative integers x where
x2f0g[ ff;f + 1; : : : ; f4g. The value 0 is the total processing time of all sub-
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operations started during Ik on M; rounded up to the next integer; note that 0606g.
For f6x6f4; x counts the number of operations of length x whose processing starts
during this time interval. Note that 06x6f + 2 holds for f6x6f4. The complete
machine is encoded in an analogous way by integers x; k where x2f0g[ ff;f +
1; : : : ; f4g and 06k6f2 + 1.
Now, consider some integer matrix (x; k); x2f0g[ ff;f + 1; : : : ; f4g and 06k
6f2 + 1; that encodes some stage-one machine. We construct starting times for the
big operations and for the blocks of suboperations as follows: Go through the time
intervals Ik by increasing index. In every time interval Ik ; x the starting times
of the blocks of suboperations of length 0; k at the earliest possible integer in Ik
(observe that there might be a job that was started in some earlier time interval
and is completed during Ik). Then x the starting times of the big operations at
the earliest possible integer time points such that they are in non-decreasing order
of processing times. It is possible that this procedure gets stuck since some of the
operations cannot be started in the time interval without overlapping with other op-
erations, or since the block of suboperations protrudes into the next time interval. In
this case we call the matrix (x; k) infeasible. Otherwise, the matrix (x; k) is called
feasible, and we may compute from it the values x; k with x2ff;f + 1; : : : ; f4g;
06k6f2 + 1 that count the number of operations of length x that are completed
during time interval Ik (note that because of condition (S1), there is no need for
introducing numbers 0; k). The two matrices (x; k) and (x; k); x2ff;f + 1; : : : ; f4g
and 06k6f2 + 1; fully encode the structure of an SFSS-schedule on some stage-
one machine. We will compactly write them as a single matrix (x; k ; x; k) and we
will say that this matrix constitutes the type of this encoding. In a similar way, one
denes types for stage-two machines (by running through the time intervals by de-
creasing index, and by starting every operation at the latest possible integer time
point).
Let ((1)x; k ; 
(1)
x; k ); : : : ; (
(T )
x; k ; 
(T )
x; k ) be an enumeration of the matrices of all feasible ma-
chine types for stage-one or stage-two machines. Clearly, the number T of types
is some constant that only depends on f. We stress the fact that the feasible ma-
chine types are not variables of the mixed integer program. For simplicity of presen-
tation, in our mixed integer programming formulation we will allow the machines
in both stages to take the types constructed for both stages in the mixed integer
program.
Next, let us introduce some of the variables and constants that will be used in the
formulation of the mixed integer program.
 nxy is a constant and denotes the number of jobs in the class J[x; y]; for x; y2f0g[
ff;f + 1; : : : ; f4g.
 mi is a constant and denotes the number of machines available in stage i; 16i62.
 SM[x; 0] and SM[0; y] are constants and denote the total processing time of the small
operations in J[x; 0]; respectively, J[0; y]; for x; y2ff;f + 1; : : : ; f4g.
 SMi[0; 0] is a constant and denotes the total processing time of the small operations
in J[0; 0] in stage i; 16i62.
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 z (t)i is an integer variable and denotes the number of machines of type ((t)x; k ; (t)x; k) in
stage i; where 16i62 and 16t6T .
 wx;y; k; l is an integer variable and denotes the number of jobs in J[x; y] for which
the rst operation is completed during Ik and the second operation is started during
Il; where x; y2ff;f + 1; : : : ; f4g; and 06k<l6f2 + 1.
 ux;0; k (respectively, u0; y; k) are integer variables and denote the number of big opera-
tions in J[x; 0] (respectively, J[0; y]) that are completed during Ik on a stage-one
machine (respectively, started during Ik on a stage-two machine), where x; y2ff;
f + 1; : : : ; f4g and 06k6f2 + 1.
 Ux;0; k and U0; y; k are continuous variables and denote the total processing time
of small operations in J[x; 0]; respectively J[0; y]; processed during Ik ; where
x; y2ff;f + 1; : : : ; f4g and 06k6f2 + 1.
 Vi; k is a continuous variable and denotes the total processing time of small operations
in J[0; 0] processed during Ik in stage i; where 06k6f2 + 1 and 16i62.
Note that the number of introduced continuous and variables is a constant that depends
only on f; but not on the input of the problem. Next, we describe the restrictions of
the mixed integer program (MIP).
3.1. Inequalities for the machines and the big operations
Since the number of machines in stage i equals mi; we require that
TP
t=1
z (t)i =mi for i=1; 2. (2)
Since every big operation in J[x; y] has to be assigned to some starting time,
f2+1P
k=0
f2+1P
l=k+1
wx;y; k; l= nxy for x; y2ff;f + 1; : : : ; f4g; (3)
f2+1P
k=0
ux;y; k = nxy for x; y2f0g[ ff;f + 1; : : : ; f4g; x + y 6=0; xy=0. (4)
The number of big stage-one operations of length x that are completed during interval
Ik is at most
PT
t=1 
(t)
x; k z
(t)
1 . This yields the following upper bound on the corresponding
variables wx;y; k; l and ux;0; k .
TP
t=1
(t)x; k z
(t)
1 >ux;0; k +
f4P
y=f
f2+1P
l=k+1
wx;y; k; l for f6x6f4; 06k6f2 + 1. (5)
Symmetrically, we get bounds for the number of big stage-two operations of length y
that are started during interval Il.
TP
t=1
(t)y; lz
(t)
2 >u0; y; k +
f4P
x=f
l−1P
k=0
wx;y; k; l for f6y6f4; 06l6f2 + 1. (6)
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3.2. Inequalities for small operations in general
Since all small operations in J[x; 0]; J[0; y] and J[0; 0] must be processed during
some time interval Ik ;
f2+1P
k=0
Ux;y; k>SM[x; y] for x; y2f0g[ ff;f + 1; : : : ; f4g; x + y 6=0; xy=0;
(7)
f2+1P
k=0
Vi; k>SMi[0; 0] for i=1; 2. (8)
Since the selected machine types must be able to accommodate all small operations in
both stages,
TP
t=1
(t)0; k z
(t)
1 >
f4P
y=f
U0; y; k + V1; k for 06k6f2 + 1; (9)
TP
t=1
(t)0; k z
(t)
2 >
f4P
x=f
Ux;0; k + V2; k for 06k6f2 + 1: (10)
3.3. Inequalities for small operations in J[0; y] and J[x; 0]
Consider some xed number y; f6y6f4; and recall the ordering 0; y of the jobs
in J[0; y] that has been dened in property (S4). Ordering 0; y sorts the jobs in
J[0; y] by non-decreasing length of their small operations. For 06r6n0; y; let Yr be
the total length of the rst r stage-one operations in this ordering. We add the following
inequalities to the mixed integer program.
KP
k=0
U0; y; k>(Yr+1 − Yr)
K+1P
k=0
u0; y; k − rYr+1 + (r + 1)Yr
for 06K6f2; 06r<n0; y. (11)
The intuition behind the set (11) of inequalities is as follows. Since the small operations
in 0; y are in non-decreasing order of processing times, the geometric points (r; Yr)
with r>0 constitute the vertices of a convex set in R2. The points (q; s) within the
corresponding convex region are fully described by the linear inequalities s>(Yr+1 −
Yr)q−rYr+1+(r+1)Yr; for 06r<n0; y; which describe the lines that go through (r; Yr)
and (r + 1; Yr+1). Now, consider the time intervals I0; : : : ;IK+1 in an SFSS-schedule.
During these time intervals, by property (S3) exactly q :=
PK+1
k=0 u0; y; k big operations
from class J[0; y] are processed. Hence, their corresponding small operations must
have been processed during I0; : : : ;IK ; and the total length s :=
PK
k=0U0; y; k of these
small operations must be at least Yq. Consequently, the corresponding geometric point
(q; s) lies above the point (q; Yq); within the described convex region. Hence, for every
class J[0; y] with f6y6f4 we add a set (11) of inequalities to (MIP).
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Next, consider some xed number x; f6x6f4; and the ordering x;0 of the jobs in
J[x; 0]. For 06r6nx;0; let Y 0r be the total length of the last r stage-two operations in
this enumeration. Based on similar reasoning as above, we add to (MIP) the following
inequalities that are symmetrically dened to (11)
f2+1P
k=K
Ux;0; k>(Y 0r+1 − Y 0r )
f2+1P
k=K−1
ux;0; k − rY 0r+1 + (r + 1)Y 0r
for 16K6f2 + 1; 0<r6n0; y. (12)
3.4. Inequalities for small operations in J[0; 0]
Consider the ordering 0;0 of the jobs in J[0; 0] (cf. Section 2) which sorts the jobs
by non-decreasing ratios p1j=p2j. For 06r6n0;0; let Yr and Xr be the total length of
the rst r stage-one, respectively, stage-two operations in this enumeration. We add
the following set of inequalities to (MIP).
KP
k=0
V1; k>
Yr+1 − Yr
Xr+1 − Xr
K+1P
k=0
V2; k +
YrXr+1 − Yr+1Xr
Xr+1 − Xr for 06K6f
2; 06r<n0;0.
(13)
Similarly as in Section 3.3 above, one argues that the geometric points (Xr; Yr) with
r>0 form the vertices of a convex set in R2. Moreover, for any K>0; the geometric
point that has as rst coordinate the total length of the small stage-two operations
processed during intervals I0; : : : ;IK+1 and as second coordinate the total length of the
stage-one operations processed during I0; : : : ;IK ; must lie within this convex region.
Finally, we require that all variables z (t)i ; wx; y; k; l; ux;0; k ; u0; y; k ; Ux;0; k ; U0; y; k ; and Vi; k
only take non-negative values. These inequalities complete the description of the mixed
integer program (MIP).
4. Analysis of the mixed integer program
In this section, we will analyze the mixed integer program (MIP) that was introduced
in the preceding section. We will briey discuss how to compute a feasible solution
of (MIP) in an ecient way, and how to get an SFSS-schedule from this.
Lemma 4.1. For any instance of F2(P)j  jCmax that fullls property () the following
holds: If there exists a feasible schedule with makespan at most f4; then the corre-
sponding mixed integer program (MIP) has at least one feasible solution. Moreover;
a feasible solution can be found in polynomial time.
Proof. By Theorem 2.1, such a scheduling instance possesses an SFSS-schedule 
with makespan at most (f2+2)g. With this the values z (t)i ; wx; y; k; l; ux;0; k ; u0; y; k ; Ux;0; k ;
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U0; y; k ; and Vi; k that encode schedule  as described and discussed in the Section 3,
constitute a feasible solution of (MIP).
The mixed integer program consists of a constant number of continuous variables, of
a constant number of integer variables (where these constants depend on f), and of a
polynomial number of linear inequalities. Hence, we may apply Lenstra’s method [15]
to nd a feasible solution. The time complexity of Lenstra’s algorithm is exponential
in the number of integer variables of the program, but polynomial in the number of
continuous variables, polynomial in the number of restrictions, and polynomial in the
logarithms of the coecients.
Lemma 4.2. For any instance of F2(P)j  jCmax that fullls property () the following
holds: From any feasible solution for the mixed integer program (MIP); one can
compute in polynomial time a feasible schedule with makespan at most f4 + 3f3 +
2f2 + 6f for the original scheduling instance.
Proof. Let z; w; u; U; and V denote the feasible solution of (MIP). First, com-
pute the corresponding SFSS-schedule: Select m1 stage-one and m2 stage-two machines
of the types indicated by z. Then the integer values w and u together with con-
dition (S4) exactly determine the positions of all big operations. Next, run through
the orderings 0; y and 0;0; and assign the small stage-one operations according to the
values U0; y; k and V1 to the time intervals Ik . While doing this, preempt an operation
if necessary. Similarly, run through the orderings x;0 and 0;0; and assign the small
stage-two operations according to the values Ux;0; k and V2 to the intervals Ik . By in-
equalities (7){(10), there is sucient space available for packing all small operations.
By condition (S1), the combinatorial structure of this available space does not play a
role, and it is easy to nd a feasible packing. Finally, inequalities (11){(13) ensure
that the small operations also fulll conditions (S3) and (S4).
Altogether, inequalities (2){(13) imply that this procedure yields an SFSS-schedule
with makespan at most (f2 + 2)g. Finally, apply Theorem 2.3 to transform the SFSS-
schedule into a feasible schedule of the desired makespan.
5. The approximation scheme for F2(P)j  jCmax
In this section, we turn to the general version of problem F2(P)j  jCmax where the
input does not necessarily fulll property (). Recall that Cmax denotes the makespan
in the optimal schedule and that our goal is to compute a schedule with makespan at
most (1 + )Cmax for some given 0<<1. Dene f := d47=e. Let C be an estimate
of Cmax; and consider the following algorithm.
Algorithm TEST(C)
For 16j6n and 16i62; compute the scaled processing times pij as follows: If
f4pij=C<f; then pij =f4pij=C. Otherwise, set pij = bf4pij=Cc. This yields an
instance of the form ().
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Construct the mixed integer program (MIP) as dened in Section 3 for the scaled
processing times pij . In case (MIP) does not possess a feasible point, we say that
algorithm TEST(C) fails, and then TEST(C) terminates without producing a schedule.
Otherwise, transform the feasible point of (MIP) into a feasible schedule 1 for the
processing times pij with makespan at most f4 + 3f3 + 2f2 + 6f as described in
Lemma 4.2.
Stretch schedule 1 together with all processing times pij by a factor of (f+1)C=f5.
This essentially undoes the scaling, and inside of any ‘unscaled’ operation, there is
now sucient space to accommodate the original operation of length pij . In this
case we say that algorithm TEST(C) succeeds with the resulting feasible schedule 2
for the original instance.
Because of Lemmas 4.1 and 4.2, algorithm TEST(C) can be implemented to run in
polynomial time.
Lemma 5.1. For Cmax6C; algorithm TEST(C) always succeeds and outputs a schedule
with makespan at most (f + 23)C=f.
Proof. If Cmax6C holds, then there exists a feasible schedule for the pij with makespan
at most C. This schedule yields a feasible schedule for the scaled processing times pij
with makespan at most f4. Hence by Lemma 4.1, program (MIP) has a feasible solu-
tion and TEST(C) succeeds. By Lemma 4.2, this feasible solution can be transformed
into a feasible schedule with makespan at most f4 + 3f3 + 2f2 + 6f<f4 + 11f3 for
the scaled processing times pij . Undoing the scaling yields a feasible schedule for the
original instance with makespan at most (f4 + 11f3)(f+1)C=f5<(f+23)C=f.
Finally, we are ready to put all our results together and to derive the polynomial
time approximation scheme. We dene the four auxiliary values AUX1 =maxnj=1 p1j;
AUX2 = (
Pn
j=1 p1j)=m1; AUX3 =max
n
j=1 p2j; and AUX4 = (
Pn
i=1 p2j)=m2.
Algorithm MAIN.
UPP=2maxfAUX1;AUX2g+ 2maxfAUX3;AUX4g
LOW=maxfAUX1;AUX2;AUX3;AUX4g
While (f + 1)LOW=f<UPP do
MID= 12 (UPP + LOW)
If TEST(MID) fails then LOW :=MID else UPP :=MID
endwhile
Output the feasible schedule constructed by TEST(UPP).
Lemma 5.2. For any instance of F2(P)j  jCmax; algorithm MAIN outputs in polyno-
mial time a schedule with makespan at most (1 + )Cmax.
Proof. Let us rst argue that throughout the while-loop, the inequality LOW6Cmax
holds: This certainly is true when the while-loop is entered for the rst time, since
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AUX1; : : : ;AUX4 are trivial lower bounds on Cmax. Inside the while-loop, LOW is only up-
dated to MID if TEST(MID) fails. By Lemma 5.1, this can only be the case if MID<Cmax.
Next, we argue that throughout algorithm MAIN we know a feasible schedule with
makespan at most (f + 23)UPP=f. In case UPP is updated inside the while-loop, the
claim follows from Lemma 5.1. Moreover, a classical result of Graham [6] implies
for i=1; 2 that if we assign the stage i operations pij to mi parallel machines accord-
ing to the list scheduling algorithm, then we get a schedule with makespan at most
2maxfAUX2i−1;AUX2ig. Putting these two schedules in series yields a feasible schedule
for the ow shop problem whose makespan is at most the initial value of UPP.
When the stopping condition of the while-loop is fullled, (f+1)LOW=f>UPP must
hold. Hence, as MAIN terminates we have a feasible schedule with makespan at most
(f + 23)UPP=f6(f + 23)(f + 1)LOW=f2<(f + 47)LOW=f6(1 + )Cmax: (14)
Since in the beginning of algorithm MAIN, UPP64LOW holds, and since every exe-
cution of the while-loop bisects the distance between UPP and LOW; the while-loop is
executed only O(logf) times. Hence, the running time of MAIN mainly depends on
the running time of algorithm TEST and indeed is polynomial.
Theorem 5.3. There exists a polynomial time approximation scheme for F2(P)
j  jCmax.
6. The approximation scheme for J2(P)j  jCmax
In this section we sketch an approximation scheme for the multiprocessor two-stage
job shop problem J2(P)j  jCmax. In fact, this approximation scheme follows quite easily
from the techniques that we have developed for F2(P)j  jCmax in the preceding sections.
Recall from the introduction that in J2(P)j  jCmax there are jobs of type T12 which
are rst to be processed in stage one and afterwards in stage two, and there are jobs
of type T21 which are rst to be processed in stage two and afterwards in stage one.
The following observation can be seen by a straightforward job interchange argument.
Observation 6.1. For any instance of J2(P)j  jCmax; there exists an optimal sched-
ule of the following form. On every stage-one machine; the operations of type T12
are processed before the operations of type T21. On every stage-two machine; the
operations of type T21 are processed before the operations of type T12.
Based on Observation 6.1, we may transform any optimal schedule for J2(P)j  jCmax
into a pair of SFSS-schedules, while only moderately increasing the makespan. The
rst SFSS-schedule is for the jobs in T12. The second SFSS-schedule is for the jobs
in T21; in this SFSS-schedule, the roles of stages one and two are exchanged in
conditions (S1){(S4). On every machine M; the time intervals Ik are divided into a
rst and into a second group. If M belongs to stage one, then every time interval in
the rst group only processes operations of type T12 and every time interval in the
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second group only processes operations of type T21. If M belongs to stage two, then
the assignment of types to groups is reversed.
In this setting, one can prove results analogous to Theorems 2.1 and 2.3. The proof
is done by shifting and exchanging and reordering groups of jobs, very similar to the
arguments in Section 2. The structure of the above-described pairs of SFSS-schedules
can be captured by a mixed integer program, similar to the mixed integer program
in Section 3. Since now on every machine the time is divided into two groups of
intervals, the number of types (x; k ; x; k) increases. Also, the number of variables is
doubled, since we need to introduce another set of variables for the jobs of type T21.
Summarizing, the dierences between the handling of J2(P)j  jCmax and the handling
of F2(P)j  jCmax are only technical, but not methodical. We formulate the following
theorem.
Theorem 6.2. There exists a polynomial time approximation scheme for J2(P)
j  jCmax.
7. Discussion
In this paper, we have derived polynomial time approximation schemes for the two-
stage multiprocessor ow shop problem F2(P)j  jCmax and for the two-stage multipro-
cessor job shop problem J2(P)j  jCmax. Our results completely settle the approximability
status of these scheduling problems, since the existence of a fully polynomial time ap-
proximation scheme for these strongly NP-hard problems would imply P=NP.
It is easy to see that our methods do not carry over to the more general ow shop
problem F3(P)j  jCmax: In the denition of SFSS-schedules, subsets of the jobs are
ordered according to the ratios of the processing times of their operations, and there is
no sensible way of extending this ordering to three operations. Hence, determining the
approximability status of Fs(P)j  jCmax for any xed number s>3 of status remains a
{ seemingly very dicult { open problem. We conjecture that there exists a PTAS for
this problem. For the multi-stage job shop problem, even the approximability status of
the three-stage problem J3j  jCmax is unknown.
Another open question concerns practical approximation algorithms for
F2(P)j  jCmax. Although our results are impressive from a theoretical point of view,
they are ‘only’ worst-case results. For practitioners, it would be more interesting to
nd approximation algorithms with (provably?) excellent average case behavior. To
our knowledge, the scheduling literature does not contain any results in this direction.
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