Abstract. In this paper we prove that there is a direct relationship between Salem numbers and translation lengths of hyperbolic elements of arithmetic hyperbolic groups that are determined by a quadratic form over a totally real number field.
Introduction
In this paper, a Salem number is a real algebraic integer λ > 1 that is conjugate to λ −1 and whose remaining conjugates lie on the unit circle. Salem numbers are of interest in many areas of mathematics including Diophantine analysis, harmonic analysis, dynamical systems, Coxeter groups, Fuchsian groups, knot theory, and K3 surfaces. For surveys on Salem numbers, see [12] and [28] .
Let λ be an algebraic integer, let K be a number field, and let deg K (λ) be the degree of the minimal polynomial of λ over K. The degree of λ is deg Q (λ). Salem numbers have even degree, and there are Salem numbers of every positive even degree. Usually Salem numbers have degree at least 4. However, we will allow Salem numbers of degree 2 for uniformity of terminology. Note that a Salem number λ has degree 2 if and only if λ + λ −1 ∈ Z. Arithmetic hyperbolic groups are arithmetic groups of isometries of hyperbolic n-space H n . The arithmetic hyperbolic groups of the simplest type are defined in terms of an admissible quadratic form over a totally real number field K on p. 217 of [30] . The arithmetic hyperbolic groups of the simplest type form a large class of arithmetic hyperbolic groups that includes all arithmetic hyperbolic groups in even dimensions [30] , infinitely many wide-commensurability classes of arithmetic hyperbolic groups in all dimensions [20] , and all non-cocompact arithmetic hyperbolic groups in all dimensions [19] .
There are three types of isometries of H n , namely elliptic, parabolic, and hyperbolic isometries. An isometry γ of H n is hyperbolic if and only if there is a unique geodesic L in H n , called the axis of γ, along which γ acts as a translation by a positive distance ℓ(γ) called the translation length of γ.
If Γ is an arithmetic group of isometries of H n , then Γ is a discrete group of isometries of H n which has finite covolume if n > 1. If Γ is a discrete group of isometries of H n of finite covolume, then Γ contains a hyperbolic isometry and most elements of Γ are hyperbolic.
Let γ is a hyperbolic element of a discrete group Γ of isometries of H n . The axis L of γ projects to a closed geodesic C in the hyperbolic orbifold H n /Γ. The translation length of γ is a multiple of the length of C and equals the length of C if and only if γ is a primitive element of Γ, that is, γ is not a proper power of another element of Γ. Every hyperbolic element of Γ is a power of a primitive hyperbolic element of Γ. Hence the set of lengths of closed geodesics in H n /Γ is the set of translation lengths of primitive hyperbolic elements of Γ.
In this paper, we show that Salem numbers are directly related to the translation lengths of hyperbolic elements of an arithmetic hyperbolic group of the simplest type. Our main results are Theorems 1 and 2 below which sharpen and generalizes to all dimensions results obtained by T. Chinburg, W. Neumann and A. Reid [23] in dimension 2 and 3. Theorem 1. Let Γ be an arithmetic group of isometries of hyperbolic n-space H n , with n > 1, of the simplest type defined over a totally real number field K, and let Γ (2) be the subgroup of Γ of finite index generated by the squares of elements of Γ. Let γ be a hyperbolic element of Γ, and let λ = e ℓ(γ) . If n is even or γ ∈ Γ (2) , then λ is a Salem number such that K ⊆ Q(λ + λ −1 ) and deg K (λ) ≤ n + 1. Conversely, if λ is a Salem number, and K is a subfield of Q(λ + λ −1 ), and n is a positive integer such that deg K (λ) ≤ n + 1, then there exists an arithmetic group Γ of isometries of H n of the simplest type defined over K and a hyperbolic element γ in Γ such that λ = e ℓ(γ) .
Note that deg λ = 2 in Theorem 1 only if K = Q. Theorem 1 has the following corollary with no restriction on dimension. Corollary 1. Let λ be a Salem number. Then for each positive integer n, there exists an arithmetic group Γ of isometries of H n of the simplest type defined over Q(λ + λ −1 ) and a hyperbolic element γ of Γ such that λ = e ℓ(γ) .
The set S d of Salem numbers of degree d has a least element by Lemma 3 of [12] . All non-cocompact arithmetic hyperbolic groups are arithmetic hyperbolic groups of the simplest type defined over Q [19] . For each positive integer n, let b n = min{log λ : λ is a Salem number with deg λ ≤ n + 1}.
The next corollary follows from Theorem 1 and a sharp example for n = 2.
Corollary 2. If Γ is a non-cocompact arithmetic group of isometries of H n , with n even, and C is a closed geodesic in H n /Γ, then length(C) ≥ b n , and this lower bound is sharp for each even integer n > 0.
Let λ be a Salem number, and let K be a subfield of Q(λ + λ −1 ), and let p(x) be the minimal polynomial of λ over K. We say that λ is square-rootable over K if there exists a totally positive element α of K and a monic palindromic polynomial q(x), whose even degree coefficients are in K and whose odd degree coefficients are in √ αK, such that q(x)q(−x) = p(x 2 ).
Theorem 2. Let Γ be an arithmetic group of isometries of hyperbolic n-space H n , with n odd and n > 1, of the simplest type defined over a totally real number field K. Let γ be a hyperbolic element of Γ, and let λ = e 2ℓ(γ) . Then λ is a Salem number which is square-rootable over K.
Conversely, if λ is a Salem number and K is a subfield of Q(λ + λ −1 ), and n is an odd positive integer such that deg K (λ) ≤ n + 1, and λ is square-rootable over K, then there exists an arithmetic group Γ of isometries of H n of the simplest type defined over K and a hyperbolic element γ in Γ such that λ Any Salem number λ is square-rootable over Q(λ + λ −1 ), and so Theorem 2 implies the next Corollary, which improves Corollary 1 in odd dimensions.
Corollary 3. Let λ be a Salem number. Then for each odd integer n > 0, there exists an arithmetic group Γ of isometries of H n of the simplest type defined over Q(λ + λ −1 ) and a hyperbolic element γ of Γ such that λ 1 2 = e ℓ(γ) .
For each positive integer n, let c n = min{ 1 2 log λ : λ is a Salem number with deg λ ≤ n + 1, which is square-rootable over Q}.
The next corollary follows from Theorem 2 and a sharp example for n = 3.
Corollary 4.
If Γ is a non-cocompact arithmetic group of isometries of H n , with n odd and n > 1, and C is a closed geodesic in H n /Γ, then length(C) ≥ c n , and this lower bound is sharp for each odd integer n > 1.
Our lower bound, c 3 = .431277 . . . , for the length of a closed geodesic in an arithmetic, noncompact, hyperbolic 3-orbifold H 3 /Γ agrees with the lower bound given in [23] . We thank Alan Reid for helpful correspondence in this regard.
We say that Salem numbers λ and µ are commensurable if there exists positive integers k and ℓ such that λ k = µ ℓ . Commensurability is an equivalence relation on the set of all Salem numbers. We also prove the following theorem.
Theorem 3. Let Γ be an arithmetic group of isometries of hyperbolic n-space H n , with n > 1, of the simplest type defined over a totally real number field K. Then there exists infinitely many commensurability classes of Salem numbers of the form e ℓ(γ) for some hyperbolic element γ of Γ.
Our paper is organized as follows: In §2, we present background material for the paper. In §3, we prove some preliminary algebraic lemmas. In §4, we prove some linear algebraic group lemmas. In §5, we prove the first half of Theorem 1. In §6, we prove Theorem 3. In §7, we prove the second half of Theorem 1. In §8, we prove Theorem 2. In §9, we give the values of b n for n ≤ 44, and the values of c n for n ≤ 20. In §10, we give an example with K an intermediate field between Q and Q(λ + λ −1 ).
Background
Every field K in this paper is a subfield of C, and so every field K in this paper is perfect. This means that (1) all the roots of an irreducible polynomial with coefficients in K are simple, (2) every finite extension of K is separable, and (3) the algebraic closure K of K in C is the separable closure K s of K.
Let R be a subring of C. A polynomial p(x) is over R if p(x) has coefficients in R. A complex number α is an algebraic integer if α is the root of a monic polynomial over Z. The set A of all algebraic integers is a subring of C. The ring A is integrally closed in C, that is, A contains the roots of every monic polynomial over A, (cf. Exercise 4 on p. 39 of [21] ).
Let α be an algebraic integer. A minimal polynomial of α over Z is a monic polynomial p(x) over Z of lowest degree such that p(α) = 0. A minimal polynomial p(x) of α over Z is unique, since p(x) is the minimal polynomial of α over Q by Theorem 1 of [21] .
Let p(x) be the minimal polynomial of α over Z. The degree of α is the degree of p(x). Each root of p(x) is simple, since p(x) is irreducible over Q. The roots of p(x) are called the conjugates of α. The conjugates of α are the algebraic integers with minimal polynomial p(x) over Z.
In this paper, a Salem number is a real algebraic integer λ > 1 such that λ −1 is a conjugate of λ and all remaining conjugates of λ are complex numbers of absolute value one. A Salem number is a unit of A.
A Salem polynomial is the minimal polynomial over Z of a Salem number. Let s(x) be the Salem polynomial of a Salem number λ. The units ±1 are not roots of s(x), since otherwise we could factor out x ± 1 from s(x). Hence the real roots of s(x) are λ ±1 . The polynomial s(x) is over R, and so the complex roots of s(x) pair off into pairs of complex numbers of the form e ±iθ for some real number θ with 0 < θ < π. Therefore deg λ is an even positive integer. We have that
with λ + λ −1 > 2. Hence deg λ = 2 if and only if λ + λ −1 ∈ Z. The roots of s(x) are simple and pair off into reciprocal pairs. Let m = deg s(x).
Let f n be the Lorentzian quadratic form in n + 1 variables x 1 , . . . , x n+1 given by
n+1 . The hyperboloid model of hyperbolic n-space is
The orthogonal group of the quadratic form f n is defined to be
Let O ′ (n, 1) be the subgroup of O(n, 1) consisting of all T ∈ O(n, 1) that leave H n invariant. Then O ′ (n, 1) has index 2 in O(n, 1), since −I ∈ O(n, 1) and −I ∈ O ′ (n, 1), and if T ∈ O(n, 1) and T ∈ O ′ (n, 1), then −T ∈ O ′ (n, 1). Restriction induces an isomorphism from O ′ (n, 1) to Isom(H n ). We will identify O ′ (n, 1) with the group of isometries of H n . Let R be a subring of C. Let f be a nondegenerate quadratic form in n + 1 variables x 1 , . . . , x n+1 with real coefficients a ij = a ji for all i, j. We say that f is over R if a ij ∈ R for all i, j. The orthogonal group of f over R is defined to be
Let A = (a ij ) be the coefficient matrix of the quadratic form f . Then A is an (n + 1) × (n + 1) symmetric matrix over R and f (x) = x t Ax for all x ∈ R n+1 . We have that O(f, R) = {T ∈ GL(n + 1, R) :
Suppose that the quadratic form f has signature (n, 1). This means that there exists M ∈ GL(n + 1, R) such that f (M x) = f n (x) for all x ∈ R n+1 . Then M maps the set {x ∈ R n+1 : f n (x) < 0} onto the set {x ∈ R n+1 : f (x) < 0}. Hence the set {x ∈ R n+1 : f (x) < 0} is a cone with two connected components. If R is a subring of R, let O ′ (f, R) be the subgroup of O(f, R) consisting of all T ∈ O(f, R) that leave both components of the cone {x ∈ R n+1 :
Let K be a totally real number field and subfield of R, and let o K be the ring of all algebraic integers in K. Let f be a quadratic form over K in n + 1 variables with coefficient matrix A = (a ij ). The quadratic form f is said to be admissible if f has signature (n, 1), and for each nonidentity embedding σ : K → R the quadratic form f σ over σ(K), with coefficient matrix
is an arithmetic group of isometries of H n of the simplest type defined over K if there exists an admissible quadratic form f over K in n + 1 variables, and there exists M ∈ GL(n + 1,
) is a classical arithmetic group of isometries of H n of the simplest type defined over K if there exists an admissible quadratic form f over K in n + 1 variables, and there exists M ∈ GL(n + 1, R) such that f (M x) = f n (x) for all x ∈ R n+1 , and
. Let Γ be an arithmetic group of isometries of H n of the simplest type defined over K with respect to an admissible quadratic form f . Then Γ is a discrete subgroup of O ′ (n, 1), (cf. §12 of [8] ). The hyperbolic orbifold H n /Γ is compact unless K = Q and there exists x = 0 in Q n+1 such that f (x) = 0 (cf. §12 of [8] ). Suppose that K = Q. If n = 1, 2, 3, then H n /Γ is compact for some f and not compact for some f . If n > 3, then H n /Γ is not compact, since there exists x = 0 in Q n+1 such that f (x) = 0 (cf. [10] p 75). If n > 1, then H n /Γ has finite volume [8] .
Preliminary Algebraic Lemmas
The point of departure of our work in this paper is our first lemma, which was motivated by Takeuchi's lemma [29] . Lemma 1. Let K be a subfield of C, and let o K be the ring of algebraic integers of K. Let A be an n × n matrix over K such that A m is over o K for some positive integer m. Then the characteristic polynomial char(A) of A is over o K .
Proof. We have that char(A m ) is a monic polynomial over o K . Hence the roots of char(A m ) are in A, since A is integrally closed in C. The roots of char(A m ) are the mth powers of the roots of char(A). Hence the roots r 1 , . . . , r n of char(A) are mth roots of the roots of char(A m ). Therefore r i ∈ A for each i, since A is integrally closed in C. Now we have
Let R be a subring of C. A polynomial p(x) over R is said to be irreducible over R if whenever p(x) = f (x)g(x) with f (x) and g(x) over R, then either f (x) or g(x) is a unit in R. The next lemma is elementary.
Lemma 2. Let R be a subring of C. A monic polynomial p(x) over R is irreducible over R if and only if whenever p(x) = f 1 (x)g 1 (x) with f 1 (x) and g 1 (x) monic polynomials over R, then either f 1 (x) = 1 or g 1 (x) = 1.
The next lemma generalizes Gauss's lemma for monic polynomials over Z. Lemma 3. Let K be a subfield of C, and let o K be the ring of algebraic integers of K. Let p(x) be an irreducible monic polynomial over o K . Then p(x) is irreducible over K.
Proof. Suppose p(x) = f (x)g(x) with f (x) and g(x) monic polynomials over K. The roots of f (x) together with the roots of g(x) are the roots of p(x). The roots of p(x) are in A, since A is integrally closed in C. Hence the roots of f (x) and g(x) are in A. Therefore f (x) and g(x) are over A ∩ K = o K . As p(x) is irreducible over o K , we have that either f (x) = 1 or g(x) = 1 by Lemma 2. Hence p(x) is irreducible over K by Lemma 2.
The next lemma generalizes a well known lemma for Salem polynomials.
Lemma 4. Let K be a subfield of R, and let o K be the ring of algebraic integers of K. Let p(x) be an irreducible monic polynomial over o K of degree m = 2ℓ whose real roots are λ and λ −1 , with λ > 1, and whose complex roots have absolute value equal to 1. Then there exists a unique monic irreducible polynomial q(x) over o K of degree ℓ, called the trace polynomial of p(x), such that p(x) = x ℓ q(x + x −1 ).
Proof. The polynomial p(x) is irreducible over K by Lemma 3. Hence all the roots of p(x) are simple. The polynomial p(x) is over R, and so the complex roots of p(x) pair off into pairs of the form e ±iθ for some real number θ. Hence the roots of p(x) are r 1 , r −1 1 , . . . , r ℓ , r −1 ℓ with r 1 = λ, and if j > 1, then r j = e iθj with 0 < θ j < π, and if 1 < j < k ≤ ℓ, then θ j < θ k . Now we have that r 1 + r
is a strictly decreasing sequence of real numbers. The equation
implies that q(x) must be monic and the roots of q(x) must be r 1 +r
ℓ . Hence q(x) must be defined by the equation
Observe that
Hence q(x) is the unique polynomial over R such that p(x) = x ℓ q(x + x −1 ). Let a j be the jth degree coefficient of p(x). The monic polynomials p(x) and x m p(x −1 ) have the same roots, and so p(x) = x m p(x −1 ). Hence p(x) is palindromic, that is, a j = a m−j for all j. Therefore p(x) is determined by a 0 , . . . , a ℓ .
Let b j be the jth degree coefficient of q(x). The equation p(x) = x ℓ q(x + x −1 ) implies that each a j can be written as a linear combination of b 0 , . . . , b ℓ over Z. Hence there is an (ℓ + 1) × (ℓ + 1) matrix M over Z such that
As (b 0 , . . . , b ℓ ) is the unique solution of the inhomogeneous linear system
the matrix M is invertible, and so
Therefore b j ∈ K for each j.
The roots of p(x) are in A, since A is integrally closed in C. Hence the roots of
with f (x) and g(x) monic polynomials over o K . Let j = deg(f ) and k = deg(g). Then j + k = ℓ and
The polynomials x j f (x + x −1 ) and x k g(x + x −1 ) are monic. Hence we have either
is irreducible over o K . Therefore either f (x) = 1 or g(x) = 1, and so q(x) is irreducible over o K by Lemma 2.
The next lemma was communicated to us by David Boyd.
Lemma 5. Let K be a number field. Then K is totally real if and only if there is a Salem number λ such that K = Q(λ + λ −1 ).
Proof. Suppose λ is a Salem number and K = Q(λ + λ −1 ). Let p(x) be the Salem polynomial for λ of degree 2ℓ. By Lemma 4, there is an irreducible polynomial q(x) over Z such that p(x) = x ℓ q(x + x −1 ). The polynomial q(x) is irreducible over Q by Lemma 3. Hence q(x) is the minimal polynomial of λ + λ −1 over Q. Moreover all the roots of q(x) are real by the proof of Lemma 4. If σ : K → C is an embedding, then there exists a root β of q(x) so that σ(λ + λ −1 ) = β (cf. [17] p 171). Hence K is totally real.
Conversely, suppose K is totally real. Then there exists a Pisot number α such that K = Q(α) by Hilfssatz 1 of [25] or Theorem 5.2.2 of [4] . Now α is a real algebraic integer with α > 1. Let f (x) be the minimal polynomial of α over Z. Then all the roots of f (x) besides α have absolute value less than 1. As K is totally real, all the roots of f (x) are real. Let ℓ = deg f (x). Then 2α is an algebraic integer with minimal polynomial g(x) = 2 ℓ f (x/2) over Z all of whose roots besides 2α lie in the interval (−2, 2). Let λ be the solution of x + x −1 = 2α that is greater than one. Then h(x) = x ℓ g(x + x −1 ) is a Salem polynomial with Salem number λ.
Let K be a totally real number field and subfield of R. We now give an example of a classical arithmetic group of isometries of H n of the simplest type defined over K. By Lemma 5, there is a Salem number λ such that K = Q(λ + λ −1 ). We have that λ + λ −1 > 2. Therefore the quadratic form
is over K and has signature (n, 1). Let σ : K → R be a nonidentity embedding. Then σ(λ + λ −1 ) = 2 cos θ for some real number θ such that 0 < θ < π by the proof of Lemma 4. Therefore f σ is positive definite. Thus f is admissible. Let M be the diagonal (n + 1) × (n + 1) matrix
M is a classical arithmetic group of isometries of H n of the simplest type defined over K.
Linear Algebraic Group Lemmas
In this section, we prove some lemmas that require the theory of linear algebraic groups [5] . Let f be a quadratic form over a subfield K of R of signature (n, 1). We are primarily interested in algebraic K-subgroups of GL(n + 1, C) such as O(f, C) with the exception of the quotient algebraic K-group PO(f, C) = O(f, C)/{±I} whose algebraic K-group structure is described in matrix terms in Lemma 7 below.
Recall that a subgroup Γ of O ′ (n, 1) is a (classical) arithmetic group of isometries of H n of the simplest type defined over a totally real number field K if there exists an admissible quadratic form f over K in n + 1 variables, and there exists M ∈ GL(n+1, R) such that f (M x) = f n (x) for all x ∈ R n+1 , and
If H and H ′ are commensurable subgroups of G, then C(H) = C(H ′ ), since commensurability is an equivalence relation on the set of subgroups of G.
Lemma 6. Let Γ be an arithmetic group of isometries of H n , with n even, of the simplest type defined over K, then Γ is a classical arithmetic group of isometries of H n of the simplest type defined over K.
Proof. There exists an admissible quadratic form f over K in n + 1 variables and there exists M ∈ GL(n + 1,
Then ψ is an isomorphism, since ψ restricts to the identity map on SO [2] , and so G = [G, G] by Theorem 5.18 of [2] . Hence the character group X(G) of G is trivial (cf. §2.2 of [5] ). The group G R = SO(f, R) is not compact, since f has signature (n, 1). For each nonidentity field embedding σ :
σ is positive definite. Therefore Λ is a discrete subgroup of G R such that G R /Λ has finite Haar measure by Theorem 12.3 of [8] . Hence Λ is infinite, since G R has infinite Haar measure.
The group of K-points of G is 
The center of G is trivial by Theorem 3.23 of [2] , and so G is isomorphic to its adjoint group (cf. §3.15 of [7] ). The group G is simple by Theorems 5.20 and 5.27 of [2] . The group G K is Zariski-dense in G by (3) in §5.4 of [5] . Hence C(Λ)
is Zariski-dense in G, since G K ⊆ C(Λ). Therefore Λ is Zariski-dense in G and C(Λ) ⊆ G K by the K-version of Lemma 15.11 of [6] (cf. Remarks on p 106 of [6] ). As Γ is commensurable to Λ in G, we have that
. Therefore Γ is a classical arithmetic group of isometries of H n of the simplest type defined over K.
Let f be a nondegenerate quadratic form in n + 1 variables over a subfield K of R with n odd, and let A be the coefficient matrix of f . The general orthogonal group of f (cf. [15] p 154) is the group
If B ∈ GO(f ) and B t AB = bA with b ∈ C, then bI = B t ABA −1 , and so b = 0 and b is uniquely determined by B. We write µ(B) for b. If c ∈ C * , then cI ∈ GO(f ) and µ(cI) = c 2 . Hence, the map µ : GO(f ) → C * is an epimorphism with kernel equal to O(f ).
If B ∈ GO(f ) and
, and so det B = ±b (n+1)/2 . The general special orthogonal group of f (cf. [15] p 154) is the group
* . Now B represents an equivalence from f to bf over K, and so f and bf have the same signature (p, q). If p = q, we must have b > 0. If f is an admissible quadratic form over a totally real number field K and n ≥ 3, then we have that σ(b) > 0 for each field embedding σ : K → R, that is, b is totally positive (cf. [11] p 401).
Lemma 7. Let f be a quadratic form in n + 1 variables over a subfield K of R of signature (n, 1) with n odd and n ≥ 3. Let PO(f ) be the algebraic K-group O(f, C)/{±I}, and let PO(f ) K be the group of K-points of PO(f ). Then
Proof. Let π : O(f ) → PO(f ) and η : GO(f ) → PGO(f ) be the quotient maps. Then π and η are K-homomorphisms of algebraic K-groups by Theorem 6.8 of [7] . The inclusion map υ :
, then υ({±B}) = DB, and so υ is a monomorphism. Now assume that B ∈ GO(f ), and
B}) = DB, and so υ is onto, and therefore υ is a group isomorphism.
The Galois group Gal(K/K) acts on O(f, K) and GO(f, K) coordinate-wise, and acts on PO(f ) K and PGO(f ) K so that the quotient maps π : O(f ) → PO(f ) and η : GO(f ) → PGO(f ) commute with the action of Gal(K/K) (cf. [7] p 31). As υ is a K-homomorphism, υ commutes with the actions of Gal(K/K) on PO(f ) K and PGO(f ) K (cf. [7] p 31).
The group PO(f ) K is the subgroup of PO(f ) K of elements fixed by Gal(K/K), and PGO(f ) K is the subgroup of PGO(f ) K of elements fixed by Gal(K/K) (cf.
§AG.14 of [7] ). Therefore υ restricts to an isomorphism υ * :
The short exact sequence of algebraic K-groups and K-homomorphisms
determines an exact sequence of Galois cohomology groups and homomorphisms
with ζ * a restriction of ζ and η * a restriction of η by the discussion in §1.3 of [9] and Proposition 1.17 and Corollary 1.23 of [9] . The algebraic K-group D is Kisomorphic to the cartesian product (C * ) n+1 , and so H 1 (K, D) = 0 by Proposition 1 on p 72 of [27] and induction on n.
Lemma 8. Let f be a quadratic form in n + 1 variables over R of signature (n, 1) with n odd and n ≥ 3. Then the algebraic R-group PSO(f ) = SO(f, C)/{±I} is R-simple (no nontrivial proper normal R-subgroups).
. Hence {±I} is the center of SO(f ) by Theorem 3.23 of [2] . Therefore PSO(f ) is a simple group for all odd n ≥ 5 by Theorem 5.27 of [2] . Hence we may assume that n = 3. We have that PSO(f ) is C-isomorphic to PSL(2, C)×PSL(2, C) by Theorem 5.22 of [2] . The group H = PSL(2, C) is simple by Theorem 4.10 of [2] . Moreover H is nonabelian. Let N be a nontrivial proper normal R-subgroup of PSO(f ). Then N corresponds to a nontrivial proper normal subgroup M of H × H. We claim that
, and so
Then ψ is an isomorphism, since SO ′ (f, R) has index 2 in SO(f, R) and −I ∈ SO ′ (f, R). Therefore PSO(f, R) is isomorphic to PSL(2, C). As PSL(2, C) is a simple group, N R = 1 or PSO(f, R).
Let N and N R be the Lie algebras of N and N R over C and R respectively.
Lemma 9. Let Γ be an arithmetic group of isometries of H n of the simplest type defined over K with respect to an admissible quadratic form f , with n odd and n ≥ 3, and let
, and let PO(f ) K be the group of K-points of the algebraic K-group
Proof. Let G = SO(f, C) and G = PSO(f, C). Then G and G are a connected algebraic K-group for all odd n ≥ 3. Let Λ = SO(f, o K ). Then Λ is infinite by the same argument as in the proof of Lemma 6.
Then Γ 0 is commensurable to Λ, since Γ 0 has index at most 2 in Γ and Λ has index at most 2 in
By Lemma 7, the group of K-points of G is
Let C ∈ GSO(f, K) and c = µ(C). Then
C is the same as conjugating by C, and so by the same argument as in the proof of Lemma 6, we have that
The algebraic K-group G is K-simple by Lemma 8. The center of G is trivial by the proof of Lemma 8, and so G is isomorphic to its adjoint group (cf. §3.15 of [7] ). The group
Remarks on p 106 of [6] ). As Γ 0 is commensurable to Λ in G, we have that
There exists R ∈ O(f, K) of order 2 with det R = −1 by Theorem 3.20 of [2] . Now R is in the commensuratorĈ(Λ) of Λ in O(f ) by the argument in the proof of Lemma 6. Let R be the image of R in PO(f, K). Then R is in the commensurator C(Λ) of Λ in PO(f ).
LetĈ(Γ 0 ) be the commensurator of Γ 0 in PO(f ). ThenĈ(Γ 0 ) =Ĉ(Λ), since Γ 0 and Λ are commensurable. Let A ∈ Γ ′ with det A = −1, and let A = ψ(A). Then A ∈ Γ, and so A ∈Ĉ(Γ 0 ). Hence R A ∈Ĉ(Γ 0 ). As det(RA) = 1, we have that
Lemma 10. Let Γ be an arithmetic group of isometries of H n of the simplest type defined over K with n odd and n ≥ 3, and let Γ (2) be the subgroup of Γ generated by the squares of elements of Γ. Then Γ (2) is a classical arithmetic group of isometries of H n of the simplest type defined over K.
Proof. There exists an admissible quadratic form f over K in n + 1 variables and there exists M ∈ GL(n + 1, R) such that f (M x) = f n (x) for all x ∈ R n+1 , and
is a classical arithmetic group of isometries of H n of the simplest type defined over K.
Translation lengths and Salem numbers
There are three types of isometries of hyperbolic n-space H n , namely elliptic, parabolic, and hyperbolic isometries. An isometry γ of H n is elliptic if γ fixes an actual point of H
n . An isometry γ of H n is parabolic if γ fixes exactly one ideal point of H n . There are two types of parabolic isometries of H n , parabolic translations and loxodromic parabolic isometries. An isometry γ of H n is a parabolic translation if in the upper half-space model of hyperbolic n-space, γ is conjugate to a Euclidean translation τ (x) = x + a with a = 0.
An isometry γ of H n is hyperbolic if there exists a geodesic in H n along which γ acts as a translation by a positive distance ℓ(γ). There are two types of hyperbolic isometries of H n , hyperbolic translations and loxodromic hyperbolic isometries. An isometry γ of H n is a hyperbolic translation if in the upper half-space model of hyperbolic n-space, γ is conjugate to a magnification µ(x) = kx with k > 1.
Let γ be an element of O ′ (n, 1). Define the degree of γ to be n + 1. Define the root of unity degree, deg 1 (γ), of γ to be the number of eigenvalues of γ that are roots of unity. Define the nonroot of unity degree, deg ∞ (γ), of γ to be the number of eigenvalues of γ that are not roots of unity. We have that Proof. Let p(x) be the characteristic polynomial of γ. Then the eigenvalues of γ are the roots of p(x). 1) First assume that γ is elliptic. Then the roots of p(x) are all complex numbers of absolute value 1 by Proposition 1 of [13] . Hence the roots of p(x) that are not roots of unity are complex and occur in complex conjugate pairs, since p(x) is over R. Therefore deg ∞ (γ) is even. Now γ is diagonalizable over C by Proposition 1 of [13] . Hence γ has finite order if and only if all the eigenvalues of γ are roots of unity. Therefore deg ∞ (γ) = 0 if and only if γ has finite order.
2) Now assume that γ is parabolic. Then the roots of p(x) are all complex numbers of absolute value 1 by Proposition 1 of [13] . Hence the roots of p(x) that are not roots of unity are complex and occur in complex conjugate pairs, since p(x) is over R. Therefore deg ∞ (γ) is even. Now γ is a parabolic translation if and only if all the eigenvalues of γ are 1 by Proposition 1 of [13] . Therefore deg ∞ (γ) = 0 if and only if there is a positive integer m such that γ m is a parabolic translation, since the eigenvalues of γ m are the mth powers of the eigenvalues of γ. 3) Now assume that γ is hyperbolic. Then the roots of p(x) are e ±ℓ(γ) , and (n − 1) complex numbers of absolute value 1 by Proposition 1 of [13] . Hence the roots of p(x) that are not roots of unity are e ±ℓ(γ) and complex roots that occur in complex conjugate pairs, since p(x) is over R. Therefore deg ∞ (γ) is even, and deg ∞ (γ) ≥ 2. Now γ is diagonalizable over C, and γ is a hyperbolic translation if and only if all the eigenvalues of γ besides e ±ℓ(γ) are 1 by Proposition 1 of [13] . Hence deg ∞ (γ) = 2 if and only if there is a positive integer m such that γ m is a hyperbolic translation.
Lemmas 6 and 10 and the next theorem imply the first half of Theorem 1.
Theorem 4. Let Γ be a classical arithmetic group of isometries of hyperbolic nspace H n of the simplest type defined over a totally real number field K. Let γ be a hyperbolic element of Γ, let ℓ(γ) be the translation length of γ, and let λ = e ℓ(γ) . Then
(1) λ is a Salem number, and
, and
Proof. (1) There exists an admissible quadratic form f over K in n + 1 variables, and there exists M ∈ GL(n + 1, R) such that f (M x) = f n (x) for all x ∈ R n+1 , and
is the characteristic polynomial of γ ′ . Hence p(x) is a monic polynomial over o K by Lemma 1. The real roots of p(x) are λ and λ −1 , as simple roots, and possibly 1 or −1, as simple or multiple roots, and the complex roots of p(x) occur in complex conjugate pairs of the form e ±iθ for some real number θ with 0 < θ < π by Proposition 1 of [13] .
Let
into a maximum number of monic polynomials over o K of degree at least one. Then p j (x) is irreducible over o K for each j by Lemma 2. By reindexing if necessary, we may assume that λ −1 is a root of p 1 (x). Then λ −1 is a simple root of p 1 (x), and ±1 is not a root of p 1 (x), since otherwise we could factor out x ± 1 from p 1 (x) over o K .
We claim that deg(p 1 (x)) > 1. On the contrary, assume that
, and so λ −1 ∈ Z, which is a contradiction, since 0 < λ −1 < 1. Now assume K = Q. Then K has a nonidentity embedding σ : K → R. Let (γ ′ ) σ be the matrix over σ(K) obtained from the matrix γ ′ over K by applying σ to the entries of γ
and f σ is positive definite. Hence the roots of the characteristic polynomial p σ (x) of (γ ′ ) σ are complex numbers of absolute value 1. Therefore the root of p σ 1 (x) = x − σ(λ −1 ) has absolute value 1. Hence σ(λ −1 ) is a real number of absolute value 1, and so σ(λ −1 ) = ±1, and therefore λ −1 = σ −1 (±1) = ±1, which is a contradiction. Thus deg(p 1 (x)) > 1. We claim that λ is a root of p 1 (x). On the contrary, assume that λ is not a root of p 1 (x). The complex roots of p 1 (x) occur in complex conjugate pairs of the form e ±iθ for some real number θ with 0 < θ < π, since p 1 (x) is over R. The constant term of p 1 (x) is the product of the negatives of the roots of p 1 (x). Hence the constant term of p 1 (x) is −λ −1 , which is a contradiction, since λ −1 ∈ o K , otherwise we could factor out x − λ −1 from p 1 (x) over o K . Therefore λ must also be a root of p 1 (x).
Therefore the real roots of p 1 (x) are λ and λ −1 , and the complex roots of p 1 (x) occur in complex conjugate pairs of the form e ±iθ with 0 < θ < π. The polynomial p 1 (x) is irreducible over K by Lemma 3, and so p 1 (x) is the minimal polynomial of λ over K.
We claim that no root of p 1 (x) is a root of unity. On the contrary, assume that p 1 (x) has a root u that is an mth root of unity for some positive integer m. Then p 1 (x) is the minimal polynomial of u over K, since p 1 (x) is irreducible over K. Now u is a root of x m − 1. Hence p 1 (x) divides x m − 1. Therefore all the roots of p 1 (x) are roots of unity, which is a contradiction, since λ is not a root of unity. Hence no root of p 1 (x) is a root of unity.
There exists α ∈ K such that K = Q(α) by Theorem 14 on p. 185 of [17] . Let f α be the minimal polynomial of α over Q, and let α 1 , . . . , α d be the roots of
Then by reindexing, we may assume that σ j (α) = α j for each j. Then σ 1 is the inclusion K ⊂ R and σ j (K) = Q(α j ) for each j (cf. [17] p 171).
The field K * = Q(α 1 , . . . , α d ) is the splitting field of f α (x). Define the polynomial p * 1 (x) over K * by the formula
is monic for each j, and so p * 1 (x) is monic. The field K * is a normal extension of Q by Theorem 4 on p. 175 of [17] , and so K * is a Galois extension of Q.
Let G be the Galois group of K * over Q, and let τ ∈ G. Then (τ σ 1 , . . . , τ σ d ) is a permutation of (σ 1 , . . . , σ d ) (cf. [17] p 182). Hence we have that (p *
)
τ (x) = p * 1 (x) for all τ ∈ G. Therefore p * 1 (x) is over Q by Theorem 1 on p. 192 of [17] . Moreover
and f σj is positive definite. As p σ1 1 (x) = p 1 (x), we have that λ and λ −1 are simple roots of p * 1 (x), and the remaining roots of p * 1 (x) are complex numbers of absolute value 1. Hence p * 1 (x) has all the properties of a Salem polynomial except perhaps irreducibility.
Let s(x) be the minimal polynomial of λ over Z. Then s(x) is irreducible over Z by Lemma 2. Hence s(x) is irreducible over Q by Lemma 3. Therefore s(x) is the minimal polynomial of λ over Q. Hence s(x) divides p * 1 (x), and so we can write p * 1 (x) = s(x)t(x) with t(x) a monic polynomial over Q. Let r be a root of t(x). Then r is a root of p σj 1 (x) for some j. Now p
Hence λ is a root of t(x), which is a contradiction, since λ is a simple root of p * 1 (x). Therefore t(x) = 1, and so s(x) = p * 1 (x). Thus p * 1 (x) is irreducible over Z, and so p * 1 (x) is a Salem polynomial with Salem number λ. Moreover, we have that
Suppose j > 1. We claim that all the roots of p j (x) are roots of unity. Now all the roots of p j (x) are of the form e iθ , since the roots of p j (x) are roots of p(x). Define the polynomial p * j (x) over K * by the formula
The polynomial p
and f σ k is positive definite. Therefore all the roots of p * j (x) are of the form e iθ . By the same argument as with p * 1 (x), we deduce that p * j (x) is over Z. Then each root of p * j (x) is a root of unity by Kronecker's Theorem [16] . Hence all the roots of p j (x) are roots of unity. Thus the roots of p 1 (x) are precisely the roots of p(x) that are not roots of unity. Therefore
(2) The degree of p 1 (x) is even, and so there is a positive integer ℓ such that deg(p 1 (x)) = 2ℓ. By Lemma 4, there exists an irreducible monic polynomial q(x) of degree ℓ over o K such that
The polynomial q(x) has λ+λ −1 as a root, and q(x) is irreducible over K by Lemma 3. Hence q(x) is the minimal polynomial of λ + λ −1 over K. Therefore
Likewise we have
As Q(λ+λ −1 ) is a subfield of K(λ+λ −1 ), we deduce that Q(λ+λ −1 ) = K(λ+λ −1 ). Therefore K is a subfield of Q(λ + λ −1 ). Moreover, we have that 
Commensurability classes of Salem numbers
In this section, we prove Theorem 3.
Lemma
Proof. Assume that d > 2. (1) Part (1) is well known. For a proof of (1), see Lemma 2 in [28] . (2) Salem proved Part (2) on p. 167 of [26] . 
. As deg λ = 2, we have that λ ∈ Q, and so D > 1.
The norm is a multiplicative function. Hence if ν is a unit of o K , we have that N (ν) = ±1. Let ν > 1 be a unit of o K . We claim that ν is a Salem number of degree 2 if and only if N (ν) = 1. First of all ν ∈ Q, since A ∩ Q = Z. Hence deg ν > 1, and so deg ν = 2, since Q(ν) = Q(λ).
Conversely, suppose N (ν) = 1. Then ν + ν −1 = 2g ∈ Z, and so x 2 − (ν + ν −1 )x + 1 is the minimal polynomial of ν over Z. Therefore ν is a Salem number of degree 2.
(1) Let k be a positive integer. Then λ k is a unit greater than 1. We have that Let µ be a Salem number of degree 2 in Q(λ). Then µ is a unit greater than 1 such that N (µ) = 1. Hence there exists a positive integer k such that µ = λ We say that Salem numbers λ and µ are commensurable if there exists positive integers k and ℓ such that λ k = µ ℓ . Commensurability is an equivalence relation on the set of all Salem numbers, since if λ, µ, ν are Salem numbers and k, ℓ, m, n are positive integers such that λ k = µ ℓ and µ m = ν n , then λ km = µ ℓm = ν ℓn .
Lemma 13. Let λ be a Salem number, let λ be the commensurability class of λ, and let λ 1 be the unique primitive Salem number such that λ = λ Theorem 5. Let Γ be an arithmetic group of isometries of H n , with n > 1, of the simplest type defined over a totally real number field K. Then there exists infinitely many commensurability classes of Salem numbers of the form e ℓ(γ) for some hyperbolic translation γ in Γ.
Proof. Assume first that n = 2. On the contrary, assume that there are only finitely many commensurability classes of Salem numbers of the form e ℓ(γ) for some hyperbolic translation γ in Γ. Let Λ 1 be the finite set of corresponding primitive Salem numbers. Let γ be a hyperbolic element of Γ. Then γ is either a hyperbolic translation or a glide reflection. In the latter case γ 2 is a hyperbolic translation. Now γ is an element of the matrix group O ′ (2, 1). The eigenvalues of γ are of the form ±1 and λ ±1 for a Salem number λ = e ℓ(γ) by Lemma 6 and Theorem 4. We have that λ 2 = e 2ℓ(γ) = e ℓ(γ 2 ) with γ 2 a hyperbolic translation. Hence there exists λ 1 ∈ Λ 1 and a positive integer k such that λ = λ k 1 by Lemma 13. All parabolic elements of Γ are parabolic translations, and so have all eigenvalues equal to 1. All elliptic elements of Γ have finite order, since Γ is discrete. Now H 2 /Γ has finite area, and so Γ is finitely generated by Theorem 10.1.2 of [3] . Hence there are only finitely many conjugacy classes of elements of Γ of finite order by Corollary 10.3.3 of [3] . Let Θ be the set of all the eigenvalues of all the elliptic elements of Γ. Then Θ is a finite set of roots of unity by Lemma 11 (1) . Therefore [Q(Λ 1 ∪ Θ) : Q] is finite by Proposition 5 on p. 165 of [17] , since Λ 1 ∪ Θ is a finite subset of A.
Let evΓ be the set of all the eigenvalues of elements of Γ. Then we have
Hence [Q(evΓ) : Q] is finite. However [Q(evΓ) : Q] is infinite by Theorem 3.1 of [14] . Therefore there must be infinitely many commensurability classes of Salem numbers λ of the form e ℓ(γ) for some hyperbolic translation γ in Γ. Assume now that n > 2. Then there exists an admissible quadratic form f over K in n + 1 variables, and there exists M ∈ GL(n + 1, R) such that f (M x) = f n (x) for all x ∈ R n+1 , and
The form f can be diagonalized over K. Let A be the (n + 1) × (n + 1) coefficient matrix of f . Then there is a matrix C ∈ GL(n+1, K) and a diagonal matrix D such that C t AC = D by Corollary on p. 107 of [24] . Moreover D is the coefficient matrix of a diagonal quadratic form f ′ equivalent to f over K with f (Cx) = f ′ (x) for all x ∈ R n+1 . The quadratic form f ′ is also admissible, since for each nonidentity embedding σ :
. As the signature of f ′ is (n, 1), exactly one coefficient a i is negative and the rest are positive. By permuting coordinates, we may assume that a n+1 is negative.
Let B be the (n + 1) × (n + 1) diagonal matrix defined by
Then Γ ′ is an arithmetic group of isometries of H n of the simplest type over K. We have that
and Γ is commensurable to
. In other words, Γ is commensurable to Γ ′ in O ′ (n, 1) in the wide sense.
The binary quadratic form
over K is admissible. Let B 2 be the 3 × 3 diagonal matrix defined by
is an arithmetic group of isometries of H 2 of the simplest type over K. Hence there are infinitely many commensurability classes of Salem numbers of the form e ℓ(γ
, o K ) be the group of (n + 1) × (n + 1) block diagonal matrices with blocks the (n + 1 − 3) × (n + 1 − 3) identity matrix and a matrix in
′ is the corresponding element ofΓ . Therefore there are infinitely many commensurability classes of Salem numbers of the form e ℓ(γ) for some hyperbolic translation γ in Γ.
Salem numbers and translation lengths
In this section, we prove the second half of Theorem 1 and provide a sharp example for Corollary 2 in dimension 2.
Lemma 14.
If λ is a Salem number and K is a subfield of Q(λ + λ −1 ), then
Proof. As Q ⊆ K ⊆ Q(λ + λ −1 ), we have that
and so Q(λ) = K(λ). Therefore we have that
Theorem 6. Let λ be a Salem number, let K be a subfield of Q(λ + λ −1 ), and let n be a positive integer such that deg K (λ) ≤ n + 1. Then there exists a classical arithmetic group Γ of isometries of H n of the simplest type over K and an orientation preserving hyperbolic element γ of Γ such that λ = e ℓ(γ) .
Proof. Let p(x) be the minimal polynomial of λ over K, and let s(x) be the Salem polynomial of λ. Then p(x) divides s(x), and so the roots of p(x) are roots of s(x). Hence the roots of p(x) are in A. Therefore p(x) is over o K . The complex roots of p(x) occur in complex conjugate pairs of the form e ±iθ for some real number θ with 0 < θ < π, since p(x) is over R. Now λ ∈ K, since [Q(λ) : Q(λ + λ −1 )] = 2 by Lemma 4. Hence λ −1 is a root of p(x), since otherwise the constant term of p(x) would be −λ, which is not the case, since λ ∈ K.
Therefore the real roots of p(x) are λ ±1 , and the complex roots occur in complex conjugate pairs of the form e ±iθ with 0 < θ < π. The roots of p(x) are simple, since p(x) is irreducible over K. Let m = deg(p(x)). Then m is even, say m = 2ℓ. Let r 1 , . . . , r m be the roots of p(x) with r 2j−1 = e −iθj and r 2j = e iθj , with 0 < θ j < π, for j = 1, . . . , ℓ − 1, and r m−1 = λ −1 and r m = λ. Let η = log λ. Then λ = e η . Let M be the block diagonal m × m matrix with blocks cos θ j − sin θ j sin θ j cos θ j for 1 ≤ j < ℓ, and cosh η sinh η sinh η cosh η . Let W be the m × m matrix whose jth column vector is w j . We claim that W is invertible. 
Therefore C is of the form
The matrix C has the same characteristic polynomial as M . Hence C must be the companion matrix of p(x), and so if
Then J is the coefficient matrix of the Lorentzian quadratic form f m−1 (x). Define a symmetric m × m matrix A by the formula A = W t JW . Then A is the coefficient matrix of a quadratic form f over R in m variables. If x ∈ R m , then
and so f has signature (m − 1, 1) and
We claim that f is over K. If x, y ∈ R m , define the Lorentzian inner product of x and y to be x • y = x t Jy. Let A = (a jk ). Then we have that a jk = w j • w k . The matrix M preserves the Lorentzian inner product. Hence if j, k < m, we have that
Therefore the entries of A are all the same on the main diagonal and on all offset diagonals. As A is symmetric, to determine A it suffices to determine the first column of A, that is, to determine a j1 for j = 1, . . . , m. We have that
For j = 1, we see that all the elements on the main diagonal of A are equal to ℓ. Now we have Then we have that
and so t k ∈ o K for each k = 1, . . . , m. By Newton's identities there is a polynomial g j (x 1 , . . . , x m ) over Z such that
. . , x m )). Hence we have r
Hence 2A is over o K , and so A is over K. Therefore the quadratic form f is over K. In fact f has collected coefficients in o K , since a jj = ℓ and if j = k, then a jk + a kj ∈ o K .
We next show that f is admissible. This is clear if K = Q, and so assume K = Q. Every embedding of K into C extends to an embedding of Q(λ + λ −1 ) into C by Proposition 8 on p. 171 of [17] . As Q(λ + λ −1 ) is totally real, K is also totally real. Let d = [K : Q], and let σ 1 , . . . , σ d be the embeddings of K into R with σ 1 the inclusion of K into R. Define the monic polynomial p * (x) by the formula
By Lemma 14, we have
By the Galois group argument in the proof of Theorem 4, we deduce that p * (x) is over Q. Now s(x) divides p * (x), since s(x) is the minimal polynomial of λ over Q. Therefore s(x) = p * (x), since deg(s(x)) = deg(p * (x)). Assume that j > 1. Then the roots of p σj (x) are simple complex roots that occur in complex conjugate pairs of the form e ±iθ for some real number θ. Define an m × m block diagonal matrix M j in terms of the roots of p σj (x) in the same way that we defined M . Then M j is a rotation matrix. Define an m × m matrix W j in terms of M j and v in the same way that we defined W . Then W j is invertible by the same Vandermonde determinant argument. Define an m × m symmetric matrix A j by the formula A j = W t j W j . Then the quadratic form f j , whose coefficient matrix is A j , is positive definite. The entries of A j are expressed in terms of the coefficients of p σj (x) in the same way that the entries of A are expressed in terms of the coefficients of p(x). Hence A j = A σj and so f j = f σj . Therefore f σj is positive definite. Thus f is admissible.
Then Γ is a classical arithmetic group of isometries of H m−1 of the simplest type over K. We have that γ = M = W CW −1 is an orientation preserving hyperbolic element of Γ such that λ = e ℓ(γ) . If n = m − 1, we are done, so assume that n > m − 1.
If X is an m × m matrix, letX be the block diagonal (n + 1) × (n + 1) matrix with blocks the (n + 1 − m) × (n + 1 − m) identity matrix and X. ThenĴ is the coefficient matrix of the Lorentzian quadratic form f n (x). We have thatM tĴM =Ĵ andM ∈ O ′ (n, 1). The matrixŴ is invertible andĈ =Ŵ −1MŴ andÂ =Ŵ tĴŴ andĈ tÂĈ =Â, withĈ over o K andÂ over K. Letf be the quadratic form whose coefficient matrix isÂ. Thenf is over K.
The quadratic formf has signature (n, 1), since
Assume j > 1. Letf j be the quadratic form whose coefficient matrix isÂ j . Thenf j is positive definite andf
ThenΓ is a classical arithmetic group of isometries of H n of the simplest type over K with an orientation preserving hyperbolic elementγ =M =ŴĈŴ −1 such that λ = e ℓ(γ) .
The next corollary is a enhanced version of Corollary 1.
Corollary 5. Let λ be a Salem number. Then for each integer n > 0, there exists a classical arithmetic group Γ of isometries of H n of simplest type defined over Q(λ + λ −1 ) and a hyperbolic translation γ in Γ such that λ = e ℓ(γ) .
Proof. Let K = Q(λ + λ −1 ). Then the minimal polynomial of λ over K is
Hence deg K (λ) = 2, and so deg K (λ) ≤ n + 1 for each positive integer n. Therefore there exists a classical arithmetic group Γ of isometries of H n of the simplest type over K and a hyperbolic element γ of Γ such that λ = e ℓ(γ) by Theorem 6. Moreover γ is a hyperbolic translation by the proof of Theorem 6, since deg(p(x)) = 2.
The next corollary follows from Lemma 6 and Theorems 4 and 6. Corollary 6. Let Γ be an arithmetic group of isometries of H n of the simplest type defined over Q, with n even, and let C be a closed geodesic in H n /Γ. Then length(C) ≥ b n , and this lower bound is sharp for each even positive integer n.
Corollary 2 follows from Corollary 6 once we have a sharp non-cocompact example for n = 2, since all arithmetic groups of isometries of H n of the simplest type over Q are not cocompact when n > 3. Now λ + λ −1 is an increasing function of λ for λ > 1, and so λ is an increasing function of λ + λ −1 for λ + λ −1 > 2. Therefore the smallest Salem number λ 1 of degree 2 occurs when λ 1 + λ −1 1 = 3, and so
and we have that b 1 = b 2 = log(λ 1 ) = .9624236501 . . . . When n = 2 and λ = λ 1 , the proof of Theorem 6 yields the quadratic form
. Now f (1, −1, 2) = 0, and so a corresponding arithmetic group Γ of isometries of H 2 is not cocompact. Thus we have a sharp example for Corollary 2 when n = 2.
Square-rootable Salem numbers
In this section, we prove Theorem 2. The first half of Theorem 2 is Theorem 7 and the second half of Theorem 2 is Theorem 8 below. Proof. We have that Q(λ As λ 1 2 is a root of s(x 2 ), we have that s(x 2 ) = p(x)q(x) for some q(x) over Z. The roots of s(x 2 ) are of the form ±r 1 2 where r is a root of s(x). None of the roots of s(x) are roots of unity. Hence q(x) must have a real root by Kronecker's theorem [16] . As deg q(x) = deg p(x) = deg s(x), we have that deg q(x) is even. Therefore q(x) has two real roots and p(x) has two real roots, since s(x 2 ) has four real roots. Suppose deg s(x) ≥ 4. Then p(x) has a pair of reciprocal complex roots, and so p(x) = x m p(x −1 ) with m = deg p(x), whence all the roots of p(x) occur in reciprocal pairs. Therefore p(x) is a Salem polynomial, and so λ 
Proof. As (λ
2 ). Hence we have that
and so Q(λ
Let λ be a Salem number, let K be a subfield of Q(λ + λ −1 ), and let p(x) be the minimal polynomial of λ over K. We say that λ is square-rootable over K if there exists a totally positive element α of K and a monic palindromic polynomial q(x), whose even degree coefficients are in K and whose odd degree coefficients are in √ αK, such that q(x)q(−x) = p(x 2 ). We also say that λ is square-rootable over K via α.
Lemma 17. Let λ be a Salem number and let K be a subfield of Q(λ + λ −1 ). Then λ is square-rootable over K via a square in K if and only if λ 
The roots of q(−x) are distinct from the roots of q(x), since otherwise we would have q(x) = q(−x), since q(x) and q(−x) are irreducible monic polynomials over K, but this is not the case, since q(x) has only positive real roots. As ±λ 1 2 are roots of p(x 2 ), we have that q(x) and q(−x) divide p(x 2 ). Therefore q(x)q(−x) = p(x 2 ). Hence λ is square-rootable over K via the square 1.
Conversely, assume that λ is square-rootable over K via a square in K. Then there exists a monic palindromic polynomial q(x) over K such that q(x)q(−x) = p(x 2 ). As λ 1 2 is a root of p(x 2 ), we have that λ 1 2 is a root of either q(x) or q(−x). By replacing q(x) with q(−x), if necessary, we may assume that λ 1 2 is a root of q(x). Hence the minimal polynomial of λ 1 2 over K divides q(x). Therefore
Hence deg λ is −1, and let K be a subfield of Q(λ + λ −1 ). Then λ is square-rootable over K.
Proof. We have that deg λ = 2 and the norm of λ is 1. As
We have that Q(λ Z, and λ
. Hence λ is square-rootable over Q via D.
Theorem 7. Let Γ be an arithmetic group of isometries of hyperbolic n-space H n , with n odd and n > 1, of the simplest type defined over a totally real number field K. Let γ be a hyperbolic element of Γ, and let λ = e 2ℓ(γ) . Then λ is a Salem number which is square-rootable over K.
Proof. There exists an admissible quadratic form f over K in n + 1 variables, and there exists M ∈ GL(n + 1, R) such that f (M x) = f n (x) for all x ∈ R n+1 , and
B with b = µ(B) totally positive by Lemmas 7 and 9. Let λ = e 2ℓ(γ) .
Then λ = e ℓ(γ 2 ) , and so λ is a Salem number with K ⊆ Q(λ + λ −1 ) by Lemma 10 and Theorem 4(1).
First assume that b is a square in K. Then γ ′ is over K, and the same argument as in the proof of Theorem 4(1) shows that λ 1 2 is a Salem number. From the proof of Lemma 17, we deduce that λ is square-rootable over K via b.
2 ), with ǫ = 1 or 2 depending on whether or not Lemmas 15, 17, and 18 . Hence, we may assume that deg λ Assume that deg L (λ
is a root of p(x 2 ), we have that q(x) divides p(x 2 ), and so q(x) = p(x 2 ), since deg q(x) = deg p(x 2 ). Therefore −λ 1 2 is a root of q(x), which is a contradiction, since the real roots of q(x) are positive. Thus we must have
As p(x) divides the Salem polynomial of λ, the complex roots of p(x) occur in inverse pairs. Now p(x) must have λ −1 as a root, since otherwise the constant term of p(x) would be −λ which is not in K. Therefore deg K (λ) is even, and so deg L (λ 1 2 ) is even. As q(x) divides f (x), the complex roots of q(x) occur in inverse pairs. Hence the real roots of q(x) must be λ The roots of q(−x) are distinct from the roots of q(x), since otherwise q(x) and q(−x) would be minimal polynomials over L for a common root, but then we would have q(x) = q(−x), but this is not the case, since q(x) has only positive real roots. As ±λ 1 2 are roots of p(x 2 ), we have that q(x) and q(−x) divide p(x 2 ), Therefore
. Hence the even degree coefficients of q(x) are in K and the odd degree coefficients of q(x) are in √ bK. Therefore λ is square-rootable over K via b.
Theorem 8. Let λ be a Salem number, let K be a subfield of Q(λ + λ −1 ), and let n be an odd positive integer such that deg K (λ) ≤ n + 1. If λ is square-rootable over K, then there exists an arithmetic group Γ of isometries of H n of the simplest type defined over K and an orientation preserving hyperbolic element γ in Γ such that λ Proof. Let p(x) be the minimal polynomial of λ over K. As p(x) divides the Salem polynomial of λ, the complex roots of p(x) occur in inverse pairs. Therefore p(x) has λ −1 as a root, since otherwise the constant term of p(x) would be −λ which is not in K. Hence m = deg p(x) is even.
Assume that λ is square-rootable over K. Then there exists a totally positive element α of K and a monic palindromic polynomial q(x), whose even degree coefficients are in K and whose odd degree coefficients are in
2 is a root of p(x 2 ), we have that λ 1 2 is a root of either q(x) or q(−x). By replacing q(x) with q(−x), if necessary, we may assume that λ 
, and so L is a subfield of K(λ Then M = B −1 SB is the block diagonal m × m matrix with blocks cos θ j − sin θ j sin θ j cos θ j for 1 ≤ j < ℓ, and cosh η sinh η sinh η cosh η .
The matrix M represents a hyperbolic element of O ′ (m − 1, 1) with characteristic polynomial q(x), since the eigenvalues of M are e ±iθ1 , . . . , e ±iθ ℓ−1 and e ±η . Moreover det M = 1, and so M represents an orientation preserving isometry of H n . Let V = (v ij ) = (r j−1 i ) be the Vandermonde matrix for the roots of p(x). Then V is invertible, since the roots of p(x) are distinct. Let R = diag(r 1 , . . . , r m ). Then R = S 2 . Let C be the companion matrix for p(x). Then C is over o K and 
The quadratic form f is admissible by the same argument as in the proof of Theorem 6. Note that as C = D 2 , the matrix M 2 plays the role of M in the proof of Theorem 6. We next show that the matrix √ αD is over K by a Galois group argument. Let K = K(s 1 , . . . , s m ) be the splitting field of p(x 2 ) over K, and let G = Gal(K/K). As L is a quadratic extension of K contained inK, there is an index 2 subgroup H of G such that H = Gal(K/L) by Theorem 3 on p 196 of [17] . NowK is also the splitting field of q(x) over L, and so H is the Galois group of q(x). Hence all the elements of H permute the roots s 1 , . . . , s m of q(x) among themselves.
Every element of L is of the form a + c √ α with a, c ∈ K. Let τ be the auto- , and so σ acts on the roots of p(x) via π σ . Hence
, that is, σ acts on V by permuting rows via π σ . But then σ acts on V −1 by permuting columns via π σ . Let
with the plus sign if and only if σ ∈ H. Hence ( √ αD) σ = √ αD for all σ ∈ G, and therefore √ αD is over K. Let m be a positive integer such that
[21] p 56). Let Ψ be the subgroup of O ′ (f, R) generated by C and the elements of Φ and
is a subgroup of O ′ (f, o k ), and so Ψ is a subgroup of O ′ (f, o k ). Let ∆ be the subgroup of O ′ (f, R) generated by D and the elements of Ψ. We claim that Ψ is a normal subgroup of ∆. It suffices to show that DΨD −1 = Ψ. As C = D 2 , we have that
Therefore D conjugates the set of generators of Ψ to itself. Hence DΨD −1 = Ψ, and so Ψ is a normal subgroup of ∆. Now D is not over K, and so D is not in Ψ. Hence Ψ is a subgroup of index 2 in ∆, since
is an arithmetic group of isometries of H m−1 of the simplest type defined over K. We have that γ = M = W DW −1 is an orientation preserving hyperbolic element of Γ such that λ 1 2 = e ℓ(γ) . If n = m − 1, we are done, so assume that n > m − 1.
Consider the following 2 × 2 matrices
If X is an m × m matrix, letX be the block diagonal (n + 1) × (n + 1) matrix with (n + 1 − m)/2 blocks of the form X 1 and final block X. ThenD 2 =Ĉ. Noŵ A is a symmetric (n + 1) × (n + 1) matrix such thatÂ =Ŵ tĴŴ . HenceÂ is the coefficient matrix of a quadratic formf over K in n + 1 variables of signature (n, 1) with The next corollary is an enhanced version of Corollary 3.
Corollary 7. Let λ be a Salem number. Then for each odd integer n > 0, there exists an arithmetic group Γ of isometries of H n of the simplest type defined over Q(λ + λ −1 ) and an orientation preserving hyperbolic element γ of Γ such that γ 4 is a hyperbolic translation and λ
Hence deg K (λ) = 2, and so deg K (λ) ≤ n + 1 for each odd positive integer n. Let
2 − √ α x + 1. Now α is totally positive, since if σ : K → R is a nonidentity field embedding, then σ(λ + λ −1 ) = 2 cos θ for some real number θ such that 0 < θ < π by the proof of Lemma 4. Hence λ is square-rootable over K via λ + λ −1 + 2. Therefore there exists an arithmetic group Γ of isometries of H n of the simplest type over K and an orientation preserving hyperbolic element γ of Γ such that λ For example when n = 1 in Corollary 7, the proof of Theorem 8 yields
with A the coefficient matrix of the binary quadratic form
and C the companion matrix to the minimal polynomial of λ over K = Q(λ + λ −1 ), and V the Vandermonde matrix for roots λ −1 and λ. Let α = λ + λ −1 + 2. Then we have
and D 2 = C, and √ αD and C matrices over o K . Clearly, the eigenvalues of D are λ 1/2 and λ −1/2 . We have that λ Corollary 8. Let Γ be an arithmetic group of isometries of H n of the simplest type defined over Q, with n odd, and let C be a closed geodesic in H n /Γ. Then length(C) ≥ c n , and this lower bound is sharp for each odd integer n > 1. Corollary 4 follows from Corollary 8 once we have a sharp non-cocompact example for n = 3, since all arithmetic groups of isometries of H n of the simplest type over Q are not cocompact when n > 3. Such an example will be described in the next section.
9. The values of b n and c n for small n Let λ m,ℓ be the ℓth largest Salem number of degree m listed in [22] . Lehmer determined the smallest Salem numbers of degree d = 2, . . . , 10 in [18] . The corresponding Salem polynomials and Salem numbers are
Recall that
b n = min{log λ : λ is a Salem number with deg λ ≤ n + 1}. Lemma 19. Let λ be a Salem number, let K be a subfield of Q(λ + λ −1 ), let p(x) be the minimal polynomial of λ over K, and let m = deg p(x). Suppose that λ is square-rootable over K via α in K.
(1) If m ≡ 0 mod 4, then p(−1) is a square in o K .
(2) If m ≡ 2 mod 4, then there exists k ∈ K * such that p(−1) = αk 2 .
Proof. There exists a monic palindromic polynomial q(x), whose even degree coefficients are in K and whose odd degree coefficients are √ α K, such that q(x)q(−x) = p(x 2 ). Hence p(−1) = q(i)q(−i). We have that Lemma 20. Let λ be a Salem number, let K be a subfield of Q(λ + λ −1 ), and let p(x) be the minimal polynomial of λ over K.
(1) If deg p(x) = 2, then λ is square-rootable over K via λ + λ −1 + 2. (2) If p(x) = x 4 +ax 3 +bx 2 +ax+1, then λ is square-rootable over K if and only if there is a positive element k of o K such that p(−1) = k 2 and 4 − a ± 2k is a totally positive element of K, in which case λ is square-rootable over K via 4 − a ± 2k. Hence λ + λ −1 ∈ K, and so K = Q(λ + λ −1 ). Therefore λ is square-rootable over K via λ + λ and c = ± √ 2d − a = ± √ 4 ± 2k − a. As 4 − a ± 2k = c 2 = αℓ 2 , we have that 4 − a ± 2k is totally positive. Conversely, if k is a positive element of o K such that p(−1) = k 2 and 4 − a± 2k is totally positive, then we can solve for c and d from the above equations and deduce that λ is square-rootable over K via 4 − a ± 2k.
(3) By (2) it suffices to show that if λ is square-rootable over K = Q, then 4−a+2k is positive. Let λ ±1 , µ ±1 be the roots of p(x). Then −a = λ+λ −1 +µ+µ −1 . We have that λ + λ −1 > 2 and µ + µ −1 = 2 cos θ for some real number θ, and so −a > 0. Therefore 4 − a + 2k > 0.
Recall that c n = min{ We have that λ 4,6 = e ℓ(η) (cf.
[23] §4). By Theorem 4.11 of [23] there is a subgroup Γ of PSL(2, C) that is commensurable to PSL(2, o K ) and a hyperbolic element γ of Γ such that γ 2 = η, and so λ 4,6 = e 2ℓ(γ) . Thus the bound c n is sharp in Corollary 4 for n = 3. We thank Alan Reid for communicating this example to us.
In order to find the values of c n for n > 4, we need to determine when a Salem number of degree greater than 4 is square-rootable over Q. In this regard, the necessary conditions in Lemma 19 are useful. In practice, we used a more systematic method which we describe next.
Let p(x) be a Salem polynomial for a Salem number λ of degree m > 4, and let ℓ = m/2. Let r 1 , r −1 1 , . . . , r ℓ , r −1 ℓ be the roots of p(x) with r 1 = λ. Choose complex numbers s 1 , s 2 , . . . , s ℓ so that s ℓ )x + 1). Then we have that q(x)q(−x) = p(x 2 ). In order for λ to be square-rootable over Q, the even degree coefficients of q(x) must be integers and the squares of the odd degree coefficients of q(x) must be integers with the same square-free part for some choice of s 1 , . . . , s ℓ . These conditions can be checked numerically.
We determined that the smallest Salem number of degree 6 that is squarerootable over Q is λ 6,4 = 1.5823471836 . . . The smallest Salem number of degree 10 that is square-rootable over Q is λ 10,8 = λ The smallest Salem number of degree 14 that is square-rootable over Q is λ 14,17 = λ The smallest Salem number of degree 16 that is square-rootable over Q is We have that The matrix A is a symmetric function of the roots of p K (z), and so the entries of A can expressible in terms of the coefficients of p K (z) by Newton identities, which
