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ANALYTIC STUDY OF SINGULAR CURVES
YUKITAKA ABE
Abstract. We study singular curves from analytic point of view. We give
completely analytic proofs for the Serre duality and a generalized Abel’s the-
orem. We also reconsider Picard varieties, Albanese varieties and generalized
Jacobi varieties of singular curves analytically. We call an Albanese variety
considered as a complex Lie group an analytic Albanese variety. We investi-
gate them in detail. For a non-singular curve (a compact Riemann surface)
X, there is the relation between the meromorphic function fields on X and on
its Jacobi variety J(X). We try to extend this relation to the case of singular
curves.
1. Introduction
Jacobi varieties and Picard varieties of compact Riemann surfaces and their
relation are a classical theme. In the middle of the twenty century, a generalization
of these subjects to singular curves was studied by several authors. We think that
studies in this direction had been influenced by the monograph of Severi “Funzioni
Quasi Abeliane”. The treatment of the above studies was completely algebraic.
A generalized Jacobi variety of a singular curve was first defined algebraically by
Rosenlicht. We analytically consider generalized Jacobi varieties. A commutative
algebraic group over C is analytically a commutative complex Lie group. We obtain
some information about analytic properties of them.
We treat all of materials completely analytic. We use some notations in Serre’s
book “Groupes alge´briques et corps de classes”. Let X be a projective, irreducible,
and non-singular algebraic curve (i.e. a compact Riemann surface), and let S be
a finite subset of X . We denote by m a modulus with support S. Endowing a
suitable equivalence relation on S, we obtain a singular curve Xm by m. Rational
functions (i.e. meromorphic functions) ϕ with ϕ ≡ 1 mod m were considered in the
above Serre’s book. A generalized Abel’s theorem was formulated in terms of these
functions. The condition “ϕ ≡ 1 mod m” means that ϕ takes the common value
1 at each point of S. If the set of singularities consists of the only one point, this
condition is appropriate. However it becomes considering very special functions in
the general case. We modify this part. We consider meromorphic functions which
take each value cQ at each singular point Q in Xm . We develop the theory using
these functions. We give a new formulation of a generalized Abel’s theorem in terms
of such natural concept. And we give a completely analytic proof of it. We also
reconsider Picard varieties and Albanese varieties of singular curves. We consider
Albanese varieties analytically. An Albanese variety considered as a complex Lie
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group is called an analytic Albanese variety. We show that an analytic Albanese
variety has the universality property.
The abelian function field on the Jacobi variety J(X) of X is generated by the
fundamental abelian functions which are constructed by generators of the mero-
morphic function field on X . We consider a generalization of this relation to the
case of singular curves.
The paper is organized as follows. In Section 2 we state the construction of sin-
gular curves from a compact Riemann surface. Considering an equivalence relation
R on S, we set S = S/R. If m is a modulus with support S, then (X \ S) ∪ S
has the structure of 1-dimensional compact reduced complex space. It is a singular
curve Xm defined by m. For the convenience of readers, we also give a proof of the
Riemann-Roch theorem there.
Section 3 is devoted to a completely analytic proof of the Serre duality. Here we
introduce two special sheaves for the analytic proof.
In Section 4, we give a new formulation of a generalized Abel’s theorem after
defining a multiconstant on the singularities. We also need a special sheaf for its
proof. We emphasize that our proof is completely analytic.
Divisor classes, Picard varieties and Albanese varieties of singular curves are
discussed in Section 5. An Albanese variety is analytically considered as a com-
mutative complex Lie group, which we call an analytic Albanese variety. We show
that an analytic Albanese variety is the product of copies of C, copies of C∗ and
a quasi-abelian variety of kind 0 in Section 5.6. Let Alban(Xm) be the analytic
Albanese variety of a singular curve Xm constructed from a compact Riemann sur-
face X of genus g. The period map ϕ : X \ S −→ Alban(Xm) admits m for a
modulus, and is a holomorphic embedding if g ≥ 1. Furthermore we prove that the
map ϕ : (X \ S)(π) → Alban(Xm) is surjective, where π is the genus of Xm and
(X \S)(π) is the symmetric product of degree π (Theorem 5.17). As a corollary we
obtain that the divisor classes of degree 0 on Xm and Alb
an(Xm) are isomorphic.
In Section 5.8 the universality of analytic Albanese varieties is proved.
In Section 6 further properties of analytic Albanese varieties are studied. We
determine period matrices of analytic Albanese varieties of general singular curves
in Section 6.1. In Section 6.2 we fully study curves with nodes in the case π = 2.
Let Xm and Xm′ be two singular curves of genus 2 with a node constructed from
a complex torus X . Then we determine the necessary and sufficient condition for
the biholomorphic equivalence of Xm and Xm′. In Section 6.3 we show that for
any singular curve Xm whose singularity is the only cusp we have Alb
an(Xm) ∼=
J(X)× C.
The last section is devoted to the study of meromorphic function fields. In the
non-singular case there is the connection between the two meromorphic function
fields Mer(X) and Mer(J(X)) on X and on its Jacobi variety J(X) respectively.
The field Mer(J(X)) is generated by the fundamental abelian functions belonging
to Mer(X). We try to generalize this relation to the case of singular curves.
2. Singular Curves
2.1. Construction of singular curves. Let X be an irreducible non-singular
complex projective algebraic curve (i.e. a compact Riemann surface). We denote
by OX the structure sheaf on X . Let S be a finite subset of X . We give an
equivalence relation R on S. We define the quotient set S := S/R of S by R. We
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set
X := (X \ S) ∪ S.
We induce to X the quotient topology by the canonical projection ρ : X −→ X.
Then X is a compact Hausdorff space. We define a modulus with support S,
according to Serre([16]).
Definition 2.1. A modulus m with support S is the data of an integer m(P ) > 0
for each point P ∈ S.
A modulus m with support S is also considered as a positive divisor on X . We
use the same notation
m =
∑
P∈S
m(P )P.
We may assume deg m ≥ 2.
Let Mer(X) be the field of meromorphic functions on X . For any f ∈ Mer(X)
and any P ∈ X , we denote by ordP (f) the order of f at P .
Definition 2.2. Let f, g ∈Mer(X). We write
f ≡ g mod m
if ordP (f − g) ≥ m(P ) for any P ∈ S.
Let ρ∗OX be the direct image of OX by the projection ρ : X −→ X. For
any Q ∈ S we denote by IQ the ideal of (ρ∗OX)Q formed by the function f with
ordP (f) ≥ m(P ) for any P ∈ ρ−1(Q). We define a sheaf Om on X by
Om,Q :=
{
(ρ∗OX)Q = OX,Q if Q ∈ X \ S,
C+ IQ if Q ∈ S.
Then we obtain a 1-dimensional compact reduced complex space (X,Om), which
we denote by Xm.
Conversely, any reduced and irreducible singular curve is obtained as above.
2.2. Genus of Xm. For any Q ∈ Xm we set
δQ := dim((ρ∗OX)Q/Om,Q)
=
{
dim(OX,Q/OX,Q) = 0 if Q ∈ X \ S,
dim((ρ∗OX)Q/(C+ IQ)) = dim((ρ∗OX)Q/IQ)− 1 if Q ∈ S.
We set
δ :=
∑
Q∈Xm
δQ = degm−#S.
Let g be the genus of X . We define the genus π of Xm by
π := g + δ.
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2.3. Divisors prime to S. A divisor D on X is written as
D =
∑
P∈X
D(P )P, D(P ) ∈ Z,
where D(P ) = 0 except a finite number of P ∈ X .
Definition 2.3. A divisor D on X is said to be prime to S if D(P ) = 0 for P ∈ S.
We denote by Div(Xm) the group of divisors prime to S. We have a homomor-
phism deg : Div(Xm) −→ Z. Let Mer(Xm) be the field of meromorphic functions
on Xm. We may consider Mer(Xm) ⊂ Mer(X) by the map Mer(Xm) −→ Mer(X),
f 7−→ f ◦ ρ. Let f ∈ Mer(Xm). It defines the divisor
(f) =
∑
Q∈Xm
ordQ(f)Q,
where ordQ(f) =
∑
P∈ρ−1(Q) ordP (f ◦ ρ).
Definition 2.4. Let D1, D2 ∈ Div(Xm). We write D1 ∼ D2 if there exists f ∈
Mer(Xm) such that D1 −D2 = (f).
Since the relation “∼” is an equivalence relation on Div(Xm), we have the group
of divisor classes Div(Xm) := Div(Xm)/ ∼.
Definition 2.5. A divisor D ∈ Div(Xm) is called a positive divisor if D(Q) ≥ 0
for any Q ∈ X \ S, and we write it D ≥ 0. Furthermore, D is said to be strictly
positive if D ≥ 0 and D 6= 0, in this case we write D > 0.
For any D1, D2 ∈ Div(Xm) we write D1 ≥ D2 (resp. D1 > D2) if D1 −D2 ≥ 0
(resp. D1 −D2 > 0).
2.4. A sheaf associated with a divisor. Let D ∈ Div(Xm) ⊂ Div(X). We
define
L(D) := {f ∈ Mer(X); (f) ≥ −D}.
We denote by L(D) the sheafication of L(D) on X . Let Lm(D) be the sheaf on Xm
defined by
Lm(D)Q :=
{
Om,Q if Q ∈ S,
L(D)Q if Q ∈ X \ S.
Then Lm(D) is a coherent sheaf, for it is locally isomorphic to Om .
Proposition 2.6. Let D1, D2 ∈ Div(Xm). If D2 ≥ D1, then
H0(Xm,Lm(D1)) ⊂ H0(Xm,Lm(D2)).
Proof. There exists D ∈ Div(Xm) with D ≥ 0 such that D2 = D1 + D. For any
f ∈ H0(Xm,Lm(D1)), we have
(f) ≥ −D1 = −D2 +D ≥ −D2.
Then f ∈ H0(Xm,Lm(D2)). 
Since Lm(0) = Om, the following proposition is immediate.
Proposition 2.7. We have
H0(Xm,Lm(0)) = C.
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Proposition 2.8. Let D ∈ Div(Xm). If deg D < 0, then
H0(Xm,Lm(D)) = 0.
Proof. We suppose that there exists f ∈ H0(Xm,Lm(D)) with f 6= 0. Since (f) ≥
−D, we have
0 = deg(f) ≥ − deg D > 0.
This is a contradiction. 
Proposition 2.9. We have
dimH1(Xm,Om) = π.
Proof. By an exact sequence
0 −→ Om −→ ρ∗OX −→ ρ∗OX/Om −→ 0
we obtain the following long cohomology sequence
0 −→ H0(Xm,Om) −→ H0(Xm, ρ∗OX) −→ H0(Xm, ρ∗OX/Om)
−→ H1(Xm,Om) −→ H1(Xm, ρ∗OX) −→ H1(Xm, ρ∗OX/Om) −→ · · · .
We have
Hq(Xm, ρ∗OX) ∼= Hq(X,OX) for all q ≥ 0,
especially
H0(Xm,Om) = C = H0(Xm, ρ∗OX) ∼= H0(X,OX).
And we have H1(Xm, ρ∗OX/Om) = 0 for supp(ρ∗OX/Om) = S. From
ρ∗OX/Om ∼=
⊕
Q∈S
C
δQ
Q
it follows that
dimH0(Xm, ρ∗OX/Om) =
∑
Q∈S
δQ = δ.
Then we obtain
dimH1(Xm,Om) = dimH1(X,OX) + δ = g + δ = π
by the exact sequence
0 −→ Cδ −→ H1(Xm,Om) −→ H1(X,OX) −→ 0.

2.5. Riemann-Roch Theorem (first version).
Theorem 2.10. Let X,S,m, Xm be as above. LetD ∈ Div(Xm). Then, H0(Xm,Lm(D))
and H1(Xm,Lm(D)) are finite dimensional, and we have
dimH0(Xm,Lm(D))− dimH1(Xm,Lm(D)) = deg D + 1− π.
Proof. (I) The case D = 0.
By Proposition 2.7 we have H0(Xm,Lm(0)) = C. Also we have dimH1(Xm,Om) =
π by Proposition 2.9. Since Lm(0) = Om , we obtain the assertion.
(II) The case D ≥ 0.
We prove the assertion by induction on d := deg D. When d = 0, it is the case (I).
Let d ≥ 1. We assume that it is true for 0 ≤ deg D ≤ d− 1. Let D = P1 + · · ·+
Pd−1 + P . We set D− := P1 + · · ·+ Pd−1. Then we have an exact sequence
0 −→ Lm(D−) −→ Lm(D) −→ CP −→ 0.
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It gives the following exact sequence of cohomology groups
0 −→ H0(Xm,Lm(D−)) −→ H0(Xm,Lm(D)) −→ H0(Xm,CP )
−→ H1(Xm,Lm(D−)) −→ H1(Xm,Lm(D)) −→ 0.
Since H1(Xm,Lm(D−)) is of finite dimension, so is H1(Xm,Lm(D)). Furthermore
we have
dimH0(Xm,Lm(D)) ≤ dimH0(Xm,Lm(D−)) + 1 < +∞.
Therefore, all vector spaces in the above exact sequence are finite dimensional.
Hence we have
− dimH0(Xm,Lm(D−)) + dimH0(Xm,Lm(D))− dimH0(Xm,CP )
+ dimH1(Xm,Lm(D−))− dimH1(Xm,Lm(D)) = 0.
Thus we obtain by the assumption of induction
dimH0(Xm,Lm(D))− dimH1(Xm,Lm(D))
= dimH0(Xm,Lm(D−))− dimH1(Xm,Lm(D−)) + 1
= degD− + 1− π + 1 = degD + 1− π.
(III) The general case.
Let
D = P1 + · · ·+ Pn −Q1 − · · · −Qm (Pi 6= Qj).
We show the assertion by induction on m. When m = 0, it is the case (II).
Let m ≥ 1. We assume that it is true till m− 1. We set
D+ := P1 + · · ·+ Pn −Q1 − · · · −Qm−1
and Q := Qm. Since D = D
+ −Q, we have a short exact sequence
0 −→ Lm(D) −→ Lm(D+) −→ CQ −→ 0.
Then we obtain the following long exact sequence of cohomology groups
0 −→ H0(Xm,Lm(D)) −→ H0(Xm,Lm(D+)) −→ H0(Xm,CQ)
−→ H1(Xm,Lm(D)) −→ H1(Xm,Lm(D+)) −→ H1(Xm,CQ) = 0.
Hence we have
dimH1(Xm,Lm(D)) ≤ dimH1(Xm,Lm(D+)) + 1 < +∞
and
dimH0(Xm,Lm(D)) ≤ dimH0(Xm,Lm(D+)) < +∞.
As in the case (II) we obtain
dimH0(Xm,Lm(D))− dimH1(Xm,Lm(D))
= dimH0(Xm,Lm(D+))− dimH1(Xm,Lm(D+))− 1
= degD+ + 1− π − 1 = degD + 1− π.

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3. Analytic Proof of the Serre Duality
3.1. Sheaf Ωm. Let U ⊂ Xm be an open set. We define
Ωm(U) := {a meromorphic 1-form ω on ρ−1(U) satisfying the following condition (∗)}.
The condition (∗):
For any Q ∈ U and any f ∈ Om,Q, we have∑
P∈ρ−1(Q)
ResP (ρ
∗fω) = 0.
Then a presheaf {Ωm(U), rUV } defines a sheaf Ωm on Xm , where rUV is the restriction
map. This sheaf Ωm is called the duality sheaf on Xm in general.
Let Ω be the sheaf of germs of holomorphic 1-forms on X . The direct image ρ∗Ω
of Ω is considered as an Om -submodule of Ωm . Let D ∈ Div(Xm) ⊂ Div(X). For
any open subset W of X we define
Ω(D)(W ) := { a meromorphic 1-form η on W with (η) ≥ −D on W}.
Then a presheaf {Ω(D)(W ), rWW ′} gives a sheaf Ω(D) on X . We define a sheaf
Ωm(D) on Xm by
Ωm(D)Q :=
{
Ωm,Q if Q ∈ S,
Ω(D)Q if Q ∈ X \ S.
It is obvious that Ωm(0) = Ωm .
The Serre duality is represented as follows.
Theorem 3.1 (Serre duality). For any D ∈ Div(Xm) we have
H0(Xm,Ωm(−D)) ∼= H1(Xm,Lm(D))∗,
where H1(Xm,Lm(D))∗ is the dual space of H1(Xm,Lm(D)).
The purpose of this section is to give a completely analytic proof of it.
3.2. Sheaves E(1,0)m and E(2)m . Let U ⊂ Xm be an open set. We define
E(1,0)m (U) := {a C∞ (1, 0)-form ω on U \ (U ∩ S) satisfying the following condition (⋆)}.
The condition (⋆):
For any Q ∈ U ∩ S we let ρ−1(Q) = {P1, . . . , Pk}. Take an open neighbourhood V
of Q in U such that
ρ−1(V ) =
k⊔
i=1
Vi (disjoint union), Pi ∈ Vi,
(Vi, zi) is a coordinate neighbourhood of Pi with zi(Pi) = 0 and there exists a C
∞
function ϕi on Vi \{Pi} with ρ∗ω = ϕidzi. Then the limit limP→Pi ϕi(P )zi(P )m(Pi)
exists and there exists ε0 > 0 such that for any Ci := {P ∈ Vi; |zi(P )| = ri} with
0 < ri < ε0 (i = 1, . . . , k) we have
k∑
i=1
∫
Ci
ρ∗ω = 0,
where Ci has the anticlockwise direction.
We denote by E(1,0)m the sheaf given by a presheaf {E(1,0)m (U), rUV } on Xm. A sheaf
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E(2)m is the image of E(1,0)m by the operator d. It is obvious from the definitions that
the sequence
0 −→ Ωm −→ E(1,0)m d−→ E(2)m −→ 0
is exact. The following proposition is immediate.
Proposition 3.2. The sheaves E(1,0)m and E(2)m are fine.
Then the above exact sequence is a fine resolution of Ωm. Hence we obtain an
isomorphism
H1(Xm,Ωm) ∼= H0(Xm, E(2)m )/dH0(Xm, E(1,0)m ).
3.3. Residues. As shown in the preceding section, any ξ ∈ H1(Xm,Ωm) has a
representative ω ∈ H0(Xm, E(2)m ).
Definition 3.3. For any ξ ∈ H1(Xm,Ωm) we define its residue Res(ξ) by
Res(ξ) :=
1
2π
√−1
∫∫
X\S
ρ∗ω,
where ω ∈ H0(Xm, E(2)m ) is a representative of ξ.
Proposition 3.4. The residue Res(ξ) of ξ is well-defined.
Proof. Let S = {Q1, . . . , QN}. We set
ρ−1(Qi) = {Pi1, . . . , Pi,k(i)}, i = 1, . . . , N.
Then we have
S = {P11, . . . , P1,k(1), P21, . . . , PN,k(N)}.
For any i = 1, . . . , N , there exists an open neighbourhood Wi of Qi such that if we
denote by Uij the connected component of ρ
−1(Wi) containing Pij , then
ρ−1(Wi) =
k(i)⊔
j=1
Uij .
Let (Vij , zij) be a coordinate neighbourhood of Pij such that zij(Pij) = 0 and
Vij ⊂ Uij . For a sufficiently small ε > 0 we set
∆ij(ε) := {P ∈ Vij ; |zij(P )| < ε}.
We denote by Cij(ε) the boundary of ∆ij(ε) with positive direction.
Let ω ∈ H0(Xm, E(2)m ) be any representaitive of ξ. We can take Wi so small that
there exists ηi ∈ H0(Wi, E(1,0)m ) with ω = dηi on Wi \ {Qi} by the definition of E(2)m .
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Since ρ∗ω = d(ρ∗ηi), we have∫∫
X\(∪ij∆ij(ε))
ρ∗ω
=
∫∫
X\(∪iρ−1(Wi))
ρ∗ω +
∫∫
∪i(ρ−1(Wi)\∪j∆ij(ε))
ρ∗ω
=
∫∫
X\(∪iρ−1(Wi))
ρ∗ω +
∫
∪i∂(ρ−1(Wi))
ρ∗ηi −
∫
∪ijCij(ε)
ρ∗ηi
=
∫∫
X\(∪iρ−1(Wi))
ρ∗ω +
∫
∪i∂(ρ−1(Wi))
ρ∗ηi −
N∑
i=1
k(i)∑
j=1
∫
Cij(ε)
ρ∗ηi

=
∫∫
X\(∪iρ−1(Wi))
ρ∗ω +
N∑
i=1
∫
∂(ρ−1(Wi))
ρ∗ηi.
Since the last expression in the above equalities is independent on ε, we have the
limit
lim
ε→0
∫∫
X\(∪ij∆ij(ε))
ρ∗ω =
∫∫
X\S
ρ∗ω.
Furthermore, we see by the above argument that Res(ξ) is determined indepen-
dently of the choice of a representative ω of ξ. 
LetM(1) be the sheaf of germs of meromorphic 1-forms on X . Consider an open
covering U = {Ui}i∈I of Xm.
Definition 3.5. A cochain µ = {ωi} ∈ C0(U, ρ∗M(1)) is an Ωm-distribution if
ωj − ωi ∈ H0(Ui ∩ Uj,Ωm) for any i, j ∈ I.
If µ = {ωi} ∈ C0(U, ρ∗M(1)) is an Ωm-distribution, then δµ ∈ Z1(U,Ωm), where
δ is the coboundary operator. We denote by [δµ] ∈ H1(Xm,Ωm) the cohomology
class given by δµ.
Definition 3.6. Let µ = {ωi} ∈ C0(U, ρ∗M(1)) be an Ωm-distribution. For any
Q ∈ Xm we define the residue ResQ(µ) of µ at Q by
ResQ(µ) := ResQ(ωi) =
∑
P∈ρ−1(Q)
ResP (ρ
∗ωi) for some i with Q ∈ Ui.
Remark. We see that the definition of ResQ(µ) is independent of the choice of i
with Q ∈ Ui, by the definition of Ωm.
We define
Res(µ) :=
∑
Q∈Xm
ResQ(µ).
Remark. The residue Res(µ) does not change if we take a refinement of U.
Proposition 3.7. Let µ = {ωi} ∈ C0(U, ρ∗M(1)) be an Ωm-distribution. Then we
have the cohomology class [δµ] ∈ H1(Xm,Ωm). In this case, we have
Res(µ) = Res([δµ]).
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Proof. We first note that δµ = {ωj − ωi} ∈ Z1(U,Ωm) ⊂ Z1(U, E(1,0)m ). Since E(1,0)m
is a fine sheaf, there exists a cochain {σi} ∈ C0(U, E(1,0)m ) such that
ωj − ωi = σj − σi on Ui ∩ Uj.
The operator d has the decomposition d = ∂ + ∂. Since
d(σj − σi) = d(ωj − ωi) = ∂(ωj − ωi) = 0,
dσj = dσi on Ui ∩ Uj. Then there exists a 2-form τ ∈ H0(Xm, E(2)m ) such that
τ |Ui = dσi on Ui. The form τ is a representative of [δµ].
We assume that Q1, . . . , Qn ∈ Xm \ S = X \ S are the all poles of µ on Xm \ S.
We set X ′
m
:= Xm \ {Q1, . . . , Qn}. Since
σi − ωi = σj − ωj on X ′m ∩ Ui ∩ Uj ,
there exists σ ∈ H0(X ′
m
, E(1,0)m ) such that σ = σi − ωi on X ′m ∩ Ui. Then we have
dσ = dσi − dωi = dσi on X ′m ∩ Ui.
Thus we obtain that τ = dσ on X ′
m
.
For any k = 1, . . . , n, there exists i = i(k) ∈ I such that Qk ∈ Ui(k). Let (Vk, zk)
be a coordinate neighbourhood of Qk such that Vk ⊂ Ui(k) and zk(Qk) = 0. We
may assume that V1, . . . , Vn are pairwise disjoint and z1(V1), . . . , zn(Vn) are discs
in C. There exist C∞ functions fk (k = 1, . . . , n) on Xm with compact support
such that 0 ≤ fk ≤ 1, supp(fk) ⊂ Vk and fk|V ′k = 1 for an open neighbourhood V ′k
of Qk with V
′
k ⊂⊂ Vk. Define g := 1 − (f1 + · · · + fn). Since g is a C∞ function
on Xm with g|V ′k = 0, gσ is a C∞ (1, 0)-form on Xm \ S. We can take Vk so small
that it does not contain a point in S. Then we have gσ = σ in a neighbourhood of
any point in S. Therefore gσ ∈ H0(Xm, E(1,0)m ).
Take any P ∈ S. Let (W, z) be a coordinate neighbourhood of P with z(P ) = 0.
For a small ε > 0 we set
∆(P, ε) := {P ′ ∈W ; |z(P ′)| < ε}.
Then we obtain∫∫
X\S
ρ∗(d(gσ)) =
∫∫
X\S
d(ρ∗(gσ))
= lim
ε→0
∫∫
X\(∪P∈S∆(P,ε))
d(ρ∗(gσ))
= lim
ε→0
(
−
∑
P∈S
∫
∂∆(P,ε)
ρ∗σ
)
= 0.
Since 1 = g +
∑n
k=1 fk, we have
τ = dσ = d(gσ) +
n∑
k=1
d(fkσ) on X
′
m
.
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The above equality holds on Xm for the both sides are C
∞ on Xm \ S. Then we
obtain∫∫
X\S
ρ∗τ =
∫∫
X\S
ρ∗(d(gσ)) +
n∑
k=1
∫∫
X\S
ρ∗(d(fkσ))
=
n∑
k=1
∫∫
X\S
ρ∗(d(fkσ))
=
n∑
k=1
(∫∫
ρ−1(Vk)
ρ∗(d(fkσi(k)))−
∫∫
ρ−1(Vk)
ρ∗(d(fkωi(k)))
)
.
Here we note∫∫
ρ−1(Vk)
ρ∗(d(fkσi(k))) =
∫∫
ρ−1(Vk)
d(ρ∗(fkσi(k))) =
∫
∂(ρ−1(Vk))
ρ∗(fkσi(k)) = 0.
We set
∆˜k(ε) := ρ
−1({Q ∈ Vk; |zk(Q)| < ε})
for a sufficiently small ε > 0. Since ωi(k) is a meromorphic 1-form with Qk as a
pole, we obtain∫∫
ρ−1(Vk)
ρ∗(d(fkωi(k))) = lim
ε→0
∫∫
ρ−1(Vk)\∆˜k(ε)
ρ∗(d(fkωi(k)))
= lim
ε→0
∫∫
ρ−1(Vk)\∆˜k(ε)
d(ρ∗(fkωi(k)))
= lim
ε→0
(∫
∂(ρ−1(Vk))
ρ∗(fkωi(k))−
∫
∂∆˜k(ε)
ρ∗ωi(k)
)
= − lim
ε→0
∫
∂∆˜k(ε)
ρ∗ωi(k)
= −2π√−1ResQk(ωi(k)).
Thus we obtain
1
2π
√−1
∫∫
X\S
ρ∗τ =
n∑
k=1
ResQk(ωi(k)) = Res(µ).
On the other hand, we have
Res([δµ]) =
1
2π
√−1
∫∫
X\S
ρ∗τ,
because τ is a representative of [δµ]. 
Let K be a canonical divisor on X given by a meromorphic 1-form ω. We
may assume that K is prime to S (i.e. K ∈ Div(Xm)). Otherwise we take a
meromorphic function f on X with (f) + K = 0 at any P ∈ S (for example,
see Lemma 1.15 in Chapter VI in [13]) and set ω′ = fω. Then (ω′) is a divisor
prime to S. For any D ∈ Div(Xm) and for any f ∈ H0(Xm,Lm(D +K)), we have
(ρ∗f)ω ∈ H0(X,Ω(D)). Then we obtain an injection
H0(Xm,Lm(D +K)) −→ H0(X,Ω(D)) →֒ ρ∗H0(Xm,Ωm(D))
f 7−→ (ρ∗f)ω.
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Lemma 3.8. There exists k0 ∈ Z such that
dimH0(Xm,Ωm(D)) ≥ degD + k0
for any D ∈ Div(Xm).
Proof. By the Riemann-Roch Theorem (Theorem 2.10) we have
dimH0(Xm,Lm(D +K))− dimH1(Xm,Lm(D +K)) = deg(D +K) + 1− π.
Then we obtain
dimH0(Xm,Ωm(D)) ≥ dimH0(X,Ω(D))
≥ dimH0(Xm,Lm(D +K))
= dimH1(Xm,Lm(D +K)) + deg(D +K) + 1− π
≥ degD + degK + 1− π.
If we set k0 := degK + 1− π, then the assertion holds. 
3.4. Dual pairing. Take any D ∈ Div(Xm). The product
Ωm(−D)× Lm(D) −→ Ωm, (ω, f) 7−→ ωf
induces a map
H0(Xm,Ωm(−D))×H1(Xm,Lm(D)) −→ H1(Xm,Ωm).
The composition of this map with Res : H1(Xm,Ωm) −→ C produces a bilinear
map
〈 , 〉 : H0(Xm,Ωm(−D))×H1(Xm,Lm(D)) −→ C
(ω, ξ) 7−→ 〈ω, ξ〉 := Res(ωξ).
This map induces a linear map
ιD : H
0(Xm,Ωm(−D)) −→ H1(Xm,Lm(D))∗.
Proposition 3.9. The map ιD is injective.
Proof. It suffices to show that for any non-zero ω ∈ H0(Xm,Ωm(−D)) there exists
ξ ∈ H1(Xm,Lm(D)) such that 〈ω, ξ〉 6= 0. Let Q ∈ Xm \ S be a point with
D(Q) = 0. We take a coordinate neighbourhood (U0, z) of Q such that z(Q) = 0
and D|U0 = 0. We may assume that there exists f ∈ H0(U0,Om) such that
ω = fdz on U0. Furthermore, we can take U0 so small that f has no zeros in
U0 \ {Q} and U0 ⊂ Xm \ S. We set U1 := Xm \ {Q} and U := {U0, U1}. We define
η = {f0, f1} ∈ C0(U,Mm) by
f0 :=
1
zf
and f1 := 0,
where Mm is the sheaf of germs of meromorphic functions on Xm. Then ωη =
{dz/z, 0} ∈ C0(U, ρ∗M(1)) is an Ωm-distribution with Res(ωη) = ResQ(dz/z) = 1.
We have δη ∈ Z1(U,Lm(D)). Let ξ := [δη] be the cohomology class of δη in
H1(Xm,Lm(D)). Since ωξ = ω[δη] = [δ(ωη)], we obtain
〈ω, ξ〉 = Res(ωξ) = Res([δ(ωη)]) = Res(ωη) = 1
by Proposition 3.7. 
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Let D,D′ ∈ Div(Xm) with D′ ≤ D. The inclusion 0 −→ Lm(D′) −→ Lm(D)
induces an epimorphism
H1(Xm,Lm(D′)) −→ H1(Xm,Lm(D)) −→ 0.
We obtain the following monomorphism of dual spaces from this epimorphism
0 −→ H1(Xm,Lm(D))∗
iD
D′−→ H1(Xm,Lm(D′))∗.
The diagram
0 −−−−→ H1(Xm,Lm(D))∗
iD
D′−−−−→ H1(Xm,Lm(D′))∗xιD xιD′
0 −−−−→ H0(Xm,Ωm(−D)) −−−−→ H0(Xm,Ωm(−D′))
commutes.
Lemma 3.10. Let D,D′ ∈ Div(Xm) such that D′ ≤ D. Suppose that λ ∈
H1(Xm,Lm(D))∗ and ω ∈ H0(Xm,Ωm(−D′)) satisfy iDD′(λ) = ιD′ (ω). Then ω
belongs to H0(Xm,Ωm(−D)) and λ = ιD(ω).
Proof. We suppose that ω /∈ H0(Xm,Ωm(−D)). Then there exists Q ∈ Xm \ S
such that ordQ(ω) < D(Q). Take a coordinate neighbourhood (U0, z) of Q with
z(Q) = 0. We may assume that U0 satisfies the following conditions;
(i) there exists f ∈ H0(U0,Mm) such that ω = fdz on U0 and f has no zeros and
poles in U0 \ {Q},
(ii) D|(U0 \ {Q}) = 0 and D′|(U0 \ {Q}) = 0.
We set U1 := Xm \ {Q} and U := {U0, U1}. We define η = {f0, f1} ∈ C0(U,Mm)
by f0 := 1/(zf) and f1 := 0. Then η ∈ C0(U,Lm(D)) and δη ∈ Z1(U,Lm(D)) =
Z1(U,Lm(D′)) = Z1(U,Om).We denote by ξ and by ξ′ the cohomology classes of δη
in H1(Xm,Lm(D)) and in H1(Xm,Lm(D′)) respectively. Since η ∈ C0(U,Lm(D)),
we have ξ = 0. Therefore we obtain
〈ω, ξ′〉 = ιD′(ω)(ξ′) = iDD′(λ)(ξ′) = λ(ξ) = 0.
On the other hand, we have
〈ω, ξ′〉 = Res([δ(ωη)]) = Res(ωη) = 1
by Proposition 3.7. This is a contradiction. Then we conclude ω ∈ H0(Xm,Ωm(−D)).
Furthermore we have
iDD′(λ) = ιD′(ω) = i
D
D′(ιD(ω)).
Since iDD′ is one-to-one, we obtain λ = ιD(ω). 
Let D,B ∈ Div(Xm). Any ψ ∈ H0(Xm,Lm(B)) gives the following sheaf mor-
phism
Lm(D −B) ψ−→ Lm(D), f 7−→ ψf.
This sheaf morphism induces a linear map
H1(Xm,Lm(D −B)) −→ H1(Xm,Lm(D)).
Then we obtain a linear map of dual spaces from the above linear map. Using the
same notation, we write it as follows
ψ : H1(Xm,Lm(D))∗ −→ H1(Xm,Lm(D −B))∗.
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We note that the diagram
H1(Xm,Lm(D))∗ ψ−−−−→ H1(Xm,Lm(D −B))∗xιD xιD−B
H0(Xm,Ωm(−D)) ψ−−−−→ H0(Xm,Ωm(−D + B))
commutes.
Lemma 3.11. Let D,B ∈ Div(Xm). If ψ ∈ H0(Xm,Lm(B)) is not identically zero
and has no zeros on S, then the map
ψ : H1(Xm,Lm(D))∗ −→ H1(Xm,Lm(D −B))∗
is injective.
Proof. Set A := (ψ). Then A ∈ Div(Xm) and A ≥ −B by the assumption. The
map ψ : Lm(D −B) −→ Lm(D) has the decomposition as follows
Lm(D −B) →֒ Lm(D +A) ψ−→ Lm(D).
Here the last map is an isomorphism for ψ has no zeros on S. Then the map
ψ : Lm(D −B) −→ Lm(D) is an injection. Therefore we obtain the assertion. 
Lemma 3.12. Let f : V −→W be a C-linear map between C-linear spaces V and
W . We suppose that V is finite dimensional, and consider it as a topological space
by an isomorphism V ∼= CN for some N ∈ N. If there exists an open dense subset
U of V such that f |U is one-to-one, then f is one-to-one on V .
Proof. Assume that there exist v1, v2 ∈ V with v1 6= v2 such that f(v1) = f(v2).
Since U + v1 is also an open dense subset of V , V \ (U + v1) has no interior point.
Then (U + v1) ∩ (U + v2) 6= φ for U + v2 is open. Therefore we have u1, u2 ∈ U
such that u1 + v1 = u2 + v2. By the assumption we obtain f(u1) = f(u2). This
gives u1 = u2. Hence we have v1 = v2, a contradiction. 
For any Q ∈ S we define
NQ(B) := {ψ ∈ H0(Xm,Lm(B));ψ = 0 at Q}.
By Theorem 2.10 H0(Xm,Lm(B)) is of finite dimension. We note that
dimNQ(B) ≤ dimH0(Xm,Lm(B))− 1.
Then a set
H0(Xm,Lm(B)) \
⋃
Q∈S
NQ(B)

is an open dense subset of H0(Xm,Lm(B)).
3.5. Proof of the Serre duality. We prove Theorem 3.1 analytically. We have
already shown that
ιD : H
0(Xm,Ωm(−D)) −→ H1(Xm,Lm(D))∗
is injective (Proposition 3.9). Then it suffices to show that ιD is also surjective.
Take any non-zero λ ∈ H1(Xm,Lm(D))∗. Fix P ∈ X \ S. We set
Dn := D − nP ∈ Div(Xm) (n ∈ N).
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Let
Λ := {ψλ;ψ ∈ H0(Xm,Lm(nP ))} ⊂ H1(Xm,Lm(Dn))∗.
By Lemma 3.11 a linear map
H0(Xm,Lm(nP )) −→ Λ, ψ 7−→ ψλ
is one-to-one on an open dense subsetH0(Xm,Lm(nP ))\
(
∪Q∈SNQ(nP )
)
ofH0(Xm,Lm(nP )).
Then it is one-to-one on H0(Xm,Lm(nP )) by Lemma 3.12. Hence we have Λ ∼=
H0(Xm,Lm(nP )). It follows from the Riemann-Roch Theorem (Theorem 2.10) that
dimΛ = dimH0(Xm,Lm(nP ))
= dimH1(Xm,Lm(nP )) + 1− π + deg(nP )
≥ 1− π + n.
Since a map
ιDn : H
0(Xm,Ωm(−Dn)) −→ H1(Xm,Lm(Dn))∗
is injective, we have
dim Im(ιDn) = dimH
0(Xm,Ωm(−Dn))
≥ n− degD + k0
by Lemma 3.8, where Im(ιDn) is the image of ιDn . By Proposition 2.8 we have
H0(Xm,Lm(Dn)) = 0 if n > degD. Using the Riemann-Roch Theorem again, we
obtain
dimH1(Xm,Lm(Dn))∗ = dimH1(Xm,Lm(Dn))
= dimH0(Xm,Lm(Dn))− 1 + π − degDn
= π − 1− degD + n
if n > degD. Then it holds for a sufficiently large n that
dimΛ + dim(Im(ιDn)) > dimH
1(Xm,Lm(Dn))∗.
Thus Λ∩Im(ιDn) 6= φ for a sufficiently large n. SinceH0(Xm,Lm(nP ))\
(
∪Q∈SNQ(nP )
)
is an open dense subset of H0(Xm,Lm(nP )), there exist ψ ∈ H0(Xm,Lm(nP )) and
ω ∈ H0(Xm,Ωm(−Dn)) such that ψλ = ιDn(ω) and ψ(Q) 6= 0 at any Q ∈ S.
Let A := (ψ). Then A ∈ Div(Xm) and 1/ψ ∈ H0(Xm,Lm(A)). If we set
D′ := Dn −A ∈ Div(Xm),
then we have
D −D′ = nP +A ≥ 0.
Therefore we obtain a monomorphism
iDD′ : H
1(Xm,Lm(D))∗ −→ H1(Xm,Lm(D′))∗.
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We have
iDD′(λ) =
1
ψ
ψλ
=
1
ψ
ιDn(ω)
= ιDn−A
(
ω
ψ
)
= iD′
(
ω
ψ
)
.
Then it follows from Lemma 3.10 that ω/ψ ∈ H0(Xm,Ωm(−D)) and λ = ιD(ω/ψ).
This finishes the proof.
3.6. Riemann-Roch Theorem (second version). Combining Theorem 2.10
with Theorem 3.1, we obtain the following second version of the Riemann-Roch
Theorem.
Theorem 3.13. For any D ∈ Div(Xm) we have
dimH0(Xm,Lm(D)) − dimH0(Xm,Ωm(−D)) = degD + 1− π.
4. Generalized Abel’s Theorem
4.1. Introduction. A generalized Abel’s theorem was first formulated and proved
algebraically in [15]. After that, Jambois [12] tried to treat it analytically. How-
ever, it seems to us that his argument is not correct. Furthermore, we think that
the condition f ≡ 1 mod m in the statement of the above generalized Abel’s the-
orem is unusual. We should consider the principal divisors which are defined by
meromorphic functions on Xm.
We use the same notations as in the preceding sections. We assign a non-zero
constant cQ to each point Q in S. We call
c(S) := (cQ)Q∈S
a multiconstant on S.
Definition 4.1. Let f ∈Mer(X), and let c(S) be a multiconstant on S. We write
f ≡ c(S) mod m
if ordP (f − cQ) ≥ m(P ) for any P ∈ S with ρ(P ) = Q at any Q ∈ S.
Our formulation of a generalized Abel’s theorem is the following.
Theorem 4.2. Let D ∈ Div(Xm) with degD = 0. Then there exists a meromorphic
function f on X with f ≡ c(S) mod m for some multiconstant c(S) such that
D = (f) if and only if there exists a 1-chain c ∈ C1(X \ S) with ∂c = D such that∫
c
ρ∗ω = 0
for any ω ∈ H0(Xm,Ωm).
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4.2. Weak solutions. Let D ∈ Div(Xm). We set
XD := {P ∈ X ;D(P ) ≥ 0}.
Definition 4.3. A C∞ function f on XD is called a weak solution of D if it satisfies
the following condition:
For any P ∈ X there exist a coordinate neighbourhood (U, z) of P with z(P ) = 0
and a C∞ function ψ on U with ψ(P ) 6= 0 such that
f = ψzD(P ) on U ∩XD.
The following properties are immediate from the definition.
(i) If f and g are weak solutions of D, then there exists a C∞ function ϕ on X such
that
f = ϕg
and ϕ has no zeros.
(ii) If f1 and f2 are weak solutions of D1 and D2 respectively, then f := f1f2 and
g := f1/f2 are weak solutions of D1 +D2 and D1 −D2 respectively.
(iii) If f is a weak solution ofD, then df/f is smooth on the complement of Supp(D)
and ∂f/f is smooth on X .
4.3. Sheaf E(1)m . Let U ⊂ Xm be an open set. We define
E(1)m (U) := {a C∞ 1-form ω on U \ (U ∩ S) satisfying the following condition (⋆⋆)}.
The condition (⋆⋆):
Let Q ∈ U ∩ S. We set ρ−1(Q) = {P1, . . . , Pk}. Let V ⊂ U be an open neighbour-
hood of Q such that
ρ−1(V ) =
k⊔
i=1
Vi (Pi ∈ Vi),
(Vi, zi) is a coordinate neighbourhood of Pi with zi(Pi) = 0 and there exist C
∞
functions ϕi and ψi on Vi \ {Pi} with
ρ∗ω = ϕidzi + ψidzi on Vi \ {Pi}.
Then limits
lim
P→Pi
ϕi(P )zi(P )
m(Pi) and lim
P→Pi
ψi(P )zi(P )
m(Pi)
exist.
Then a presheaf {E(1)m (U), rUV } defines a sheaf E(1)m on Xm.
4.4. Lemmas.
Lemma 4.4. Suppose that c : [0, 1] −→ X \ S is a curve and U is a relatively
compact open neighbourhood of c([0, 1]) in X \S. Then there exists a weak solution
f of ∂c with f |(X\U) = 1 such that for every 1-form ω ∈ H0(Xm, E(1)m ) with dω = 0
we have
1
2π
√−1
∫∫
X
df
f
∧ ρ∗ω =
∫
c
ρ∗ω.
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Proof. (a) We first consider the case that c([0, 1]) is contained in a coordinate
neighbourhood (U, z) such that z(U) ⊂ C is the unit disk.
Let a := c(0) and b := c(1). We identify U with z(U). There exists a positive
number r < 1 such that c([0, 1]) ⊂ {|z| < r}. The function log ((z − b)/(z − a))
has a well-defined branch in {r < |z| < 1}. Take a C∞ function ψ on U such that
ψ = 1 on {|z| ≤ r} and ψ = 0 on {r′ ≤ |z|}, where r < r′ < 1. We define a C∞
function f0 on U \ {a} by
f0 :=
{
exp
(
ψ log
(
z−b
z−a
))
if r < |z| < 1,
z−b
z−a if |z| ≤ r.
Since f0|{r′ ≤ |z| < 1} = 1, we can extend f0 to a C∞ function f on X \ {a}.
Then f is a weak solution of ∂c. Let ω ∈ H0(Xm, E(1)m ) be d-closed. We have a C∞
function g with compact support such that ρ∗ω = dg on {|z| ≤ r′}.
There exist a coordinate neighbourhood (V1, t1) of a with t1(a) = 0 and a C
∞
function ψ1 on V1 such that V1 ⊂ U , ψ1(a) 6= 0 and
f = ψ1
1
t1
on V1 \ {a}.
We can also take a coordinate neighbourhood (V2, t2) of b with t2(b) = 0 and a C
∞
function ψ2 on V2 such that V2 ⊂ U , ψ2(b) 6= 0 and
f = ψ2t2 on V2 \ {b}.
We may assume that V1 ∩ V2 = φ. Let 0 < s < s′ < 1. We take C∞ functions σ1
and σ2 on X such that Supp(σj) ⊂ {|tj| < s′} and σj |{|tj | ≤ s} = 1 for j = 1, 2.
We set gj := σjg (j = 1, 2) and
g0 := g − (g1 + g2).
Since g0 has a compact support Supp(g0) with Supp(g0) ⊂ X \ {a, b}, we have∫∫
X
df
f
∧ dg0 = −
∫∫
X\{a,b}
d
(
g0
df
f
)
= 0
by Stokes’ theorem. Considering the support of df/f and the above equality, we
obtain
1
2π
√−1
∫∫
X
df
f
∧ ρ∗ω = 1
2π
√−1
∫∫
X
df
f
∧ dg
=
1
2π
√−1
(∫∫
X
df
f
∧ dg1 +
∫∫
X
df
f
∧ dg2
)
.
Now we have∫∫
X
df
f
∧ dg1 =
∫∫
V1
df
f
∧ dg1 = lim
ε→0
∫
|t1|=ε
g1
df
f
= −2π√−1g(a).
Similarly we have ∫∫
X
df
f
∧ dg2 = 2π
√−1g(b).
Thus we obtain
1
2π
√−1
∫∫
X
df
f
∧ ρ∗ω = g(b)− g(a) =
∫
c
ρ∗ω.
(b) Next we consider the general case.
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There exist a partition
0 = t0 < t1 < · · · < tn = 1
of the closed interval [0, 1] and coordinate neighbourhoods (Uj , zj), j = 1, . . . , n
such that
(i) c([tj−1, tj ]) ⊂ Uj ⊂ U,
(ii) zj(Uj) ⊂ C is the unit disc.
Let cj := c|[tj−1, tj ]. By (a) we have a weak solution fj of ∂cj such that fj|(X\Uj) =
1 and ∫
cj
ρ∗ω =
1
2π
√−1
∫∫
X
dfj
fj
∧ ρ∗ω
for any ω ∈ H0(Xm, E(1)m ) with dω = 0. Then f := f1f2 · · · fn is a function with the
desired property. 
Lemma 4.5. For any D ∈ Div(Xm) the following two conditions are equivalent.
(1) There exists a meromorphic function g on X such that D = (g) and we have a
branch f of log g defined in a neighbourhood of S with the property∑
P∈ρ−1(Q)
ResP (fω) = 0
for any point Q ∈ S and for any ω ∈ H0(X, ρ∗Ωm).
(2) There exist a meromorphic function g on X and a multiconstant c(S) such that
D = (g) and g ≡ c(S) mod m.
Proof. Let g be a meromorphic function on X satisfying the condition (1). Take
any Q ∈ S. Let ρ−1(Q) = {P1, . . . , PN}. If N = 1, then we set cQ := g(P1) 6= 0.
Next we consider the case N ≥ 2. For any j = 2, . . . , N , there exists a meromorphic
1-form ω such that it is holomorphic on X \ {P1, Pj} and has the simple poles P1
and Pj . We may assume that ResP1(ω) = 1. Then it naturally follows from the
definition that ResPj (ω) = −1. We note that ω ∈ H0(X, ρ∗Ωm). By the assumption
we have
0 =
∑
P∈ρ−1(Q)
ResP (fω) = ResP1(fω) + ResPj (fω) = f(P1)− f(Pj),
where f is a branch of log g in a neighbourhood of S. Then we obtain
g(P1) = exp(f(P1)) = exp(f(Pj)) = g(Pj).
Since j is arbitrary, we can set
cQ := g(P1) = g(P2) = · · · = g(PN ).
We show that ordP (g − cQ) ≥ m(P ) for any P ∈ ρ−1(Q). If m(P ) = 1, it is
just g(P ) = cQ. Suppose that m(P ) ≥ 2. For any k with 2 ≤ k ≤ m(P ), there
exists a meromorphic 1-form ωk such that it is holomorphic on X \ {P} and the
singularity at P is 1/zk, where z is a local coordinate with z(P ) = 0. We note that
ωk ∈ H0(X, ρ∗Ωm). Since f is a branch of log g, we have the following representation
of f in a neighbourhood of P
f(z) = f(P ) +
g′(P )
g(P )
z +
1
2!
(
g′
g
)′
(P )z2 + · · ·+ 1
(k − 1)!
(
g′
g
)(k−2)
(P )zk−1 + · · · .
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We show that g(ℓ)(P ) = 0 for ℓ = 1, . . . ,m(P )−1, by the induction on ℓ. Considering
the above representation of f for k = 2, we obtain
0 = ResP (fω2) =
g′(P )
g(P )
,
hence g′(P ) = 0. Let 2 ≤ ℓ ≤ m(P )− 1 and assume that g′(P ) = · · · = g(ℓ−1)(P ) =
0. Then we have
f(z) = f(P ) +
1
ℓ!
(
g′
g
)(ℓ−1)
(P )zℓ + · · · .
Since
0 = ResP (fωℓ+1) =
1
ℓ!
(
g′
g
)(ℓ−1)
(P ),
we have g(ℓ)(P ) = 0. Therefore we conclude that ordP (g−cQ) ≥ m(P ). This means
that g ≡ c(S) mod m.
Conversely, we assume that there exists a meromorphic function g on X with
D = (g) and g ≡ c(S) mod m for some multiconstant c(S). Take any Q ∈ S and
any P ∈ ρ−1(Q). Let z be a local coordinate at P with z(P ) = 0. We can write
g(z) = cQ + am(P )z
m(P ) + · · · .
Then we have a branch f of log g in a neighbourhood of P such that
f(z) = log cQ +
a
m(P )
cQ
zm(P ) + · · · .
For any ω ∈ H0(X, ρ∗Ωm) and for any Q ∈ S, we have∑
P∈ρ−1(Q)
ResP (fω) = log cQ
 ∑
P∈ρ−1(Q)
ResP (ω)
 = 0.

4.5. Proof of Theorem 4.2. We first show the necessity. Assume that there
exists a 1-chain c ∈ C1(X \ S) with ∂c = D such that∫
c
ρ∗ω = 0
for any ω ∈ H0(Xm,Ωm). By Lemma 4.4 we have a weak solution f of D = ∂c
such that f |(X \ U) = 1 and
1
2π
√−1
∫∫
X
df
f
∧ ρ∗ω =
∫
c
ρ∗ω
for every ω ∈ H0(Xm, E(1)m ) with dω = 0, where U is an open neighbourhood of the
support of c with U ⊂⊂ X \ S. Since H0(Xm,Ωm) ⊂ H0(Xm, E(1)m ), we obtain for
every ω ∈ H0(Xm,Ωm)
0 =
∫
c
ρ∗ω =
1
2π
√−1
∫∫
X
df
f
∧ ρ∗ω = 1
2π
√−1
∫∫
X
∂f
f
∧ ρ∗ω
by the assumption. Note that σ := ∂f/f is a C∞ (0, 1)-form on X . It follows from
the above equality that
1
2π
√−1
∫∫
X
σ ∧ η = 0
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for every η ∈ H0(X,Ω), for we have H0(X,Ω) ⊂ ρ∗H0(Xm,Ωm). Then there exists
a C∞ function g on X with ∂g = σ = ∂f/f (Corollary (19.10) in [10]). If we set
F := e−gf , then it is also a weak solution of D. Furthermore, F is meromorphic for
∂F = 0. Since f = 1 on a neighbourhood of S, we have F = e−g there. Then, −g
is a branch of logF defined in the neighbourhood of S. For any ω ∈ H0(Xm,Ωm)
we have
1
2π
√−1
∫∫
X
∂g ∧ ρ∗ω = 1
2π
√−1
∫∫
X
∂f
f
∧ ρ∗ω =
∫
c
ρ∗ω = 0.
Let Q ∈ S. We set ρ−1(Q) = {P1, . . . , PN}. Take a sufficiently small ε > 0. We
denote by Bj(ε) the disc centered at Pj with radius ε. Since
1
2π
√−1
∫∫
X
∂g ∧ ρ∗ω = lim
ε→0
1
2π
√−1
∫∫
X\(∪Nj=1Bj(ε))
∂g ∧ ρ∗ω
= lim
ε→0
 N∑
j=1
1
2π
√−1
∫
∂Bj(ε)
(−g)ρ∗ω

=
∑
P∈ρ−1(Q)
ResP ((−g)ρ∗ω) ,
we obtain ∑
P∈ρ−1(Q)
ResP ((−g)ρ∗ω) = 0.
Then the condition (1) in Lemma 4.5 is fulfilled for
ρ∗H0(Xm,Ωm) = H0(X, ρ∗Ωm).
Therefore, there exists a meromorphic function h on X and a multiconstant c(S)
such that
D = (h) and h ≡ c(S) mod m.
Next we prove the sufficiency. Ler f be a meromorphic function on X with
f ≡ c(S) mod m for some multiconstant c(S) such that D = (f). Take any
ω ∈ H0(Xm,Ωm). Let F : X −→ P1 be the holomorphic map defined by f . We
note that d := degF ≥∑P∈ρ−1(Q)m(P ) ≥ 2 for any Q ∈ S. The trace Trace(ρ∗ω)
of ρ∗ω by F is a meromorphic 1-form on P1.
Assertion. Trace(ρ∗ω) = 0.
Proof. Note that Trace(ρ∗ω) is holomorphic except F (S) = {cQ;Q ∈ S}. Let
Q ∈ S. Take any P ∈ ρ−1(Q). Let m(≥ m(P )) be the multiplicity of F at P . We
can take local coordinates t and w centered at cQ and at P respectively by which F
is represented as t = wm. We may assume that there exists a meromorphic function
h(w) in a neighbourhood of P such that ρ∗ω = h(w)dw and h(w) has the following
Laurent expansion ∑
n≥−m(P )
cnw
n.
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The preimages of t = wm(6= 0) are ζiw (i = 0, 1, . . . ,m−1), where ζ = exp (√−12π
m
)
.
Since n ≥ −m(P ) and m ≥ m(P ), we have
m−1∑
i=0
h(ζiw)
mwm−1
=
1
m
∑
n≥−m(P )
cn
(
m−1∑
i=0
ζi(n−m+1)
)
wn−m+1
=
∑
k≥0
ckm−1tk−1.
Noting c−1 = ResP (ρ∗ω), we obtain the expression of Trace(ρ∗ω) at cQ as follows:
Trace(ρ∗ω) =
 ∑
P∈ρ−1(Q)
ResP (ρ
∗ω)
 1
t
+ holomorphic part
 dt.
Then it is holomorphic at cQ for ω ∈ H0(Xm,Ωm). Therefore it must be zero. 
Let {a1, . . . , ar} be the branch points of F . We set
Y := P1 \ {F (a1), . . . , F (ar)}.
We take a curve γ from 0 to ∞ contained in Y \F (S). Let c1, . . . , cd be the curves
in X consisting of F−1(γ). If we define
c := c1 + · · ·+ cd,
then c ∈ C1(X \ S), ∂c = D and∫
c
ρ∗ω =
∫
γ
Trace(ρ∗ω) = 0
for any ω ∈ H0(Xm,Ωm). This completes the proof.
5. Varieties Associated to Singular Curves
5.1. Non-singular case. Let X be a compact Riemann surface of genus g. We
denote by Div(X) the group of divisors on X . It has subgroups Div0(X) and
DivP (X) consisting of divisors of degree 0 and principal divisors, respectively. We
define
Div(X) := Div(X)/DivP (X) and Div
0(X) := Div0(X)/DivP (X).
Let {ω1, . . . , ωg} be a basis of H0(X,Ω). We take a canonical homology basis
{α1, β1, . . . , αg, βg} of X . We denote by Λ the lattice determined by these bases.
We define a period map ϕ : X −→ A := Cg/Λ with base point P0 ∈ X by
ϕ(P ) :=
(∫ P
P0
ω1, . . . ,
∫ P
P0
ωg
)
mod Λ.
The map ϕ is extended onto Div(X), and we obtain an isomorphism
ϕ : Div0(X) −→ A
by Abel’s Theorem and the solution of Jacobi Inversion Problem. In this case, A
is called the Albanese variety of X . We write Alb(X) = A.
ANALYTIC STUDY OF SINGULAR CURVES 23
Let Pic(X) = H1(X,O∗X) be the group of isomorphic classes of holomorphic line
bundles on X . We denote by Pic0(X) the subgroup consisting of classes of topo-
logically trivial ones. It is called the Picard variety of X . Since every holomorphic
line bundle on X has a non-trivial meromorphic section, we have
Pic(X) ∼= Div(X),
hence
Pic0(X) ∼= Div0(X).
Therefore, we obtain isomorphisms
Pic0(X) ∼= Div0(X) ∼= Alb(X) = A.
Furthermore, we can give a direct isomorphism Alb(X) ∼= Pic0(X) as complex Lie
groups. The Jacobi variety J(X) of X is Div0(X) with the complex structure
induced from the above isomorphisms.
5.2. Divisor classes and Picard varieties of singular curves. Results in this
section are stated in [2] without details. Let X be a compact Riemann surface.
Consider a singular curve Xm constructed by a modulus m with support S from X
as in Section 2. Since H2(Xm,Om) = 0, we obtain the following exact sequence by
a standard argument
(5.1) 0 −→ H1(Xm,Z) −→ H1(Xm,Om) −→ H1(Xm,O∗m) c−→ H2(Xm,Z) −→ 0.
We define
Pic(Xm) := H
1(Xm,O∗m)
and
Pic0(Xm) := {L ∈ H1(Xm,O∗m); c(L) = 0}.
Let Mm be the quotient sheaf of Om. We denote the divisor sheaf on Xm by
Dm :=M∗m/O∗m.
From an exact sequence
{1} −→ O∗
m
−→M∗
m
−→ Dm −→ {1}
we obtain the following exact sequence
· · · −→H0(Xm,M∗m) −→ H0(Xm,Dm) −→
H1(Xm,O∗m) −→ H1(Xm,M∗m) −→ · · · .
(5.2)
Lemma 5.1. For every holomorphic vector bundle E −→ Xm we have
dimH1(Xm,Om(E)) <∞,
where Om(E) is the sheaf of germs of holomorphic sections of E.
Proof. Since E˜ := ρ∗E is a holomorphic vector bundle over X , we have
dimH1(X,O(E˜)) <∞.
Let S = {Q1, . . . , QN}. If we set
FE := ρ∗O(E˜)/Om(E),
then
H0(Xm,FE) ∼=
N⊕
j=1
Crℓj ,
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where r = rank E and ℓj =
∑
P∈ρ−1(Qj)m(P )− 1. From an exact sequence
0 −→ Om(E) −→ ρ∗O(E˜) −→ FE −→ 0
we obtain the following exact sequence
· · · −→H0(Xm, ρ∗O(E˜)) −→ H0(Xm,Fm) −→
H1(Xm,Om(E)) −→ H1(Xm, ρ∗O(E˜)) −→ 0.
Since
Hq(Xm, ρ∗O(E˜)) ∼= Hq(X,O(E˜)) for q ≥ 0,
we have
dimH1(Xm,Om(E))
= dimH1(X,O(E˜)) + dimH0(Xm,FE)− dimH0(X,O(E˜))
< ∞.

Proposition 5.2. Let π : E −→ Xm be a holomorphic vector bundle over Xm. For
any Q ∈ Xm \ S there exists a meromorphic section s of E over Xm such that Q is
the only pole of s.
Proof. By Lemma 5.1 we have
k := dimH1(Xm,Om(E)) <∞.
Let (U1, z) be a coordinate neighbourhood of Q with z(Q) = 0 such that z(U1) is
a disc in C and E has a trivialization on U1. We set U2 := Xm \ {Q}. Then U2 is
a 1-dimensional Stein space. Consider a Stein covering U = {U1, U2} of Xm. Let
π−1(U1) ∼= U1×Cr be the trivialization of E on U1, where r = rank E. We define a
holomorphic section sj(z) := (z
−j, . . . , z−j) of E on U1 ∩ U2 = U1 \ {Q} for j ∈ N.
Since U is a Stein covering, we have
H1(Xm,Om(E)) ∼= H1(U,Om(E)).
We denote by ζj ∈ Z1(U,Om(E)) the cocycle given by sj . We see that ζ1, . . . , ζk+1
are linearly dependent modulo the coboundaries for k = dimH1(Xm,Om(E)). Then
there exist (c1, . . . ck+1) ∈ Ck+1 \ {0} and η = (f1, f2) ∈ C0(U,Om(E)) such that
k+1∑
j=1
cjζj = δη.
If we set
f :=
{
f1 +
∑k+1
j=1 cjsj on U1,
f2 on U2,
then f is a meromorphic section of E and has the only pole at Q. 
We note that a holomorphic line bundle over Xm is given by an element of
H0(Xm,Dm) if and only if it has a non-trivial meromorphic section. Applying
the above proposition to holomorphic line bundles over Xm, we see that the map
H0(Xm,Dm) −→ H1(Xm,O∗m) in (5.2) is surjective and then
H1(Xm,O∗m) ∼= H0(Xm,Dm)/H0(Xm,M∗m).
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We investigate the divisor sheaf Dm more closely. Let L ∈ H1(Xm,O∗m). We
denote byOm(L) the sheaf of germs of holomorphic sections of L overXm. Similarly,
Ep,qm (L) is the sheaf of germs of L-valued C∞ (p, q)-forms over Xm. The following
exact sequence
0 −→ Om(L) −→ E0,0m (L) ∂−→ E0,1m (L) −→ 0
is a fine resolution of Om(L). Then we have
H1(Xm,Om(L)) ∼= H0(Xm, E0,1m (L))/∂H0(Xm, E0,0m (L)),
Hq(Xm,Om(L)) = 0 for q ≥ 2.
Let Er
m
be the sheaf of germs of C∞ r-forms on Xm. Then we obtain
H2(Xm,C) ∼= H0(Xm, E2m)/dH0(Xm, E1m)
by the following exact sequence
0 −→ C −→ E0
m
d−→ E1
m
d−→ E2
m
−→ 0,
because sheaves Er
m
(r = 0, 1, 2) are also fine. It follows from (5.1) that a sequence
0 −→ H1(Xm,Om)/H1(Xm,Z) −→ H1(Xm,O∗m) c−→ H2(Xm,Z) ∼= Z −→ 0
is exact. The Chern class c(L) of L is considered as a class in H2(Xm,C) ∼= C.
The pull-back ρ∗ϕ of any ϕ ∈ H0(Xm, E2m) is a C∞ 2-form on X . We define an
epimorphism Φ : H0(Xm, E2m) −→ C by
Φ(ϕ) :=
∫∫
X
ρ∗ϕ for any ϕ ∈ H0(Xm, E2m).
Since d and ρ∗ are commutative, we have
dH0(Xm, E1m) ⊂ Ker Φ.
Then we obtain an epimorphism
σ : H0(Xm, E2m)/dH0(Xm, E1m) −→ H0(Xm, E2m)/Ker Φ.
However, we have H0(Xm, E2m)/Ker Φ ∼= C and
H0(Xm, E2m)/dH0(Xm, E1m) ∼= H2(Xm,C) ∼= C.
Then, σ is an isomorphism and Ker Φ = dH0(Xm, E1m).
We suppose that L ∈ H1(Xm,O∗m) has a representative (ξαβ) ∈ Z1(U,O∗m) for
some sufficiently fine covering U = {Uα} of Xm. We set
σαβ :=
1
2π
√−1 log ξαβ .
Then (σαβ) ∈ C1(U,Om). The Chern class c(L) of L is the class given by the
coboundary (cαβγ) of (σαβ), where
cαβγ = σβγ − σαγ + σαβ = σαβ + σβγ + σγα.
We consider (cαβγ) ∈ Z2(U,Z) as a 2-cocycle in Z2(U, E0m). Then there exists
(σ′αβ) ∈ C1(U, E0m) such that
cαβγ = σ
′
αβ + σ
′
βγ + σ
′
γα,
for H2(Xm, E0m) = 0. Since (cαβγ) is d-closed, we have (dσ′αβ) ∈ Z1(U, E1m). There-
fore, we can take (τα) ∈ C0(U, E1m) with dσ′αβ = τβ − τα. Hence we obtain a global
2-form ϕ defined by (dτα). This is a 2-form which is a representative of c(L) in
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H0(Xm, E2m). Then we write ϕ(L) = ϕ. In this case ρ∗ϕ(L) is a representative of
the Chern class cX(ρ
∗L) of ρ∗L on X . We know∫∫
X
ρ∗ϕ(L) = cX(ρ∗L) ∈ Z.
We sum up the above facts as follows. The Chern class c(L) of any L ∈ H1(Xm,O∗m)
is given by
c(L) =
∫∫
X
ρ∗ϕ(L),
where ϕ(L) ∈ H0(Xm, E2m) is a representative of c(L).
We obtain the following lemma by a slight modification of the proof in the non-
singular case.
Lemma 5.3. Let L ∈ H1(Xm,O∗m). Assume that L is represented by (ζαβ) ∈
Z1(U,O∗
m
) for some open covering U = {Uα} of Xm. For any α there exists a
nowhere-vanishing C∞ function rα on Uα such that log rα has a well-defined branch
on Uα and
rα = rβ |ζβα|2 on Uα ∩ Uβ.
Then, ϕ := 1
2π
√−1∂∂ log rα is a well-defined 2-form on Xm and we have
c(L) =
∫∫
X
ρ∗ϕ =
1
2π
√−1
∫∫
X
∂∂ log(rα ◦ ρ).
Remark. Functions {rα} satisfying the condition in the above lemma always exist.
We can take such functions taking strictly positive values.
Let L ∈ H1(Xm,O∗m). We denote by M∗m(L) the sheaf of germs of non-zero
meromorphic sections of L. For any f ∈ H0(Xm,M∗m(L)) we set
ordQ(f) =
∑
P∈ρ−1(Q)
ordP (f ◦ ρ) for Q ∈ Xm.
Proposition 5.4. Let L ∈ H1(Xm,O∗m). Take any f ∈ H0(Xm,M∗m(L)). Then
we have
c(L) =
∑
Q∈Xm
ordQ(f).
Proof. Let {Q1, . . . , QN} be the set of all Q ∈ Xm such that ordQ(f) 6= 0. We show
that
c(L) =
N∑
i=1
ordQi(f).
Suppose that L is given by (ζαβ) ∈ Z1(U,O∗m). We may assume that the open
covering U = {Uα} of Xm satisfies the following condition:
For any i = 1, . . . , N there exists an open neighbourhood Vi ofQi such that Vi ⊂ Uαi
for some αi and Vi ∩ Uα = φ if α 6= αi.
Let (fα) be meromorphic functions which represent f ∈ H0(Xm,M∗m(L)). Then
|fα|2 is a nowhere-vanishing C∞ function on Uα\({Q1, . . . , QN} ∩ Uα), and satisfies
|fα|2 = |ζαβ |2|fβ|2.
Modifying fα on Vi without changing the above functional equation, we obtain
positive-valued C∞ functions (gα) such that
gα = |ζαβ |2gβ on Uα ∩ Uβ,
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gα = |fα|2 on Uα \
((∪Ni=1Vi) ∩ Uα) .
By Lemma 5.3 we have
c(L) =
1
2π
√−1
∫∫
X
∂∂ log(gα ◦ ρ)−1
=
1
2π
√−1
∫∫
X
∂∂ log(gα ◦ ρ).
Since
∂∂ log(gα ◦ ρ) = ∂∂ log |fα ◦ ρ|2 = 0
on ρ−1
(
Uα \
((∪Ni=1Vi) ∩ Uα)), we have
c(L) =
N∑
i=1
1
2π
√−1
∫∫
ρ−1(Vi)
∂∂ log(gα ◦ ρ)
=
N∑
i=1
1
2π
√−1
∫
∂(ρ−1(Vi))
∂ log(gα ◦ ρ).
Noting gα ◦ ρ = |fα ◦ ρ|2 on ∂
(
ρ−1(Vi)
)
, we obtain
c(L) =
N∑
i=1
1
2π
√−1
∫
∂(ρ−1(Vi))
d log(fα ◦ ρ)
=
N∑
i=1
∑
P∈ρ−1(Qi)
ordP (fα ◦ ρ)
=
N∑
i=1
ordQi(f).

An element in H0(Xm,Dm) is identified with a divisor
D =
∑
Q∈Xm
D(Q)Q,
where D(Q) =
∑
P∈ρ−1(Q) nP , nP ∈ Z with |nP | ≥ m(P ) and nPnP ′ > 0 for
any P, P ′ ∈ ρ−1(Q) if Q ∈ S and D(Q) 6= 0, D(Q) ∈ Z if Q ∈ Xm \ S, and the
number of points Q with D(Q) 6= 0 is finite. We denote by D˜ivm(Xm) the set of all
such divisors. Note that the divisor group Div(Xm) is considered as a subgroup of
D˜ivm(Xm). Any f ∈Mer∗(Xm) := Mer(Xm) \ {0} gives a divisor
(f) :=
∑
Q∈Xm
ordQ(f)Q
in D˜ivm(Xm).
Remark. The set
{f ∈Mer(X); f ≡ c(S) mod m for some multiconstant c(S)}
is identified with a subset of Mer(Xm).
Definition 5.5. The divisors D1, D2 ∈ D˜ivm(Xm) are said to be equivalent if there
exists f ∈ Mer(Xm) such that D1 −D2 = (f). In this case we write D1 ∼m D2.
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The relation “∼m” is an equivalence relation on D˜ivm(Xm). We denote [D˜ivm(Xm)] :=
D˜ivm(Xm)/ ∼m.
Let P ∈ X . Take a local coordinate z with z(P ) = 0. For any n,m ∈ Z with
n ≤ m, we define a Laurent polynomial
r(z) =
m∑
j=n
cjz
j .
A function f ∈ Mer(X) is said to have r(z) as a Laurent tail at P if ordP (f−r) > m.
The following lemma is well-known (cf. Chapter VI, §1, Lemma 1.15 in [13]).
Lemma 5.6. Let X be a compact Riemann surface, and let P1, . . . , PN be a finite
number of points in X. Take a local coordinate zi at Pi with zi(Pi) = 0 for i =
1, . . . , N . Suppose that a Laurent polynomial ri(zi) is given at each point Pi. Then
there exists f ∈ Mer(X) such that f has ri(zi) as a Laurent tail at Pi for all
i = 1, . . . , N .
Lemma 5.7. For any D˜ ∈ D˜ivm(Xm) there exists f ∈ Mer(Xm) such that D˜−(f) ∈
Div(Xm).
Proof. Let Q ∈ S be a point with D˜(Q) 6= 0. Put M := D˜(Q). Consider the
case M > 0. We set ρ−1(Q) = {P1, . . . , PN}. For any Pi there exists ni ∈ N
with ni ≥ m(Pi) such that M =
∑N
i=1 ni. Let zi be a local coordinate at Pi with
zi(Pi) = 0. Define ri(zi) := z
ni
i . For any P ∈ S \ {P1, . . . , PN} we set a Laurent
polynomial
rP (zP ) := 1 + z
m(P )
P ,
where zP is a local coordinate at P with zP (P ) = 0. By Lemma 5.6 we obtain a
meromorphic function f ∈Mer(X) such that f has ri(zi) as a Laurent tail at each
Pi and rP (zP ) as a Laurent tail at each P ∈ S \{P1, . . . , PN}. Then f is considered
as the pull-back of some g ∈ Mer(Xm). It is obvious that D˜ − (g) is zero at Q.
When M < 0, we apply the above argument to −D˜. Since the number of Q ∈ S
with D˜(Q) 6= 0 is finite, we obtain the lemma. 
We set
Div0(Xm) := {D ∈ Div(Xm); degD = 0}
and
D˜iv
0
m
(Xm) := {D˜ ∈ D˜ivm(Xm); deg D˜ = 0}.
We define Div0(Xm) := Div
0(Xm)/ ∼ and [D˜iv
0
m
(Xm)] := D˜iv
0
m
(Xm)/ ∼m.
Proposition 5.8. We have
[D˜ivm(Xm)] ∼= Div(Xm)
and
[D˜iv
0
m
(Xm)] ∼= Div0(Xm).
Proof. We define an epimorphism
Φ : D˜ivm(Xm) −→ Div(Xm)
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as follows. For any D˜ ∈ D˜ivm(Xm) there exists D ∈ Div(Xm) such that D˜ ∼m D
(Lemma 5.7). We set Φ(D˜) := [D], where [D] is the equivalence class of D in
Div(Xm). It is easy to verify that Φ is well-defined and
Ker Φ = {(f); f ∈Mer(Xm)}.
Then we obtain that [D˜ivm(Xm)] ∼= Div(Xm).
The second isomorphism is obvious. 
By Proposition 5.8 we have
Pic(Xm) ∼= H0(Xm,Dm)/H0(Xm,M∗m)
∼= [D˜ivm(Xm)]
∼= Div(Xm).
It follows from Propositions 5.4 and 5.8 that
Pic0(Xm) ∼= [D˜iv
0
m
(Xm)] ∼= Div0(Xm)
(see Section 3 in [2]). The group Pic0(Xm) is called the Picard variety of Xm.
5.3. The structure of Picard varieties. We study the relation between the
Picard variety of Xm and that of X . Results stated in this section have been
already gotten in [2]. We restate them in detail because of the convenience of
readers.
By the projection ρ : X −→ Xm we have the inclusion O∗m →֒ ρ∗O∗X . Let
S := ρ∗O∗X/O∗m. It is obvious by the definition ofO∗m thatH0(Xm,S) ∼= Cm×(C∗)n
for some m,n ∈ N ∪ {0}. From an exact sequence
{1} −→ O∗
m
−→ ρ∗O∗X −→ S −→ {1}
the following exact sequence follows:
0 −→ H0(Xm,O∗m) −→ H0(Xm, ρ∗O∗X) −→ H0(Xm,S)
−→ H1(Xm,O∗m) −→ H1(Xm, ρ∗O∗X) −→ H1(Xm,S) −→ · · · .
Since H0(Xm,O∗m) ∼= H0(Xm, ρ∗O∗X) ∼= C∗ and H1(Xm,S) = 0, we have an exact
sequence
0 −→ H0(Xm,S) −→ H1(Xm,O∗m) −→ H1(Xm, ρ∗O∗X) −→ 0.
We set T := ρ∗OX/Om. Applying the above argument to T , we obtain the following
exact sequence
0 −→ H0(Xm, T ) −→ H1(Xm,Om) −→ H1(Xm, ρ∗OX) −→ 0.
Let Z := ρ∗ZX/Z, where ZX is the constant sheaf Z on X . Then we also obtain
an exact sequence
0 −→ H0(Xm,Z) −→ H1(Xm,Z) −→ H1(Xm, ρ∗ZX) −→ 0
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in the same manner. Combining the above diagram with (5.1), we obtain the
following commutative diagram with exact rows and columns
0 0y y
0 −−−−→ H0(Xm,Z) −−−−→ H1(Xm,Z) −−−−→ H1(Xm, ρ∗ZX) −−−−→ 0y y
0 −−−−→ H0(Xm, T ) −−−−→ H1(Xm,Om) −−−−→ H1(Xm, ρ∗OX) −−−−→ 0y y
0 −−−−→ H0(Xm,S) −−−−→ H1(Xm,O∗m) −−−−→ H1(Xm, ρ∗O∗X) −−−−→ 0y y
H2(Xm,Z) H
2(Xm, ρ∗ZX) Zy y
0 0
Therefore we have the following exact sequence
(5.3) 0 −→ H0(Xm,S) −→ Pic0(Xm) σ−−→ Pic0(X) −→ 0.
Theorem 5.9 (Theorem 1 in [2]). The above exact sequence (5.3) splits. Therefore
we have
Pic0(Xm) ∼= Pic0(X)⊕H0(Xm,S).
Proof. It suffices to show that there exists a homomorphism τ : Pic0(X) −→
Pic0(Xm) with σ ◦ τ = id. We can take a finite open covering U = {Ui} of Xm
consisting of Stein open sets with the following properties.
(i) Each Ui has at most one point in S.
(ii) If i 6= j, then (Ui ∩ Uj) ∩ S = φ and ρ−1(Ui) ∩ ρ−1(Uj) has the only one com-
ponent.
Let U˜ := {ρ−1(Ui)}. Since any V := Ui0 ∩ · · · ∩ UiN is a pure 1-dimensional Stein
space, we have
H2(V,Z) = 0 and H1(V,Om) = 0.
ThenH1(V,O∗
m
) = 0. This shows that U is a Leray covering ofXm forO∗m. Similarly
U˜ is a Leray covering of X for O∗X . Then we have
H1(Xm,O∗m) ∼= H1(U,O∗m) and H1(X,O∗X) ∼= H1(U˜,O∗X).
Take any x ∈ Pic0(X). We assume that x is the isomorphic class of topologically
trivial holomorphic line bundle L˜ on X . Let (g˜ij) ∈ Z1(U˜,O∗X) be a 1-cocycle
which gives L˜. Since Ui ∩ Uj has no point in S for i, j with i 6= j, ρ−1(Ui) ∩
ρ−1(Uj) is biholomorphic onto Ui∩Uj by ρ. Then there exists a nowhere-vanishing
holomorphic function gij on Ui∩Uj such that g˜ij = gij ◦ρ. Let L be the line bundle
on Xm determined by (gij) ∈ Z1(U,O∗m). Then we have L˜ = ρ∗L. Since cX(L˜) = 0,
we have c(L) = 0. Let y be the isomorphic class in which L is contained. We set
τ(x) := y. It is easy to check that τ : Pic0(X) −→ Pic0(Xm) is well-defined for any
L˜ in any class of Pic0(X) is the pull-back of some line bundle L on Xm. 
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We also gave another proof of the above theorem in [2] (see Section 4 in [2]).
5.4. Albanese varieties. We defined the Albanese variety Alb(X) of a compact
Riemann surface X in Section 5.1. We know that Pic0(X), Div0(X) and Alb(X)
are isomorphic one another.
In this section we consider Albanese varieties for singular curves. Let Xm be
a singular curve of genus π = g + δ as in Section 2, where g is the genus of
X . Take a basis {ω1, . . . , ωπ} of H0(Xm,Ωm). We fix a canonical homology ba-
sis {α1, β1, . . . , αg, βg} of X . Let S = {P1, . . . , Ps}. We denote by γj a small
circle centered at Pj with anticlockwise direction for j = 1, . . . , s. Then the set
{α1, β1, . . . , αg, βg, γ1, . . . , γs−1} forms a basis of H1(X \ S,Z) = H1(Xm \ S,Z).
Let H0(Xm,Ωm)
∗ be the dual space of H0(Xm,Ωm). We set
A := H0(Xm,Ωm)
∗/H1(Xm \ S,Z).
In [15] it is stated that A has the unique algebraic structure in which the following
exact sequence is algebraic:
0 −→ H −→ A −→ Alb(X) −→ 0,
where H is an affine algebraic group. Rosenlicht [15] called it the generalized Jacobi
variety of Xm. However, this is one of structures which can be induced to A. In
[2], we called A with the above algebraic structure the algebraic Albanese variety
of Xm, and wrote it Alb
alg(Xm).
We are interested in their analytic structure. We begin by considering A ex-
plicitly. We may assume that {ρ∗ω1, . . . , ρ∗ωg} is a basis of H0(X,Ω). Consider
2g + s− 1 vectors (∫
αi
ρ∗ω1, . . . ,
∫
αi
ρ∗ωπ
)
, i = 1, . . . , g,
(∫
βi
ρ∗ω1, . . . ,
∫
βi
ρ∗ωπ
)
, i = 1, . . . , g
and (∫
γj
ρ∗ω1, . . . ,
∫
γj
ρ∗ωπ
)
, j = 1, . . . , s− 1
in Cπ. Let Γ be a subgroup of Cπ generated by these vectors over Z. We have the
following lemma as in the non-singular case.
Lemma 5.10. There exist a1, . . . , aπ ∈ X \ S such that if
ρ∗ω(a1) = · · · = ρ∗ω(aπ) = 0,
then ω = 0 for ω ∈ H0(Xm,Ωm).
Proof. For any a ∈ X \ S we set
Ha := {ω ∈ H0(Xm,Ωm); ρ∗ω(a) = 0}.
ThenHa is a linear subspace ofH
0(Xm,Ωm) with dimHa = π−1. Since ∩a∈X\SHa =
{0}, we can take a1, . . . , aπ ∈ X \ S such that ∩πi=1Hai = {0}. 
Proposition 5.11. Γ is a discrete subgroup of Cπ.
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Proof. We take points a1, . . . , aπ ∈ X \ S possessing the property in Lemma 5.10.
Let (Uj , zj) be a coordinate neighbourhood of aj with zj(aj) = 0. We may assume
that {Uj} is pairwise disjoint and Uj is simply connected. We have a representation
of ρ∗ωi on Uj such as
ρ∗ωi = ϕijdzj , ϕij ∈ H0(Uj ,OX).
Let M := (ϕij(aj))1≤i,j≤π . Then M is of rank π. In fact, if rank M < π, then
there exist c1, . . . , cπ ∈ C with (c1, . . . , cπ) 6= (0, . . . , 0) such that
π∑
i=1
ciϕij(aj) = 0
for any j = 1, . . . , π. We set ω0 :=
∑π
i=1 ciωi. Then we have
ρ∗ω0(a1) = · · · = ρ∗ω0(aπ) = 0.
Therefore ω0 = 0 by Lemma 5.10. This contradicts that ω1, . . . , ωπ is a basis of
H0(Xm,Ωm).
For any x = (x1, . . . , xπ) ∈ U1 × · · · × Uπ we define
Fi(x) :=
π∑
j=1
∫ xj
aj
ρ∗ωi, i = 1, . . . , π.
Then we have a holomorphic map
F : U1 × · · · × Uπ −→ Cπ, F (x) := (F1(x), . . . , Fπ(x)).
The jacobian matrix of F is
JF (x) :=
(
∂Fi
∂zj
(x)
)
= (ϕij(x)) .
Let a = (a1, . . . , aπ) ∈ U1×· · ·×Uπ. SinceM = JF (a) is invertible, we may assume
that the map
F : U1 × · · · × Uπ −→ W := F (U1 × · · · × Uπ) ⊂ Cπ
is biholomorphic, shrinking U1, . . . , Uπ if necessarily.
It suffices to show that Γ∩W = {0}. Suppose that there exists t ∈ Γ∩(W \{0}).
Then there exists x ∈ U1×· · ·×Uπ with x 6= a such that F (x) = t ∈ Γ. Renumbering
if necessarily, we may assume that xj 6= aj for 1 ≤ j ≤ k and xj = aj for k < j ≤ π,
where 1 ≤ k ≤ π. We define a divisor D prime to S by
D :=
k∑
i=1
(xi − ai).
Since F (x) = t ∈ Γ, there exists
γ =
∑
niαi +
∑
miβi +
∑
ℓjγj , ni,mi, ℓj ∈ Z
such that
t =
(∫
γ
ρ∗ω1, . . . ,
∫
γ
ρ∗ωπ
)
.
Let ci be a curve from ai to xi in Ui. We set
c :=
k∑
i=1
ci − γ.
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Then we have ∂c = D. For any j = 1, . . . , π we have∫
c
ρ∗ωj =
k∑
i=1
∫
ci
ρ∗ωj −
∫
γ
ρ∗ωj = Fj(x)−
∫
γ
ρ∗ωj = tj − tj = 0.
Hence we obtain ∫
c
ρ∗ω = 0
for any ω ∈ H0(Xm,Ωm). By Theorem 4.2 (a generalized Abel’s theorem) there
exists f ∈ Mer(X) with f ≡ c(S) mod m for some multiconstant c(S) such that
(f) = D =
k∑
i=1
(xi − ai).
Let di/zi be the principal part of f at ai. Then di 6= 0 for 1 ≤ i ≤ k. By the
residue theorem we obtain
0 =
∑
P∈X
ResP (fρ
∗ωi)
=
∑
P∈X\S
ResP (fρ
∗ωi) +
∑
Q∈S
cQ
∑
P∈ρ−1(Q)
ResP (ρ
∗ωi)
=
k∑
j=1
djϕij(aj)
for any i = 1, . . . , π. This contradicts that M = (ϕij(aj)) is invertible. 
By the above proposition we have
A = H0(Xm,Ωm)
∗/H1(X \ S,Z) ∼= Cπ/Γ
as a complex Lie group. We call A with the structure as a complex Lie group the
analytic Albanese variety of Xm, and write it as Alb
an(Xm). We shall study its
properties in detail in the following sections.
5.5. Toroidal groups and quasi-abelian varieties. A connected complex Lie
group G is said to be a toroidal group if H0(G,OG) = C, where OG is the structure
sheaf on G. It is well-known that a toroidal group G is commutative. Then we have
G ∼= Cn/Λ as a complex Lie group, where n = dimG and Λ is a discrete subgroup
of Cn with rank Λ = n + m (1 ≤ m ≤ n). Let λ1 = (λ11, . . . , λ1n), . . . , λn+m =
(λn+m,1, . . . , λn+m,n) ∈ Cn be generators of Λ. Then the matrix
P =

λ11 . . . λn+m,1
λ12 . . . λn+m,2
. . . . . . . . . . . . .
λ1n . . . λn+m,n

is called a period matrix of G. By a suitable change of variables and generators we
have the following normal form of P
(5.4) P =
(
0 Im T
In−m R1 R2
)
,
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where Ik is the unit matrix of degree k, the matrix (Im T ) is a period matrix of an
m-dimensional complex torus and (R1 R2) is a real matrix. We call the coordinates
in (5.4) toroidal coordinates of G and write them as follows
z = (z′, z′′) = (z1, . . . zm; zm+1, . . . zn).
The projection z 7→ z′ in these coordinates makes G a fibre bundle σ : G −→ T
over an m-dimensional complex torus T with fibres (C∗)n−m.
Let Rn+mΛ be the real linear subspace of C
n spanned by Λ. We denote by CmΛ
the maximal complex linear subspace contained in Rn+mΛ . It is well-known that
dimCmΛ = m.
Definition 5.12. A toroidal group G = Cn/Λ is a quasi-abelian variety if there
exists a hermitian form H on Cn such that
(1) H is positive definite on CmΛ ,
(2) the imaginary part A := Im H of H is Z-valued on Λ × Λ.
A hermitian form H satisfying the above conditions (1) and (2) is said to be an
ample Riemann form for G. We set AΛ := A|Rn+m
Λ
×Rn+m
Λ
for an ample Riemann
form H. Since AΛ is an alternating form, we have
rank AΛ = 2(m+ k), 0 ≤ 2k ≤ n−m.
In this case we say that an ample Riemann form H is of kind k.
If a quasi-abelian variety G has an ample Riemann form of kind k, then it also
has an ample Riemann form of kind k′ for any k′ with 2k ≤ 2k′ ≤ n − m ([6]).
Then we defined the kind of a quasi-abelian variety as follows in [6].
Definition 5.13. The kind of a quasi-abelian variety G is the smallest integer k
with 0 ≤ 2k ≤ n−m such that there exists an ample Riemann form of kind k for
G.
If G = Cn/Λ is a quasi-abelian variety of kind 0, then the matrix (Im T ) in
(5.4) is a period matrix of anm-dimensional abelian variety A. Therefore G has the
structure of a fibre bundle σ : G −→ A over A with fibres (C∗)n−m. Replacing fibres
(C∗)n−m with (P1)n−m, we obtain the associated bundle σ : G −→ A over A with
fibres (P1)n−m. We say that G is the standard compactification of a quasi-abelian
variety G of kind 0.
Conversely, if the matrix (Im T ) in (5.4) is a period matrix of an m-dimensional
abelian variety, then G is a quasi-abelian variety of kind 0.
We refer to [4, 5] for further properties of toroidal groups.
5.6. Canonical form of analytic Albanese varieties. By Proposition 5.11 we
have
A = H0(Xm,Ωm)
∗/H1(X \ S,Z) ∼= Cπ/Γ
as a complex Lie group. The theorem of Remmert-Morimoto says that
A ∼= Cπ/Γ ∼= Cp × (C∗)q ×G,
where G is a toroidal group of dimension r and p+ q + r = π.
Proposition 5.14. G is a quasi-abelian variety of kind 0.
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Proof. We use the same notations as in Section 5.4. Let {ω1, . . . , ωπ} be a basis of
H0(Xm,Ωm) such that {ρ∗ω1, . . . , ρ∗ωg} is a basis of H0(X,Ω). We may assume
that ( (∫
αi
ρ∗ωj
) (∫
βi
ρ∗ωj
) )
1≤i,j≤g
=
(
Ig τ
)
is a period matrix of Alb(X), where τ is a matrix in the Siegel upper half space
Sg of degree g. By a well-known fact concerning meromorphic differentials on a
Riemann surface (for example, see Theorem II.5.1 in [9]), we can take ωg+1, . . . , ωπ
such as
(5.5)
∫
γi
ρ∗ωg+j = 0, 1 or −1.
Moreover, we replace ωg+1, . . . , ωπ with ω
′
g+1, . . . , ω
′
π given byω
′
g+1
...
ω′π
 := −(∫
αi
ρ∗ωg+j
)ω1...
ωg
 +
ωg+1...
ωπ
 .
Then a period matrix P of A is as follows
P =
(
Ig 0 τ
0
(∫
γi
ρ∗ωg+j
) (∫
βi
ρ∗ωg+j
) )
.
Here we write new forms ω′g+1, . . . , ω
′
π as ωg+1, . . . , ωπ. We note that the above
change of ωg+1, . . . , ωπ preserves the property (5.5). We set
M =
(
Ig 0
R1 Iπ−g
)
,
where R1 = −
(
Im
(∫
βi
ρ∗ωg+j
))
(Imτ)
−1
. Then we have
P˜ :=MP =
(
Ig 0 τ
R1 E R2
)
,
where R1 and R2 are real matrices and entries of E are 0, 1 or −1. Since (Ig τ) is
a period matrix of a g-dimensional abelian variety, G is a quasi-abelian variety of
kind 0. 
By the above proposition, A has the following representation as a complex Lie
group
A ∼= Cp × (C∗)q ×Q,
where Q is a quasi-abelian variety of kind 0. We call this representation the canon-
ical form of the analytic Albanese variety of Xm and write
Alban(Xm) = C
p × (C∗)q ×Q.
5.7. Analytic Albanese varieties. Let ω1, . . . , ωπ be a basis of H
0(Xm,Ωm). We
define a period map ϕ with base point P0 ∈ X \ S by
ϕ : X \ S −→ Alban(Xm), P 7−→
[(∫ P
P0
ρ∗ω1, . . . ,
∫ P
P0
ρ∗ωπ
)]
.
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Consider a commutative complex Lie group G. Any holomorphic map ψ : X \S −→
G can be extended to a homomorphism on Div(Xm) by
ψ(D) :=
∑
P∈X\S
D(P )ψ(P )
for D =
∑
P∈X\S D(P )P ∈ Div(Xm). If g is a meromorphic function on X with
g ≡ c(S) mod m for some multiconstant c(S), then
ψ((g)) :=
∑
P∈X\S
ordP (g)ψ(P )
is well-defined.
Definition 5.15. We say that a holomorphic map ψ : X \ S −→ G admits m
for a modulus if ψ((f)) = 0 for any meromorphic function f on X satisfying f ≡
c(S) mod m with some multiconstant c(S).
Proposition 5.16. The period map ϕ : X \S −→ Alban(Xm) defined above admits
m for a modulus. Furthermore, it is a holomorphic embedding if g ≥ 1.
Proof. Let f be a meromorphic function on X with f ≡ c(S) mod m for some
multiconstant c(S). By Theorem 4.2 (a generalized Abel’s theorem) there exists a
1-chain c ∈ C1(X \ S) with ∂c = (f) such that∫
c
ρ∗ω = 0
for any ω ∈ H0(Xm,Ωm). Then we have ϕ((f)) = 0.
Since ρ∗ω1, . . . , ρ∗ωπ have no common zero, dϕ(P ) 6= 0 at any P ∈ X \ S. Next
we show that ϕ : X \ S −→ Alban(Xm) is injective. Assume that there exist
two distinct points P and P ′ in X \ S such that ϕ(P ) = ϕ(P ′). Then we have
ϕ((P − P ′)) = 0. Applying Theorem 4.2 again, we obtain a meromorphic function
f on X with f ≡ c(S) mod m for some multiconstant c(S) such that (f) = P −P ′.
Since the genus of X is g ≥ 1, there does not exist such a function. Therefore ϕ is
injective. 
For a complex manifold M , we denote by M (r) its symmetric product of degree
r. We can extend ϕ : X \S −→ Alban(Xm) to a holomorphic map ϕ : (X \S)(r) −→
Alban(Xm).
Theorem 5.17. The map ϕ : (X \ S)(π) −→ Alban(Xm) is surjective.
Proof. Let a1, . . . , aπ be points in Lemma 5.10. We set
D0 := a1 + · · ·+ aπ ∈ Div(Xm).
We take a coordinate neighbourhood (Uj , tj) of aj with tj(aj) = 0. We may assume
that Uj is simply connected and {Uj} is pairwise disjoint. Let
K := ϕ(D0) =
π∑
j=1
ϕ(aj).
Each ρ∗ωk has a representation
ρ∗ωk = ηkj(tj)dtj
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with respect to (Uj , tj) for all j = 1, . . . , π. As shown in the proof of Proposition
5.11, we may assume that
ϕ : U1 × · · · × Uπ −→W := ϕ(U1 × · · · × Uπ)
is biholomorphic and the image of z = (z1, . . . , zπ) ∈ U1 × · · · × Uπ by ϕ is K +
(ϕ1(z), . . . , ϕπ(z)), where
ϕℓ(z) =
π∑
j=1
∫ zj
0
ηℓj(tj)dtj for ℓ = 1, . . . , π.
For any c = (c1, . . . , cπ) ∈ Cπ there exists N ∈ N such that K + c/N ∈ W . Then
there exists (P1, . . . , Pπ) ∈ U1 × · · · × Uπ such that
ϕ(P1 + · · ·+ Pπ) = K + c
N
or
N(ϕ(P1 + · · ·+ Pπ)−K) = c.
It suffices to show that there exists a positive divisor D ∈ Div(Xm) with degD = π
such that
ϕ(D) = N(ϕ(P1 + · · ·+ Pπ)−K).
Put
D˜ := N
 π∑
j=1
aj −
π∑
j=1
Pj
− πP0.
Then deg D˜ = −π. Let S = {Q1, . . . , Qs}. For any i = 1, . . . , s we define
mi(P ) :=
{
m(P ) if P ∈ ρ−1(Qi)
0 otherwise.
Then mi is a modulus with support ρ
−1(Qi). We set
ni := m1 + · · ·+mi.
We denote by Xni the singular curve constructed from X by ni. If πi is the genus
of Xni , then we have
πi = g + deg ni − i = g +
i∑
α=1
degmα − i.
We note that D˜ +
∑s
α=i+1mα ∈ Div(Xni) for any i. Applying Theorem 3.13 on
Xni , we obtain
dimH0
(
Xni ,Lni
(
−D˜ −
s∑
α=i+1
mα
))
= dimH0
(
Xni ,Ωni
(
D˜ +
s∑
α=i+1
mα
))
+ deg
(
−D˜ −
s∑
α=i+1
mα
)
+ 1− πi
= dimH0
(
Xni ,Ωni
(
D˜ +
s∑
α=i+1
mα
))
+ i− s+ 1.
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Let ρi : Xni −→ Xni+1 be the projection. It is obvious that
H0
(
Xni ,Ωni
(
D˜ +
s∑
α=i+1
mα
))
=
{
ρ∗iω;ω ∈ H0
(
Xni+1 ,Ωni+1
(
D˜ +
s∑
α=i+2
mα
))}
.
Then we obtain by the above equality that
dimH0
(
Xni ,Lni
(
−D˜ −
s∑
α=i+1
mα
))
= dimH0
(
Xni+1 ,Ωni+1
(
D˜ +
s∑
α=i+2
mα
))
+ i− s+ 1.
Applying again Theorem 3.13 on Xni+1 , we have
dimH0
(
Xni+1 ,Lni+1
(
−D˜ −
s∑
α=i+2
mα
))
− 1
= dimH0
(
Xni+1 ,Ωni+1
(
D˜ +
s∑
α=i+2
mα
))
+ i− s+ 1.
Therefore we obtain
dimH0
(
Xni ,Lni
(
−D˜ −
s∑
α=i+1
mα
))
= dimH0
(
Xni+1 ,Lni+1
(
D˜ +
s∑
α=i+2
mα
))
− 1.
Considering n0 = 0, we see that the above equality holds for i = 0. From these
equalities it follows that
dimH0(X,L(−D˜ −m)) = dimH0(Xm,Lm(−D˜))− s.
Let
Hi := {f ∈ H0(Xm,Lm(−D˜)); f(Qi) = 0}
for i = 1, . . . , s. Then we have
H0(X,L(−D˜ −m)) =
s⋂
i=1
{ρ∗f ; f ∈ Hi}.
From the above equality on the dimension it follows that
H0(Xm,Lm(−D˜)) \
(
s⋃
i=1
Hi
)
6= φ.
Then, there exists f ∈ H0(Xm,Lm(−D˜)) with (ρ∗f) ∈ Div(Xm). If we set
D := (ρ∗f)− D˜,
then we have D ≥ 0 and D ∈ Div(Xm) for
(ρ∗f) ≥ −(−D˜) = D˜.
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Since D + D˜ = (ρ∗f), we obtain ϕ(D + D˜) = 0 by Theorem 4.2. Hence we have
0 = ϕ(D) + ϕ
N
 π∑
j=1
aj −
π∑
j=1
Pj
− πP0

= ϕ(D) +N
K − ϕ
 π∑
j=1
Pj

or
ϕ(D) = N
ϕ
 π∑
j−1
Pj
−K
 .
This completes the proof. 
Remark. It follows from the above theorem that ϕ(X \ S) generates Alban(Xm).
Corollary 5.18. We have an isomorphism Div0(Xm) ∼= Alban(Xm) as groups.
Proof. We have a homomorphism ϕ : Div0(Xm) −→ Alban(Xm). By Theorem 5.17,
for any a ∈ Alban(Xm) there exists a positive divisor D ∈ Div(Xm) with degD = π
such that ϕ(D) = a. Since D− πP0 ∈ Div0(Xm) and ϕ(D− πP0) = ϕ(D) = a, the
map ϕ : Div0(Xm) −→ Alban(Xm) is surjective. It follows from Theorem 4.2 that
Kerϕ = {(f); f ∈Mer(X) with f ≡ c(S) mod m for some multiconstant c(S)}.
Therefore we have Div0(Xm) ∼= Alban(Xm). 
Theorem 5.19. The map ϕ : (X \ S)(π) −→ Alban(Xm) is bimeromorphic.
Proof. Let W be the set of all points at which the holomorphic map ϕ : (X \
S)(π) −→ Alban(Xm) is not degenerate. Then it is obvious that W is open and
dense in (X \ S)(π). Take any (P1, . . . , Pπ) ∈ W . We set D := P1 + · · ·+Pπ . Then
we have H0(Xm,Ωm(−D)) = {0}. From Theorem 3.13 it follows that
dimH0(Xm,Lm(D)) = 1.
We show that ϕ−1(ϕ(D)) = D. Suppose that there exists another E ∈ Div(Xm)
with degE = π and E ≥ 0 such that ϕ(D) = ϕ(E). By Theorem 4.2 we have a
meromorphic function f on X with f ≡ c(S) mod m for some multiconstant c(S)
such that E − D = (f). Since D + (f) = E ≥ 0, we have (f) ≥ −D. Then
f ∈ H0(Xm,Lm(D)). However any function in H0(Xm,Lm(D)) must be constant
for dimH0(Xm,Lm(D)) = 1. Therefore we have E = D. Thus we conclude that
ϕ|W : W −→ ϕ(W ) is biholomorphic. The map ϕ : (X \ S)(π) −→ Alban(Xm) is
obviously proper. Then ϕ(W ) is an open dense subset of Alban(Xm).
Next we show that the map
ψW := (ϕ|W )−1 : ϕ(W ) −→ (X \ S)(π)
is meromorphic through Alban(Xm). We denote by G(ψW ) and G(ϕ) be graphs of
ψW and ϕ respectively. Then the closureG(ψW ) ofG(ψW ) in (X\S)(π)×Alban(Xm)
coincides with G(ϕ). Moreover, the projection p : G(ψW ) −→ Alban(Xm) is proper
for so is ϕ : (X \ S)(π) −→ Alban(Xm). Therefore ϕ : (X \ S)(π) −→ Alban(Xm) is
a bimeromorphic map.

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As in Section 5.6 we write
Alban(Xm) = C
p × (C∗)q ×Q,
where Q is an r-dimensional quasi-abelian variety of kind 0 and p+ q+ r = π. Let
Q = Cr/Γ0, where Γ0 is a discrete subgroup of C
r with rank Γ0 = r + s. Then Q
is a fibre bundle over an s-dimensional abelian variety A0 with fibres (C
∗)r−s. Let
Q be the standard compactification of Q. Compactifying Cp × (C∗)q by (P1)p+q,
we obtain a compactification
Alban(Xm) := (P
1)p+q ×Q
of Alban(Xm). We call it the standard compacification of Alb
an(Xm).
Remark. The map ϕ : X \ S −→ Alban(Xm) does not extend to a holomorphic
map ϕ : X −→ Alban(Xm).
5.8. The universality of analytic Albanese varieties. Let G be a commutative
complex Lie group. Then, by the theorem of Remmert-Morimoto we have
G ∼= Cp × (C∗)q ×G0,
where G0 = C
r/Γ is a toroidal group with rankΓ = r+ s (1 ≤ s ≤ r). The toroidal
group G0 has the structure of principal (C
∗)r−s-bundle σ : G0 −→ T over an s-
dimensional complex torus T. Replacing fibres (C∗)r−s with (P1)r−s, we obtain the
associated (P1)r−s-bundle σ : G0 −→ T. We call G = (P1)p+q × G0 the standard
compactification of G.
The following theorem is considered as an analytic version of The´ore`me 1 in [16].
Theorem 5.20. Let X be a compact Riemann surface, and let S be a finite subset
of X. We consider a commutative complex Lie group G with the standard compact-
ification G. Let f : X \ S −→ G be a holomorphic map which has the holomorphic
extension f : X −→ G. Then there exists a modulus m with support S such that f
admits m for a modulus with respect to any equivalence relation R on S.
Proof. Let n := dimCG. There exists a basis {ω1, . . . , ωn} of the vector space of
holomorphic 1-forms on G which are invariant by translation. For any i the pull-
back f∗ωi of ωi is a holomorphic 1-form on X \ S which extends meromorphically
to X . Then, for any P ∈ S we can take a positive integer nP such that
ordP (f
∗ωi) ≥ −nP for 1 ≤ i ≤ n.
We define a modulus m with support S by m :=
∑
P∈S nPP .
Consider any equivalence relation R on S, and set S := S/R. It suffices to show
that f((ϕ)) = 0 for any ϕ ∈ Mer(X) with ϕ ≡ c(S) mod m for some multiconstant
c(S). The function ϕ gives a holomorphic map Φ : X −→ P1. Let TraceΦ(f∗ωi)
be the trace of f∗ωi by Φ. Then TraceΦ(f∗ωi) is holomorphic on P1 \ ϕ(S). By
the same proof of Assertion in Section 4.5, we can show that it is holomorphic on
P1, hence TraceΦ(f
∗ωi) = 0 (i = 1, . . . , n). On the other hand, we can define the
trace f˜ := TraceΦ(f) : P
1 \ ϕ(S) −→ G of f by Φ. Since f˜∗ωi = TraceΦ(f∗ωi)
on P1 \ ϕ(S), we have f˜∗ωi = 0 for i = 1, . . . , n. Therefore, the tangent map of f˜
vanishes. This means that f˜ is a constant map. We denote by (ϕ)a the zeros of
ϕ− a for any a ∈ P1 \ ϕ(S). We note f((ϕ)a) = f˜(a). Since f˜ is a constant map,
we have f˜(a) = f˜(b) for any a, b ∈ P1 \ ϕ(S). Therefore we obtain
f((ϕ)) = f((ϕ)0)− f((ϕ)∞) = f˜(0)− f˜(∞) = 0.
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
Theorem 5.21 (Universality Property). Let G be a commutative complex Lie
group, and let P0 be the base point of the map ϕ : X \S −→ Alban(Xm). Then, for
any holomorphic map ψ : X \ S −→ G which admits m for a modulus there exists
uniquely a homomorphism Ψ : Alban(Xm) −→ G between complex Lie groups such
that ψ = Ψ ◦ ϕ+ g0, where g0 = ψ(P0).
Proof. We may assume g0 = 0 without loss of generality. Any holomorphic map
ψ : X \ S −→ G can be extended to a group homomorphism ψ : Div0(Xm) −→
G, for it admits m for a modulus. By Corollary 5.18 we have an isomorphism
ϕ : Div0(Xm) −→ Alban(Xm). Then there exists uniquely a group homomorphism
Ψ : Alban(Xm) −→ G such that ψ = Ψ ◦ ϕ on Div0(Xm).
It suffices to show that Ψ is holomorphic. We denote by Sψ the extension of ψ
to (X \ S)(π). By Theorem 5.19 there exists an open dense subset W of (X \ S)(π)
such that ϕ|W :W −→ ϕ(W ) is biholomorphic and ϕ(W ) is an open dense subset
of Alban(Xm). If we set τ := (ϕ|W )−1 : ϕ(W ) −→ W , then Ψ = Sψ ◦ τ on ϕ(W ).
Then Ψ is holomorphic on ϕ(W ). Since ϕ(W ) is open and dense in Alban(Xm), Ψ
is holomorphic on the whole of Alban(Xm). 
6. Further Properties of Analytic Albanese Varieties
6.1. Curves with general singularities. We extend the method developed in
[2] to the general setting. Let X be a compact Riemann surface of genus g, and let
S = {P1, . . . , Ps} be a finite subset of X . Considering an equivalence relation R on
S, we set S = S/R. Let m be a modulus with support S. Then we obtain a singular
curve Xm = (X \ S) ∪ S with the projection ρ : X −→ Xm. The genus of Xm is
π = dimH0(Xm,Ωm). Let π = g+δ. We take a homology basis {α1, β1, . . . , αg, βg}
of X and small circles {γ1, . . . γs} as in Fig.1.
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Then the set {α1, β1, . . . , αg, βg, γ1, . . . , γs−1} forms a basis of H1(X \ S,Z) =
H1(Xm\S,Z). Let {ω1, . . . , ωπ} be a basis ofH0(Xm,Ωm) such that {ρ∗ω1, . . . , ρ∗ωg}
is a basis of H0(X,Ω) and satisfies∫
αj
ρ∗ωi = δij , τ =
(∫
βj
ρ∗ωi
)
1≤i,j≤g
∈ Sg.
Each ρ∗ωg+i is a meromorphic differential on X which is holomorphic on X \S and
satisfies
ordP (ρ
∗ωg+i) ≥ −m(P ) for any P ∈ S
and ∑
P∈ρ−1(Q)
ResP (ρ
∗(fωg+i)) = 0
for any f ∈ Om,Q and any Q ∈ S. Renumbering {ρ∗ωg+i} if necessary, we can take
an integer k with 0 ≤ k ≤ δ such that for i = 1, . . . , k there exists P ∈ S with
ordP (ρ
∗ωg+i) = −1 and for k < i ≤ δ we have ResP (ρ∗ωg+i) = 0 for any P ∈ S.
Moreover, we normalize as follows:
For 1 ≤ i ≤ k the form ρ∗ωg+i is holomorphic except {Pi, Pk+i} and ordPi(ρ∗ωg+i) =
ordPk+i(ρ
∗ωg+i) = −1 with ResPi(ρ∗ωg+i) = 1/(2π
√−1). If k < i ≤ δ, then
ResP (ρ
∗ωg+i) = 0 for any P ∈ S.
Remark. Let ρ∗ωg+1, . . . , ρ∗ωπ be normalized as above. Take i with k < i ≤ δ.
Let P ∈ S. We have the representation ρ∗ωg+i = f(t)dt by a local coordinate t at
P , where f(t) is a meromorphic function. Then the Laurent expansion of f(t) at
t(P ) = 0 does not contain a term 1/t.
Combining the normalization in the proof of Proposition 5.14 in Section 5.6 with
the above normalization, we may assume that ρ∗ω1, . . . , ρ∗ωπ are further normalized
as ( (∫
αj
ρ∗ωi
) (∫
γj
ρ∗ωi
) )
=
 Ig 0
0
(
Ik −Ik 0
0 0 0
)  .
Let
B :=
(∫
βj
ρ∗ωg+i
)
i=1,...,δ;j=1,...,g
.
Then we have a period matrix of Alban(Xm) as Ig τ 0
0 B
(
Ik −Ik 0
0 0 0
)  .
We consider a simply connected domain D obtained by cutting X open along
α1, β1, . . . , αg, βg. Let D0 be the subdomain surrounded by ∂D and γ1, . . . , γs
(see Fig.2).
Fixing a point P0 ∈ D0, we define
hj(z) :=
∫ z
P0
ρ∗ωj
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for any z ∈ D and j = 1, . . . , g. Then hj is a holomorphic function on D smoothly
extended to D, which satisfies dhj = ρ
∗ωj . Let p+ ∈ α+i . We denote by p− ∈ α−i
the point corresponding to p+. Then we have
hj(p−) = hj(p+) +
∫
βi
ρ∗ωj.
Similarly we have
hj(q−) = hj(q+)−
∫
αi
ρ∗ωj
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for q+ ∈ β+i and its correspondent point q− ∈ β−i . Then we have for j = 1, . . . , g
and ℓ = 1, . . . , δ
0 =
∫∫
D0
ρ∗ωj ∧ ρ∗ωg+ℓ
=
∫∫
D0
d(hjρ
∗ωg+ℓ)
=
∫
∂D0
hjρ
∗ωg+ℓ
=
g∑
i=1
(∫
α+
i
hjρ
∗ωg+ℓ +
∫
β+
i
hjρ
∗ωg+ℓ
)
−
g∑
i=1
(∫
α−
i
hjρ
∗ωg+ℓ +
∫
β−
i
hjρ
∗ωg+ℓ
)
−
s∑
ν=1
∫
γν
hjρ
∗ωg+ℓ
=
g∑
i=1
(∫
αi
hjρ
∗ωg+ℓ +
∫
βi
hjρ
∗ωg+ℓ
)
−
g∑
i=1
[∫
αi
(
hj +
∫
βi
ρ∗ωj
)
ρ∗ωg+ℓ +
∫
βi
(
hj −
∫
αi
ρ∗ωj
)
ρ∗ωg+ℓ
]
−
s∑
ν=1
∫
γν
hjρ
∗ωg+ℓ
= −
g∑
i=1
[(∫
βi
ρ∗ωj
)(∫
αi
ρ∗ωg+ℓ
)
−
(∫
αi
ρ∗ωj
)(∫
βi
ρ∗ωg+ℓ
)]
−
s∑
ν=1
∫
γν
hjρ
∗ωg+ℓ
=
∫
βj
ρ∗ωg+ℓ −
s∑
ν=1
∫
γν
hjρ
∗ωg+ℓ.
Since ∫
γν
hjρ
∗ωg+ℓ = 2π
√−1hj(Pν)ResPν (ρ∗ωg+ℓ),
we have
s∑
ν=1
∫
γν
hjρ
∗ωg+ℓ = 2π
√−1
∑
P∈S
hj(P )ResP (ρ
∗ωg+ℓ).
Therefore we obtain∫
βj
ρ∗ωg+ℓ = 2π
√−1
∑
P∈S
hj(P )ResP (ρ
∗ωg+ℓ).
By the normalization of ρ∗ωg+1, . . . , ρ∗ωπ, we obtain∑
P∈S
hj(P )ResP (ρ
∗ωg+ℓ) =
1
2π
√−1(hj(Pℓ)− hj(Pk+ℓ))
for j = 1, . . . , g if 1 ≤ ℓ ≤ k, and∑
P∈S
hj(P )ResP (ρ
∗ωg+ℓ) = 0
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for j = 1, . . . , g if k + 1 ≤ ℓ ≤ δ. Therefore we have∫
βj
ρ∗ωg+ℓ =
{
hj(Pℓ)− hj(Pk+ℓ) if 1 ≤ ℓ ≤ k,
0 if k + 1 ≤ ℓ ≤ δ
for j = 1, . . . , g. We set
Hk(S) :=
 h1(P1)− h1(Pk+1) · · · hg(P1)− hg(Pk+1)... ...
h1(Pk)− h1(P2k) · · · hg(Pk)− hg(P2k)
 .
Then we have
B =
(
Hk(S)
0
)
.
Hence we obtain the following theorem.
Theorem 6.1. Let Xm be as above. Then we have a period matrix Ig τ 00 Hk(S) Ik
0 0 0

of Alban(Xm).
6.2. Curves with nodes, the case π = 2. Let Mg be the moduli space of non-
singular curves of genus g. The compactification M̂g of Mg is obtained by adding
stable curves of genus g ([7, 8]). An irreducible stable curve is a curve with only
nodes as singularities. We have a result for curves of general genus with nodes in
[2]. We consider the case π = 2 in this section. We show that an analytic Albanese
variety may have many algebraic structures.
Let X be a compact Riemann surface of genus 1. Taking distinct points P1 and
P2 in X , we set S = {P1, P2}. Let m be a modulus with support S defined by
m(P1) = m(P2) = 1. We identify P1 with P2 and put S = {Q}. Then we obtain a
singular curve Xm = (X \ S)∪ S with the only node Q. Let {α, β} and {γ1, γ2} be
a homology basis of X and small circles respectively as in Fig.1 in the preceding
section. We take a basis {ω, η} of H0(Xm,Ωm) such that ρ∗ω generates H0(X,Ω),
where ρ : X −→ Xm is the projection. Let H be the upper half plane. We may
assume that ω is normalized as∫
α
ρ∗ω = 1 and
∫
β
ρ∗ω = τ ∈ H.
Furthermore we can take η satisfying∫
α
ρ∗η = 0 and ResP1(ρ
∗η) =
1
2π
√−1 .
Then we have necessarily ResP2(ρ
∗η) = −1/(2π√−1). In this case we have( ∫
α
ρ∗ω
∫
γ1
ρ∗ω∫
α
ρ∗η
∫
γ1
ρ∗η
)
=
(
1 0
0 1
)
.
Let D and D0 be as in the preceding section. We fix P0 ∈ D0. Define
h(z) :=
∫ z
P0
ρ∗ω
46 YUKITAKA ABE
for any z ∈ D. We set
H(S) := h(P1)− h(P2).
By Theorem 6.1, a period matrix of Alban(Xm) is(
0 1 τ
1 0 H(S)
)
.
This means that the structure of Alban(Xm) is determined by the relation of P1
and P2. The analytic Albanese variety Alb
an(Xm) is one of the following cases:
(i) Alban(Xm) = T× C∗, where T is a complex torus of dimension 1;
(ii) Alban(Xm) is a 2-dimensional non-compact quasi-abelian variety.
Remark. In the case (i) T depends on Xm and is not isomorphic to J(X) in
general.
We consider the isomorphic classes of {Alban(Xm)}. We identify X with Tτ :=
C/Γτ , where Γτ = Z + τZ. Let z be a coordinate of C. We denote by [z] the
equivalence class of z modulo Γτ . From this identification it follows that ρ
∗ω = dz.
Let F = {a = s + tτ ; 0 ≤ s, t < 1} be the fundamental parallelogram of X = Tτ .
We can take z1, z2 ∈ F such that P1 = [z1] and P2 = [z2]. Then we have
H(S) = z1 − z2.
For any a ∈ F \ {0} there exist P1 = [z1] and P2 = [z2] with P1 6= P2 such that
z1 − z2 = a. Then we can take a period matrix of each Alban(Xm) as follows
Pa =
(
0 1 τ
1 0 a
)
, a ∈ F \ {0}.
We denote by Γa a discrete subgroup of C
2 with period matrix Pa. Let Ga :=
C2/Γa.
Lemma 6.2. The quotient group Ga is not toroidal if and only if
a = r + qτ, r, q ∈ Q and 0 ≤ r, q < 1.
Proof. It is well-known (cf. [4, 5]) that Ga is toroidal if and only if there exists no
σ = t(σ1, σ2) ∈ Z2 \ {0} so that
σ1τ + σ2a ∈ Z.
The assertion is immediate from this condition. 
Next we consider the biholomorphic equivalence on {Xm}. Let S′ = {P ′1, P ′2} be
another set of distinct two points in X . Using S′, we construct a singular curve
Xm′ of genus 2 as above. Let ρ
′ : X −→ Xm′ be the projection.
Lemma 6.3. A map f : Xm −→ Xm′ is biholomorphic if and only if there exists
an automorphism f˜ : X −→ X with f˜(S) = S′ such that f ◦ ρ = ρ′ ◦ f˜ .
Proof. Suppose that a map f : Xm −→ Xm′ is biholomorphic. Let g := f |(X \ S).
Then g : X \ S −→ X \ S′ is biholomorphic. By Riemann removability theorem, g
has the holomorphic extension f˜ to X with f˜(S) = S′.
The converse is obvious. 
The following proposition is well-known (for example, see Chapter III, Section
1, Proposition 1.12 in [13]).
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Proposition 6.4. Any automorphism ϕ : X −→ X is induced from a linear func-
tion Φ(z) = γz + z0, where z0 ∈ C and
(∗) γ =

a 4th root of unity if Γτ is square,
a 6th root of unity if Γτ is hexagonal,
±1 otherwise.
Proposition 6.5. Let X = Tτ . Consider two singular curves Xm and Xm′ of
genus 2 with a node constructed from X. We assume that the supports of m and m′
are S = {P1 = [z1], P2 = [z2]} and S′ = {P ′1 = [z′1], P ′2 = [z′2]} respectively. Then,
Xm and Xm′ are biholomorphic if and only if
z′1 − z′2 ≡ γ(z1 − z2) mod Γτ ,
where γ is a complex number possessing the property (∗) in Proposition 6.4.
Proof. Let f : Xm −→ Xm′ be a biholomorphic map. By Lemma 6.3 we have an
automorphism f˜ : X −→ X with f˜(S) = S′ such that f ◦ ρ = ρ′ ◦ f˜ . It follows from
Proposition 6.4 that f˜ is induced from a linear function F (z) = γz + z0, where γ
possesses the property (∗) in Proposition 6.4. Since f˜(S) = S′, f˜ satisfies one of
the following two cases:
(1) f˜(P1) = P
′
1 and f˜(P2) = P
′
2;
(2) f˜(P1) = P
′
2 and f˜(P2) = P
′
1.
In the case (1), we have
[z′1 − z′2] = P ′1 − P ′2 = f˜(P1)− f˜(P2) = [γ(z1 − z2)].
Then we obtain
z′1 − z′2 ≡ γ(z1 − z2) mod Γτ .
Similarly we obtain
z′1 − z′2 ≡ −γ(z1 − z2) mod Γτ
in the case (2).
Conversely we assume that
z′1 − z′2 ≡ γ(z1 − z2) mod Γτ .
Letting z0 := z
′
2 − γz2, we define G(z) := γz + z0. Then G gives an automorphism
g˜ : X −→ X . By the assumption we obtain
G(z1) = γz1 + z0 = γ(z1 − z2) + z′2 ≡ z′1 mod Γτ .
Then we have g˜(P1) = P
′
1. Since G(z2) = z
′
2, we have g˜(P2) = P
′
2. Therefore g˜
gives a biholomorphic map g : Xm −→ Xm′ . 
We give examples Xm and Xm′ such that Alb
an(Xm) ∼= Alban(Xm′) is a 2-
dimensional non-compact quasi-abelian variety even though Xm and Xm′ are not
biholomorphic. To do this, we have to study the equivalence of period matrices of
toroidal groups in detail.
Let G = Cn/Γ and G′ = Cn/Γ′ be toroidal groups of rank Γ = rank Γ′ = n+m,
whose period matrices are P and P ′ respectively. Then G and G′ are isomorphic if
and only if there existM ∈ GL(n,C) and A ∈ GL(n+m,Z) such that P =MP ′A.
In this case we write P ∼ P ′.
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Every 2-dimensional non-compact toroidal group G = C2/Γ has a period matrix
in toroidal coordinates as follows (
0 1 τ
1 s t
)
,
where τ ∈ H and s, t ∈ R (see p.10 in [5]). Let(
0 1 τ ′
1 s′ t′
)
be a period matrix of another toroidal group G′ = C2/Γ′. If(
0 1 τ
1 s t
)
∼
(
0 1 τ ′
1 s′ t′
)
,
then there exist M ∈ GL(2,C) and
A =
 a11 a12 a13a21 a22 a23
a31 a32 a33
 ∈ GL(3,Z)
such that (
0 1 τ
1 s t
)
=M
(
0 1 τ ′
1 s′ t′
)
A.
We set 
A11 = a21 + a31τ
′,
A12 = a22 + a32τ
′,
A13 = a23 + a33τ
′,
A21 = a11 + a21s
′ + a31t′,
A22 = a12 + a22s
′ + a32t′,
A23 = a13 + a23s
′ + a33t′.
By a straight calculation we see that M is written by {Aij} and
s = A22
A21
,
t = A23
A21
,
τ = A11A23−A13A21
A11A22−A12A21 .
Now we consider the following period matrices
Pa =
(
0 1 τ
1 0 a
)
, Pb =
(
0 1 τ
1 0 b
)
, a, b ∈ R \Q.
Without loss of generality, we may assume 0 < a, b < 1. Applying the above result
to this case, we obtain that Pa ∼ Pb if and only if there exists A ∈ GL(3,Z) such
that 
A22 = 0,
a = A23
A21
,
τ = A11A23−A13A21−A12A21 .
We see that all of such A’s are
±
 1 0 00 1 0
0 0 1
 and ±
 1 0 10 −1 0
0 0 −1
,
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by an elementary argument. If we take
A = ±
 1 0 10 −1 0
0 0 −1
 ,
then we obtain (
0 1 τ
1 0 1− b
)
∼
(
0 1 τ
1 0 b
)
.
Example 6.6. Suppose that Γτ is neither square nor hexagonal. Let S = {P1, P2}
be a subset of X = Tτ with P1 = [z1] and P2 = [z2]. We assume that
z1 − z2 ∈ R \Q, 0 < z1 − z2 < 1, z1 − z2 6= 1
2
.
We take S′ = {P ′1 = [z′1], P ′2 = [z′2]} such as
z′1 − z′2 = 1− (z1 − z2).
We construct Xm and Xm′ from S and S
′ respectively. Since z1 − z2 6≡ ±(z′1 −
z′2) mod Γτ , Xm and Xm′ are not biholomorphic by Proposition 6.5. However
Alban(Xm) ∼= Alban(Xm′) and it is a non-compact quasi-abelian variety, for(
0 1 τ
1 0 z′1 − z′2
)
∼
(
0 1 τ
1 0 z1 − z2
)
by the choice of S and S′.
6.3. Curves with cusps. Let X be a compact Riemann surface of genus g. We
set S = {P}, P ∈ X . We define a modulus m with support S by m(P ) = 2. Let S =
{Q}, Q = P . Then we obtain a singular curve Xm with the only cusp Q. The genus
of Xm is π = g + 1. Let {α1, β1, . . . , αg, βg} be a canonical homology basis of X .
We take a small circle γ centered at P . We denote by ρ : X −→ Xm the projection.
We can take a basis {ω1, . . . , ωg, η} of H0(Xm,Ωm) such that {ρ∗ω1, . . . , ρ∗ωg} is a
basis of H0(X,Ω) and it is normalized as∫
αj
ρ∗ωi = δij , τ =
(∫
βj
ρ∗ωi
)
∈ Sg
and ∫
αj
ρ∗η = 0, j = 1, . . . , g.
It is obvious that ρ∗η is a meromorphic differential with ResP (ρ∗η) = 0. Then we
see that k = 0, C = 0 and∫
βj
ρ∗η = 2π
√−1hj(P )ResP (ρ∗η) = 0
in Section 6.1. Therefore a period matrix of Alban(Xm) is(
Ig τ
0 0
)
.
Thus we obtain the following theorem.
Theorem 6.7. Let Xm be a singular curve whose singularity is the only cusp. If
X is the normalization of Xm, then we have
Alban(Xm) ∼= J(X)× C.
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Remark. If the genus of X is 1, then for any two points P and P ′ in X there
exists an automorphism f : X −→ X with f(P ) = P ′. Let Xm and Xm′ be singular
curves with the only cusp constructed from P and P ′ respectively. Then Xm ∼= Xm′ .
Next we assume that X is a compact Riemann surface of genus g ≥ 2. Then the
number of automorphisms of X is at most 84(g − 1) by Hurwitz’ theorem. Fix a
singular curve Xm with the only cusp constructed from P ∈ X. Then, there exist
infinitely many Xm′ whose singularity is the only cusp Q
′ such that Xm 6∼= Xm′ .
However we have Alban(Xm) ∼= Alban(Xm′) by the above theorem.
7. Meromorphic Function Fields
7.1. Non-singular case. Let X be a compact Riemann surface of genus g. We
stated some properties of the Jacobi variety J(X) of X in Section 4.1. In this
section we state another viewpoint of J(X) considering the connection between
the two meromorphic function fields Mer(X) and Mer(J(X)) on X and on J(X)
respectively.
We follow the restatement of the classical argument (cf.[11]) by [14]. The n-
dimensional complex projective space Pn is identified with the n−symmetric prod-
uct (P1)(n) of P1 by the map induced from the following rational map
τ : (P1)n ∋ (x1, . . . , xn) 7−→ (a0 : a1 : · · · : an) ∈ Pn,
a1
a0
= −
n∑
i=1
xi,
a2
a0
=
∑
i<j
xixj , . . . ,
an
a0
= (−1)n
n∏
i=1
xi,
where (x1, . . . , xn) is the inhomogeneous coordinates of (P
1)n and (a0 : a1 : · · · :
an) is the homogeneous coordinates of P
n. We have x, y ∈ Mer(X) such that
Mer(X) = C(x, y). Then we can take a non-zero irreducible polynomial f such
that f(x, y) = 0. Let C be the closure of {f = 0} in P1 × P1. Then, by the
normalization µ0 : X −→ C we can define a holomorphic map
µ : Xg −→ Cg ⊂ (P1 × P1)g ∼= (P1)g × (P1)g.
Let σ0 : X
g −→ X(g) be the canonical projection. Since J(X) ∼= Cg/Γ, we have
the projection σ : Cg −→ J(X). A period map ϕ : X −→ J(X) is extended to
a birational map ϕ : X(g) −→ J(X). Then we have the following commutative
diagram:
Xg
µ−−−−−→Cg ⊂ (P1 × P1)g ∼= (P1)g × (P1)gyσ0 yτ×τ
X(g)
µˆ−−−−−−−−−−−−−−−−−−→ Pg × Pgyϕ yσ1 yσ2
J(X) Pg Pgxσ
Cg
,
where µˆ : X(g) −→ Pg × Pg is the holomorphic mapping induced from µ and
σi : P
g × Pg −→ Pg is the projection onto the i-th component for i = 1, 2. We note
that µˆ(X(g)) is projective algebraic and µˆ : X(g) −→ µˆ(X(g)) is a birational map.
Thus we obtain rational maps ℘x : Cg −→ Pg and ℘y : Cg −→ Pg defined by
℘x := σ1 ◦ µˆ ◦ ϕ−1 ◦ σ, ℘y := σ2 ◦ µˆ ◦ ϕ−1 ◦ σ.
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Using homogeneous coordinates of Pg, we write
℘x(z) = (1 : ξ1(z) : · · · : ξg(z)), ℘y(z) = (1 : η1(z) : · · · : ηg(z)).
Then we have Mer(J(X)) = C(ξ1(z), . . . , ξg(z), η1(z), . . . , ηg(z)). The relations of
ξ1(z), . . . , ξg(z), η1(z), . . . , ηg(z) are obtained by the elimination of x1, . . . , xg, y1, . . . , yg
from the following equations
f(x1, y1) = 0, . . . , f(xg, yg) = 0,
ξ1 = −
g∑
i=1
xi, ξ2 =
∑
i<j
xixj , . . . , ξg = (−1)g
g∏
i=1
xi,
η1 = −
g∑
i=1
yi, η2 =
∑
i<j
yiyj, . . . , ηg = (−1)g
g∏
i=1
yi.
These functions ξ1(z), . . . , ξg(z), η1(z), . . . , ηg(z) are the fundamental abelian func-
tions belonging to Mer(X) in [11]. It is easy to check that the meromorphic func-
tion field C(ξ1(z), . . . , ξg(z), η1(z), . . . , ηg(z)) admits an algebraic addition theorem.
This is an abelian function field.
7.2. Singular case. In this section we develop the theory in the preceding section
to a singular curve Xm defined by a modulus m with support S.
Let ρ : X −→ Xm be the projection. We denote by π = g + δ the genus of Xm,
where g is the genus of X . We set K := ρ∗Mer(Xm) ⊂ Mer(X). Then there exist
x, y ∈ K such that K = C(x, y). Since x and y are algebraically dependent, we have
a non-zero irreducible polynomial f such that f(x, y) = 0. Let C be the closure
of {f = 0} in P1 × P1. We obtain the following commutative diagram in the same
manner as in the preceding section:
Xπ
µ−−−−−→Cπ ⊂ (P1 × P1)π ∼= (P1)π × (P1)πyσ0 yτ×τ
X(π)
µˆ−−−−−−−−−−−−−−−−−−→ Pπ × Pπ
∪
yσ1 yσ2
(X \ S)(π) Pπ Pπyϕ
Alban(Xm)xσ
Cπ
.
By Theorem 5.19 the map ϕ : (X \S)(π) −→ Alban(Xm) is bimeromorphic. There-
fore we can define meromorphic maps ℘x : Cπ −→ Pπ and ℘y : Cπ −→ Pπ by
℘x := σ1 ◦ µˆ ◦ ϕ−1 ◦ σ and ℘y := σ2 ◦ µˆ ◦ ϕ−1 ◦ σ.
If we represent ℘x and ℘y in homogeneous coordinates of Pπ as
℘x(z) = (1 : ξ1(z) : · · · : ξπ(z)) and ℘y(z) = (1 : η1(z) : · · · : ηπ(z)),
then ξ1(z), . . . , ξπ(z), η1(z), . . . , ηπ(z) ∈ Mer(Alban(Xm)). For the simplicity we
write A = Alban(Xm). Let [z] be a generic point of A, where z ∈ Cπ. Then
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there exists uniquely (P1, . . . , Pπ) ∈ (X \ S)(π) with ϕ((P1, . . . , Pπ)) = [z]. In this
case we have
ξ1(z) = −
π∑
i=1
x(Pi), ξ2(z) =
∑
i<j
x(Pi)x(Pj), . . . , ξπ(z) = (−1)π
π∏
i=1
x(Pi),
η1(z) = −
π∑
i=1
y(Pi), η2(z) =
∑
i<j
y(Pi)y(Pj), . . . , ηπ(z) = (−1)π
π∏
i=1
y(Pi).
We denote κ := C(ξ1(z), . . . , ξπ(z), η1(z), . . . , ηπ(z)) ⊂ Mer(A). From the above
representation it follows that any function in ϕ∗κ extends meromorphically to S
and ϕ∗κ = Mer((Xm)(π)) ⊂ Mer(X(π)), where (Xm)(π) is the symmetric product
of Xm of degree π. Therefore ϕ
∗κ is finitely generated over C and TransCϕ∗κ = π.
Since ϕ : (X \S)(π) −→ A is a bimeromorphic map, κ is also finitely generated over
C and TransCκ = π.
We have the canonical representation
A = Q× (C∗)q × Cp,
where Q is an r-dimensional quasi-abelian variety of kind 0 and p+ q + r = π (see
Section 5.6). Let
P =
P0 00 Iq
0 0

be a period matrix of A, where
P0 =
(
0 Ig τ
Ir−g R1 R2
)
is a period matrix of Q = Cr/Γ0 in the second normal form. We may assume that
basis ω1, . . . , ωπ of H
0(Xm,Ωm) are normalized as in Section 6.1. We take toroidal
coordinates
z = (z′, z′′) = (z1, . . . , zg; zg+1, . . . , zr)
of Cr. If ζ = (ζ1, . . . , ζq) and w = (w1, . . . , wp) are coordinates of C
q and Cp
respectively, then (z, ζ, w) are coordinates of Cπ. Any γ ∈ Γ0 has the representation
γ = (γ′, γ′′) in toroidal coordinates. We set(
Ig τ
R1 R2
)
= (γ1, . . . , γ2g).
We denote by Λτ the lattice in C
g generated by (γ′1, . . . , γ
′
2g) = (Ig τ). There exists
an isomorphism from Λτ into Γ0 defined by
ι(λ) :=
2g∑
j=1
kjγj
for any λ =
∑2g
j=1 kjγ
′
j . We write e(t) = exp(2π
√−1t) for t ∈ C. Furthermore, we
set e(z′′) := e(zg+1) · · · e(zr) for z′′ = (zg+1, . . . , zr). We define a homomorphism
ψ : Λτ −→ C×1 = {t ∈ C; |t| = 1}
by ψ(λ) := e(ι(λ)′′) for λ ∈ Λτ . We set m := r − g. Let α ∈ Zm. If we define
ψ−α(λ) := ψ(λ)−α, then ψ−α : Λτ −→ C×1 is also a homomorphism.
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Let A = Q× (P1)q × (P1)p be the standard compactification of A. We set
Mer(A)|A := {f |A; f ∈Mer(A)},
where f |A is the restriction of f onto A.
Proposition 7.1. Any F ∈ ϕ∗(Mer(A)|A) extends meromorphically to X(π). Then
we can consider ϕ∗(Mer(A)|A) as a subfield of Mer(X(π)).
Proof. We use the above notations. First we consider g ∈ Mer(Q)|Q. There exists
a theta factor ̺0 of an abelian variety C
g/Λτ such that if we denote by Θ(ψ
−α) the
space of all theta functions for ψ−α̺0, then we have the representation of g as
g(z) =
∑
finite sum
Dβ(z
′)e(z′′)β∑
finite sum
Cα(z
′)e(z′′)α
, Cα ∈ Θ(ψ−α), Dβ ∈ Θ(ψ−β)
([3]).
Any f ∈ Mer(A)|A is a rational function of functions in Mer(Q)|Q, e(ζ1), . . . , e(ζq)
and w1, . . . , wp ([3]). For any (P1, . . . , Pπ) ∈ (X \ S)(π) we have
ϕ((P1, . . . , Pπ)) =
[(
π∑
i=1
∫ Pi
P0
ρ∗ω1, . . . ,
π∑
i=1
∫ Pi
P0
ρ∗ωπ
)]
.
Since ρ∗ω1, . . . , ρ∗ωg are holomorphic forms on X ,
∫ P
P0
ρ∗ωi is holomorphic on X
for i = 1, . . . , g. From Remark in Section 6.1 it follows that
∫ P
P0
ρ∗ωg+i extends
meromorphically to S for i with m+ q < i ≤ δ.
For i with 1 ≤ i ≤ m+q we show that e
(∫ P
P0
ρ∗ωg+i
)
extends meromorphically
to S. By the normalization of {ρ∗ωg+i} we see that ρ∗ωg+i is holomorphic except
two points P, P ′ ∈ S with
ordP (ρ
∗ωg+i) = ordP ′(ρ∗ωg+i) = −1.
Let P ∈ S be such a point. We assume
ResP (ρ
∗ωg+i) =
1
2π
√−1 .
We can take a local coordinate t on a neighborhood U of P with t(P ) = 0 such
that
ρ∗ωg+i =
(
1
2π
√−1
1
t
+ h(t)
)
dt
on U , where h(t) is a holomorphic function on U . Then we obtain
e
(∫ P
P0
ρ∗ωg+i
)
= te(h1(t)) on U,
where h1(t) is a holomorphic function. If
ResP (ρ
∗ωg+i) = − 1
2π
√−1 ,
54 YUKITAKA ABE
then we obtain
e
(∫ P
P0
ρ∗ωg+i
)
=
1
t
e(h2(t))
in the same manner.
Thus we conclude that any function F = ϕ∗f with f ∈ Mer(A)|A extends
meromorphically to X(π). 
We think that κ is a generalization of abelian function fields. By the definition
of κ and Proposition 7.1, both κ and Mer(A)|A are subfields of (ϕ−1)∗Mer(X(π)).
Unfortunately, we do not know the relation of κ and Mer(A)|A yet.
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