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Figure 1: Single shot layered reflectance separation using proposed two-way polarized light field (TPLF) camera. (a) Components of the TPLF
camera in disassembly. (b) A raw photograph taken by the TPLF camera under uniform (hemi-spherical) illumination (circular microlens
pixels visible in zoomed-in view). (c, d) Standard polarization preserving (specular + single scatter) and depolarized (diffuse) reflectance
components separated with light field sampling. (e, f) Specular-only and single scattering further separated from the polarization preserving
component (c). (g, h) Shallow and deep scattering components further separated from diffuse component (d). Note (e) through (h) present
results of layered reflectance separation comparable to the multi-shot technique of Ghosh et al. [GHP∗08].
Abstract
We present a novel computational photography technique for single shot separation of diffuse/specular reflectance as well
as novel angular domain separation of layered reflectance. Our solution consists of a two-way polarized light field (TPLF)
camera which simultaneously captures two orthogonal states of polarization. A single photograph of a subject acquired with
the TPLF camera under polarized illumination then enables standard separation of diffuse (depolarizing) and polarization
preserving specular reflectance using light field sampling. We further demonstrate that the acquired data also enables novel
angular separation of layered reflectance including separation of specular reflectance and single scattering in the polarization
preserving component, and separation of shallow scattering from deep scattering in the depolarizing component. We apply
our approach for efficient acquisition of facial reflectance including diffuse and specular normal maps, and novel separation
of photometric normals into layered reflectance normals for layered facial renderings. We demonstrate our proposed single
shot layered reflectance separation to be comparable to an existing multi-shot technique that relies on structured lighting while
achieving separation results under a variety of illumination conditions.
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1. Introduction
Realistic reproduction of appearance of an object or a subject has
been a long-standing goal in computer graphics. With advances in
digital photography over the last couple of decades, measurement
based appearance modeling has become very popular for various
realistic rendering applications. This is particularly true for realistic
appearance modeling of human faces, which has signficiant appli-
cations in the entertainment sector (e.g., games and film visual ef-
fects). Thus, several techniques and measurement setups have been
developed over the years for acquisition of material and facial re-
flectance [DRS08,WLL∗09]. However, it is quite common in prac-
tice for the measured reflectance data to be fit to appropriate ana-
lytic or physically based reflectance models for usage in a rendering
system. This practice of fitting measurements to appropriate mod-
els has motivated separation of measurements into individual re-
flectance components, such as specular (surface) and diffuse (sub-
surface), as an important initial step in measurement based appear-
ance modeling. Researchers have thus investigated various tech-
niques for separation of individual reflectance components, particu-
larly for dielectric materials, including color based and polarization
based separation techniques [NFB97, MZKB05, DHT∗00].
Given the high quality of separation achieved with polarization
imaging, polarization based separation has emerged as the pre-
ferred solution for high end facial capture applications [ARL∗10].
However, this has traditionally resulted in a multi-shot technique
for reflectance acquisition with polarization (to capture both the
parallel and cross polarized states), or required complicated ac-
quisition setups (e.g., multiple cameras sharing an optical axis
through a beam-splitter) to simultaneously image various polariza-
tion states. Further fine-grained separation of layered reflectance
(e.g, in skin) has been even more challenging and has, thus far, re-
quired a sophisticated multi-shot approach combining polarization
imaging and computational illumination [GHP∗08].
In this paper, we propose a novel technique for efficient aquisition
of surface and subsurface reflectance using a two-way polarized
light field (TPLF) camera along with novel computational anal-
ysis of the acquired light field data for layered reflectance sepa-
ration. Besides standard diffuse-specular separation, our approach
achieves single-shot acquisition (under uniform polarized illumina-
tion) of layered reflectance albedos spanning specular, single scat-
tering, shallow scattering and deep scattering (see Figure 1). Be-
sides albedo estimation, the technique can also be coupled with po-
larized spherical gradient illumination to acquire photometric dif-
fuse and specular normal maps and can further enable novel layered
separation of photometric normals for realistic rendering applica-
tions.
To summarize, the specific technical contributions of this work are
as follows:
• Practical realization of two-way polarized light field imaging by
attaching orthogonal linear polarizers to the pupil plane of the
main lens of a commercial light field camera. This allows si-
multaneous acquisition of two orthogonal polarization states of
incoming rays in a single shot and enables separation of diffuse
and specular reflectance using angular light field sampling.
• Novel analysis of the acquired light field data for layered re-
flectance separation in the angular domain. This enables estima-
tion of layered reflectance albedos using single shot capture un-
der uniform illumination, and novel layered separation of photo-
metric normals using polarized spherical gradient illumination.
The rest of the paper is organized as follows: we first review some
related work in Section 2 before presenting our proposed TPLF
camera and its application for single shot diffuse-specular separa-
tion in Section 3. Section 4 then presents our novel computational
light field analysis for layered separation of facial reflectance in-
cluding albedo and photometric normals. We finally present some
rendering applications of separated facial reflectance and additional
examples and analysis of our technique in Section 5.
2. Related work
We first present a brief review of relevant previous work on re-
flectance separation, facial reflectance capture and light field imag-
ing.
2.1. Reflectance separation
Separation of acquired reflectance into individual diffuse and spec-
ular components has long been of interest for various computer
graphics and vision applications such as reflectometry and pho-
tometric stereo. In dielectric materials, specular reflectance corre-
sponds to first surface reflection while diffuse reflectance corre-
sponds to subsurface reflectance and is responsible for the char-
acteristic color of a material. This is why researchers have inves-
tigated color based methods for reflectance separation [Sha92].
Nayar et al. [NFB97] proposed combining color space analysis
with polarization imaging for separation of specular and diffuse
reflectance on textured objects where pure color based methods
are not very successful. Mallick et al. [MZKB05] instead exploit
a color space transform to remove the specular component for a
photometric stero application. The method works for dichromatic
materials but does not provide an estimate of the diffuse color. De-
bevec et al. [DHT∗00] proposed employing polarized illumination
in conjunction with polarization imaging to separate specular and
diffuse reflectance in faces lit by a point light source and fit the sep-
arated data to a microfacet BRDF model. Nayar et al. [NKGR06]
have proposed a computational illumination technique for sepa-
rating direct and indirect (global) light transport in a scene us-
ing phase shifted high frequency structured lighting. Lamond et
al. [LPGD09] proposed a related method for reflectance separa-
tion using high frequency angular phase shifting of environmen-
tal illumination. More recently, Tunwattanapong et al. [TFG∗13]
have proposed illuminating an object with (higher order) spherical
harmonic illumination for reflectance separation/estimation. Simi-
larly, Aittala et al. [AWL13] have proposed illuminating a planar
sample with Fourier basis functions for frequency domain separa-
tion of diffuse and specular reflectance. However, these approaches
require a static scene due to reliance on multi shot computational
illumination for reflectance separation. In contrast, our proposed
approach requires only single shot acquisition under a fixed light-
ing condition and hence could be easily applied for dynamic scenes
c© 2016 The Author(s)
Eurographics Proceedings c© 2016 The Eurographics Association.
J. Kim, S. Izadi, A. Ghosh / Single-shot layered reflectance separation using a polarized light field camera
as well. Ghosh et al. [GCP∗10] have proposed reflectometry un-
der circularly polarized spherical illumination by imaging the com-
plete Stokes parameters of reflected polarization. Similarly, spec-
ular highlights can be removed by accurately estimating the po-
larization angle of the specular highlight using measurements of
linear Stokes parameters [FJYY15]. However, these approaches re-
quire multi-shot acquisition and a specialized filter wheel to rotate
appropriate polarizers in front of the camera to acquire the Stokes
parameters. Instead, we employ two fixed orthogonal linear polar-
izers in the optical path of a light field camera for single shot polar-
ization based reflectance separation.
2.2. Facial reflectance capture
Debevec et al. [DHT∗00] proposed acquiring a 4D reflectance field
of a face using a light stage for image based relighting applications.
While producing photorealistic facial renderings, the approach re-
quires a large set of photographs (150-200) for recording a view-
dependent reflectance field. Weyrich et al. [WMP∗06] employed a
similar light stage apparatus to densely record facial reflectance us-
ing a combination of multiview capture (16 views) and dense sam-
pling of the incident illumination (150 directions). They employed
a combination of multiview analysis and intensity based separation
of diffuse and specular reflectance observed over the facial surface
and fit the acquired data to appropriate surface reflectance (for spec-
ular) and subsurface scattering (for diffuse) models for facial ren-
derings. While such dense sampling of reflectance results in high
quality facial renderings from any viewpoint, it is also less practical
due the requirement of acquiring and processing a large amount of
data for rendering.
More recently, Ma et al. [MHP∗07] proposed a novel photometric
stereo technique based on spherical gradient illumination that re-
quies only four spherical lighting conditions (using an LED sphere)
and provides high quality estimates of facial albedo and surface
normals. They further proposed employing polarized spherical il-
lumination and polarization difference imaging on the camera to
separate acquired facial reflectance into specular and diffue albedos
and normals maps which is shown to produce high quality facial
renderings with hybrid normal rendering. Ghosh et al. [GHP∗08]
further built upon the capture setup of Ma et al. and proposed a
practical method for acquiring layered facial reflectance with a lim-
ited number of observations. They used a combination of polarized
spherical gradient illumination and polarized frontal point source
illumination for separation and fitting of specular reflectance and
single scattering in the polarization preserving component. Further-
more, Ghosh et al. separated shallow and deep scattering using a
combination of cross-polarization (to discard specular reflectance)
and direct-indirect separation [NKGR06] using structured lighting
patterns. While both Ma and Ghosh et al.’s approaches drastically
reduce data acquisition compared to traditional light stage based
facial capture techniques, they are still multi-shot techniques re-
quiring extended capture of several seconds with a DSLR camera:
Ma’s method requires eight shots to capture the spherical gradients
in both polarization states, while Ghosh et al.’s method further adds
six additional photographs under frontal projector illumination for
layered facial reflectance acquisition. Ghosh’s method also requires
additional processing to associate reflectance parameters acquired
under different illumination conditions for rendering. In contrast,
our proposed approach is able to separate layered reflectance albe-
dos acquired under uniform polarized illumination in just a single
photograph. And the approach can be coupled with polarized spher-
ical gradient illumination to enable novel layered separation of pho-
tometric normals using just three additional photographs. Donner
et al. [DWd∗08] have also proposed multispectral imaging under
flash illumination coupled with inverse rendering to estimate spec-
tral scattering properties of skin for layered skin renderings. How-
ever, the method is limited to measurements of a small skin patch
and cannot be easily scaled to full facial measurement.
Facial capture with polarized spherical gradient illumination was
originally restricted to a single viewpoint due to the employed view
dependent linear polarization pattern [MHP∗07]. Spherical gradi-
ent illumination has also been employed for facial performance
capture by Fyffe et al. [FHW∗11], who employed unpolarized il-
lumination to enable multiview capture and proposed a heurisitics
based separation of facial reflectance for rendering purposes. Sub-
sequently, Ghosh et al. [GFT∗11] have extended polarized spheri-
cal gradient illumination for multiview face capture by proposing
two orthogonal linear polarization patterns (latitude-longitude) on
the LED sphere that are symmetric about the vertical axis. This
allows multiview capture with a static vertical linear polarizer on
the camera. However, their approach still requires multi-shot ac-
quisition to acquire both states of polarization and also requires
a sophisticated lighting setup with the ability to switch the polar-
ization state of illumination. Researchers have also proposed alter-
nate passive facial capture techniques [BBB∗10, BHPS10] under
uniform illumination that achieve impressive results of facial ge-
ometry reconstruction. However, these passive approaches do not
separate facial reflectance and instead employ the flatly lit facial
photograph as the diffuse albedo for rendering. Recently, Fyffe
& Debevec [FD15] have proposed a single shot method for es-
timating diffuse and specular albedos and a surface normal map
using polarized color gradient illumination. They employ a coaxi-
ally aligned camera pair (with a polarizing beam splitter) to simul-
taneously capture mutually perpendicular polarization states and
employ the latitude-longitude polarization patterns [GFT∗11] to si-
multaneously emit two orthogonal polarization states. Furthermore,
they encode the X, Y, and Z spherical gradients with RGB color
gradient illumination which is simultaneously emitted from the po-
larized LED sphere. While achieving single shot acquisition of sep-
arated albedo and normal maps (modulo slightly lower quality of
reflectance data), the approach requires an extremely sophisticated
lighting setup with a polarized RGB LED sphere and multiple care-
fully calibrated cameras. In contrast, we propose a simple modifi-
cation of an off-the-shelf light field camera that enables single shot
reflectance separation under various common illumination setups.
2.3. Light field and multimodal imaging
Practical light field capture has been widely explored to acquire
2D spatial + 2D angular coordinates of incoming rays within a sin-
gle camera housing using a microlens array [NLB∗05] or a pat-
terned mask [VRA∗07] design. Such 4D ray information has been
previously utilized for various applications including generation
of sythetically refocused images [NLB∗05], reducing glare effects
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Figure 2: Ray simulation†for illustrating the concept of proposed TPLF camera. (a) Regular light field imaging with a camera with a microlens
array for diffuse and specular rays. If a half occluder is placed behind the main lens as in (b), only half the rays reach the sensor. Our TPLF
camera in (c) has the occluder replaced with a two-way polarizer which is half vertically and half horizontally polarized.
in camera lenses [RAWV08], and separation of direct and scat-
tered rays through a participating media [KLMR10]. Narasimhan
et al. [NN02] presented a design to capture multidimensional infor-
mation including dynamic range and spectral information through
a specialized Bayer pattern. The approach also tries to increase ef-
fective spatial resolution of the imaging system by exploiting local
correlations in the imaged functions through a learned model based
on training data. Also related to our work, researchers have inves-
tigated light field capture based on a pinhole array [HEAL09], and
mirror reflections [MRK∗13] respectively in conjunction with opti-
cal filters in the entrance pupil of a main lens. These designs mod-
ulate the acquired 4D light field with various optical filters to im-
age multidimensional information such as dynamic range, multiple
spectrum or polarization but require calibrated laboratory setups in-
cluding optical tables for precise alignment of various components.
Closer to our approach, recently a single light field photograph
was used to remove specularities by exploiting point-consistency
between angular samples of a scene point [TSW∗15]. The point-
consistency is preserved in principle for diffuse pixels and not for
specular pixels, so its measurement can directly distinguish both re-
flections. However, the method only works for the edge of specular
region since in practice point-consistency is also preserved for the
saturated pixels (bright central parts) of a specular region. While
the above methods share a similar conceptual approach, ours is a
much more practical realization consisting of a simple modifica-
tion of a compact off-the-shelf light field camera. We also propose
a novel application of layered reflectance separation which has not
been previously explored with light field imaging.
3. Two-way polarized light field imaging
We now describe our acquisition technique for diffuse and specular
reflectance based on our novel two-way polarized light field (TPLF)
camera which addresses the challenge of capturing two different
polarization states in a single shot. Figure 2 (a) shows a ray diagram
for a regular light field camera. For simplicity, let us assume there
are five scene points emitting four rays in diffuse or specular reflec-
tion. The four rays emitted from each point in various directions are
focused into a point by the main lens and dispersed into sensor pix-
els by the microlens array. Let us think about a half occluder placed
† Based on Andrew Adams’s optical bench toolkit http://graphics.
stanford.edu/~abadams/lenstoy.swf
at the back of the main lens as shown in Figure 2 (b). Only half of
the rays reach the camera sensor and the other half are blocked by
the occluder resulting in the semicircular rays as shown on the right.
In the case of our TPLF camera shown in Figure 2 (c), the occluder
is replaced with a two-way linear polarizer, where the upper half is
vertically polarized and bottom half is horizontally polarized. This
way, the blocked and unblocked rays in the occluder case now pass
through the horizontal and the vertical polarizers respectively. If
the scene is illuminated with vertically polarized light, specular re-
flection rays (illustrated in red, green, and blue) can pass through
only the vertically polarized region. This results in the semicircular
images via the microlens array on the right side. On the other hand,
diffuse reflection rays (illustrated in purple and yellow) can pass
through the entire polarizer (due to depolarization) and result in the
fully circular images on the right. Consequently, given linearly po-
larized illumination, our TPLF camera provides a semicircular and
a fully circular microlens image for specular and diffuse surface re-
flections respectively. These respective microlens imaging regions
are predetermined once using a calibration photograph and TPLF
photographs can thereafter be automatically processed using this
calibration information. Note that pixels in a raw photograph are
sensed through a mosaic color filter. Hence, we have to addition-
ally demosaic color pixels by averaging color information in 4×4
pixel regions to generate a color TPLF photograph.
Figure 1 (a) shows the actual TPLF camera used for our exper-
iments, which was built from a Lytro Red Hot 16GB camera to
which we attached a two-way linear polarizer in the pupil plane
of the main lens. The camera produces a light field image at
1080×1080 resolution with a 331×381 microlens array. Although
Lytro software and some other methods allow increasing the resolu-
tion of light field images to higher than the number of microlenses,
we only carry out single-pixel generation per each microlens image
for simplicity which means our processed images have 331×381
resolution.
3.1. Diffuse-specular separation
Figure 3 (a) shows an example photograph captured by the TPLF
camera of a plastic mannequin. In the inset image of the eye, each
circular pattern corresponds to the contribution of rays passing
through each microlens. It can be seen that the lower semi-circular
region has very bright intensity which is contributed by strong po-
larization preserving specular rays imaged through a microlens. As
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(a) raw photograph (b) diff+spec (c) diffuse (d) specular
Figure 3: (a) A raw photograph of a mannequin taken with our
TPLF camera. (b) Parallel polarized (diffuse + specular) compo-
nent, and separated (c) diffuse, and (d) specular component images
generated from the raw. The mannequin is made of glossy plastic.
(a) Diffuse-only (b) Diff+Spec (c) Specular
Figure 4: Diffuse-only, diffuse+specular, and specular component
images generated from a single TPLF camera photograph for a ma-
quette (top row) and a subject’s face (bottom row). The Gollum
maquette is made of a compound of silicon and rubber.
indicated in our ray simulation (Figure 2, c), the upper semicir-
cular region has a lower intensity since the specular rays are fil-
tered out by cross-polarization in this region. Conversely, diffuse
rays which are depolarized contribute equally to the whole circu-
lar microlens image. By exploiting this spatial separation between
diffuse and specular rays, parallel polarized (diffuse+specular) and
cross-polarized diffuse-only images could be generated from sam-
pling pixels over each respective semicircular region. Here, the dif-
fuse+specular component image (Figure 3, b) was generated by av-
eraging pixels sampled from lower semicircular regions. Likewise,
a diffuse-only component image (Figure 3, c) was generated by av-
eraging pixels from the upper semicircular region. Subtraction of
the diffuse-only image from the diffuse+specular image generated
the specular (polarization preserving) component image as shown
in Figure 3, (d). Note that due to cross-polarization, the diffuse-only
component (c) is imaged with only half intensity.
Figure 4 presents additional examples of separated diffuse-only,
diffuse+specular, and specular component images for a Gollum ma-
quette and a subject’s face, which were generated from a single-
shot photograph taken with the TPLF camera. Note that the highly
Figure 5: LED hemisphere for illuminating a subject with polarized
spherical illumination.
(a) Diff. albedo (b) Spec. albedo
(c) Diff. normals (d) Spec. normals
Figure 6: Separated diffuse (a, c) and specular (b, d) albedo and
photometric normals of a female subject acquired using four mea-
surements under polarized spherical gradient illumination.
specular components in Gollum’s eyes and mouth as well as the
woman’s nose, forehead, and mouth in the diffuse+specular images
are completely removed in the diffuse-only images while they are
preserved in the specular component images.
The diffuse-specular separation examples shown in Figures 3 and 4,
as well the separation result of the female subject shown in Figure 1
were acquired under uniform illumination using an LED hemi-
sphere shown in Figure 5. The hemispherical illumination system
consists of a total of 130 LED (5W) light sources. A linear polar-
izer is mounted in front of each light source and adjustable to rotate
along the tangent direction to the light source. We pre-calibrate the
polarizer orientation on all the lights to cross-polarize with respect
to a frontal camera viewing direction similar to the procedure de-
scribed in [MHP∗07].
Besides recording the reflectance of a subject under constant uni-
form illumination to estimate the albedo, the LED hemisphere also
allows us to record the subject’s reflectance under polarized spheri-
cal gradient illumination in order to estimate photometric normals.
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Figure 6 shows separated diffuse and specular normals estimated
for the female subject shown in Figure 1 using three additional
measurements under the X, Y and Z spherical gradients. As can
be seen, the diffuse normal is smooth due to blurring of surface de-
tail due to subsurface scattering while the specular normal contains
high frequency skin mesostructure detail due to first surface reflec-
tion [MHP∗07]. However, we only need to make a total of four
measurements for separated albedo and photometric normals as we
do not need to flip a polarizer in front of the camera [MHP∗07] or
switch polarization on the LED sphere [GFT∗11] in order to ob-
serve two orthogonal polarization states.
4. Layered reflectance separation
The previous section described diffuse-specular separation using
respective sampling of cross- and parallel-polarized semi-circular
regions of a microlens in our TPLF camera. In this section, we
now describe a novel computational method to obtain layered re-
flectance separation from a single-shot photograph using angular
light field sampling. It should be noted that in skin the specular
component separated with polarization difference imaging is actu-
ally also mixed with some single scattering which also preserves
polarization [GHP∗08]. This corresponds to the "specular" values
of each microlens image in our TPLF camera photograph as shown
in Figure 7, (b) which are obtained after difference imaging of the
lower and upper semi-circular regions of the microlens and include
contributions of specular reflectance and single scattering. Simi-
larly, the diffuse values in the upper semi-circular region of the
microlens include contributions of both shallow and deep subsur-
face scattering. We make the observation that our TPLF camera
allows us to angularly sample these various reflectance functions in
a single photograph. As depicted in Figure 7 (a), these reflectance
functions have increasingly wider reflection lobes ordered as fol-
lows: specular reflectance has a sharper lobe than single scatter-
ing in the polarization preserving component, and both shallow and
deep scattering have wider reflectance lobes as they are the result of
multiple subsurface scattering. Among these, deep scattering has a
wider lobe than shallow scattering due to a greater number of sub-
surface scattering events.
Now, the circularly arranged pixels of the microlens angularly sam-
ple these reflectance functions as follows: the brighter pixels within
each semi-circular region sample both narrow and wide reflectance
lobes while the darker pixels sample only the wider reflectance
lobes which have lower peaks. This motivates us to propose an an-
gular sampling method to separate these various layered reflectance
components. We first rely on the observation that specular rays are
much brighter than single scattered rays in skin. Hence, we pro-
pose separation of these two components by separately sampling
high and low intensity values in the polarization preserving com-
ponent. Each semi-circular region inside a microlens observes a
total of 9× 4 = 36 values. We sort these observed values accord-
ing to their brightness and employ a threshold for the separation.
We emperically found averaging the brightest 30% values as spec-
ular reflection and averaging the remaining (darker) 70% values as
the single scattering component gave good results in practice (see
Figure 1 e, f).
Next, we assume that deep scattering has a wider angular lobe than
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Figure 8: Comparison of albedos and normal maps for diffuse com-
ponent, and separated shallow and deep scattering.
shallow scattering in the diffuse component since it scatters further
out spatially. Hence, we model deep and shallow scattering com-
ponents in the diffuse-only region of a microlens image as shown
in Figure 7, (b): darker (outer) pixels correspond to only deep scat-
tering while brighter (inner) pixels contain both shallow and deep
scattering. This modeling assumes that the lobe of shallow scatter-
ing is narrow enough not to contribute to the entire diffuse-only
region of the microlens. We sample pixels in the darker outer re-
gion of each microlens image and average them for generating a
deep scattering image as shown in Figure 1 (h). Subtracting the
deep scattering value from shallow+deep scattering pixels in the
brighter inner region generated the shallow scattering image in Fig-
ure 1 (g). We empirically found that using the sampling ratio of
darkest 40% values for estimating deep scattering and the bright-
est 60% values for estimating shallow+deep provided qualitatively
similar results of separation compared to those reported by Ghosh
et al. [GHP∗08], with similar color tones and scattering amount in
each component. Finally, in order to employ the separated shallow
and deep scattering components as albedos for layered rendering,
we need one additional step of radiometric calibration to ensure that
the sum of the two separated shallow and deep albedos matches the
total diffuse reflectance albedo in order to ensure that the separation
is additive similar to the separation of [GHP∗08].
Note that our assumptions about the width of the reflectance lobes
is supported by the modeling of Ghosh et al. [GHP∗08] where they
applied the multipole diffusion model [DJ05] for shallow scatter-
ing and the dipole diffusion model [JMLH01] for deep scattering to
approximately model epidermal and dermal scattering. They mea-
sured scattering profiles with projected circular dot patterns and
fitted the measurements to these diffusion models. While the outer
two third region of each projected pattern was fitted accurately with
the deep scattering model, the inner one-third region was not be-
cause of the additional shallow scattering component. Differences
in lobe widths of shallow and deep scattering is also supported
c© 2016 The Author(s)
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Figure 7: Angular sampling process of the TPLF camera for layered reflectance. (a) Ray diagram through a two-way polarizer and a microlens.
(b) Modeling of pixel allocation in a microlens image.
(a) "Specular" (b) Pure specular
Figure 9: Removal of single scattering from specular reflectance in
the polarization preserving component (a) for novel computation of
pure specular albedo and photometric normals (b). Top-row: spec-
ular albedo. Bottom-row: specular normals.
by Henyey-Greenstein phase function [HK93] where the forward
scattering parameter g is (0.90, 0.87, 0.85) and (0.85, 0.81, 0.77)
for epidermal and dermal layers respectively in (R, G, B) [Jac13].
Since the smaller parameter values make the lobe wider, deep scat-
tering occurring at a dermal layer is assumed to have a wider
lobe. Also, considering the modeled layer thicknesses for epider-
mal (0.001-0.25mm) and dermal layers (1-4 mm) in the literature,
the radiative transport equation implies that the thicker layer makes
the scattering lobe wider [NN03].
Besides separating layered reflectance albedos under uniform po-
larized illumination, we go further than previous work to further
separate diffuse normals into shallow and deep scattering normal
maps (Figure 8) by applying our novel angular domain light field
sampling to polarized spherical gradient illumination. As can be
seen, the shallow scattering normals contain more surface detail
than the regular diffuse normals estimated with spherical gradi-
ents, while the deep scattering normals are softer and more blurred
than the corresponding diffuse normals. We believe this novel lay-
ered separation of photometric normals in addition to albedo sep-
aration can be very useful for real time rendering of layered skin
reflectance with a hybrid normal rendering approach. Figure 9
demonstrates another similar separation where we remove single
scattering from the polarization preserving component to estimate
pure specular albedo, and for the first time, a pure specular normal
map (b). Note that specular normal maps have been used to esti-
mate accurate high frequency skin mesostructre detail for high-end
facial capture [MHP∗07, GFT∗11]. However, "specular" normals
(a) as acquired by Ma and Ghosh et al. have some single scattering
mixed with the signal which acts as a small blur kernel on the spec-
ular surface detail and can also slightly bend the true orientation
of the specular normal. Removal of this single scattering from the
data used to compute pure specular normals has the potential for
further increasing the accuracy and resolution of facial geometry
reconstruction.
5. Applications and analysis
We now present rendering applications of standard diffuse-specular
and layered reflectance separation using our TPLF camera. Fig-
ure 10, (a) presents hybrid normal rendering for a female subject (lit
by a point light source) according to the method proposed by Ma
et al. [MHP∗07]. Here, the diffuse and specular albedo and normal
maps were acquired using four photographs with the TPLF cam-
era under polarized spherical gradient illumination using the LED
hemisphere. As can be seen, the specular reflectance highlights
the skin surface mesostructure while the diffuse reflectance has a
soft translucent appearance due to blurring of the diffuse normals
due to subsurface scattering. Note that the facial geometry for the
hybrid normal rendering was acquired separately using multiview
stereo with additional DSLR cameras (see Figure 5). Figure 10, (b)
presents a novel layered hybrid normal rendering where the diffuse
albedo and normals have been further separated into shallow and
deep scattering albedo and normals respectively. Note that due to
the additive property of the separation, the result of layered render-
ing (b) is very similar to the standard hybrid normal rendering (a)
in this case.
Figure 11 presents a few editing applications of the proposed lay-
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(a) Hybrid normal (b) Layered rendering
Figure 10: Hybrid normal renderings with data acquired using four
photographs under polarized spherical gradient illumination. (a)
Rendering with separate diffuse and specular normals as proposed
by Ma et al. [MHP∗07]. (b) Layered hybrid normal rendering with
diffuse reflectance further separated into shallow and deep albedo
and normals.
ered hybrid normal rendering with separated shallow and deep scat-
tering albedo and normals. Here, we have removed the specular
layer from the rendering to highlight the edits to the diffuse layer.
The top row presents results of diffuse rendering with the regular
diffuse albedo shaded with the shallow scattering normal in (a), and
deep scattering normal in (b) respectively. As can be seen, the skin
appearance is dry and rougher when shaded with shallow scattering
normal, and softer and more translucent when shaded with the deep
scattering normal compared to the regular hybrid normal rendering
(Figure 10, a). The bottom row presents results of layered hybrid
normal rendering where we have edited the shallow and deep scat-
tering albedos to enhance one component relative to the other. As
can be seen, enhancing the shallow scattering albedo (w.r.t. deep)
(c) makes the skin appearance more pale and dry, while enhancing
the deep scattering albedo (w.r.t. shallow) (d) makes the skin more
pink in tone and softer in appearance. The availability of layered re-
flectance albedos and normals with our TPLF acquisition approach
makes such appearance editing operations easily possible.
Figure 12 presents results of shallow and deep scattering separa-
tion obtained with various intensity thresholds for light field sam-
pling and compares these single-shot separation results with that
obtained using the computational illumination technique of Ghosh
et al. [GHP∗08] (Figure 12, d) which uses cross-polarized phase
shifted high frequency structured lighting patterns. As can be seen,
our shallow and deep scattering albedo separation with single-shot
TPLF imaging achieves similar qualitative results of layered sep-
aration compared to the multi-shot technique of [GHP∗08]. Here,
we found the intensity threshold of 60%:40% (brighter 60% val-
ues used to estimate shallow+deep, darker 40% used to estimate
deep) for the separation of shallow and deep scattering to have the
most qualitiative similarity to structured lighting based separation.
Note that the multi-shot result was somewhat degraded in compar-
ison to the original paper. This is due to subtle subject motion ar-
(a) Diff. with shallow norm. (b) Diff. with deep norm.
(c) Layered with shallow++ (d) Layered with deep++
Figure 11: Editing applications of layered reflectance and normals.
Top-row: Diffuse rendering using shallow scattering normal (a),
and deep scattering normal (b) respectively for shading the diffuse
albedo. Bottom-row: Layered hybrid normal rendering with rela-
tive enhancement of the shallow scattering albedo (c), and relative
enhancement of the deep scattering albedo (d) respectively.
tifacts during the 4 shots required to acquire the response to phase
shifted stripes. We employed a commodity Canon EOS 650D cam-
era with sequential triggering to acquire the 4 shots while Ghosh et
al. [GHP∗08] used a special head stabilization rig and fast capture
with burst mode photography (using a high end Canon 1D Mark
III camera) to prevent such motion artifacts. This further highlights
the advantage of our proposed single-shot method.
One advantage of our method is that we employ uniform spherical
illumination for separation which is more suitable for albedo es-
timation than frontal projector illumination required for structured
lighting. The projector illumination also impacts subject comfort
during acquisition: the subject had to keep very still and their eyes
closed during acquisition of the structured lighting patterns for the
separation. We, however, note that there are some visible color dif-
ferences between the results of separation with the TPLF camera
and separation with structured lighting. These color differences can
be mainly attributed to differences in color temperatures of the two
respective illumination systems (LED hemisphere vs projector),
as well as differences in respective camera color response curves
c© 2016 The Author(s)
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(a) 50%:50% (b) 60%:40% (c) 70%:30% (d) [GHP∗08]
Figure 12: Comparison of shallow and deep separation with single-
shot TPLF imaging and the multi-shot technique of Ghosh et
al. [GHP∗08]. (a – c) Different split ratios of intensity averaging
(brighter (shallow+deep)% : darker (deep)%) with TPLF imaging.
(d) Separation with phase shifted structured lighting patterns.
(the data for structured light based separation was acquired using a
Canon DSRL camera). The color reproduction with the Lytro cam-
era is not as vivid because it is based on our own implementation
of demosaicing which may not be optimal.
Finally, we analyze the quality of layered reflectance separation
with TPLF imaging under various other illumination setups that are
commonly available. Figure 13 presents results of single-shot lay-
ered reflectance separation on a subject’s face lit from the side with
uniform illumination from a 32” desktop LCD panel (top row), a
set of four point light sources (with two on each side) approximat-
ing a typical photometric stereo setup (center row), and finally lit
with only a single point light source from the front (bottom row).
Here, we simply used smartphone LED flashes as the point light
sources in our experiment. Note that the LCD panel already emits
(vertical) linearly polarized illumination so we did not need to ex-
plicitly polarize it for the measurement. We mounted plastic lin-
ear polarizer sheets (vertically oriented) in front of the phone LED
flashes for the other measurements. Among these, employing uni-
form illumination emitted by the LCD panel resulted in the highest
quality of separation, particularly for shallow and deep scattering.
Such an illumination setup could also be used in conjunction with
passive facial capture systems such as that employed by Bradley et
al. [BHPS10]. Furthermore, our method also achieves good quali-
tative layered reflectance separation under just a set of point light
sources (and even with a single point light) which has not been
previously demonstrated. We believe this can be very useful for ap-
pearance capture with commodity facial capture setups. We how-
ever note that the separation results with the point light sources
suffer from poorer signal-to-noise ratio due to the larger dynamic
range between the specular highlight and the diffuse reflectance
compared to when using spherical or extended (LCD) illumination.
(a) Specular (b) Single scatt. (c) Shallow (d) Deep
Figure 13: Layered reflectance separation with single-shot TPLF
imaging under various illumination conditions. Top-row: uniform
LCD panel illumination. Center-row: Four point lights. Bottom-
row: Single point light.
5.1. Limitations and discussion
Since our TPLF photography is based on light field imaging, it suf-
fers from the classical issue of resolution trade-off with a light field
camera. However, the good news is that light field camera resolu-
tion is rapidly increasing, e.g., the Lytro Illum now has 2K spa-
tial resolution. The Lytro camera does not provide an official way
to manipulate the raw light field photograph, so we implemented
our own microlens sampling and color demosaicing pipeline. This
clearly leads to sub-optimal results as we could not obtain precise
information on microlens position for precise pixel sampling and
also colors are not reproduced as vividly as desirable. The color
reproduction can be improved by measuring a color chart with the
TPLF camera and transforming measured color values to sRGB
color space. Our separation assumes that the incident illumination
is polarized with its axis either vertically or horizontally oriented
in order to match the orientation of our two-way polarizer. Fortu-
nately, this is not very hard to achieve in practice with many illu-
mination setups. The TPLF camera also has a restricted dynamic
range compared to DSLR cameras which is why it is currently
more suitable for acquisition with spherical or extended illumina-
tion compared to point light sources. However, we expect this dy-
namic range issue to be resolved with improvements in light field
camera technology.
We currently emperically set the intentisty thresholds for layered
reflectance separation. Further research would be required to relate
such separation thresholds to physiological characteristics of reflec-
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tion and scattering of light in various layers of skin. We also sim-
ply render skin appearance with hybrid normal rendering approach
using the separated reflectance albedos and photometric normals.
However, many rendering systems instead implement full blown
subsurface scattering simulations to achieve translucency effects.
Besides scattering albedos, such a rendering approach requires an
estimate of translucency (diffuse mean free path) which we do not
currently measure. However, the approach of Zhu et al. [ZGP∗13]
could be employed with our data to estimate per pixel translucency
from four measurements under polarized spherical gradient illu-
mination. Furthermore, our separation of diffuse albedo and nor-
mals into shallow and deep scattering albedo and normals might
enable estimation of layered translucency parameters for rendering
shallow and deep scattering using such an approach. Our imaging
approach for layered reflectance separation may also have applica-
tions in other domains such as cosmetics where the technique could
be applied to separate a cosmetic layer from the underlying skin re-
flectance or applications in industrial or cultural heritage sectors for
separation of layered materials such as paints or pigments.
6. Conclusion
To summarize, we propose a novel computational photography
method for single-shot separation of diffuse and specular re-
flectance as well as more fine grained separation of layered re-
flectance using a two-way polarized light field camera. Our imag-
ing approach allows estimation of diffuse, specular, single scatter-
ing, shallow scattering, and deep scattering albedos from a sin-
gle photograph captured under uniform polarized illumination.
We further demonstrate novel layered separation of photometric
normals acquired using polarized spherical gradient illumination
with just three additional photographs. Thus, our approach signif-
icantly reduces the number of required measurements for layered
reflectance acquisition compared to existing multi-shot techniques
while enabling novel appearance editing applications with layered
reflectance and normal maps. We also demonstrate our single-shot
reflectance separation technique to work well in practice with a va-
riety of commodity illumination setups. This can be very useful
for appearance acquisition with commodity facial capture setups
that employ passive imaging. Our method could be extended in the
future to estimate more complete reflectance information such as
parameters to describe a full BRDF or a BSSRDF with a com-
bination of appropriate light field filtering and controlled illumi-
nation. And the proposed layered reflectance separation approach
could have applications in various other domains such as dermatol-
ogy/cosmetics, automotive or cultural heritage applications.
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