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Taming the α-vacuum
Hael Collins∗ and R. Holman†
Department of Physics, Carnegie Mellon University, Pittsburgh PA 15213
An interacting scalar field theory in de Sitter space is non-renormalizable for a generic α-vacuum
state. This pathology arises since the usual propagator used allows for a constructive interference
among propagators in loop corrections, which produces divergences that are not proportional to
standard counterterms. This interference can be avoided by defining a new propagator for the α-
vacuum based on a generalized time-ordering prescription. The generating functional associated
with this propagator contains a source that couples to the field both at a point and at its antipode.
To one loop order, we show that a set of theories with very general antipodal interactions is causal
and renormalizable.
PACS numbers: 04.62.+v,11.10.Gh,98.80.Cq,98.80.Qc
I. INTRODUCTION
The cosmological significance of de Sitter space, both
in its importance as a limit of the slow-roll regime of in-
flation and its possible role in the future evolution of the
universe, has enhanced the need for a deeper understand-
ing of interacting field theory in a de Sitter background.
The geometry of de Sitter space allows for a family of in-
equivalent vacuum states which can be parameterized by
a complex number α and which are therefore called the α-
vacua [1, 2, 3, 4]. Among these vacua, only one—the Eu-
clidean or Bunch-Davies vacuum [5]—matches with the
flat space vacuum at distances much shorter than the
natural length scale associated with the curvature of de
Sitter space. Due to this property, this vacuum has been
assumed to be the correct vacuum state during inflation.
The vacuum state during inflation is important since
it can provide a window to Planck scale physics which
is more sensitive to the new physics than effects coming
from subleading operators calculated in the Euclidean
vacuum. From an effective theory perspective, higher
dimension operators in the Euclidean vacuum [6] gener-
ically give effects suppressed by H2/M2, where M is
the scale of new physics. These would be unobserv-
able unless the Hubble scale during inflation, H , is quite
large. However, depending on how the vacuum state is
set at the scale M , the state during inflation is gener-
ally more sensitive to new physics; deviations from the
cosmic microwave background (CMB) power spectrum
for the Euclidean tree level result are only suppressed by
H/M [7, 8, 9, 10, 11, 12, 13]. Loop effects in a non-
thermal vacuum state can in some models be enhanced
even further, scaling as M/H [14]. Once the CMB has
been measured sufficiently well to see deviations from the
tree-level Euclidean result, it will be important to sepa-
rate what these deviations indicate about the inflationary
Lagrangian and what they reveal about the vacuum state
during inflation.
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To address the role of non-thermal states in inflation,
such as the α-vacua of de Sitter space, requires a self-
consistent construction for the quantum theory in one of
these states. For example, the usual description of per-
turbation theory in de Sitter space is guided by an intu-
ition based on quantum field theory in Minkowski space.
The pathologies which appear for an interacting theory
in an α-vacuum, may indeed signal that the α-vacuum
states cannot be used other than as a free theory, but
these pathologies might also indicate that the standard
formulation of perturbation theory must be modified for
an α-vacuum.
The breakdown of an interacting scalar theory in an
α-vacuum is quite dramatic. New divergences appear
which, unlike those in the Euclidean vacuum, cannot be
renormalized [15]. Self-energy graphs in a theory with
a cubic interaction produce pinched singularities [16] or
require peculiar non-local counterterms [17]. To arrive at
these pathologies, the Feynman propagator used for the
original α-vacuum is the Green’s function associated with
a single point source. When the propagator is modified to
include an additional source at the antipode as well, the
self-energy diagrams are free of the non-renormalizable
divergences [18, 19, 20]. The correlation of events at
antipodal points renders the theory non-local. However,
it is not immediately clear whether this non-locality leads
to any inconsistencies; for example, whether observers
in a restricted patch see any breakdown of causality or
locality with respect to events within their horizon.
Here we study an interacting scalar field theory in a
pure de Sitter background to learn whether the diver-
gences that appear in the α-vacuum can be tamed when
the Feynman propagator or, equivalently, the generating
functional of the theory is modified. Since an interact-
ing theory in a Euclidean vacuum is renormalizable, the
only constraint is that these modifications should vanish
in the Euclidean limit. This construction generalizes and
extends that which appears in [19, 20]. In this article,
we shall derive the generating functional in more detail,
demonstrating that theories with non-local interactions
of the general form,
L = 12gµν∂µΦ(x)∂νΦ(x) − 12m2Φ2(x)
2−
∑
p+q≤4
cp,qΦ
p(x)Φq(xA), (1.1)
where xA is the antipode to x, are causal and renor-
malizable at the level of the one loop self-energy dia-
grams. Our construction adapts the Schwinger-Keldysh
approach [21, 22, 23] to this setting, which is required
since de Sitter space lacks an S-matrix description.
In the next section, we develop the path integral
description for an interacting scalar field theory in a
de Sitter background with sources at antipodal points.
This construction is first described in a coordinate-
independent form. Section III derives the explicit form
of the modified α propagator in the patch covered by in-
flationary coordinates. In section IV, we study the one
loop self-energy correction from a cubic interaction for
both a theory with local and a theory with a special set
of antipodal interactions, showing that both are causal
and renormalizable, before considering the most general
set of antipodal interactions in section V. Section VI
presents our conclusions.
II. A DOUBLE-SOURCE α-VACUUM
A. The α propagator
We shall explicitly refer to antipodal points when we
construct the propagator for the α-vacuum. It is there-
fore initially convenient to use a coordinate system that
covers the entire de Sitter space-time such as global co-
ordinates [24],
ds2 = dτ2 − cosh2 τ dΩ2 τ ∈ [−∞,∞], (2.1)
or conformal coordinates,
ds2 =
dT 2 − dΩ2
cos2 T
T ∈ [−π/2, π/2]; (2.2)
dΩ2 is the metric of the 3-sphere. If we denote the time
coordinate generically by t, the antipodal map, A : x 7→
xA, is explicitly realized for either of these coordinate
systems by
A : (t,Ω) 7→ (−t,ΩA), (2.3)
where ΩA represents the antipode on the 3-sphere to the
point whose angular coordinates are represented by Ω.
Consider a free massive scalar Φ(x) propagating in de
Sitter space. Expanding the field in a complete set of
mode functions, φEn (x),
Φ(x) =
∑
n
[
φEn (x) a
E
n + φ
E∗
n (x) a
E†
n
]
, (2.4)
we can define the vacuum to be the state annihilated by
aEn . The mode functions are the solutions to the Klein-
Gordon equation and the Euclidean vacuum state |E〉 is
defined by the linear combination of the solutions to this
equation that matches with the flat space vacuum modes
when the curvature of de Sitter space is taken to vanish.
The Euclidean vacuum is also the unique vacuum whose
Wightman function
GE(x, x
′) = 〈E|Φ(x)Φ(x′)|E〉 =
∑
n
φEn (x)φ
E∗
n (x
′),
(2.5)
is analytic on the Euclidean sphere. The Wightman func-
tion depends only on the de Sitter invariant distance be-
tween x and x′ [3, 4, 25]. To demonstrate later the de
Sitter invariance of the α-vacuum Wightman function, it
is useful to choose the mode functions so that
φEn (xA) = φ
E∗
n (x). (2.6)
To study quantum field theory in this geometry, we in-
troduce the Feynman propagator, GEF (x, x
′). Since the
Euclidean vacuum becomes the flat space vacuum at
short distances, it is most sensible to define the Feyn-
man propagator as the Green’s function associated with
a single point source,
[∇2x +m2]GEF (x, x′) = δ4(x− x′)√−g(x) , (2.7)
just as in flat space. The solution to this equation is then
given by
− iGEF (x, x′) ≡ 〈E|T
(
Φ(x)Φ(x)
)|E〉
= Θ(t− t′)GE(x, x′)
+Θ(t′ − t)GE(x′, x). (2.8)
Despite being the unique state which is flat at short
distances, the Euclidean vacuum is not the unique de
Sitter invariant state. Mottola [3] and Allen [4] showed
that there exists a one parameter family of vacua, |α〉,
defined by
aαn |α〉 = 0, (2.9)
where aαn is a Bogolubov transformation of the Euclidean
operators,
aαn = Nα
[
aEn − eα
∗
aE†n
]
. (2.10)
Here, α is a complex number with Reα < 0 and the nor-
malization is chosen to preserve the form of the canoni-
cal commutation relation of the creation and annihilation
operators of the α-vacuum,
Nα =
(
1− eα+α∗
)−1/2
. (2.11)
The Wightman function associated with this vacuum,
Gα(x, x
′) = 〈α|Φ(x)Φ(x′)|α〉, (2.12)
also only depends on the de Sitter invariant distance
Z(x, x′) between x and x′. The reason is that the dis-
tance between xA and x
′ can be expressed in terms of
the distance between x and x′,
Z(xA, x
′) = −Z(x, x′). (2.13)
3The transformation that defines aαn also relates the mode
functions for the α-vacuum to those of the Euclidean vac-
uum,
φαn(x) = Nα
[
φEn (x) + e
αφE∗n (x)
]
. (2.14)
Using this equation with Eq. (2.6), the αWightman func-
tion becomes
Gα(x, x
′) = N2α
[
GE(x, x
′) + eα+α
∗
GE(x
′, x)
+eαGE(xA, x
′) + eα
∗
GE(x
′, xA)
]
. (2.15)
In this form, the de Sitter invariance of the Euclidean
Wightman function combined with Eq. (2.13) implies
that the α Wightman function also only depends on
Z(x, x′).
The proper definition of the Feynman propagator in an
α-vacuum is more subtle. If we were to define the time-
ordered propagator in the α-vacuum by a straightforward
generalization of the Euclidean vacuum definition, i.e.
〈α|T (Φ(x)Φ(x′))|α〉 ?∼ Θ(t− t′)Gα(x, x′)
+Θ(t′ − t)Gα(x′, x), (2.16)
then the appearance of the opposite ordering of the
points in the pairs of terms in the first and second lines
of Eq. (2.15) would lead to incompatible orderings in
Eq. (2.16). The effects of this pathology become appar-
ent when we attempt to use this propagator as a basis
for perturbation theory in the α-vacuum. When studying
the loop corrections in an interacting theory, interference
between the opposite orderings produce either pinched
singularities [16] or non-renormalizable divergences [15].
From a global perspective, the α Wightman function
contains antipodal information but the time-ordering, as
indicated by the Θ-functions in Eq. (2.16), does not.
This inconsistency suggests that we should generalize the
time-ordering used for propagation in an α-vacuum so
that we obtain a renormalizable theory.
We construct a new α-dependent operator Tα to dis-
entangle the conflicting time-orderings which would oc-
cur in Eq. (2.16). Since the Euclidean vacuum smoothly
matches onto the Minkowski vacuum, Tα should revert
to the usual definition in the Euclidean limit,
lim
α→−∞
〈α|Tα (Φ(x)Φ(x′)) |α〉 = −iGEF (x, x′). (2.17)
The constructive interference of the opposite point-
orderings in Eq. (2.15) is avoided by defining
Tα
(
Φ(x)Φ(x′)
)
= Θα(t, t
′)Φ(x)Φ(x′)
+[Θα(t
′, t)]∗ Φ(x′)Φ(x)
+ΘAα (tA, t
′)Φ(xA)Φ(x′)
+[ΘAα (t
′, tA)]∗ Φ(x′)Φ(xA) (2.18)
where
Θα(t, t
′) ≡ 1
1− e2α
[
Aα
[
Θ(t− t′) + e2αΘ(t′ − t)]
−Bαeα [Θ(tA − t′) + Θ(t′ − tA)]
]
ΘAα (tA, t
′) ≡ 1
1− e2α
[
Bα
[
Θ(tA − t′) + e2αΘ(t′ − tA)
]
−Aαeα [Θ(t− t′) + Θ(t′ − t)]
]
.
(2.19)
The weighting factors, Aα and Bα, are assumed to be
real. As long as
lim
α→−∞
Aα = 1 and lim
α→−∞
Bα = 0, (2.20)
Tα reduces to the ordinary time-ordering operator.
This choice is the essentially unique time ordering
prescription—up to the choice of the constants Aα and
Bα—that does not lead to a phase-cancelling interference
in products of propagators.
The expectation value of the Tα-ordered product of two
fields defines the propagator for the α-vacuum. Despite
the complicated form of Eq. (2.19), the α propagator has
a simple expression in terms of the Euclidean propaga-
tors; using Eq. (2.18) and Eq. (2.15) yields
〈α|Tα
(
Φ(x)Φ(x′)
)|α〉
= −iAαGFE(x, x′)− iBαGFE(xA, x′). (2.21)
If we define the α Feynman propagator by
〈α|Tα
(
Φ(x)Φ(x′)
)|α〉 ≡ −iGFα (x, x′), (2.22)
then from the equation for the Euclidean propagator
(2.7) we see that the α propagator corresponds to having
two sources, at x and its antipode xA, weighted appro-
priately,
[∇2x +m2]GFα (x, x′) = Aα δ4(x − x′)√−g(x) +Bα δ
4(xA − x′)√−g(xA) .
(2.23)
Notice that when
Aα = N
2
α(1 + e
α+α∗)
Bα = N
2
α(e
α + eα
∗
) (2.24)
we have the propagator structure obtained in [19] using
a real time-ordering prescription while
Aα = N
2
α(1 + e
α+α∗)
Bα = 2N
2
αe
α (2.25)
corresponds to the propagator for the ‘squeezed states’
of [20]. The propagator defined by Eq. (2.23) contains
sources at both x and its antipode xA unlike the original
definition of the Feynman propagator in [3, 4, 15, 16, 17]
which only included a source at x. Although this corre-
lation of events at a point and its antipode is manifestly
non-local, this non-locality is of a restricted, global form
since a generic point in de Sitter space and its antipode
are always causally disconnected.
4The action of Tα on products of more than two fields
can be defined implicitly once we have constructed a path
integral formulation which reproduces Eq. (2.22). One of
the advantages of defining Tα as above is that it acts
on the fields directly, before we have taken the expecta-
tion value in an α-vacuum, unlike the time-orderings [20]
which were defined to act on matrix elements.
B. The path integral: free theory
The double source propagator for the α-vacuum has
a natural formulation in terms of a path integral. The
construction of the path integral is useful since once we
have found the proper form for the free field generating
functional, it is a simple matter to generalize to the inter-
acting case for the Schwinger-Keldysh formalism. In this
section we find the generating functional which yields the
α propagator introduced in the Eq. (2.22).
Since the α propagator contains two sources, let us
define the generating functional to be
Wα0 [J ] =
∫
DΦ ei
∫
d4x
√−g [L0+(aαJ(x)+bαJ(xA))Φ(x)].
(2.26)
The free Lagrangian is
L0 = 12gµν∂µΦ∂νΦ− 12m2Φ2. (2.27)
The current couples to the field at both x and xA with
weightings aα and bα respectively. Matching onto the
Euclidean limit fixes aα → 1 and bα → 0 as α→ −∞, so
that we obtain the correct Euclidean propagator,
〈E|T (Φ(x)Φ(x′))|E〉
=
[
−i δδJ(x)
] [
−i δδJ(x′)
]
WE0 [J ]
∣∣
J=0
=
∫
DΦΦ(x)Φ(x′)ei
∫
d4y
√−gL0 . (2.28)
The α propagator is then obtained by taking the func-
tional derivative of the two source generating functional,[
−i δδJ(x)
] [
−i δδJ(x′)
]
Wα0 [J ]|J=0
= (a2α + b
2
α) 〈E|T
(
Φ(x)Φ(x′)
)|E〉
+2aαbα 〈E|T
(
Φ(xA)Φ(x
′)
)|E〉. (2.29)
Here we have used the relation
〈E|T (Φ(xA)Φ(x′A))|E〉 = 〈E|T (Φ(x)Φ(x′))|E〉, (2.30)
assuming that the ordering of the antipodal times is
the opposite of that of the original points. Matching
Eq. (2.29) with Eq. (2.21) determines the weightings for
the currents,
aα =
1√
2
[
Aα +
√
A2α −B2α
]1/2
bα =
1
2
Bα
aα
, (2.31)
which fixes the path integral definition of the propagator
in the α-vacuum,
〈α|Tα
(
Φ(x)Φ(x′)
)|α〉
=
[
−i δδJ(x)
] [
−i δδJ(x′)
]
Wα0 [J ]|J=0 . (2.32)
The Wightman functions for the theory are still es-
sentially those of the usual α-vacuum. What has been
altered is the definition of the propagator—from the per-
spective of the path integral formulation—or the time-
ordering—from the canonical perspective. Since the
propagator can be written in terms of the Euclidean prop-
agators, GFE(x, x
′) and GFE(xA, x
′), the α propagator is
still manifestly de Sitter invariant.
The generating functional can alternately be written
without the coupling between the field and source by
completing the square in the exponent,
Φ′(x) = Φ(x) − 1
a2α − b2α
∫
d4y
√−g GFα (x, y) (2.33)
× [aα J(y)− bα J(yA)] ,
so that
Wα0 [J ] = N0e
i
2
∫
d4x
√−g ∫ d4y√−g J(x)GFα (x,y)J(y) (2.34)
with
N0 ≡
∫
DΦ′ e− i2
∫
d4x
√−gΦ′[∇2+m2]Φ′ . (2.35)
To obtain the correctly normalized propagator starting
from either form of the generating functional, Eq. (2.26)
or Eq. (2.34), set N0 = 1.
C. The path integral: interactions
In an interacting theory, the generating functional is
given by
Wα[J ] = N
∫
DΦ ei
∫
d4x
√−g [L+(aαJ(x)+bαJ(xA))Φ(x)].
(2.36)
with
1
N =
∫
DΦ ei
∫
d4x
√−gL (2.37)
where now the Lagrangian contains an interacting piece,
L[Φ(x)] = L0[Φ(x)] + LI [Φ(x)]. (2.38)
Note that here we have assumed that LI only includes lo-
cal interactions. We next define the following functional
derivative
δ
δJ (x) ≡
1
a2α − b2α
[
aα
δ
δJ(x)
− bα δ
δJ(xA)
]
, (2.39)
5which allows us to separate the interacting piece of the
Lagrangian from the free theory generating functional,
Wα[J ] = N ei
∫
d4x
√−gLI [−i δδJ (x) ]Wα0 [J ]. (2.40)
Because a different functional derivative is used to pro-
duce local interactions and to extract a field, Tα-ordered
matrix elements involve several types of propagators de-
pending on whether it is external or wholly internal. For
example, a general n-point Green’s function is given by
Gnα(x1, . . . , xn) = 〈α|Tα
(
Φ(x1) · · ·Φ(xn)
) |α〉 (2.41)
=
[
−i δδJ(x1)
]
· · ·
[
−i δδJ(xn)
]
N ei
∫
d4x
√−gLI [−i δδJ (x) ]Wα0 [J ]
∣∣∣
J=0
.
The propagator between two internal points, because it
only contains J -derivatives,[
−i δδJ (x)
] [
−i δδJ (x′)
]
Wα0 [J ]
∣∣∣
J=0
= −iGFE(x, x′),
(2.42)
actually yields a Euclidean propagator while a propaga-
tor between an internal and an external point produces
a mixed propagator,
− iGFm(x, x′) ≡
[
−i δδJ(x)
] [
−i δδJ (x′)
]
Wα0 [J ]
∣∣∣
J=0
= −i [aαGFE(x, x′) + bαGFE(xA, x′)] .(2.43)
It is the fact that the internal propagators are Euclidean
that leads to the renormalizability of the Green’s func-
tions based on the double source generating functional of
Eq. (2.36). All the α-dependence in the Green’s functions
is generated by the external legs.
In writing the interacting generating functional in
Eq. (2.40), we have assumed that all the terms in the
interacting part of the Lagrangian are local. However, in
order to produce a propagator that does not produce the
the divergences seen in the original α-vacuum of [3, 4],
we have already included a specific non-local source in
the term J(xA)Φ(x). If we relax our requirement on the
locality of the interactions as well, we can include inter-
actions of the form,
LI =
∑
n
cnΦ˜
n(x). (2.44)
where we have defined
Φ˜(x) ≡ aαΦ(x) + bαΦ(xA). (2.45)
Note that the coefficients of the two terms on the right
side of this definition are the same as the coefficients of
the non-local source terms in the free field generating
functional in Eq. (2.26). Such theories are particularly
interesting [19] since then the generating functional has
a simple structure
WαA [J ] = N ei
∫
d4x
√−g ∑n cn[−i δδJ(x) ]nWα0 [J ]. (2.46)
In this case, both internal and external propagators are
the α propagators given in Eq. (2.21). Here, the renor-
malizability of the theory is less trivial since internal
loops are not only composed of Euclidean propagators
as in Eq. (2.40). Later we shall examine the Green’s
functions for a theory with these special non-local inter-
actions to show that they too are causal and renormal-
izable before we consider the most general interacting
theory containing arbitrary products of powers of Φ(x)
and Φ˜(x).
D. Finite time evolution
So far we have written the generating functional appro-
priate for an S-matrix calculation, which is ill-defined for
de Sitter space. The Schwinger-Keldysh [21, 22, 23] for-
malism evades the necessity of using asymptotic ‘in’ and
‘out’ states by solving for the evolution of a matrix el-
ement from a given initial state defined at an arbitrary
time. The application of this formalism to de Sitter space
is described in detail in [15].
The principal difference between the Schwinger-
Keldysh and the S-matrix approaches is that in the lat-
ter we evaluate the expectation values between an ‘in’
state and an ‘out’ state, which is obtained by acting
upon the ‘in’ state with a single time-evolution opera-
tor, U(∞,−∞),
〈out|O(t)|in〉 = 〈in|U †(∞,−∞)O(t)|in〉. (2.47)
In flat space this is a sensible definition since we have
a global time-like Killing vector through which we can
relate these asymptotic ‘in’ and ‘out’ states. In the
Schwinger-Keldysh formulation, we instead evaluate the
expectation value of an operator at a time t by time evolv-
ing both states so that we are essentially examining an
‘in’-‘in’ expectation value,
〈Ψ′(t)|O(t)|Ψ(t)〉
= 〈Ψ′(t0)|U †(∞, t0)O(t)U(∞, t0)|Ψ(t0)〉. (2.48)
Since both states are time-evolved from initial states
specified at t0, the matrix element includes two insertions
of the time evolution operator, one of which is conjugated
since it acts on the 〈Ψ′| state. To simplify the calculation,
both time-evolution operators can be formally combined
into a single time-ordered operator, which we integrate
over a closed time contour from t0 to∞ and then back to
t0, as shown in Fig. 1. This procedure effectively doubles
the field content of the theory with the fields associated
with the forward part of the contour labeled by Φ+ while
fields on the reversed part of the contour are labeled by
Φ−. Since the ∞ to t0 part of the contour on which the
Φ− fields live is associated with the 〈Ψ′| state, events on
this part of the contour are assumed to always occur after
and in the opposite order as those on the t0 to∞ portion
of the contour. The reversal of the time ordering follows
from the conjugation of the operator U †(∞, t0). Note
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FIG. 1: The contour used to evaluate the evolution of op-
erators over a finite time interval. Here we have shown the
contour doubling for global coordinates, Eq. (2.1), but an
analogous prescription is used for any coordinate system. The
initial state is specified at τ0 and is evolved until τ . We dou-
ble the field content so that separate copies of the fields are
used for the upper and lower parts of the contour.
that the two time evolution operators associated with
the 〈Ψ′| state and the |Ψ〉 state cancel over the interval
from t to ∞ so that the evolution remains causal.
To incorporate this approach for evaluating matrix el-
ements into a path integral representation, we general-
ize the generating functional to include currents for both
parts of the contour, J+(x) and J−(x). The Schwinger-
Keldysh generating functional is then given by
Wα[J+, J−] (2.49)
= N ei
∫
t′
t0
d4x
√−g
{
LI
[
−i δ
δJ+(x)
]
−LI
[
−i δ
δJ−(x)
]}
×Wα0 [J+, J−].
Here the most useful expression for the free generating
functional is given by generalizing Eq. (2.34),
Wα0 [J
+, J−] = e
i
2
∫
d4x
√−g ∫ d4x′√−g Ja(x)Gabα (x,x′)Jb(x′)
(2.50)
where the labels refer to the upper or lower part of the
contour, a, b = +,−. The time-ordering along the con-
tours is assumed to be preserved under the antipode map-
ping in a global coordinate system.
The case of a coordinate patch which only covers part
of de Sitter space is more subtle since the antipodal time
may lie in a different coordinate patch. However, such
cases must be addressed since it is possible to define an
α-vacuum even in a non-global coordinate system and
moreover global coordinates are rarely used for cosmo-
logical calculations. In the next section, we construct the
correct time orderings needed for conformally flat coor-
dinates which cover the same region of de Sitter space
as inflationary coordinates. There, we define the proper
form of the contour propagators, Gabα (x, x
′).
III. THE INFLATIONARY PATCH
The standard coordinates used in inflation,
ds2 = dt2 − e2Ht d~x2 t ∈ [−∞,∞], (3.1)
can be written in a conformally flat form,
ds2 =
dη2 − d~x2
H2η2
η ∈ [−∞, 0], (3.2)
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FIG. 2: The Penrose diagram for de Sitter space showing
the region covered by inflationary coordinates which has been
left unshaded. The past and future null infinity surfaces are
denoted by I− and I+. The Schwinger-Keldysh approach
evolves a matrix element for an initially specified state at η0
forward to an arbitrary later time η.
by defining η = −H−1e−Ht. H is the Hubble constant
and is related to the cosmological constant by Λ = 6H2.
This coordinate system covers only half of de Sitter space.
The other half of the space is covered by a set of coordi-
nates with η → −η.
In principle, we should use separate sets of spatial co-
ordinates on each patch,
x ∈ dS4 =
{
(η, ~x) if η ∈ [−∞, 0]
(η, ~xA) if η ∈ [0,∞] . (3.3)
Here the subscript on ~xA is only a label and does not
correspond to taking any spatial antipode as was done in
the case of the global coordinates, Eq. (2.3). Under the
antipodal map
A : (η, ~x) 7→ (−η, ~xA). (3.4)
We arrange our coordinatization of the η ∈ [0,∞] patch
so that the antipode is labeled formally by the same co-
ordinate value in the spatial part, ~xA = ~x. In studying
quantum field theory in a de Sitter background, we shall
only consider events x in the patch with η ∈ [−∞, 0]
where the only information from the other patch appears
through the image sources at xA used to construct the α
propagator. The generating functional can then be writ-
ten in terms of conformal time integrals only over half of
de Sitter space,
Wα0 [J
+, J−] = exp
{
i
2
∫ 0
η0
dη
η4
∫ 0
η0
dη′
η′4
∫
d3~xd3~x′ (3.5)
[
Ja(η, ~x)Gabα (η, ~x; η
′, ~x′)Jb(η′, ~x′)
]}
.
The interacting theory generating functional based on
Wα0 [J
+, J−] evolves a state defined at an initial time sur-
face, η0, to some future time η as shown in Fig. 2. This
approach avoids the need to define asymptotic ‘in’ and
‘out’ states on the past and future null infinity surfaces
I− and I+, respectively.
In conformally flat coordinates the spatial symmetry
greatly simplifies the form of the mode expansion of a
7free scalar field,
Φ(η, ~x) =
∫
d3~k
(2π)3
[
UEk (η)e
i~k·~xaE~k + U
E∗
k (η)e
−i~k·~xaE†~k
]
,
(3.6)
where the mode functions UEk (η) satisfy the Klein-
Gordon equation,[
η2∂2η − 2η∂η + η2k2 +m2H−2
]
UEk (η) = 0, (3.7)
and where k = |~k|. The correct linear combination of
the solutions to this equation that matches onto the
Minkowski space vacuum in the H → 0 limit is, up to
an arbitrary phase, [15]
UEk (η) =
√
π
2
Hη3/2H(2)ν (kη) (3.8)
where H
(2)
ν (kη) is a Hankel function with
ν =
√
9
4
− m
2
H2
. (3.9)
Once we have determined the form of the Euclidean mode
functions, we set H = 1. The spatial flatness of the met-
ric also ensures that the Wightman function only depends
on the difference of the spatial coordinates; in the mo-
mentum representation of the spatial part, the Wightman
function becomes
GE(x, x
′) =
∫
d3~k
(2π)3
ei
~k·(~x−~x′)GEk (η, η
′) (3.10)
with
GEk (η, η
′) = UEk (η)U
E∗
k (η
′) (3.11)
The momentum representation of the Euclidean Feyn-
man propagator in conformally flat coordinates,
GFk (η, η
′) =
∫
d3~x e−i
~k·(~x−~x′)GFE(η, ~x; η
′, ~x′), (3.12)
which solves Eq. (2.7), is
GFk (η, η
′) = Θ(η − η′)G>k (η, η′) + Θ(η′ − η)G<k (η, η′).
(3.13)
From the Schwinger-Keldysh perspective, it is useful
to denote the different time-orderings in the Wightman
functions with the >(<) superscript rather than in the
arguments,
G>k (η, η
′) = iGEk (η, η
′) = iUEk (η)U
E∗
k (η
′)
G<k (η, η
′) = iGEk (η
′, η) = iUEk (η
′)UE∗k (η). (3.14)
In addition to a Feynman propagator between points
in the same coordinate patch, the α-vacuum propagator
in Eq. (2.21) also contains a propagator between xA and
x′. To represent these terms, we can use the same mode
functions as above evaluated at the ‘antipodal time’,
GFE(xA, x
′) =
∫
d3~k
(2π)3
ei
~k·(~x−~x′)GFk (−η, η′), (3.15)
where
GFk (−η, η′) = Θ(−η − η′)G>k (−η, η′)
+Θ(η′ + η)G<k (−η, η′). (3.16)
In the conformally flat patch, η, η′ < 0 so that the first Θ-
function is always unity while the second always vanishes.
Thus
GFk (−η, η′) = G>k (−η, η′) = iUEk (−η)UE∗k (η′). (3.17)
To obtain mode functions which behave correctly under
the antipodal map defined in Eq. (3.4), note that the
mode functions U˜Ek (ηA) for the antipodal patch, where
ηA ∈ [0,∞], satisfy the same Klein-Gordon equation
(3.7). From the reversal of the sign of the time coordinate
in the antipodal patch, the correct linear combination of
the general solutions to the Klein-Gordon equation which
matches onto the flat vacuum at short distances is
U˜Ek (ηA) = e
iπ(ν− 12 )
√
π
2
η
3/2
A H
(1)
ν (kηA). (3.18)
The phase has been chosen so that these mode functions
match those in the η ∈ [−∞, 0] patch under the antipodal
map, ηA = −η,
UEk (−η) = U˜Ek (−η), (3.19)
so that we can formally extend the mode functions UEk (η)
to encompass the entire de Sitter space-time.
The important feature of the point-antipode part of
the α propagator is that its behavior is fixed before ex-
tending to the full closed time path. In the specific ex-
ample discussed in the next section, we shall see that
this choice establishes the correct convention to obtain
a causal evolution of the matrix elements over finite in-
tervals. Therefore, the four contour propagators which
appear in the free generating functional in Eq. (3.5) are
G++k (η, η
′) = A[Θ(η − η′)G>k (η, η′)
+Θ(η′ − η)G<k (η, η′)
]
+ BG>k (−η, η′)
G−−k (η, η
′) = A[Θ(η′ − η)G>k (η, η′)
+Θ(η − η′)G<k (η, η′)
]
+ BG>k (−η, η′)
G−+k (η, η
′) = AG>k (η, η′) + BG>k (−η, η′)
G+−k (η, η
′) = AG<k (η, η′) + BG>k (−η, η′) (3.20)
where
A = 1 B = 0 (3.21)
for a Euclidean propagator,
A = aα B = bα (3.22)
for a mixed propagator and
A = Aα B = Bα (3.23)
for an α propagator.
8It is helpful in some instances to consider a massless,
conformally coupled scalar field, which corresponds to
an effective mass parameter of m2 = 2 or ν = 12 . In this
case, the Euclidean mode functions simplify to
UEk (η)
∣∣
ν=1/2
=
i√
2k
ηe−ikη. (3.24)
In terms of the de Sitter invariant distance,
Z(x, x′) =
η2 + η′2 − |~x− ~x′|2
2ηη′
, (3.25)
the Euclidean Feynman propagator is then given by
GFE(x, x
′) = − i
8π2
1
Z − 1− iǫ (3.26)
so that the de Sitter invariance of the Euclidean vacuum
is manifest. The massless, conformally coupled α propa-
gator is
GFα (x, x
′) = − iAα
8π2
1
Z − 1− iǫ +
iBα
8π2
1
Z + 1− iǫ . (3.27)
The second term has resulted from the extra point source
at the antipode. Although it resulted from a non-local in-
teraction in the generating functional, J(xA)Φ(x), it has
resulted in a completely de Sitter invariant propagator.
IV. RENORMALIZATION
In its original form, the α-vacuum leads to non-
renormalizable divergences in the perturbative correc-
tions to processes in an interacting theory. The origin
of these divergences is understood by considering the ul-
traviolet (UV) behavior of Wightman functions which
become directly proportional to phases, G>p (η1, η2) ∝
e−ip(η1−η2) as p → ∞. An α propagator based on
Eq. (2.16) has all four possible types of phases appearing
from the α Wightman functions
iN2α
η1η2
2p
[
e−ip(η1−η2) + eα+α
∗
eip(η1−η2)
−ieαe−iπνeip(η1+η2) + ieα∗eiπνe−ip(η1+η2)
]
. (4.1)
When we have a loop correction, it is possible for an anti-
coherence of the phases among different loop propagators
so that for large values of the loop momentum, there will
be terms in which all of the loop momentum dependence
in the exponents cancels. A given loop correction will
then diverge in the UV if the number of powers of the
loop momentum in the numerator is greater or equal to
the number of loop propagators which scale as p−1, as
seen in Eq. (4.1). In [15] it is shown that this class of
divergences cannot be absorbed by a local counterterm
of the same form as those already present in the theory.
The effect of including two sources in the generating
functional is to remove some of the terms from the α
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FIG. 3: The one loop self-energy correction in a Φ3 theory.
propagator so that this phase cancellation no longer oc-
curs. For a local set of interactions, the loop propagators
reduce to Euclidean propagators as shown in Eq. (2.42).
Then we essentially only have Euclidean Wightman func-
tions
G>p (η1, η2)→
iη1η2
2p
e−ip(η1−η2) (4.2)
in the UV and the time-ordering prevents any construc-
tive phase interference among the loop propagators. It is
still necessary to show that any other divergences, such
as logarithmic divergences in loops containing only two
propagators, can be renormalized since the external legs
are α-dependent [15].
The effect of restricting to only local counterterms for
the double source generating functional is actually more
constraining than necessary if we only insist on obtaining
a causal, renormalizable theory. From the perspective of
Eq. (4.1) it is the interference of the first or third term in
one propagator and second or fourth terms in another, re-
spectively, which leads to a phase cancellation. It should
be necessary to remove only half the terms to eliminate
this possibility. Thus we could consider as well the the-
ory with antipodal non-local interactions as in Eq. (2.44)
which contains extra terms in the propagators, as p→∞,
G˜>p (η1, η2)→
iη1η2
2p
[
Aαe
−ip(η1−η2)−iBαe−iπνeip(η1+η2)
]
(4.3)
where we have defined
G˜>(<)p (η1, η2) ≡ AαG>(<)p (η1, η2) + BαG>p (−η1, η2).
(4.4)
In this section we calculate the first non-trivial correc-
tion to the propagator, Σ
(1)
k (η, η
′), where
〈α|Tα
(
Φ(x)Φ(x′)
) |α〉 (4.5)
= −iGFα (x, x′)− i
∫
d3~k
(2π)3
ei
~k·(~x−~x′)Σ(1)k (η, η
′) + · · ·
for both of these cases to show that both can be renor-
malized by the appropriate counterterms. To analyze the
self-energy correction in the simplest setting, we shall ex-
amine a theory with a cubic interaction since then Σ
(1)
k
corresponds to a one loop graph, shown in Fig. 3.
A. Local interactions
We begin with a cubic local interaction with the asso-
ciated counterterms,
− LI = ρΦ(x) + 12δm2Φ2(x) + 13!λΦ3(x). (4.6)
9The new linear term has been added since the cubic term
explicitly breaks the Φ(x)→ −Φ(x) symmetry which was
present in the free Lagrangian. The correct choice of ρ
cancels all the graphs in perturbation theory which con-
tain a tadpole subgraph. At order λ2, the mass countert-
erm is needed to remove a logarithmic divergence pro-
duced in the self-energy diagram.
Expanding the Schwinger-Keldysh generating func-
tional given in Eq. (2.49) and Eq. (3.5) to order λ2 in
the cubic interaction yields
Σ
(1)
k (η, η
′) (4.7)
= −i λ
2
16π3
∫ 0
η0
dη1
η41
∫ 0
η0
dη2
η42
∫
d3~p[
G++k (η, η1)G
++
p (η1, η2)G
++
|~p−~k|(η1, η2)G
++
k (η2, η
′)
−G++k (η, η1)G+−p (η1, η2)G+−|~p−~k|(η1, η2)G
−+
k (η2, η
′)
−G+−k (η, η1)G−+p (η1, η2)G−+|~p−~k|(η1, η2)G
++
k (η2, η
′)
+G+−k (η, η1)G
−−
p (η1, η2)G
−−
|~p−~k|(η1, η2)G
−+
k (η2, η
′)
]
.
All other diagrams at this order either contain a discon-
nected vacuum to vacuum subgraph, which is cancelled
by the normalization Eq. (2.37), or contain a tadpole
subgraph, which is cancelled by a corresponding graphs
with the tadpole replaced by an insertion of the ρΦ(x)
counterterm provided
ρ =
iλ
16π3
∫
d3~pG>p (η1, η1). (4.8)
This counterterm is constant since it can be rewritten as
ρ =
λ
16π
∫ ∞
0
dξ ξ2
∣∣H(2)ν (ξ)∣∣2. (4.9)
The propagators which contain an external point,
G+±k (η, η1) and G
±+
k (η2, η
′), correspond to mixed prop-
agators while the loop propagators are purely Euclidean.
Despite the appearance of an antipodal conformal time in
these mixed propagators, the theory remains causal since
no information can propagate from times later than η or
η′. This property becomes evident when we expand the
propagators in terms of the Wightman functions, using
Eqs. (2.42)–(2.43),
Σ
(1)
k (η, η
′) = −i λ
2
16π3
∫ 0
η0
dη1
η41
∫ 0
η0
dη2
η42
∫
d3~p (4.10){
a2α
[
Θ(η − η1)Θ(η1 − η2)Θ(η′ − η2) (G>k −G<k )(G>p G>|~p−~k|G
<
k −G<p G<|~p−~k|G
>
k )
+Θ(η − η1)Θ(η2 − η1)Θ(η′ − η2) (G<k G>p G>|~p−~k| −G
>
k G
<
p G
<
|~p−~k|)(G
>
k −G<k )
+Θ(η − η1)Θ(η1 − η2)Θ(η2 − η′) (G>k −G<k )(G>p G>|~p−~k| −G
<
p G
<
|~p−~k|)G
>
k
+Θ(η1 − η)Θ(η2 − η1)Θ(η′ − η2)G<k (G>p G>|~p−~k| −G
<
p G
<
|~p−~k|)(G
>
k −G<k )
]
+aαbα
[
Θ(η − η1)Θ(η1 − η2) (G>k −G<k )(G>p G>|~p−~k| −G
<
p G
<
|~p−~k|)G
>
k (−η2, η′)
+Θ(η2 − η1)Θ(η′ − η2)G>k (−η, η1)(G>p G>|~p−~k| −G
<
p G
<
|~p−~k|)(G
>
k −G<k )
]}
.
To establish the renormalizability of this theory to one
loop order, we shall study the ν = 12 limit since in this
case the Wightman functions reduce to an easily inte-
grated form. Also for purposes of illustration we set
η = η′ to simplify the Θ-function structure of the self-
energy although the value for δm2 chosen cancels the
divergence in when η 6= η′ as well. The loop integral for
the ν = 12 Wightman functions is finite,∫
d3~pG>p (η1, η2)G
>
|~p−~k|(η1, η2) =
iπ
2
(η1η2)
2
η1 − η2 e
−ik(η1−η2),
(4.11)
except when the times η1 and η2 coincide. We shall reg-
ulate this divergence as in [15] by continuing the number
of time dimensions to 1+ǫ in the η2 integration to extract
the ǫ→ 0 pole,
∫ η1
η0
dη2
e2iqη2
η2(η1 − η2) =
e2iqη1
η1
1
ǫ
+ finite. (4.12)
The divergent part of the self-energy graph is then
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Σ
(1)
k (η, η) =
1
ǫ
λ2
16π2
∫ η
η0
dη1
η41
{
a2α
[
G>k (η, η1)G
<
k (η1, η)−G<k (η, η1)G>k (η1, η)
]
(4.13)
+ 2aαbα
[
G>k (η, η1)−G<k (η, η1)
]
G>k (−η1, η)
}
+ finite.
The corresponding contribution from the mass counterterm at leading order, Σδm
2
k (η, η), is of the same form,
Σδm
2
k (η, η) = −δm2
∫ η
η0
dη1
η41
{
a2α
[
G>k (η, η1)G
<
k (η1, η)−G<k (η, η1)G>k (η1, η)
]
(4.14)
+ 2aαbα
[
G>k (η, η1)−G<k (η, η1)
]
G>k (−η1, η)
}
,
so that the divergence is cancelled when
δm2 =
λ2
16π2
1
ǫ
. (4.15)
Note that only local counterterms were necessary to
remove the divergences in the self-energy diagram.
B. Special antipodal interactions
The local, cubic interaction Lagrangian can be gener-
alized in de Sitter space to a Lagrangian with non-local
terms that contain the antipode,
− LI = ρΦ˜(x) + 12δm2Φ˜(x)2 + 13!λΦ˜(x)3. (4.16)
where Φ˜(x) is given by Eq. (2.45). Note that because
the cubic term generates a diagram in which all propaga-
tors are pure α-vacuum propagators of the form given by
Eq. (2.21), the mass counterterm needed to remove the
logarithmic divergence seen above will also need to be
of the form Φ˜2(x) since a purely local mass counterterm
would have produced a product of mixed propagators as
in Eq. (4.14). As before, diagrams with a tadpole sub-
graph are removed by choosing
ρ =
iλ
16π3
∫
d3~p G˜>p (η1, η1) (4.17)
=
λ
16π
∫ ∞
0
dξ ξ2
[
Aα
∣∣H(2)ν (ξ)∣∣2
+Bαe
−iπ(ν− 12 )
(
H(2)ν (ξ)
)2]
.
Once the tadpole graphs have been removed, the only
remaining graph at order λ2 is the self-energy graph
shown in Fig. 3 which contributes
Σ
(1)
k (η, η
′) = −i λ
2
16π3
∫ 0
η0
dη1
η41
∫ 0
η0
dη2
η42
∫
d3~p (4.18){
A2α
[
Θ(η − η1)Θ(η1 − η2)Θ(η′ − η2) (G>k −G<k )(G˜>p G˜>|~p−~k|G
<
k − G˜<p G˜<|~p−~k|G
>
k )
+Θ(η − η1)Θ(η2 − η1)Θ(η′ − η2) (G<k G˜>p G˜>|~p−~k| −G
>
k G˜
<
p G˜
<
|~p−~k|)(G
>
k −G<k )
+Θ(η − η1)Θ(η1 − η2)Θ(η2 − η′) (G>k −G<k )(G˜>p G˜>|~p−~k| − G˜
<
p G˜
<
|~p−~k|)G
>
k
+Θ(η1 − η)Θ(η2 − η1)Θ(η′ − η2)G<k (G˜>p G˜>|~p−~k| − G˜
<
p G˜
<
|~p−~k|)(G
>
k −G<k )
]
+AαBα
[
Θ(η − η1)Θ(η1 − η2) (G>k −G<k )(G˜>p G˜>|~p−~k| − G˜
<
p G˜
<
|~p−~k|)G
>
k (−η2, η′)
+Θ(η2 − η1)Θ(η′ − η2)G>k (−η, η1)(G˜>p G˜>|~p−~k| − G˜
<
p G˜
<
|~p−~k|)(G
>
k −G<k )
]}
The formal structure of the self-energy contribution is exactly the same as in the previous case and is explicitly
11
causal because of the structure of the Θ-functions. In
addition to containing the coefficients associated with the
α propagator, the loop integrals now have a dependence
on the antipodes as well.
As before, we evaluate the loop integrals for the ν = 12
Wightman functions,∫
d3~p G˜>p (η1, η2)G˜
>
|~p−~k|(η1, η2)
=
iπA2α
2
(η1η2)
2
η1 − η2 e
−ik(η1−η2)
− iπB
2
α
2
(η1η2)
2
η1 + η2
eik(η1+η2)
+
iπAαBα
k
η1η2e
ikη2 sin(kη1). (4.19)
The only possible divergence occurs in the first term
when η2 → η1 so that the presence of the additional
antipodal terms in the loop propagator has not worsened
the renormalizability of the theory, unlike the case of the
loop integral of a single-source α propagator [15, 16, 17].
The divergent part of Σ
(1)
k (η, η
′), evaluated for ν = 12 ,
is of the same form as that for the local interactions in
Eq. (4.13) except with an overall factor of A2α and with
aα → Aα and bα → Bα. The non-local mass countert-
erm, evaluated for a general ν, is as in Eq. (4.14) with
aα → Aα and bα → Bα so that the divergent pole can be
removed by choosing
δm2 =
λ2
16π2
A2α
ǫ
. (4.20)
Note that the appearance of A2α indicates that the coun-
terterm is explicitly α-dependent.
V. GENERAL ANTIPODAL INTERACTIONS
The examples in the preceding section illustrate that
the set of renormalizable field theories in de Sitter space
can have a much richer structure than in flat space.
When the double source generating functional is used,
any theory with a Lagrangian density of the form
L = 12gµν∂µΦ(x)∂νΦ(x)− 12m2Φ2(x)
−
∑
cp,qΦ
p(x)Φq(xA), (5.1)
should be renormalizable for p + q ≤ 4 in the follow-
ing sense: for an interaction Φp(x)Φq(xA), divergences
in perturbative corrections to any process can be re-
moved by including the most general set of counterterms,
Φp
′
(x)Φq
′
(xA) with p
′ + q′ ≤ p+ q. Note that in a strict
sense, some of the counterterms will not be of the same
form as the terms in the bare Lagrangian. In the theory
with a local Φ3(x) interaction, a mass counterterm was
sufficient while the Φ˜3(x) theory required a Φ˜2(x) coun-
terterm which is not of the same form as the original
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FIG. 4: The counterterm graphs corresponding to the pos-
sible quadratic terms. The labels m,α indicate whether a
propagator is mixed or α.
mass term. A theory with a more general mixed interac-
tion, such as Φ2(x)Φ˜(x), requires the full set of possible
quadratic counterterms—Φ2(x), Φ(x)Φ˜(x) and Φ˜2(x).
In this section we show the renormalizability of self-
energy graphs for the case of a general cubic set of in-
teractions, p + q = 3. While potentially many graphs,
differing in their propagator content, can contribute to
a generic self-energy correction, the important feature is
that in each case the divergent part of the loop arises
from the Euclidean parts of the loop propagators so that
up to different overall constant coefficients, the divergent
part of the loop integral in the η2 → η1 limit is propor-
tional to
± iπ
2
(η1η2)
2
η1 − η2 e
∓ik(η1−η2). (5.2)
The first term on the right side of Eq. (4.19), for example,
has this behavior. Since the external vertices of the two-
point function arise from −i δδJ(x) derivatives,
〈α|Tα
(
Φ(x)Φ(x′)
) |α〉
=
[
−i δδJ+(x)
] [
−i δδJ+(x′)
]
Wα[J+, J−], (5.3)
the external legs will always be either mixed or α prop-
agators and can thus be renormalized by one of the
quadratic counterterms shown in Fig. 4.
To show that the self energy corrections for a set of
cubic interactions,
Lcubic = 16λ0Φ3(x) + 16λ1Φ2(x)Φ(xA)
+ 16λ2Φ(x)Φ
2(xA) +
1
6λ3Φ
3(xA), (5.4)
can be canceled by the graphs in Fig. 4, it is useful to
rewrite the interactions in the form of products of local
and special antipodal operators,
Lcubic = 16 λ˜0Φ3(x) + 16 λ˜1Φ2(x)Φ˜(x)
+ 16 λ˜2Φ(x)Φ˜
2(x) + 16 λ˜3Φ˜
3(x). (5.5)
Once in this form, the interacting theory generating func-
tional becomes
12
Wα[J+, J−] = N e
i
6
∫
d4x
√−g∑ 3j=0 λ˜j
{[
−i δ
δJ+(x)
]j[−i δ
δJ+(x)
]p+q−j−[−i δ
δJ−(x)
]j[−i δ
δJ−(x)
]p+q−j}
Wα0 [J
+, J−]. (5.6)
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FIG. 5: A one loop self-energy correction in a general cubic
theory with an arbitrary propagator structure. Note that
the external legs are either mixed or α propagators. The
counterterm diagram removes the logarithmic divergence of
the loop.
where the free generating functional is given by Eq. (3.5).
We analyze the divergence structure for a completely
arbitrary self-energy graph by writing the coefficients of
the Euclidean part of the propagator and the antipodal
part as Ai and Bi, respectively, where the subscript refers
to a particular line in the graph as shown in Fig. 5. These
coefficients correspond to those defined in Eqs. (3.20–
3.23). Once we have integrated over the loop three-
momentum and extracted the term which diverges in the
limit in which the conformal times of the two internal
vertices coincide, the (η, k)-dependence of the divergent
part of the the loop graph in Fig. 5 is precisely of the
same form as counterterm graph shown with the same
external legs.
Neglecting constant combinatoric factors, the diver-
gent part of the loop diagram in Fig. 5 is
Σ
(Fig. 5)
k (η, η) ∝
1
ǫ
λjλj′
16π2
A2A3
∫ η
η0
dη1
η41
{
A1A4
[
G>k (η, η1)G
<
k (η1, η)−G<k (η, η1)G>k (η1, η)
]
+ [A1B4 + B1A4]
[
G>k (η, η1)−G<k (η, η1)
]
G>k (−η1, η)
}
+ finite, (5.7)
which we have written for the η = η′ case for simplicity. Here we allowed for the vertices to have arisen from different
interaction terms with couplings λj and λj′ . Since this graph is proportional to A2A3, the origin of the divergence is
solely from the Euclidean part of the propagators in the loop. Comparing this structure of this term with that of the
appropriate counterterm,
Σδm
2
k (η, η) = −δm2
∫ η
η0
dη1
η41
{
A1A4
[
G>k (η, η1)G
<
k (η1, η)−G<k (η, η1)G>k (η1, η)
]
+ [A1B4 + B1A4]
[
G>k (η, η1)−G<k (η, η1)
]
G>k (−η1, η)
}
, (5.8)
we discover that the proper choice of δm2 removes the
divergence.
VI. CONCLUSIONS
de Sitter space appears to admit a much larger set
of renormalizable field theories, based on the invariant
α-states, than flat space. For any point x in de Sitter
space there exists a unique antipode xA and the invari-
ant distance between xA and another point y depends
only on the invariant distance between x and y. This
property allows for the construction of a new propaga-
tor, with a point source and a source at its antipode, in
terms of which theories with antipodal interactions of the
form Φp(x)Φq(xA) can be renormalized and are causal.
The construction of this theory depended critically on
the global geometry of de Sitter space.
While the theory is manifestly non-local, this non-
locality only appears in a global form; an arbitrary point
in de Sitter space is always causally disconnected from
its antipode. It would be useful to examine these theo-
ries further to determine whether this non-locality ever
produces a more severe breakdown of locality, for exam-
ple between generic points within the same causal patch.
We have also only checked the renormalizability of the
theories to one loop order and only for a loop containing
two propagators, although processes with a similar loop
structure such as the first corrections to the vertex in a
theory with a quartic coupling should proceed similarly.
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It would be interesting to check whether this renormaliz-
ability persists to all orders and to see whether any new
features appear in loops with three propagators, such as
the vertex corrections in the theory with cubic interac-
tions.
Finally, these states should be simpler to analyze in a
cosmological setting than the original α-vacuum with a
single source propagator. Even in a classical background,
an interacting field theory in the original α-vacuum re-
quires a cutoff. Although we might still need to modify
the α-states described in this article when the physical
momentum approaches the Planck mass [19, 20], they can
be analyzed in a classical gravitational background even
without a cutoff. Since these de Sitter invariant states are
renormalizable, it becomes possible to study in principle
whether any is preferred—whether a universe that starts
in a general α-state tends to evolve through the presence
of interactions towards a particular value of α. For ex-
ample, if the interactions allow the state to thermalize
at a rate determined by the interaction strength λ, then
if the thermalization proceeds sufficiently rapidly com-
pared over a Hubble time, H−1, then a Bunch-Davies
vacuum could naturally result. This process should be
able to be addressed using the resummation approach of
[26].
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