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Axions and axion-like particles are excellent low-mass dark matter candidates. The MADMAX
experiment aims to directly detect galactic axions with masses between 40µeV and 400µeV by
using the axion-induced emission of electromagnetic waves from boundaries between materials of
different dielectric constants under a strong magnetic field. Combining many such surfaces, this
emission can be significantly enhanced (boosted) using constructive interference and resonances.
We present a first proof of principle realization of such a booster system consisting of a copper
mirror and up to five sapphire disks. The electromagnetic response of the system is investigated
by reflectivity measurements. The mechanical accuracy, calibration process of unwanted reflections
and the repeatability of a basic tuning algorithm to place the disks are investigated. We find that
for the presented cases the electromagnetic response in terms of the group delay predicted by one-
dimensional calculations is sufficiently realized in our setup. The repeatability of the tuning is at
the percent level, and would have small impact on the sensitivity of such a booster.
I. INTRODUCTION
Many astrophysical observations indicate the existence
of cold dark matter (CDM) – a non-radiating and weakly
interacting matter also present in our galaxy [1]. The
axion is an excellent candidate to make up CDM [2–
12], while it has been originally proposed to solve the
strong CP-problem [13–15]. The cosmological produc-
tion of the observed abundance of axion dark matter
depends on whether the Peccei-Quinn (PQ) symmetry
is broken before or after cosmic inflation. Matching
this abundance with the observed dark matter abun-
dance gives a prediction for the axion mass. While in
a pre-inflationary scenario the axion mass ma is rela-
tively unconstrained below ma . 10−2 eV [16], the post-
inflationary symmetry breaking scenario restricts it to
roughly 20µeV . ma . 200µeV [7, 8, 17–20].
Several experimental efforts are underway to directly
probe galactic axions; for a review cf. [16, 21, 22]. Most
approaches rely on the conversion of axions to photons
under a strong magnetic field, which can be resonantly
enhanced by a cavity [23, 24]. Since dark matter moves
non-relativistically, the frequency ν of the converted pho-
tons is set by the axion mass up to small velocity cor-
rections ∼ 10−6ν. Most notably, the ADMX collabora-
tion has excluded QCD axion models for most masses be-
tween ∼ 2.7µeV and ∼ 3.3µeV with this approach [25],
but also other experiments such as HAYSTAC [26] pro-
vide some of the most sensitive limits. At higher masses
one needs to reduce the volume of resonant cavities to
still match the wavelength of the converted photons. In
addition, higher frequency cavities typically have lower
∗ knirck@mpp.mpg.de
quality factors. Both effects decrease sensitivity of cav-
ity experiments for increasing ma. Hence, a variety of
different concepts to generalize the cavity setup to use
higher modes in larger volumes have been proposed and
are being prototyped, such as cavities with multiple cou-
pled cells, e.g. pizza cavities [27] or RADES [28], cavities
with dielectrics, e.g. [29, 30], or simply the idea to scan in
parallel with multiple separate cavities, e.g. ORGAN [31].
An alternative approach to cavity setups is the dish
antenna [32]. Placing a metal mirror inside a strong mag-
netic field, CDM axions can convert to electrogmagnetic
radiation on its surface. This generates an emitted power
of ∼ 10−27 W m−2 for a magnetic field of 10 T, indepen-
dent of the axion mass. While this allows for a broadband
measurement at high masses, the emitted power is still
not enough to reach competitive sensitivies with realistic
setups. The recently proposed dielectric haloscope [33–
35] brings together both approaches by placing multiple
dielectric disks in front of a metal mirror (booster). In
this case each dielectric disk coherently emits electromag-
netic radiation, which can interfere constructively within
the setup and excite resonances between the disks includ-
ing the mirror. These two effects give rise to the power
boost factor β2, which is defined in vacuum as the ratio
between the power emitted by a dielectric haloscope1 and
the power emitted by only the same mirror without di-
electric disks. The boost factor is a function of frequency
β2(ν) and can be tuned to a specific frequency band by
changing the distances between the disks. The signal
from such a dielectric haloscope can then be steered by
a focusing mirror into an antenna, cf. Fig. 1.
The recently proposed MADMAX (MAgnetized Disk
1 In this work we take antenna efficiency and reflection effects into
account for this power.
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2FIG. 1. Conceptual sketch of a dielectric haloscope. In a
system of a mirror and multiple dielectric disks (booster) un-
der a strong magnetic field Be each surface emits a coherent
electromagnetic wave sourced by axions. Bringing those into
constructive interference and making use of weak resonances
in the system (not shown), the total amplitude can be much
enhanced (characterized by the boost factor). The total emit-
ted power can be received by focusing it onto an antenna.
Adapted from [33] with permission.
and Mirror Axion eXperiment) is a dielectric haloscope
for the mass range between 40µeV and 400µeV, cor-
responding to 10 GHz to 100 GHz. It consists of up to
80 lanthanum aluminate disks [33, 36]. Its power boost
factor is designed to reach β2 & 104 over a bandwidth of
∼ 50 MHz. This leads to an emitted power of
Pγ = 1.6× 10−22 W
(
β2
5× 104
)(
A
1 m2
)(
Be
10 T
)2
×
( |Caγ |
1
)2 ( ρa
0.45 GeV cm−3
)
, (1)
where A is the disk area, Be is the external magnetic field
parallel to the disk surfaces, |Caγ | is a model-dependent
coupling constant proportional to the axion-photon cou-
pling gaγ as defined in [35], and ρa is the local dark matter
density made up by axions. For the KSVZ [37, 38] and
DFSZ [39, 40] benchmark axion models |Caγ | is ∼ 1.9 and
∼ 0.7, respectively. In order to cover a broad mass range,
the disk positions of the final booster will be changed
iteratively to scan different mass bands during a mea-
surement procedure over several years. More detailed
sensitivity estimates also in comparison with other ex-
periments are presented in [36].
It is important to demonstrate that such a booster
system with the desired electromagnetic properties can
actually be realized. This is limited by the obtainable
mechanical accuracy and systematic effects, such as un-
wanted reflections on the receiving antenna. In addition,
it is essential to understand the implications of tuning
the disk positions, for example by employing optimiza-
tion schemes to match the predicted electromagnetic re-
sponses. In this work we present a first proof of principle
for such a booster setup. We evaluate systematic uncer-
tainties and demonstrate basic tuning algorithms, as well
as their impact on the power boost factor.
To identify relevant observables we first briefly re-
view the one-dimensional (1D) model of a dielectric halo-
scope, and then introduce the details of our experimen-
tal booster setup containing at present up to five sap-
phire disks and a copper mirror. After discussing sys-
tematic limitations, we describe the tuning of the setup
and consequences of the systematic uncertainty on the
power boost factor.
II. ELECTROMAGNETIC RESPONSE MODEL
A detailed 1D model of such a booster using transfer
matrices has been discussed in [35]. Such 1D transfer
matrices are implemented in circuit simulators such as
Advanced Design System (ADS) [41]. We show the cir-
cuit representing our proof of principle setup in Fig. 2.
The emission of electromagnetic radiation from the disk
surfaces arises from the compensation of the discontinu-
ity of an axion-induced electric field on the surfaces of the
disks. Between two media this discontinuity is explicitly
∆Ea(t) = −
(
1
1
− 1
2
)
gaγBe a0 exp
(
−imac
2
~
t
)
, (2)
where 1, 2 are the dielectric constants of the media, a0
is a normalized absolute amplitude of the axion-field, c
is the speed of light, ~ is the reduced Planck constant
and t is time. In the circuit simulator this discontinuity
corresponds to a voltage drop between transmission-lines
and can therefore be modeled using voltage sources at
the disk surfaces.
While the emitted radiation is caused by the axion
field, their propagation throughout the system follow the
same physical laws as for an external test beam, which
is reflected by the booster, i.e., an external signal can
excite the same resonant modes inside the booster as the
axion-induced signal. Therefore, the reflectivity Γ of the
haloscope is correlated with the boost factor β2. While
the boost factor cannot be measured directly, the mea-
sured reflectivity can be directly compared with expecta-
tions from simulation to infer the boost factor and guide
the tuning of the dielectric haloscope when changing the
disk positions. In an ideal lossless booster the magnitude
of the reflectivity will always be unity. Therefore, it is
easier to use the phase Φ of the reflectivity rather than
its absolute magnitude for frequency tuning. In practice
we use the group delay τg = −dΦ/dω, where ω = 2piν
is the angular frequency. Qualitatively, the group delay
can be understood as the mean retention time of reflected
photons within the booster. Thus, peaks in the group de-
lay frequency spectra map out resonances. An example
for the correlation between boost factor and group de-
lay is explicitly shown in Fig. 3 where we compare group
delay and boost factor for a set of four equally spaced
disks at d = 8 mm distances in front of a perfect mirror.
The group delay peak at ∼ 22 GHz correlates with the
3V_AC: 
TLINP:
PwrSplit2:
AC Voltage Source
Transmission Line
Power Splitter
SnP:
P_Probe:
Term:
S-parameter data block
Power Probe
Termination
FIG. 2. One-dimensional (1D) model representation in Ad-
vanced Design System (ADS) [41]. ‘Z’ is the impedance in Ω,
‘Eps’ is the dielectric constant, ‘L’ is the length, and ‘TanD’
is the loss tangent of the respective element. (a) Model
of a dielectric disk (‘subcircuit disk’). The discontinuity of
the axion-induced field on the disk surfaces is implemented
with voltage sources (‘V AC’). The copper mirror (‘subcir-
cuit metal’) is modeled analogous. (b) Booster model com-
bining many dielectric disks. The mirror sub-circuit is anal-
ogous to the disk. (c) Antenna model. For simplicity we
use a power splitter diverting some of the power received by
the antenna to the S-parameter data block (‘SnP’) where the
measured antenna reflectivity can be included in the model.
For details cf. Sect. IV B.
one from the boost factor from the 1D calculation. The
other peaks correspond to other resonant frequencies of
the system where the emission from the individual disks,
however, interferes destructively. This is analogous to
the modes in resonant cavities that do not couple to the
axion-induced field.
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FIG. 3. Group delay and boost factor for a setup with 4
sapphire disks, each separated by 8 mm, in the model with
50 % antenna efficiency but without antenna reflections.
FIG. 4. Schematic drawing of the proof of principle setup.
Up to 5 sapphire disks with a diameter of 20 cm each are
mounted in front of a plane copper mirror and can be moved
using precision motors. Test beam reflections are studied via
the parabolic-mirror-antenna assembly and measured with a
vector network analyzer (VNA). For clarity we only show a
cross section orthogonal to the disk surfaces. The distance
between the booster and the antenna is adjusted to ∼ 70 cm
in our setup (shorter in this drawing for illustration purposes).
The rest of the figure is to scale.
III. EXPERIMENTAL SETUP
We show a sketch of our experimental realization of
such a booster in Fig. 4. The proof of principle booster
consists of up to five sapphire disks placed in front of
a copper mirror. The disks have a dielectric constant of
 ≈ 9.4 perpendicular to the beam axis (crystal C-axis), a
thickness of 1 mm±10µm, and a diameter of 20 cm. Each
disk is mounted on a holder connected to its own DC mo-
tor (PI L-220.70DG [42]). The motors are equipped with
a position encoder and change the disk positions with a
precision of less than a µm. The tilt of the disks are
adjusted at the mrad level by using tilting stages on the
disk holders. The tilts are manually optimized to max-
4imize the measured absolute reflectivity of the booster.
The disk holders slide on rails which have been aligned
such that they are parallel up to ∼ 100µm over a length
of ∼ 0.5 m [43]. To determine the temperature of the
setup, Pt-100 sensors are placed at the metal frame, on
the backside of the copper mirror, and in the air above
the disks.
To determine the electromagnetic response of this
booster we measured the phase and amplitude of a
reflected microwave signal in the frequency range of
10− 30 GHz using a Vector Network Analyzer (VNA).
It is connected to a rectangular horn antenna (A-INFO
LB-42-25 [44]) facing a 90-degree off-axis parabolic alu-
minum mirror with a diameter of ∼ 30 cm. The effective
focal length of this mirror is ∼ 15 cm, such that the focal
point lies within a few cm at the antenna waist.
By modifying the tilt and position of the parabolic mir-
ror we centered the resulting beam shape on the disks
and minimized its incident angle. We adjusted the align-
ment of the beam without sapphire disks installed. To
this end, we distorted the beam from different transverse
sides with a rectangular metal reflector. If the beam is
symmetric and centered, this leads to approximately the
same change in the reflected signal. The accuracy of this
method is better than ∼ 1 cm for the transverse position
of the beam.
The reference plane of the VNA has been calibrated
to the connector end of the horn antenna. By taking
a reflectivity measurement without any dielectric disk
installed, we measured the transmission coefficient be-
tween the coax connector end and the copper disk, in-
cluding diffraction losses and the transmission factors
of the antenna-parabolic-mirror assembly. Assuming a
lossless copper mirror, we obtained the reflectivity of a
booster, i.e., a system including disks, by dividing its
measured reflectivity with this factor.
IV. SYSTEMATIC LIMITATIONS
The precision at which this system can be adjusted
to a certain boost factor is limited by the mechanical
precision of the setup and systematic microwave effects,
such as unwanted reflection and losses. In this section we
survey these effects.
A. Mechanical Stability
The mechanical stability of the system is limited by
vibrations from the surrounding, as well as long term
displacement effects during measurement caused, for ex-
ample, by temperature changes.
We investigated the long-term mechanical stability of
our proof of principle setup by observing a resonant group
delay peak of a single disk and mirror system. Fig. 5
shows the result of a long-term measurement where the
sapphire disk was placed ∼ 5 cm apart from the mirror
15.5
16.0
16.5
Te
m
p.
 [°
C] (a)
0
2
f[
M
Hz
]
2.5
0.0
2.5
5.0
d
[
m
](b)
0 5 10 15 20 25 30
Time [h]
0.2
0.0
0.2
f[
M
Hz
] (c)
0.50
0.25
0.00
0.25
0.50
d
[
m
]
FIG. 5. Effect of mechanical deformation of the proof of
principle setup over a long-term measurement with a single
disk and mirror. (a) Measured temperature as a function of
time. (b) Measured frequency of the 7th harmonic of the
group delay peak as a function of time. The secondary axis
shows the corresponding positioning error of the dielectric
disk. More details are given in the text. (c) Measured group
delay peak frequency and corresponding position deviation
after subtracting variations on the time scale of an hour.
without any motor movements. (a) shows the mean of
all measured temperatures as a function of measurement
time. (b) shows the frequency position of the group delay
peak of the 7th harmonic from the resonance between the
sapphire disk and copper mirror at ∼ 21 GHz. (c) shows
the short-term fluctuations in (b). We obtained the resid-
ual short-term fluctuation by subtracting a smoothed
version of (b), which has been obtained by applying a
Gaussian filter with one hour standard deviation. The
frequency stability is mainly limited by temperature ef-
fects of ∼ 2 MHz K−1, corresponding to a dependency of
the disk position of (−5± 3)µm K−1 [45] consistent with
the expected thermal expansion of the motor rods. This
value slightly varies with motor and motor position, thus
the systematic uncertainty is conservative. Frequency
analysis of the displacements over time reveal that the
residual variations can be attributed to vibrations such as
table movements. They leave the group delay peak stable
well below the MHz scale. The accuracy of the disk align-
ment is limited by the precision of the motors and the
mechanics of the disk holders. We determined the repro-
ducibility of positioning individual disks by repeatedly
placing a single sapphire disk to a predefined position
now ∼ 8 mm apart from the mirror. The measurement
revealed a mechanical hysteresis on the order of ∼ 2µm
positioning difference depending whether the motor is
placed from a higher or lower position. When mitigating
this effect by placing the disk always from the same side,
the group delay peak position was reproduced within a
standard deviation of ∼ 1.5 MHz. This corresponds to
position errors of the order of ∼ 0.7µm in this case. This
is still well within the needed accuracy for a boost factor
bandwidth of 250 MHz even for 20 and 80 disk systems
where both O(10µm) is required, cf. [35, 36].
55 0 5 10 15
Time [ns]
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
M
ag
ni
tu
de
 |
|
4 Disks + Mirror
2 1 0 1 2 3 4 5
Length [m]
Booster
Waveguide
Cutoff
Antenna
Backreflections
FIG. 6. Measured reflectivities in time domain for a setup
with the copper mirror and 4 sapphire disks. The correspond-
ing length assumes free space propagation.
B. Unwanted Reflections
An important systematic effect on the measurement of
the electromagnetic response results from unwanted re-
flections on the antenna. Fig. 6 shows the time domain
responses for a setup with four disks in front of the mir-
ror. The booster reflectivity is essentially described by
an exponential decay in time domain corresponding to its
resonant behaviour. The time scale for the exponential
decay increases when making the system more resonant,
e.g. by adding more dielectric disks. The time domain
data is shifted such that the reflection on the front-most
disk of the booster happens at t0 = 0. The other peaks
can be identified according to the time they occur. The
time between two such peaks is ∼ 6 ns. This roughly
corresponds to twice the distance between the antenna-
coax-connector and the booster of ∼ 90 cm and increases
accordingly, if the booster is moved farther away from
the antenna. The peak at ∼ −6 ns corresponds to an
internal reflection inside the antenna back to the VNA,
mainly arising from the cutoff frequency of the waveg-
uide section at around ∼ 14 GHz. The peak at ∼ 6 ns
corresponds to the reflection off the antenna back to the
booster. This reflection repeats every other ∼ 6 ns since
a reflected signal may be back-reflected once again. For
a low number of disks we can filter out this higher order
reflection in time domain by simply multiplying with a
window function (time gating). For more resonant sys-
tems the main peak stretches over a longer time period
and begins to overlap with the unwanted reflection. In
addition, the axion-induced signal may also be affected
by the reflection. However, time gating can only be done
with a reflected signal, which can be related to the phase
of the input signal over a broad frequency range. The
axion signal cannot be time gated since it is continuous
in time, oscillates in a narrow frequency band within a
few kHz and its phase is unknown.
Fig. 7 shows the effect of the first order reflection on
the group delay and the boost factor as opposed to the
FIG. 7. Group delay including antenna reflection from mea-
surement (red straight line), without antenna reflection in ide-
alized loss-less model (blue dotted line) and after including the
antenna reflection (darkblue dashed line), as well as the corre-
sponding boost factor including the antenna reflection (bold
lightlblue line). For the same 4 disk booster as in Fig. 3. We
only show a subsection from all recorded frequencies contain-
ing the resonant group delay peaks of the booster.
ideal case shown in Fig. 3. The longer runtime of the
reflected signal compared to the main signal causes a
phase difference between them, which changes linearly
with frequency. Depending on frequency the interference
is constructive or destructive, which adds an additional
sinusoidal structure (ripples) to the frequency spectra of
the group delay and the boost factor. This changes the
shape of the group delay peaks. When fitting the group
delay of an ideal 1D model with the disk positions as
free parameters to such data, the predicted boost factor
would therefore end up at the wrong frequency. The dis-
tance between the antenna and the booster defines the
frequency difference between neighbouring ripples and
thus the maximum frequency shift this effect may cause.
For our distance of around ∼ 90 cm this shift is at the
order of ∼ 200 MHz.
For these reasons, we minimized the reflections in the
setup by screening reflective parts of the antenna with
crumpled copper foil and maximizing the diameter of the
parabolic mirror. This could reduce some of the reflec-
tions by up to a factor ∼ 4. The residual reflection co-
efficient of the antenna ΓA was separately measured and
included in the electromagnetic model, which we compare
later with our measurements. ΓA can be obtained mea-
suring the reflectivity only with the copper mirror and
without dielectric disks installed. By applying a gate in
time domain around the peak of the antenna reflection
at ∼ 6 ns to the measured reflectivity, we can infer the
antenna reflectivity assuming the copper mirror is loss-
less. This reflectivity can be directly included into the
1D model afterwards. For simplicity we only include the
reflectivity as seen from outside the antenna rather than
the reflectivity from inside and transmission factors as
in a full antenna model. We do this by adding a power
6splitter2 that diverts some of the reflected power to a re-
flective element. Its reflectivity is set such that the total
reflectivity of our antenna model in Fig. 2 (c) is ΓA.
We tested these improvements by measuring the group
delay of the same booster, but at varying distance from
the antenna over more than the range of a full wave-
length. Afterwards, we fit the data with the model in-
cluding the unwanted reflections. We find that when
changing the distance the boost factor maximum fre-
quency is shifted by less than 20 MHz [45]. This is
still much smaller than the full-width-half-maximum
(FWHM) of, for example, the boost factors shown in
Fig. 3 and Fig. 7, which have a FWHM of ∼ 150 MHz.
Notice that this limitation can be in principle further
improved by placing the antenna farther away from the
booster, since this decreases the distance between the
frequencies of the ripples on the group delay.
C. Losses and Other Effects
There are various ways electromagnetic power can dis-
sipate in a dielectric haloscope, including dielectric loss,
diffraction, tilts, and surface roughness of the disks. For
small losses we can parametrize those using the usual loss
tangent tan δ in the 1D model. To first order these reduce
the total power in the system, i.e., the power boost fac-
tor and the absolute reflectivity. Therefore, the absolute
reflectivity may be used in a later stage to calibrate the
losses in the system and predict their impact on the power
boost factor. This will in particular lead to a more real-
istic estimate of the boost factor amplitude. However, in
addition losses affect the phase of a propagating electro-
magnetic wave. Therefore, they can also cause changes
in the group delay and even lead to negative group delay
peaks [46, 47].
By minimizing losses from tilts and only considering a
system with up to five sapphire disks, we ensured the
above losses are small enough3 such that the lossless
model can still approximately reproduce the measured
group delays. In the following we will not consider the
systematic effects caused by various loss mechanisms and
focus on the task to tune the booster, i.e., we will com-
pare our measurements to an ideal lossless model. While
this does not take into account systematic effects in 3D
and from losses, it is sufficient to evaluate the align-
ment reproducibility of the real setup. It also lets us
assess to what extend the behaviour of the electromag-
netic response as a function of disk spacings is as ex-
pected from the idealized model. First results on the
impact of diffraction losses on dielectric haloscopes from
3D simulations are available [48] and more detailed stud-
ies are underway.
2 We set the transmission factors S21 = S31 = 1/
√
2, which leads
to an antenna efficiency of 50 % in the model.
3 Corresponding to tan δ . 10−2 in the 1D model.
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FIG. 8. Simulated boost factor (top) and group delay (bot-
tom) as a function of frequency (vertical axes) and separation
between the sapphire disks (horizontal axes) for a system of
four equidistant disks.
V. TUNING
Since different axion masses correspond to different fre-
quencies, the boost factor needs to be tuned over the
frequency range of interest during the axion search. We
demonstrate such tuning can be achieved with up to five
equidistant disks using the following tuning procedure:
First, the disk positions corresponding to the desired
boost factor are calculated with the 1D model, along
with the corresponding group delay of the reflectivity.
Then, the disk positions in the setup are adjusted by an
optimization algorithm in order for the group delay to
match the prediction. In the last step we test this tun-
ing procedure by fitting the model to the measured data
to infer the systematic uncertainty on the boost factor
arising from tuning.
In the first step, we adjust the boost factor to the right
frequency band only within the model. This can be done
numerically by optimizing the disk spacings in the simu-
lation such that the desired boost factor is obtained. For
simplicity here we do not optimize the disk positions, but
consider configurations where all disks are at the same
distance d. Fig. 8 shows how the boost factor and group
delay change for a four disk booster as a function of d. By
tuning d between 6 mm and 8 mm the boost factor can be
tuned over a frequency range between 22 GHz to 28 GHz.
In the second step we aim for aligning the real disk
positions in the experimental setup such that it produces
the simulated boost factor. However, simply placing the
disks at the distances predicted from the 1D model and
relying on the simulated boost factor is not the most
feasible solution. Effects such as disk bending, surface
roughness, or variations in the dielectric constant may
change the phase depths of each region and therefore
contribute to the systematic uncertainty on the boost
factor. Thus, it is more straightforward to optimize the
electromagnetic properties of the system directly. Since
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FIG. 9. Final disk spacings after optimizing the actual phys-
ical disk positions for the four disk setup for ∼ 200 times.
d1 refers to the spacing between the copper mirror and the
first disk, d2 the following spacing, and so on. ∆di is the
difference of the final spacing i compared to its mean. The
diagonal subplots show the histogram of final disk spacings,
the off-diagonal subplots show scatter plots illustrating the
correlation between different gaps. The gray lines indicate
∆d2 = −∆d3 and ∆d1 = −∆d4.
the boost factor itself cannot be measured, we therefore
align the disk positions such that the measured group
delay matches the simulated group delay. It is related to
the boost factor as described in Sect. II.
The error function for such an optimization is the sum
of the squared differences between the measured and de-
sired group delay data points as a function of frequency.
Each evaluation corresponds to a realignment of disk po-
sitions and a measurement of the reflectivity. Therefore,
we use gradient-free optimization algorithms that mini-
mize the number of evaluations, while trying to be ro-
bust against local minima. Various optimization algo-
rithms [49–51] lead to consistent results, with small dif-
ferences observed in the number of error function calls
and convergence. As a convergence criterion we require
changes of the motor positions of less than a µm between
subsequent iterations.
We evaluate the reproducibility of the system response
by repeatedly performing such an algorithm using uni-
formly distributed randomized starting positions within
100µm. Fig. 9 shows the differences in the final mo-
tor positions when running the frequency tuning proce-
dure for ∼ 200 times using the same calculated boost
factor function with four disks and 8 mm disk spacings.
The correlations show that there exists degeneracy in the
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FIG. 10. Simulated boost factor (top) and group delay (bot-
tom) as a function of frequency (vertical axes) and separation
between the mirror and first disk ∆d1 and changing the sepa-
ration between the third and fourth disk as ∆d4 = −∆d1, i.e.,
following the gray line in the leftmost subplot in the bottom
row of Fig. 9. The vertical dashed lines indicate the ±100µm
range comparable to the range of the correlations in Fig. 9.
FIG. 11. Scatter plot of the obtained power boost factor
frequency positions and amplitudes after fitting the model
to the measured group delays corresponding to the physical
disk positions shown in Fig. 9. The horizontal axis shows
the frequency shift of the boost factor maximum frequency
compared to the mean of the considered ensemble. The ver-
tical axis shows the relative boost factor amplitude deviation
compared to the mean of the ensemble.
disk position phase space. This degeneracy can be un-
derstood by observing that the group delay and boost
factor maxima frequencies are at first order unchanged
when changing the disk spacings along the correlation,
as explicitly demonstrated in Fig. 10 for the correlation
between the first and last spacing in the four disk setup
— as opposed to, for example, the changes used for tun-
ing outlined in Fig. 8.
To quantify the systematic uncertainty on the boost
factor arising from this tuning procedure, we optimize
the disk positions in the 1D model until the calculated
group delays best match the measured ones. Afterwards
we calculate for each realization the corresponding boost
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FIG. 12. Standard deviation on frequency position (left bars,
light red) and standard deviation on amplitude relative to the
ideal amplitude (right bars, dark red) of the boost factor after
fitting the model to the measured group delays corresponding
to the physical disk positions for one to five disks. More
details cf. text.
factor. The systematic uncertainty on the obtained max-
imum of the boost factor can then be extracted from this
ensemble, thus taking into account the effect of disk spac-
ing degeneracy. The degeneracy in disk position param-
eter space is reproduced for the simulated disk positions.
This confirms that the effect is explained by a degeneracy
of the electromagnetic response expected from the model.
Fig. 11 shows a scatter plot of the obtained relative boost
factor amplitudes against the shift of the maximum boost
factor frequency for the same 4 disk case as in Fig. 9. The
disk spacing degeneracy does not lead to a degeneracy in
the boost factor frequency and amplitude phase space.
Fig. 12 shows the resulting uncertainties as a function of
the number of disks for a measurement for setups result-
ing in a boost around 22 GHz like in Fig. 7. For this case,
the frequency uncertainty (< 2 MHz) and the amplitude
uncertainty (< 2 %) would have a small impact on the
sensitivity of the booster. Note that for a fixed disk num-
ber the width of the boost factor peak is approximately
inversely proportional to the boost factor amplitude ac-
cording to the area law in [35], i.e., the relative uncer-
tainty on the FWHM is approximately the same as the
relative uncertainty on the boost factor amplitude. This
result does not contain possible systematic uncertainties
not covered by the lossless 1D model. Analogous results
have been obtained for other equidistant configurations
in the frequency range between 22 GHz to 28 GHz.
The correlations in disk spacings and the resulting
boost factors illustrate that different disk spacing con-
figurations can still result in the same electromagnetic
response. This shows that phase errors can be compen-
sated by corresponding phase errors resulting from other
disk spacings.
VI. CONCLUSIONS
In this work we have presented a first tunable proof of
principle booster for the MADMAX dielectric haloscope.
It consists of a copper mirror and up to five sapphire disks
of a diameter of 20 cm and is tunable over the frequency
range between 22 GHz and 28 GHz. In order to derive
the boost factor of the system, the correlation with the
group delay of a reflected signal is used.
Using our setup, we have surveyed various systematic
effects which have adverse impact on the reflectivity mea-
surement and boost factor. The mechanical stability of
the system corresponds to a frequency stability at the or-
der of MHz, which is sufficient for the concept of broad-
band dielectric haloscopes. A major limitation for the
measurement of the group delay is placed by unwanted
reflections from the antenna. By employing strategies to
reduce those and calibrate them within the model, we
have shown how this can be reduced to less than 20 MHz
in our setup, which limits the minimal usable boost fac-
tor bandwidth. By employing an antenna with a smaller
reflection coefficient and increasing the distance to the
booster this effect can be further reduced.
Moreover, we have demonstrated that our system can
be tuned to achieve a preset desired electromagnetic re-
sponse. The measured group delays follow the expected
dependencies on disk spacing predicted by the model. In
particular, we see degeneracy in the disk spacing phase
space, which is explained by the 1D model. It allows for
compensating misaligned disks on one side with slightly
offset spacings on the other side. Although the physical
disk positions ended up in a range over more than 100µm
after our tuning procedure, the measured electromag-
netic response always corresponded to a boost factor with
its amplitude remaining unchanged up to a few percent
and which was shifted in frequency by less than 2 MHz.
While this shows that the repeatability of the tuning pro-
cedure is sufficient, this does only include systematic ef-
fects covered by the lossless model, i.e., no losses and 3D
effects currently under study [48]. The degeneracy shows
that phase errors, arising for example from position errors
or surface imperfections of the disks, can be compensated
by corresponding phase errors resulting from other disks.
In summary, we have demonstrated that a stable,
small-scale dielectric haloscope with the predicted elec-
tromagnetic properties from a 1D model can in fact be
realized and achieves the necessary accuracies, which is
an important milestone for the realization of MADMAX.
The setup is currently being extended with an indepen-
dent disk position measurement, a better antenna and
higher disk numbers, which will be the next step before
going to the MADMAX prototype with 20 disks with a
diameter of 30 cm.
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