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Abstract
Vision plays an integral part in a pilot's ability to navigate and control an aircraft.
Therefore Visual Flight Rules have been developed around the pilot's ability to see
the environment outside of the cockpit in order to control the attitude of the aircraft,
to navigate and to avoid obstacles. The automation of these processes using a vision
system could greatly increase the reliability and autonomy of unmanned aircraft and
ight automation systems. Current aircraft navigation systems have a high dependence
on external systems and infrastructure, such as the Global Positioning System, to
provide localisation information for the system. This reliance on external systems
prevents unmanned aircraft and ight automation systems from becoming as truly
independent as a human pilot.
This thesis investigates the development and implementation of a robust vision sys-
tem which fuses inertial information with visual information in a probabilistic frame-
work with the aim of aircraft navigation. The visual navigation problem is divided into
two sub problems; visual attitude estimation and visual localisation. Attitude accuracy
has a large impact on the time evolution of the overall navigation solution accuracy
and limits the precision of the visual localisation process. Visual localisation produces
positional information which can constrain the drift from the inertial solution.
The horizon appearance is a strong visual indicator of the attitude of the aircraft;
thus pilots are trained to use its appearance to control the attitude of their aircraft.
This leads to the rst research area of this thesis, visual horizon attitude determination.
An image processing method was developed to provide high performance horizon de-
tection and extraction from camera imagery. This developed horizon detection method
was evaluated against past approaches for computational performance, accuracy and
robustness; in which it outperformed the former methods.
A number of horizon models were developed to link the detected horizon to the
attitude of the aircraft with varying degrees of accuracy. The rst and least accurate
horizon model developed was the innite horizon line model which approximated the
horizon as a straight line. This allowed a direct measurement of the bank and pitch
attitude (; ) to be made from the line parameters of the horizon line in the image;
however, they are very susceptible to altitude and terrain eects. Next, the horizon
line model was generalised to a multiple camera case, which formed the horizon plane
method. The tting of a horizon plane rather than a horizon line allowed altitude
dependence eects to be removed and the overall attitude measurement accuracy and
robustness to be improved. The horizon model was generalised further by removing
the at and planar assumptions which allowed the horizon to take on a general prole
shape. A method of simultaneously mapping the general horizon prole shape while
using it for attitude determination was developed. Inclusion of the prole information
allowed the complete Euler angle triple (; ;  ) to be measured. The nal and most
accurate horizon model developed was a terrain-aided method. This model matches
the measured horizon prole to a terrain map. This process produces highly accurate
attitude information as it removes any induced errors caused by approximations or
assumptions present in the previous horizon models.
The second area investigated in this thesis was visual localisation of the aircraft.
The terrain-aided horizon model was extended to estimate the position, altitude as well
as attitude of the aircraft. This gives rough positions estimates with highly accurate
attitude information. The visual localisation accuracy was improved by incorporating
ground feature-based map-aided navigation. Road intersections were detected using
a developed image processing algorithm and then they were matched to a database
to provide positional information. The shape of the intersection was used to aid the
data association process and increased the measurement information when fused into
the navigation lter. The cross-coupling eects of the attitude estimation accuracy
on the navigational accuracy were also investigated to show the importance of horizon
detection and attitude determination in the visual navigation problem.
Fault detection techniques and deterministic probability uncertainty measures were
derived for all the visual attitude detection and localisation methods developed. This
allowed the visual measurements to be robustly fused into an Extend Kalman Filter to
provide a robust and accurate navigation solution.
Simulation results and ight test results are presented for the individual methods
developed in this thesis. Advantages and limitations of the various methods are dis-
cussed.
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The developed vision system show comparable performance to other non-vision-
based systems while removing the dependence on external systems for navigation. Di-
rect attitude measurements from horizon detection can provide more accurate attitude
information then commercial systems which estimate the attitude by data fusion of
inertial data. This accurate attitude information improves the overall visual navigation
solution accuracy, which highlights the usefulness of horizon detection.
The vision system and techniques developed in this thesis helps to increase the
autonomy of unmanned aircraft and ight automation systems for manned ight. This
is accomplished by providing another robust information source which can be fused
with other navigation systems.
iii
Chapter 1
Introduction
1.1 Thesis Problem
Vision plays an integral part in a pilot's ability to navigate and control an aircraft.
Visual Flight Rules (VFR) have been developed around the pilot's ability to see the
environment outside of the cockpit in order to control the attitude of the aircraft, to
navigate and to avoid obstacles [1]. This thesis investigates the design, development
and implementation of a robust vision-aided navigation system which is capable of
extracting visual information from the environment for use in navigation, guidance
and control. This system essentially mechanises the VFR process, trying to replicate
the processes of how a human pilot visually navigates an aircraft in order to aid pilot
navigation workload or to be used as another navigation system on Unmanned Aerial
Vehicles (UAVs).
Current aircraft navigation systems usually consist of a sensor-aided Inertial Navi-
gation System (INS). In these systems, high-rate inertial measurements from an Inertial
Measurement Unit (IMU) are integrated with respect to time to provide continuous po-
sition and attitude estimates for the aircraft. These integrated inertial estimates are
accurate over small time intervals but are subject to drift over the longer term. This
Dead-Reckoning (DR) or inertial error needs to be corrected by fusing measurements
from an aiding sensor with a nite accuracy. This fusion process can constrain the
drift, which then allows for accurate navigation over the long term operation of the
system. GNSS (Global Navigation Satellite System) or GPS (Global Positioning Sys-
tem) measurements are usually the main aiding sensors used in commercial INS units,
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however, this thesis investigates the incorporation of visual measurements to generate
a visual navigation system or vision-aided INS.
In VFR conditions, pilots can successfully navigate an aircraft without reliance on
any external systems or infrastructure, such as VORs (VHF Omni-Directional Radio
Range) or NDBs (Non-Directional Beacons) or GPS which are typically used in IFR
(Instrument Flight Rules) conditions. UAVs on the other hand have a high dependence
on external systems to navigate and land. These external navigation systems, such
as GPS, can be jammed/spoofed (in the case of military applications) and satellite
signals can be obstructed which can be common in manoeuvring ight. In such cases,
the navigation precision of the INS can drop dramatically as it then depends upon
on the accuracy of the inertial sensors which are subject to drift when using dead-
reckoning navigation. It is partly the reliance on these systems which prevent UAVs
from becoming as truly independent as a human pilot, due to the primary reason that
human pilots are able to navigate in adverse situations due being able to 'see' where
they are. This is the driving motivation behind the inclusion of visual navigation into
inertial navigation systems.
There are two main processes that pilots use to navigate and control the aircraft in
VFR conditions. Pilots are trained to control the attitude of the aircraft by orientating
the aircraft with respect to the visual horizon. This allows the pilot to maintain a
desired bank and pitch angle while also maintaining a desired heading angle by keeping
track of distant features (such as mountains). To localise the aircraft, pilots observe
distinct ground features such as roads, bodies of water, buildings, terrain and other
natural or manmade features and correlate what they see with maps. Both of these
activities require a constant and considerable amount of concentration by the pilot do
to the need to maintain an accurate position estimate during ight. This increases the
overall workload for the pilot. Automatic detection of visual ground features and the
correlation of them to a known database would allow for position estimates to be made
automatically if operating in a known environment. This would reduce the workload
for a pilot. Conversely, new or unknown features could be mapped and used for short-
term relative localisation if operating in an unknown environment. While short-term
relative localisation would not provide absolute position measurements required for
long-term navigation, it would limit the rate of drift of the navigation solution until
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such time that a known landmark is observed. This process of simultaneously mapping
features and using them for localisation is commonly referred to as SLAM (Simultaneous
Localisation and Mapping).
Since the visual horizon and visual ground features are the primary references a pilot
uses to navigate the aircraft, it is therefore logical to try to mechanise both of these
visual processes in a vision-aided navigation system. Specically, this thesis investigates
visual attitude determination and visual localisation from the observed horizon prole,
as well as visual localisation from ground based features.
The problem of visual attitude estimation and visual localisation is that they are
cross-coupled. The accuracy of each process directly aects the accuracy of the other.
The attitude accuracy aects the time evolution of the navigational accuracy from an
INS (by limiting the drift rate) and limits the maximum possible accuracy of a visual
localisation process (by aecting the accuracy of a feature's azimuth and elevation, and
hence position estimate). This can be seen in Figure 1.1, in both situations the visual
measurement angles are the same, however attitude errors cause the resolved position
to be biased.
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Figure 1.1: Attitude Error Eects on Visual Navigation
A 1 attitude error induces a 1:75% of range position error while a 5 attitude error
induces a 8:27% of range position error. At an altitude of 5000ft a 1 attitude error
would turn into 26:6m position error observing a feature directly below the aircraft or
37:6m when observing a feature at 45 declination. The reverse eect is also true, the
accuracy of the visual localisation process controls how accurately any attitude biases
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can be identied in the attitude estimation system. The cross-coupled system means
that increasing the attitude estimation accuracy will directly increase the positional
estimation accuracy and vice versa. Figure 1.2 shows the various cross-coupling eects
between attitude and position estimation processes. This cross-coupling eect is in-
vestigated and demonstrated in this thesis, highlighting the navigational advantages of
fusing attitude measurements from horizon detection.
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Figure 1.2: Visual Attitude and Localisation Estimation Cross-Coupling Eects
Visual sensors are a strong source of aircraft attitude and positional information,
which have many advantages over other sensors traditionally used for ight guidance,
navigation and control. The reliable extraction and processing of navigational data from
a visual sensor at the required rate to generate useful measurements for INS aiding has
been a major limiting factor. The use of visual measurements in airborne navigation
systems has only recently become feasible for implementation due to advances in com-
putational processing power, hardware miniaturisation and reducing hardware cost.
This has opened up a new eld of researching image processing techniques and vision
systems for application in the aeronautical environment. The sensors and hardware
required are relatively cheap, which allows these advanced systems to be implemented
on a wide range of platforms at low cost. Hence presents many advantages for general
aviation and sports aircraft markets. The ability to use cheaper hardware and achieve
the same level of performance as more expensive equipment is a important outcome
of these vision systems. Visual navigation is also a completely passive sensor scheme
(unable to be detected or jammed), and it is able to provide accurate relative and ab-
solute positional information, assuming VFR conditions. These concepts can also be
extended to use Infra-Red sensors, so that they may operate in IFR conditions.
As this is still a developing eld, there are many challenges to overcome. These
problems are typical to all vision systems but they are especially important in high
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risk control applications, such as aeronautical platforms. They all must be addressed
in order to produce a feasible aeronautical vision-aided navigation system. The main
problems this thesis addresses are computational processing power, reliability, robust-
ness and accuracy. The problem of processing power is addressed by developing ecient
algorithms and techniques for the processing of the visual data and assessment of their
temporal performance. Robustness is addressed by developing fault-detection checks
and techniques to identify and handle bad or erroneous data. Reliability and accuracy
issues are addressed by the fusion of multiple information sources and by the inves-
tigation of the sensitivities of the visual processes. Investigation of the sensitivities
allows deterministic probability uncertainties to be found and the optimum camera
conguration for maximum estimation accuracy to be identied.
The overall motivation behind the development of a visual navigation system in this
thesis is to aid in manned ight and to provide an automatic passive navigation system
for UAVs. The visual system is not designed to replace other sensor-aided inertial
systems (such as barometric, magnetometer, or even GPS aided), but rather work in
conjunction with them to take advantage of each sensor system when that system is
operating correctly to provide the best possible navigation solution. Visual navigation
systems can be relatively inexpensive and easily installed on manned aircraft to aid the
pilot in navigation in the case of pilot assisted ight, or to be used in conjunction with
stability augmentation systems to improve the dynamic performance of the aircraft.
Both of which would reduce the workload for the pilot and improve handling qualities.
When visual navigation systems are installed on UAVs, dependance on external systems
and infrastructure (such as GPS) for navigational performance is reduced, increasing
the autonomy of UAVs.
1.2 Thesis Outcomes
The following are the outcomes and new contributions of this thesis:
1. Investigation of a real-time capable1 visual horizon detection algorithm which is
capable of extracting the horizon interface shape with and without using a priori
attitude and horizon prole information.
1Able to be implemented at the requested frame rate on the available hardware shown in Section 1.3.
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2. Comparison of the developed horizon detection algorithm with past algorithms
with reference to detection accuracy and computational performance.
3. Investigation of a pin-hole camera horizon line model for attitude determina-
tion. A sensitivity analysis is undertaken to analyse typical sources of error and
to mathematically determine probabilistic error bounds for data fusion. Fault
detection procedures are also developed to handle erroneous measurements.
4. Investigation of a pin-hole camera horizon plane model for attitude determination
which allows fusion of multiple cameras. Additional fault detection procedures
and model sensitivities to mathematically determine probabilistic error bounds
for data fusion are also developed. A simulation performance investigation is
presented which compares the accuracy of the horizon plane model with other
attitude determination methods with and without multiple cameras.
5. Investigation of a simultaneous horizon prole mapping and attitude determina-
tion method which allows the full attitude of the aircraft to be constrained when
operating in an unknown environment with a distinct static horizon prole.
6. Investigation of a horizon prole ltering method which allows the horizon prole
to be estimated and mapped to aid in the horizon detection process and horizon
prole aided attitude determination methods.
7. Investigation of an ecient horizon-based terrain-aided method for attitude de-
termination along with a sensitivity analysis to mathematically determine prob-
abilistic error bounds for data fusion.
8. Investigation of an ecient horizon-based terrain-aided extended Kalman lter
measurement model for combined attitude determination and localisation.
9. Investigation of the cross-coupling eects that visual attitude determination has
upon visual navigation. Identication of the optimum camera conguration for
maximum navigational accuracy.
10. Development of a visual road intersection feature detection algorithm.
11. Investigation of a map-aided road intersection visual navigation system which can
localise the aircraft with and without a priori positional information.
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12. Flight test result validation of the developed methods using the University of
Sydney Jabiru J400 test platform aircraft.
1.3 Thesis Test Platform
The test platform this thesis is based around is the University of Sydney (USYD)
J400 Jabiru experimental aircraft. The J400 is a 4 seater light aircraft with a MTOW
(Maximum Take-OWeight) of 700 Kg. It has a cruise speed of 120 kts and a maximum
service ceiling of 15,000 ft. The aircraft, shown in Figure 1.3, is used for teaching and
research purposes at the university. A full ight and visual data acquisition system was
developed in-house, which consists of the hardware listed in Table 1.1 and the camera
layout shown in Figure 1.4.
Figure 1.3: USYD Jabiru J400 (Designation VH-USY)
The data acquisition system is based around an NovAtel Span INS/GPS unit along
with a magnetometer, air data probe, GPS receivers and control position transduc-
ers. The NovAtel Span INS/GPS unit provides highly accurate position, velocity and
attitude estimates along with high rate inertial measurement. The additional three
GPS receivers can provide standard GPS measurements as well as be used for GPS
carrier phase attitude determination to provide highly accurate attitude information.
The system runs on four dedicated Mac Mini computers. The vision system consists
of 7 cameras, 5 low resolution camera mounted facing dierent directions around the
aircraft for horizon detection and 2 high resolution cameras mounted facing 45 down-
wards from the noise of the aircraft and directly downwards towards the belly of the
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Table 1.1: Jabiru Flight Data Acquisition System
Sensors and Hardware
NovAtel ProPak-G2plus SPAN with HG1700 Tactical-Grade IMU (100 Hz)
Honeywell HMR2300 Magnetometer (100 Hz)
3 CMC Allstar 12 GPS Receivers (10 Hz)
SpaceAge Control 100400 Air Data Probe (500 Hz)
SpaceAge Control Control Position Transducers (500 Hz)
4 Mac Mini 2.4 GHz Computers
5 Colour 640 480 Unibrain Fire-i Firewire Cameras (30 Hz)
2 Colour 1024 768 Prosilica GC-1020C GigE Cameras (25 Hz)
aircraft for feature detection.
The system is congured with one computer recording the all the ight data, one
computer processing the ve rewire horizon cameras and then one computer processing
each of the high resolution GigE navigation cameras. It is desired for all ve horizon
cameras to be processed simultaneously at a minimum rate of 10 Hz on a single 2.4 GHz
computer. Assuming linear scaling, the required processing throughput would be (5
Cameras  10 Hz  (640480) Pixels  3 Colour Channels) per (2.4 GHz) or eectively
19; 200; 000 Pixel Hz/Ghz. This throughput measure allows the temporal performance
of dierent algorithms running on dierent computers and with dierent image size to
be compared in a normalised manner. A minimum frame rate of 10 Hz was selected so
that the fast attitude response of the aircraft can be observed. The processing rate for
the navigational information is not as critical, a processing rate as slow as 1 Hz would
be acceptable, if the obtained positional measurements were accurate.
The nominal sensor calibration parameters are listed in the following tables. The
nominal parameters for the Navigation cameras are listed in Table 1.2 and the nominal
parameters for the Horizon cameras are listed in Table 1.4. The IMU sensor parameters
are also shown in Table 1.3. The camera calibrations shown were experimentally mea-
sured by levelling the aircraft, surveying points around the aircraft and comparing them
to corresponding points in the camera frames. The IMU calibrations were measured
from a recorded static sequence with the aircraft level. The camera translation osets
are ignored for the Horizon cameras as the attitude is unaected by the translation.
The camera translation osets are also ignored for the Navigation cameras as they are
insignicant compared to the view distances involved during nominal operation.
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Horizon Cameras
Navigation Cameras
Figure 1.4: Jabiru Camera Mounting Angles
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Camera angular miss-alignment will have a direct inuence on the estimated atti-
tude, for example a 0:25 camera miss-alignment will turn into a 0:25 attitude error.
As seen in Figure 1.1, a 0:25 camera miss-alignment will turn into a 0:45% of range
position error. These values should be appropriate for the level of precision obtained
during calibration (a 3 pixel uncertainty during calibration turns into approximately a
0:25 angular error).
Table 1.2: Jabiru Navigation Camera Sensor Parameters
Camera Parameter Value
Navigation Camera 1
Frame Rate 5 Hz
Lens FOV 40.00
Resolution (W  H) 1024  768
Attitude Oset [0,  90, 0]
Navigation Camera 2
Frame Rate 5 Hz
Lens FOV 40.00
Resolution (W  H) 1024  768
Attitude Oset [0,  45, 0]
Table 1.3: Jabiru SPAN IMU Sensor Parameters
Parameter Value
Update Rate 100 Hz
Attitude Oset [1:002,  0:212, 0]
2Ax Accelerometer Noise 104.04 (mg)
2
2Ay Accelerometer Noise 67.24 (mg)
2
2Az Accelerometer Noise 96.04 (mg)
2
2p Gyroscope Noise 0.0030 (
=s)2
2q Gyroscope Noise 0.0038 (
=s)2
2r Gyroscope Noise 0.0590 (
=s)2
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Table 1.4: Jabiru Horizon Camera Sensor Parameters
Camera Parameter Value
Horizon Camera 1
Frame Rate 15 Hz
Lens FOV 45.25
Resolution (W  H) 640  480
Attitude Oset [0:0, 0:0, 13:7]
Horizon Camera 2
Frame Rate 15 Hz
Lens FOV 45.25
Resolution (W  H) 640  480
Attitude Oset [0, 0,  13:6]
Horizon Camera 3
Frame Rate 15 Hz
Lens FOV 45.25
Resolution (W  H) 640  480
Attitude Oset [0, 4:4, 179:4]
Horizon Camera 4
Frame Rate 15 Hz
Lens FOV 45.25
Resolution (W  H) 640  480
Attitude Oset [1:5, 3:4, 105:3]
Horizon Camera 5
Frame Rate 15 Hz
Lens FOV 45.25
Resolution (W  H) 640  480
Attitude Oset [ 0:6, 4:3,  109:3]
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1.4 Chapter Outline
The layout and content of the chapters contained in this thesis document is as follows:
Chapter 1 introduces this thesis and contains the problem denition and thesis out-
comes.
Chapter 2 is a literature review of past research work relating to visual horizon detec-
tion, visual attitude determination, visual feature detection and visual navigation.
Observations, limitations and areas of improvement for each of the dierent con-
cepts are highlighted so that they may be addressed by the developmental work
in this thesis. Typical navigational accuracies of commercially available systems
are presented for comparison with the nal accuracies achieved by the developed
vision system in this thesis.
Chapter 3 presents the background theory used in later chapters to develop the dif-
ferent methods and systems for this thesis. The background content reviewed
covers reference frames and coordinate transformations, camera models, image
processing, least squares and minimisation, data fusion, robust statistics and
fault detection.
Chapter 4 details the development of a real-time horizon detection method used for
detecting and extracting the horizon interface from an image. The observations
from the literature review in Chapter 2 are discussed and addressed to help de-
velop a more accurate and robust solution. The horizon detection algorithm does
not rely on a straight horizon line assumption, this allows the actual horizon
interface shape to be extracted. Two dierent past methods are outlined and
extended to also extract the horizon interface so that they may be compared to
the developed method. All three methods are implemented and evaluated for
robustness, accuracy and computational eciency. The extracted horizon inter-
face is used with the horizon models developed later in the thesis for attitude
determination. Extensions to the detection method are developed which allow
for a priori attitude and horizon prole information to be used in the detection
process. This increases the accuracy, robustness and eciency of the horizon
detection method.
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Chapter 5 develops an innite horizon line model using the pin-hole camera model.
The innite horizon line model makes the assumption that the horizon is a straight
line, innitely far away from the camera. Attitude errors can easily be introduced
when the observed horizon is not at and level. The inclusion of the camera model
in the horizon model allows the model sensitivities and accuracies to be assessed.
The eect that dierent sources of error, such as terrain, incorrect camera cali-
bration, altitude or non-innite view distance have on the attitude determination
solution are quantied. Probabilistic error uncertainties are calculated from the
model sensitivities so that the attitude measurements can be probabilistically
fused in a Kalman lter. Fault detection techniques are developed to help pro-
duce a robust attitude solution. Flight test results using this innite horizon
line model for attitude determination are presented for the three dierent hori-
zon detection methods. These results highlight the performance improvement of
the horizon detection algorithm developed in Chapter 4 over the other horizon
detection methods.
Chapter 6 develops an innite horizon plane model using a pin-hole camera model
which is an direct extension to the innite horizon line model developed in Chap-
ter 5. This extension can be used when multiple cameras are available. The
larger eective eld of view due to multiple cameras allows for a greater level of
robustness and accuracy in cases when the horizon is not at and level. Model
sensitivities and accuracies are assessed to highlight the robustness and accu-
racy advantages of the plane model. Probabilistic error uncertainties are again
calculated from the model sensitivities and more fault detection techniques are
developed which take advantage of the redundant information that multiple cam-
eras provide. The innite horizon plane model is generalised a step further to
produce a general horizon plane model, allowing for accurate attitude determina-
tion in situations when the observed horizon is not innitely distant. Numerical
simulations are presented to highlight the attitude determination advantages of
using multiple cameras with an horizon plane model over using multiple innite
horizon line models. Flight test results are presented to validate the numeri-
cal simulations. Both the innite horizon line and general horizon plane models
have an underlying assumption that the horizon is at or planar. The next de-
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velopmental step would be to remove this assumption to improve the attitude
determination accuracy in the cases when this would not hold true.
Chapter 7 develops an horizon prole mapping for attitude determination method,
which is a SLAM (Simultaneous Localisation and Mapping) like method for the
horizon attitude determination problem. This process allows the horizon prole
due to the terrain around the aircraft to be mapped while using the mapped pro-
le for attitude determination. Unlike the previous horizon models, this method
does not make the assumption that the horizon is at or level. The removal of
these assumptions potentially increases the maximum accuracy of the attitude
measurements, it also has the added advantage of being able to measure the yaw
angle of the aircraft, so that the complete Euler angle triplet of the aircraft can be
constrained. This is something that none of the past attitude determination hori-
zon models have been able to do. Unfortunately, the horizon prole is not view
point independent, this limits the usefulness of this approach for a rapidly chang-
ing horizon prole. A modied version of the horizon mapping lter is presented,
in which the attitude estimation process is removed and only the horizon prole
mapping is undertaken. This modied mapping lter can be used to improve the
robustness of the detected horizon prole by ltering the raw extracted horizon
interface from the horizon detection method, so that the prole information can
be reliably used in later processes. The mapped horizon prole can also be used
as a priori horizon prole information to aid in the horizon detection process
described in Chapter 4. Simulation and ight test results are presented for both
the lters developed in this chapter.
Chapter 8 develops an ecient terrain-aided horizon prole attitude determination
method. The potential accuracy gain when the horizon model allows for a gen-
eral horizon prole shape is signicant. When an completely unknown operating
environment is assumed, like in Chapter 7, problems are introduced into the esti-
mation process. This bring up the motivation behind the investigation of attitude
determination in a known environment. A terrain-aided horizon prole attitude
determination method is developed in this chapter. The terrain-aided attitude
determination process can generate complete attitude measurements which can
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be fused in a Kalman lter. This allows the attitude of the aircraft to be esti-
mated and constrained to a high degree which is greater than any of the previous
attitude determination methods. The horizon prole is heavily dependant upon
the view point, this was a problem for the method developed in Chapter 7. How-
ever due to these positional dependency eects, the estimation process can be
extended to also estimate the position of the aircraft. A measurement model for
an extended Kalman lter is developed in this chapter which contains the terrain
model. This lter allows the attitude and position of the aircraft to be eciently
estimated based upon the observed horizon interface. Simulation and ight test
results are presented for both the terrain-aided methods (terrain-aided attitude
determination and terrain-aided attitude and position estimation) developed in
this chapter.
Chapter 9 discusses in detail, the eect that attitude measurement accuracy has upon
the visual navigation estimation process. A study is undertaken to highlight how
accurate attitude information can be used to increase the accuracy of the visual
navigation process. This highlights the motivation for investigating horizon de-
tection for attitude determination in the previous chapters. Accurate attitude
information from horizon detection can improve the overall visual navigation ac-
curacy. The study also links the visual navigation accuracy to the camera pa-
rameters and an optimum camera parameter set is identied which provides the
best visual navigation information.
Chapter 10 develops a visual navigation system which uses road intersections as navi-
gation features. A detection algorithm is developed which can detect and describe
road intersections. A data association matching method is developed which can
probabilistically match the detected road intersection features to their database
counterparts based upon the number of branches, branch distribution, orientation
and estimated position. The visual bearings and orientation for the detected in-
tersections are fused in an extended Kalman lter to keep the aircraft navigation
state estimate constrained. The explicit one to one data association matching
method has many implications in the robustness and accuracy for the visual nav-
igation lter. The matching process can handle large drifts in position and still
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nd the correct data associations, this can be a dicult problem for other point
feature navigation methods (as points cannot be told apart). A visual localisa-
tion process is also developed which can localise the aircraft using the distribution
of observed features without using a priori positional information. This locali-
sation process can be used to start the navigation lter or to reset the lter if
the positional estimates have become too large. Simulation and ight test re-
sults are presented for the methods developed in this chapter. These results also
verify the navigation performance improvement when attitude measurements are
incorporated into the estimation process.
Chapter 11 is the nal conclusion to this thesis. The overall system performance and
accuracies are compared to the commercial systems described in Chapter 2. Fu-
ture thesis work is identied and the outcomes of this thesis and their implications
are discussed.
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Chapter 2
Literature Review
2.1 Introduction
This chapter presents an extensive literature review on the various areas which were
investigated by this thesis. Observations, limitations and areas of improvement for
each of the dierent topics of investigation are discussed so that they may be addressed
and improved by the developmental work in this thesis. The areas reviewed in this
literature review are split into dierent sections, which are:
Section 2.2 Visual Horizon Detection and Attitude Determination
Past work relating to horizon detection and attitude determination from horizon
detection is discussed and reviewed in this subsection. Horizon detection, horizon
tting and attitude determination algorithms are discussed along with terrain-
aided attitude determination, fault-detection and robustness, method accuracies
and computational performance.
Section 2.3 Terrain-Aided Navigation
Terrain-aided navigation is reviewed in this subsection, along with its exten-
sion to visual terrain-aided navigation. These methods use the local terrain pro-
le/contour or land relief surrounding the platform to localise themselves.
Section 2.4 Visual Feature-Based Terrain-Aided Navigation
Visual Feature-Based Terrain-Aided Navigation is reviewed in this subsection.
These methods are a subset of Terrain-Aided methods, but it has been separated,
as this section investigates using distinct ground based features for navigation
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rather than shape of the terrain. Absolute navigation methods (map-aided), rel-
ative navigation methods (such as SLAM) and the fusion of the two are discussed.
Section 2.5 Commercial Attitude and Navigation Systems
The attitude and navigation accuracies of commercial systems are presented in
this subsection. These accuracies set a benchmark for comparison of the various
methods developed in this thesis.
Section 2.6 Summary
The last subsection is a summary of all the important observations about past
work which relates to the work undertaken in this thesis.
2.2 Horizon Detection and Attitude Determination
2.2.1 Overview
The horizon appearance is a strong visual indication of the attitude of an aircraft and as
such in VFR ight, pilots are trained to control the aircraft by orientating it relative to
the horizon. Visual Horizon Attitude Determination (VHAD) is the automatic process
of estimating the attitude (usually bank and pitch) of an aeronautical platform from
visual measurements of the horizon. This process usually involves the following steps:
1. Detection of the horizon using image processing techniques.
2. Fitting of an approximating feature to this detected horizon.
3. Estimation of the attitude of the aircraft from this approximating feature using
a horizon model.
Horizon detection is a key process in visual attitude determination. Horizon detection
is the process of identifying the skyline or interface between the sky and the ground.
Usually, this detection process is coupled with the process of approximating or tting
the horizon with a straight line. Once the horizon has been identied, a mathematical
model is used to link the detected horizon to the attitude of the platform. The accura-
cies and robustness of the horizon detection, horizon tting and horizon model directly
eects the overall quality of the attitude measurements from the VHAD system.
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The idea of using horizon detection for attitude determination in vision systems is
not new. There has been vast amounts of past research into image processing techniques
to perform horizon detection in addition to various methods of tting a horizon shape
to a image. The past VHAD papers can be roughly be broken down in the the following
categories:
 MAV (Micro Aerial Vehicle) or UAV Stabilisation using a Single Perspective
Camera [2{18].
 Fixed-Wing UAV Attitude Determination using a Single Perspective Camera [19,
20].
 Rotary-Wing UAV Attitude Determination using a Catadioptric Camera Sys-
tem [21{26].
 Fixed-Wing UAV Attitude Determination using a Panoramic Or Very-Wide Angle
Camera System [27{30].
Most of the past work has focused on VHAD for MAV stabilisation, in which the
explicit attitude of the platform is not calculated but is regulated through approximate
measures extracted from the image. These measures are usually the slope of the horizon
for bank regulation and percentage of sky inside the image for pitch regulation. These
methods assume a basic horizon model based on intuition rather than a mathematical
model. There is no compensation for the camera calibration or the bank and pitch
cross-coupling eects. The main reasons for the investigation of VHAD for MAVs has
been that cameras are cost eective, lightweight and can replace most of the other
required sensors. However due to the limitations imposed on MAV platforms, most of
the VHAD methods have been very simplistic. There has been less developmental work
done on VHAD specically for xed-wing UAVs or larger ight platforms where due to
the larger size and reduced limitations (on space and weight, which directly eects the
amount of on-board computational power available) eorts have been made to estimate
the explicit attitude of the platform for state estimation and control purposes.
There has recently been a series of papers investigating the use of Catadioptric
imagery for UAV attitude determination. Catadioptric vision consists of placing a
convex mirror in front of a perspective camera whose axis is aligned with the axis of
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the mirror [26]. This system allows a complete 360 view of the horizon. It also has
the advantages of a greater attitude operational range (due to the large FOV [Field of
View] in which the horizon is visible) and reduced impact of obstructions in the horizon
on the attitude measurement (due to tting a plane rather than a line to the horizon).
However, this system also has a number of disadvantages. Firstly, most of the research
has been done on small rotary-wing UAVs and as such the system has a clear view
of the horizon from the undercarriage. This system could not be implemented as is
on larger xed-wing aeronautical platforms due to the size and shape of the platform
obstructing the view of the horizon. Secondly, the resolution of the image in degrees of
FOV per pixel has been dramatically reduced (to approximately 1=8th when comparing
a typical 45 horizontal FOV camera to the catadioptric 360 horizontal FOV camera).
This reduction in resolution reduces the maximum attainable attitude precision of the
system and motivates the use of an array of higher precision cameras.
2.2.2 Horizon Detection
The image processing problem of horizon detection has been approached many dierent
ways in the past. Methods have been developed using dierent features and detection
methods. The past literature has focused on three main methods for horizon detection
which are:
 Edge based (horizon edge points are found then a line is tted to them) [3,4,10,19].
 Pixel segmentation based (sky and ground are segmented rst, then a horizon
line is tted) [5, 7{9,12{14,17,21,22,26{36].
 Combined statistical optimisation segmentation and tting based approach (sky
and ground segmentation and horizon tting processes occur simultaneously using
a statistical optimisation) [2, 6, 11,15,25,37].
Edge based horizon detection nds points in the image with a strong image gradient
and then a straight line is tted to the detected edge points. The edge detection tech-
niques such as the Sobel operator [38] or the LOG (Laplacian of Gaussian) operator [39]
may be used. The Sobel operator was chosen in [3, 19] for its computational eciency
and the LOG operation in [4, 10] was chosen for its smoothing and edge sharpening
properties. These methods rely on the weak assumptions that there is a distinct edge
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between the sky and the ground, that the horizon is straight and that the horizon edge
is the strongest gradient in the image.
Segmentation based approaches, rst segment the image into sky and ground,
then a horizon line is tted to separate the segmented regions. The segmentation
process can be based on a number of dierent approaches such as a colour thresh-
old [5,8,9,12,22], machine learning classiers (SVM [Support Vector Machine], Neural
Networks, Bayes Classication, MRF [Markov Random Field], HMT [Hidden Markov
Tree], Fuzzy Logic) [7, 13, 26{28, 30{32], statistical thresholding (Otsu thresholding,
Bayesian thresholding, Gaussian Adaptive thresholding, LDA [Linear Discriminant
Analysis]) [5,12,14,16,17,21,22,29,36] or Multiresolution Linear Discriminant Analysis
(MLDA) [33{35].
A major drawback to the colour or classier segmentation based sky detection
methods is the inability to distinguish between sky and other sky coloured and tex-
tured objects such as bodies of water or haze. Statistical thresholding and the other
adaptive methods separate the image into two distinct regions, which do not necessarily
correspond to sky and ground. An advantage of the segmentation approach is the indi-
vidual pixel sky/ground classication; this information allows the actual shape of the
horizon to be extracted. However, none of the past papers on horizon detection have
made use of this extracted shape information for attitude determination; they have all
approximated the horizon to be a straight line.
The statistical optimisation segmentation and tting based approaches combine the
sky and ground pixel classication and horizon line tting together in one step. This is
usually accomplished by a maximisation or minimisation expectation search on some
t criteria. An optimisation algorithm was used in [2,6,11,15,37] to minimise the RGB
(Red, Green and Blue) inter-class variance of two segments of an image separated by a
straight horizon line. A catadioptric implementation of this is presented in [25] which
ts an ellipse which corresponds to the ground plane. While these combined approaches
have the advantage of being somewhat adaptive to changing light and weather condi-
tions, they still separate the image into two segments and nothing is constraining these
segments to correspond to the sky and the ground.
An alterative approach to visual horizon detection is to use infrared cameras rather
than visual spectrum cameras. The sky and ground have dramatically dierent infrared
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temperatures. The infrared temperature of sky has been studied and modelled exten-
sively in the past and as such, it has been used for a number of attitude determination
and stabilisation systems for satellites since the mid 1960's. This dramatic dierence
in temperature has been used in [40{42] to segment the infrared image into sky and
ground, so that the horizon interface shape can be used for terrain-aided localisation
of the platform. The method developed in these papers [40{42] assumes that the cam-
era attitude is level, therefore this method is useless for general attitudes. A VHAD
infrared catadioptric implementation is presented in [42] and produces similar results
as the visual catadioptric implementations in [21, 22, 25, 26]. Infrared cameras might
have some advantages for horizon detection over visual cameras (ability to operate at
night and in foggy conditions), however the process is sensitive to the location of the
sun and time of the day. The infrared spectrum is also restrictive for visual navigation
as visual features (such as roads and rivers) are dicult to detect.
2.2.3 Horizon Fitting
After the horizon detection process, the horizon is approximated or tted with a linear
feature except in the case when the t is performed as part of the horizon detection
stage, as in [2,6,11,15,25,37]. A number of various tting methods have been used and
developed. In [3,7,8,19,32] the Hough Transform (or its equivalent Randon Transform)
is used to t a straight line to the horizon edge. An optimisation search method is used
to nd the best line t in [4, 10], while [21, 22, 26, 28, 29] use Least Squares to t a
ground plane to the detected horizon edge points in the catadioptric or wide-angle
image. A centroid approach is used in [5, 9, 12, 14, 16], which operates directly on the
sky/ground segmented image. It uses the assumption that the segmented regions in
the image are separated with a straight line which can be approximated directly from
the area and centroid locations of these sky and ground regions. Other sky/ground
segmented image based methods include [18] which analytically links the area under
a straight horizon line to its appearance, and the method used in [27, 30] which used
pre-generated attitude kernels to match the segmented image to an attitude.
Regardless of which of these methods is used, all these applications approximate or
assume the horizon to be a straight line or a at plane in the catadioptric or wide-angle
camera case. This assumption can incur varying degrees of error in all the methods as
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altitude eects and non-uniformities (such as mountains and other terrain features) in
the actual horizon shape can manifest themselves as biases in the tted horizon feature's
parameters. The tting or approximation process allows for attitude measurements to
be made, but they can be very susceptible to error when the actual horizon is not at
and level.
The Hough Transform [43] is a common image processing method used to t a
straight line to detected horizon points, these horizon points could come from an edge
based approach [3,19] or a segmentation based approach [7,8,32]. The Hough Transform
nds the strongest global straight line in the image using a vote-based system. The
use of the Hough Transform has the underlying assumptions that the horizon is the
strongest line in the image (most number of votes) and that the horizon is straight. The
use of a vote-based system in the Hough Transform gives the transform a high noise
rejection ability, however this ability only applies when the underlying assumptions are
not violated. The precision of the Hough Transform is also limited by the discretisation
of the vote-based parameter space, which has an inverse relationship with the robustness
of the algorithm. The Hough Transform can be computationally expensive as it has to
iterate over every possible line for every detected point.
An extensive optimisation search is used in [4, 10] to nd the line's position and
angle which best projects all the detected edge points perpendicularly onto the line.
This method operates in a similar manner to the Hough Transform, so it has many of
the same advantages and disadvantages.
The majority of the catadioptric system or wide-angle systems [21,22,26,28,29] use
a Least Squares method to t a ground plane to the detected horizon edge points after
applying the camera calibration. Another approach taken in [25] is to use a non-linear
method to t an ellipse directly to the catadioptric image. Even though a plane is being
tted in both cases to the horizon rather than a straight line, these methods still have
the underling assumption that the horizon is at. Any terrain eects will still corrupt
the solution. This also happens with other line tting approaches. However, since the
catadioptric system has a wider FOV, the plane t will be less aected by the terrain
eects.
The horizon tting approach taken in [27, 30] operates directly on the segmented
sky/ground image, by comparing this image to pre-generated attitude kernels generated
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at 5 attitude increments. The pre-generated attitude kernels assume a planar horizon,
so this method is essentially another plane tting process, however it ts based on area
rather points.
The last horizon tting approach used is a centroid approach as described in [5,9,12,
14,16]. It also operates directly on the sky/ground binary image from the segmentation
process. A circular window is applied to the binary image and the sky and ground region
centroids are calculated. The bank angle is approximated to be the angle between the
centroids and the pitch is approximated by the number of ground or sky pixels inside
the circular window. Both of these measures are an approximation which rely on
the assumption that the horizon is straight. Any noise inside the image or terrain
eects on the horizon will cause errors in the attitude estimates. One advantage of this
approach is that the line t is based on area rather than distance, this gives the method
some robustness to noise, however as usual, this robustness quickly degrades when the
underlying assumptions are violated.
2.2.4 Attitude Determination
Once the horizon has been tted or approximated by a linear or planar feature, the
properties of this feature are then linked back to the attitude of the aeronautical plat-
form, so that attitude measurements can be inferred. Only [19, 20] (Single Camera
on Fixed-Wing UAV), [21{26] (Catadioptric System on Small Rotatory-Wing UAV)
and [27{30] (Wide-Angle Camera on Fixed-Wing UAV) try to recover the explicit at-
titude of the aeronautical platform by formulating mathematical relationships between
the feature in the image frame and the attitude of the platform. The rest [2{18] do
not extract the true attitude, but rather use an proportional attitude measure for UAV
or MAV stabilisation. The attitude stabilisation papers link the angle of the hori-
zon proportionally to the bank of the aircraft while the pitch is approximated to be
proportional to the percentage of sky or ground inside the image. Both of these are
approximations and do not take into account the bank and pitch cross-coupling eects,
altitude/view distance eects or the camera calibration eects. These approximations
mean that the explicit attitude of the platform cannot be recovered.
When a mathematical model is formulated to link the observed horizon in the
image to the attitude of the aircraft, the assumption that the view distance is innite
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is generally used. This assumption removes the altitude/view distance ratio dependance
eect allowing the attitude to be explicitly calculated. The use of this assumption means
that the altitude/view distance eects are unobservable from pitch angle eects (for a
forward facing camera). This means that the altitude or view distance will bias the pitch
measurement. This assumption and limitation is present in the attitude determination
methods used in [19{21,27{30] and only the Catadioptric System [22,25,26] is able to
correct for this altitude eect.
One catadioptric system [23, 24], does not rely on horizon detection to estimate
the attitude, instead it extracts parallel lines from the image to calculate the vanishing
points. The orientation of the ground plane is extracted from these points by using non-
linear Least Squares to estimate the attitude rotation matrix. The method is extended
in [23] to track changes in the vanishing point locations for a yaw rate and relative yaw
estimate as well. This method relies on low altitude operation in an urban area, so
that most of the parallel lines visible are orientated vertically or horizontally with the
ground plane. A system such as this has limited use for typical ight conditions.
None of the previous work has investigated the sensitivities of the attitude deter-
mination process and/or produced explicit probabilistic error uncertainties for data
fusion.
2.2.5 Terrain-Aided Horizon-Based Attitude Determination
There has only been limited investigations undertaken in terrain-aided VHAD methods.
These terrain-aided methods have been investigated for augmented reality applications
in [44,45] and for ground vehicle attitude determination in [46].
The method used in the augmented reality application [44, 45] only estimated the
pitch and yaw angles of the camera while assuming that the bank angle was zero.
Peaks in the horizon prole were matched and then the attitude was ne tuned using
a correlation search.
The method developed in [46] for the ground vehicle, used a GPU (Graphics Pro-
cessing Unit) to render the complete terrain map in the image frame. The rendered
horizon and the detected horizon inside the image frame are aligned using a RANSAC
(RANdom SAmple Consensus) like approach inside the image frame. Pixel translation
and rotation osets between the two image curves are estimated in the image frame
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and then transformed to an attitude error using a Least Squares approximation. The
main disadvantages of this approach presented in [46] is the linear approximation of the
non-linear alignment function and the computationally expensive method of rendering
the horizon curve which is only valid for a single camera at one position and attitude.
No explicit estimation of the nal attitude error variance was given.
Terrain-aided methods can provide a high level of accuracy when other VHAD
methods are incapable. This happens at low altitudes when the terrain obscures the
distant (innite) horizon. In such cases, the terrain then introduces biases into the
straight line horizon t, corrupting the attitude measurement. However, using a terrain-
aided method in this situation would allow for the complete attitude triplet to be
accurately measured.
2.2.6 Accuracy
The attitude determination accuracy of the dierent VHAD methods is dicult to
compare. Only the methods which calculate the explicit attitude of the platform can
be compared. When the various VHAD papers present accuracy result statistics, the
results are for dierent conditions, attitude ranges, altitudes, ight sequences, ight
platforms, camera hardware and with varying horizon proles which makes a direct
comparison of the methods unreliable. The dierent error statistics given by the various
papers are shown in Table 2.1. These accuracies listed show that a VHAD method
should be able to achieve an approximate accuracy for bank and pitch of less than 2
for the mean error and standard deviation.
26
Table 2.1: Past VHAD Method Accuracy Comparison
VHAD Method Accuracy Metric Test Platform
Bayesian Histogram Thresholding +
Least Squares Plane Fit [29]
Bank Error STD 3:31
Pitch Error STD 3:01
Fixed-Wing UAV
Bayesian Histogram Thresholding +
Least Squares Plane Fit [29]
Bank Error STD 1:39
Pitch Error STD 1:69
Hand Held
Fuzzy-Logic Segmentation + Kernel
Based Plane Fit [30]
Mean Angular Error 1:49 Fixed-Wing UAV
Adaptive Thresholding Segmenta-
tion + Least Squares Plane Fit [28]
Mean Angular Error 1:45 Fixed-Wing UAV
Adaptive Thresholding Segmenta-
tion + Least Squares Plane Fit [28]
Mean Angular Error 2 Fixed-Wing UAV
Inter-class Variance Segmentation
with Line Fit Minimisation [11]
Mean Angular Error 3:92 Fixed-Wing UAV
Urban Vanishing Points [23] Bank Error Mean 3:8
Pitch Error Mean 2:3
Bank Error STD 2:6
Pitch Error STD 1:8
Rotary-Wing
UAV
Gaussian Adaptive Threshold +
Least Squares Plane Fit [21,22]
Bank RMSE 2:8647
Pitch RMSE 4:3710
Rotary-Wing
UAV
Sobel Edge Detection + Hough
Transform [20]
Bank Error STD 1:93
Pitch Error STD 1:21
Fixed-Wing UAV
Sobel Edge Detection + Hough
Transform [20]
Bank Error STD 2:02
Pitch Error STD 1:50
Fixed-Wing
Light Aircraft
The VHAD system setup can also determine the maximum level of precision at-
tainable from the system. At its most basic level, the precision is limited by the pixel
resolution per degree of FOV. Ideally, a high resolution per degree of FOV allows
for greater precision. The precision properties of the dierent systems are shown in
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Table 2.2. The smaller the image precision, the greater the maximum possible atti-
tude determination accuracy. The systems with high FOV lenses sacrice precision
over FOV, while standard angle lenses provide the greater precision at the expense of
FOV. The fusion of multiple high resolution cameras would allow for both a high FOV
and high level of precision. If four orthogonal cameras at a resolution of 640  480
with standard lenses 45 were fused, then the maximum precision would be 0.07 De-
grees/Pixel and have a large FOV of 180 (but an eective piecewise 360 FOV). The
measure Degrees/Pixel is the FOV covered per pixel in the image, this measure is a
rough approximation of the maximum attitude precision of the attitude determination
method.
Table 2.2: Past VHAD System Precision Comparison
VHAD System Type Resolution FOV Maximum Precision
Standard Angle Camera [19,20] 352 288 60 0.17 Degrees/Pixel
Standard Angle Camera [19,20] 352 288 35 0.10 Degrees/Pixel
Standard Angle Camera [6, 11,15] 320 240  80 0.25 Degrees/Pixel
Catadioptric Camera [21,22] 640 480 360 0.56 Degrees/Pixel
Very-Wide Angle Camera [29] 300 200 180 0.6 Degrees/Pixel
Very-Wide Angle Camera [28] 306 240 185 0.6 Degrees/Pixel
Very-Wide Angle Camera [27,28,30] 360 180 360 1 Degrees/Pixel
2.2.7 Fault Detection and Robustness
Vision-based methods for attitude determination have many merits. Robust methods
for data fusion and error checking are needed to remove erroneous measurements which
are common with any vision-based method. In particular to VHAD, a robust fusion
process and fault detection method are needed to:
(a) minimise the eects of incorrect measurements due to incorrect horizon detection
and
(b) minimise the eects of horizon biases (such as terrain) in the vision measurements.
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The horizon biases which can manifest themselves in the measurements may be
due to many sources. Figure 2.1 highlights how the terrain can inuence the attitude
measurements. When a line is tted to the detected horizon interface (which is shaped
by the terrain), the tted line is biased from where the true horizon line should be
for the current attitude. These line biases turn into attitude biases in the attitude
determination stage. The altitude may also introduce biases into the measurement
process. The altitude can rise or lower the apparent horizon interface; this shifts the
tted horizon line vertically. For a forwards facing camera, this bias turns into a horizon
pitch bias, which is inseparable from a pitch attitude change.
Fitted Horizon Line
Terrain
True Horizon Line
(For Current Attitude)
Bias
Horizon Interface
Figure 2.1: Terrain Biases on Fitted Horizon
The majority of the papers do not investigate the attitude error uncertainties, fault
detection or robustness aspect of the VHAD problem. Robustness is usually addressed
in the horizon detection method by using an adaptive sky and ground segmentation
method [5, 12, 14, 16, 21, 22, 26{30, 33{37] or the combined segmentation and tting
approach [2, 6, 11, 15, 25] to overcome changing sky and weather conditions. While
these methods do increase the robustness of the process to changing conditions, the
methods still rely on segmenting the image into two distinct regions, which does not
necessarily mean sky and ground. None of the methods address this problem when it
occurs.
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A method to increase the robustness of the attitude measurements is to fuse them
with inertial information using a data fusion algorithm [19{22]. This helps remove some
of the erroneous eects due to terrain and obstructions on the visual measurements,
but any large or constant biases on the measurements will still feed through the lter
and degrade the state estimation.
Only the work in [19, 20] investigated the quality of the extracted horizon line by
tracking the optical ow vectors of possible horizon line candidates in an Extended
Kalman Filter. Any horizon line candidate that has signicant optical ow vectors due
to translation (the horizon line should be invariant to translation) is pruned using the
NIS (Normalised Innovation Squared) test. This process will help remove the eects of
incorrect horizon detection, however it will not help in removing the eects of any biases
due the horizon shape on the attitude estimate. The calculation of the optical ow is
computationally expensive and as such, this ltering method may not be realisable in
real-time.
The robustness of the horizon detection and attitude determination process can be
improved by a number of ways. The ways that this thesis address robustness issues,
are:
 The investigation of the process sensitivities to horizon biases to nd the least
sensitive attitude determination method.
 The fusion of the attitude measurements with inertial data in an Extended
Kalman Filter to obtain optimum estimates.
 The development of probabilistic error uncertainties for the attitude measure-
ments; so that the measurements can be fused robustly and monitored by fault
detection methods.
 The incorporation of a priori information in the horizon detection stage for im-
proved detection performance and fault detection.
 The use of an adaptive horizon detection algorithm to make the method robust
to changing condition or tuning parameters.
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2.2.8 Computational Aspects
A major limiting factor for any vision system is the computational power required
to run the algorithms. This directly aects the rate at which attitude measurements
can be generated. Aeronautical platforms usually have very quick attitude dynamics,
so high-rate attitude measurements are required for guidance, navigation and control.
While this problem becomes less of an issue with the increase of computational power,
it is still of great importance to the overall eectiveness of the system. The amount
of time to process each frame is also an important factor controlling the latency of the
measurement. Any delayed measurements can serious degrade the estimated attitude
solution. Measurements need to be processed and fused as close as possible to when
they were valid. A high processing throughput would enable this to happen.
Table 2.3 shows a comparison of the computational aspects of the various methods
used in past VHAD papers. The timing results for each of the algorithms are given
for dierent hardware specication, so a normalised way comparing the performance
is required. The computational performance of the algorithms is compared using the
throughput (Pixel Hz/GHz). This normalises the frame rate of the algorithms (in
Hz) by the processing power available (in GHz) and by the number of image pixels to
process each frame.
As seen from Table 2.3, there is a large variation in processing speeds for the dierent
algorithms. To achieve high speeds, many of the algorithms down-sample the image.
This allows for faster processing speeds, but it limits the maximum precision of the
method.
The best performing algorithm in terms of throughput (Pixel Hz/GHz) was the
one developed in [28{30]. This method was implemented on a system which used a
very-wide angle camera system. The system used low resolutions (320 240) and high
FOV lenses (180 - 360). This combinations is not optimum for high precision attitude
determination, regardless of how fast it can process.
The best VHAD algorithm needs to have a high throughput, so that high resolution
images can be processed at a fast rate. This would allow high rate attitude measure-
ments to be produced with a high maximum precision. As part of the outcomes of this
thesis, a VHAD system for the USYD Jabiru J400 aircraft is developed. The VHAD
computational processing requirements for this system were specied to be a through-
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Table 2.3: Past VHAD Method Computational Comparison
VHAD Method Resolution Hz/GHz1 Pixel Hz/GHz1
Sobel Edge Detection + Hough
Transform [19,20]
352 288 Colour 5 1,520,640
Inter-class Variance Segmenta-
tion with Line Fit Minimisa-
tion [6, 11,15]
320 240 Colour 33 7,680,000
Colour Thresholding + Hough
Transform [8]
160 120 Colour 9 540,000
SVM Segmentation + Hough
Transform [7]
320 240 Colour 5 1,086,171
LOG Edge Detection + Projec-
tion Search [4]
320 240 14 1,053,835
Complex Wavelet Transform +
Hidden Markov Tree Model [13]
128 128 5 75,548
Multiresolution Linear Discrimi-
nant Analysis [33]
128 128 13 204,800
Bayesian Histogram Threshold-
ing + Least Squares Plane
Fit [29]
300 200 Colour 417 74,970,000
Gaussian Adaptive Thresholding
+ Least Squares Plane Fit [21,22]
640 480 Colour 8 7,372,800
Linear Discriminant Analysis +
Line Fit [17]
320 240 128 9,836,308
Bayesian Histogram Threshold-
ing + Least Squares Plane
Fit [28]
306 240 Colour 333 73,440,000
Fuzzy-Logic Segmentation +
Kernel Based Plane Fit [30]
360 180 Colour 500 97,200,000
1 Approximation based on linear scaling
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put of 19,200,000 Pixel Hz/GHz. Looking at the computational performance of past
methods, this is an achievable goal.
2.2.9 Observations
A number of observations can be made about the past VHAD systems and methods
that need to be addressed in order to produce a robust and accurate system which
would be suitable for guidance, navigation and control of larger ight platforms. These
observations or goals are:
 Calculation of the explicit attitude rather than a proportional measure for sta-
bilisation.
 Remove the assumptions of a at innite horizon since altitude and view distance
biases can become large.
 Have a large overall FOV to decrease attitude sensitivity to terrain shape.
 Use high resolution and small FOV cameras to increase attitude determination
precision.
 Use multiple cameras to achieve a large FOV and a high precision. Increasing the
accuracy and robustness.
 Extract the actual horizon interface shape so that more accurate attitude deter-
mination methods can be developed.
 Use a sky/ground segmentation approach to horizon detection so that the horizon
interface shape can be detected reliably.
 Use terrain information when available to increase the attitude measurement ac-
curacy.
 Use fault detection methods in the horizon detection and attitude determination
stages to increase robustness.
 Calculate probabilistic uncertainties for the attitude measurements for use in an
Extended Kalman Filter
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 Design an horizon detection algorithm capable of real-time processing on current
hardware.
 Fuse attitude measurements in a Extended Kalman Filter for robust attitude
information that can limit the inertial drift of an IMU so that the attitude solution
can be used for navigation and control purposes.
 Develop a VHAD system that has an accurate solution that is comparable to
more expensive traditional attitude reference systems.
2.3 Terrain-Aided Navigation
2.3.1 Overview
The most common absolute position navigation sensor is GPS or GNSS. These satellite
navigation systems allow for long term stability of an INS when they are fused together.
However GPS relies on external signals and infrastructure which can be blocked or
jammed, directly reducing the stability of any INS/GPS fused system. Satellite con-
stellation geometry can also limit the precision of the satellite navigation solution.
Terrain-Aided Navigation Systems (TANS) present a dierent approach to the local-
isation problem, an approach which does not rely on external systems. The main
idea behind a terrain-aided system is to correlate the measured terrain with a terrain
spatial database. There are many dierent types of terrain-aided systems. Usually,
TANS refers to systems which measure the land relief; however, they can also refer to
feature-based TANS which correlate known distinct features or landmarks with spatial
databases. This section discusses the terrain prole or contour based methods, while
Section 2.4 discusses feature-based methods.
2.3.2 Prole/Contour-Based Terrain-Aided Navigation
A mainstream implementation of TANS is Terrain Contour Matching (TERCOM)
which was initially applied for cruise missile guidance [47]. The TERCOM system
correlates radar clearance measurements of the terrain with a terrain map for position
estimation. As this system relies on radar measurements, it is an active system which
can be detected and jammed. A similar terrain-aided method is TERPROM (Terrain
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Prole Matching). This system has been widely accepted in the aerospace industry.
The active sensors that are typically used in TERPROM are infrared, optical, laser
and millimetre wave radar [48]. The use of active sensors means that TERCOM and
TERPROM cannot be fully utilised for military applications in hostile environments
without the risk of detection.
There has been a large amount of research into TANS. Integration of TANS with
other systems, such as INS and or GPS using data fusion techniques has also been
thoroughly investigated [49, 50]. The application of a non-linear Kalman lter to the
terrain-aided navigation problem was investigated in [51]. The Kalman lter was used
to fuse inertial measurements directly with the individual radar terrain clearance mea-
surements. Unlike the stand-alone TERCOM system developed for cruise missile ap-
plications which provides discrete derived position xes, this Kalman lter implemen-
tation provides a 'continuous' optimum navigational estimate. This fused method has
a number of advantages over a pure TERCOM system, which are:
1. The ability to model and account for INS and radar measurement errors.
2. The ability to provide continuous fusion of the measurements since the lter-
ing process can account for vehicle maneuvers (TERCOM requires level ight
segments to provide measurements for the correlation algorithm to estimate po-
sition).
3. The ability to provide covariance information so that the current solution accuracy
can be evaluated.
As non-linear Kalman lters work by linearising the non-linear functions, the measure-
ment function which uses the terrain map must also be linearised. Since this function
can be highly non-linear due to the shape of the terrain, these non-linearities can cause
the lter to diverge. A number of dierent linearisation techniques were investigated
in [51] to help mitigate this problem. A more recent non-linear Kalman ltering tech-
nique called the UKF (Unscented Kalman Filter) [52] can also help to mitigate this
divergence problem.
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2.3.3 Visual Prole/Contour-Based Terrain-Aided Navigation
The use of visual measurements to recover the terrain height information is currently an
active area of investigation [53{58]. Visual terrain elevation methods have advantages
over radar-based methods of being cheap and completely passive such that they can
not be jammed or detected. These advantages are of great importance to military
applications as active TAN sensors such as those used in TERCOM and TERPROM
cannot be used in an hostile environment without the risk of detection. Typically the
visual terrain measurements are made by feature correspondence in stereo image pairs
or from optical ow. This allows the extrinsic properties of the terrain to be estimated
from known camera displacements. Once the visual terrain measurements have been
made, the rest of the position estimation process follows a similar method to any other
radar-based TANS method.
2.3.4 Visual Horizon-Based Terrain-Aided Navigation
Terrain matching methods whether visual or radar elevation based have diculties at
lower altitudes as the terrain region visible under the aircraft is quite small. This makes
it very dicult to correlate the observed terrain with any accuracy to a terrain map.
However, at this low altitude condition, the horizon prole can provide strong positional
information. To this end, the horizon prole has been investigated as another feature for
visual navigation [40, 41, 59{67]. The use of the horizon prole as a navigation feature
provides additional complications compared to direct terrain elevation correlation. The
horizon prole is heavily viewpoint dependent and contains no range information but
it does contain good bearing information. Compounding these problems is the complex
shape that the horizon prole can take and shear size of the combinatorics of the
matching and localisation problem [65].
A large amount of work in this area has been carried out for planetary/lunar
rovers [62], where terrain data is available but where global positioning methods such
as GPS are not. The work in this area has largely focused on the drop-o problem,
where the rover is dropped o at an unknown location and it must localise itself without
any a priori positional information. This is not a large problem in the aeronautical
industry as some estimate of the aircraft position is known at sometime during the
ight. However, if a full system reboot is required in ight, the last known good posi-
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tion can be used to limit the search space. The main purpose of TANS for aeronautical
applications is to keep the position or INS system constrained rather than undertaking
a complete positional search at each update step.
A feasibility study was presented in [59,60], which described a checkpoint system for
aircraft navigation in which the observed horizon prole is compared using the integral
absolute dierences to pre-computed reference horizon proles along the planned ight
path.
More generalised horizon localisation methods have been developed. Mountain
peaks in the horizon prole are the most common feature used in these methods. The
prole peaks are usually the most informative part of the horizon and the most view-
point independent. The process used in [40,41,61{63] was to detect peaks in the horizon
prole and then carry out an alignment process to align them to a pre-computed peak
map. Mountain peaks and rigid lines from the entire image (not just the horizon)
were also used in [66, 67] to help calculate the view location. Other horizon-based
methods use a feature matching approach, which matches horizon curve segments to
a pre-computed spatial view database. The horizon prole is split into characterisable
curves in [64, 65], and then pre-computed tables then can be searched to determine
viewpoint positions with similar curves and distributions. The complete horizon prole
is also used in dierent methods for ne alignment [40,41] and validation [61,63] of the
position estimate to increase accuracy and search eciency.
The complex nature of the horizon localisation problem means that the solution
methods are computationally expensive, making them dicult to implement in a real-
time system. The computation time for the dierent peak matching methods varies
between 3 seconds [62] to 4 minutes [61, 63] when a priori position information is
used. The horizon navigation method of pre-computing and characterising horizon
curve segments [65] allows for a decreased computation time of approximately 1 minute
without a priori position information.
The reported position accuracies for terrain-aided horizon navigation methods are
approximately between 100 metres [62,66,67] and 400 metres [61,63].
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2.3.5 Observations
The terrain-aided navigation method most related to this thesis is visual horizon-based
terrain-aided navigation. A number of observations can be made about this horizon-
based navigation method and how it relates to this thesis. These observations are:
 Terrain-aided horizon prole matching can provide stronger positional informa-
tion at lower altitudes compared to terrain contour correlation based approaches.
The visual detection of the horizon prole can be a less sensitive process compared
to calculating stereo imagery or optical ow correspondences.
 Terrain-aided navigation is a perfect extension to horizon detection and attitude
determination. Removing the straight horizon line assumption allows an increase
in attitude determination accuracy through terrain-aided horizon prole match-
ing. Once this terrain-aided method has been developed, rening the viewpoint
position is a natural progression step.
 The drop-o problem is not a major concern for aeronautical applications. An
estimate of the aircraft position will be known at all times; the terrain-aided
method will only have to constrain the position in the local area. If a full system
reboot is required in ight, the last known good position can be used to limit the
search space.
 Placing the whole terrain-aided method inside a Kalman Filter has advantages
over a discrete position correction method.
 Computation time of the algorithm is important, past approaches can take a few
seconds to a number of minutes to calculate a single position x. For a terrain-
aided method to be useful in the aeronautical eld, they either have to be very
accurate or very fast, ideally both. So, any method developed needs to be quick
and ecient.
 Execution time can be decreased by pre-computing as much as possible.
 The expected accuracy of a terrain-aided horizon navigation method is approxi-
mately 100 metres.
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2.4 Visual Feature-Based Terrain-Aided Navigation
2.4.1 Overview
Visual feature-based navigation is the process of using visual ground features from an
image to localise the aircraft. This could be a relative navigation process such as using
visual odometry or optical ow to calculate a change in position between frames or
SLAM where the relative positions of the detected visual features are computed on-
the-y and used to localise the aircraft relative to the mapped features. This could also
be an absolute navigation process where the absolute world coordinates of the detected
visual features are known and used to estimate the absolute location of the aircraft. A
combination of relative and absolute methods could be used, which turns the relative
positions into absolute positions.
2.4.2 Simultaneous Localisation and Mapping
SLAM looks at the problem of placing an observer at an unknown location in an
unknown environment and then for the observer to incrementally build a relative map
of the environment while localising the observer within this map [68]. This problem has
been given considerable attention in the robotics community over the last decade [68{
102]. The main idea of SLAM is to include the landmark position states in a lter along
with the vehicle states, this allows for a joint estimation process to be undertaken [68{
70].
There have been attempts to apply a visual SLAM process to airborne vehicles [71{
73, 79{82] however the visual landmarks usually used as features are simple and low-
level. Articial markers placed in the operating environment were used as the visual
point features in [71{73, 79, 81] which greatly limits the applicability for general navi-
gation.
Visual SLAM also has problems over other types of SLAM (such as radar-based
i.e. range and bearing measurements). As visual measurements only provide bearing
information, no range measurements are available. Bearing-only SLAM requires special
handling of new features so that they can be correctly incorporated into the estimation
process. This is broken down into delayed initialisation where a feature is only added
once range can be inferred from bearing only measurements [69, 70] or undelayed ini-
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tialisation where a feature is parameterised or represented in such a way that the initial
unknown range does not eect the estimation process [70,83,85,90,91,95,95,96].
The landmark representation in the estimation problem is usually treated as a
point feature and how this landmark is mathematically parameterised has been given
careful consideration [75, 85, 91, 92, 96]. Dierent landmark feature types such as lines
or edges [84, 86{90, 92], corners [84], planes [94] and B-spline curves [76{78] have been
investigated.
The SLAM process builds an relative map; it is built relative to the starting con-
dition. For the SLAM process to build an absolute map, some absolute position in-
formation is needed. SLAM is useful at limiting the inertial drift on the navigational
estimate when operating in an unknown environment. However, using SLAM for abso-
lute navigation between two locations is useless, unless some absolute map information
is used.
2.4.3 Map-Aided Visual Navigation
A common method in aerial map-aided visual navigation systems is to use geo-referenced
satellite imagery for the map [54,103{107]. Satellite imagery is readily available for most
countries on Earth which makes it a very useful information source. Airborne camera
images of the ground are matched to these geo-referenced satellite images using some
matching process to estimate the current aircraft position. The use of this low level
information (i.e. visual appearance) can introduce robustness issues as the satellite
imagery can naturally vary from the observed measurements from the camera images.
A position registration method using matched salient point features was presented
in [107]. Salient point features were extracted both from the video sequence and the
geo-referenced imagery and were matched and aligned to recover the registration pa-
rameters. Salient point features were used to help improve the robustness of the method
against the viewpoint and lighting conditions.
A complete visual-only navigation system was presented in [54, 106]. This system
was based on three dierent visual navigation processes. Stereo image pairs were used
for inter-frame relative navigation. Terrain elevations were also recovered from the
stereo images and used in a TANS navigation approach for a rough position estimate.
Lastly, image matching between the camera and geo-referenced world imagery provided
40
rened absolute position estimates. The image registration algorithm again relies on
aligning edge points between the camera image and reference images. All three of these
navigation processes were fused in a lter to form the nal navigation system. The
goal of these papers [54,106] was to produce a visual-only solution, however for general
airborne visual navigation there is no reason not to include inertial information.
A visual and GPS-aided INS navigation system for a rotary wing UAV was presented
in [103,104]. The use of visual odometry along with image registration were investigated
for the case of a GPS failure. Image edge points were once again used as the matching
feature. An alignment procedure was used to align image edge points from the camera
frame and the geo-referenced imagery. The number of edge pixels which overlay each
other from the camera image and the reference image is used as the alignment measure
function. The use of edge points in the images was selected to help make the matching
process invariant to illumination changes.
A space related application of a map-aided visual navigation system was presented
in [105], which described a visual-aided INS landing guidance system for a spacecraft.
Orbital photos of the landing site were pre-processed to extract visual geo-referenced
landmarks which were described using SIFT (Scale-Invariant Feature Transform) key-
points. During the descent and landing phase, these landmarks were detected, matched
using their SIFT descriptor and then tracked to aid the navigation system.
The use of satellite imagery for the reference map can make the whole process
very sensitive to the current conditions (such as time, weather, viewpoint and lighting
conditions) as only low-level features (i.e. edge points) are used. A dierent approach
was taken in [108{112]. A higher level of information, GIS (Geographic Information
System) data was used instead.
A number of dierent features are extracted from the current camera image in [108,
109]. These features are point-like features (road endpoints and intersection), linear fea-
tures (roads, highways, bridges and rivers) and region-like features (buildings, airports,
farmland, forests, etc.). The features are extracted using a wide range of techniques
designed specically for each feature type. Feature points and GIS points are then
matched using an structural similarity description and vectors are matched using a
description based upon the angles between the vectors. These matching methods were
developed in [109].
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Road intersections by themselves have also been investigated for localisation [110{
112]. The use of road intersections as a visual navigation feature has many advantages.
Road intersections are a stable feature, they are widely distributed in most civilised
areas, they represent a discrete position, they can provide orientation information, they
can be matched on road branch distribution and digital maps are widely available.
A simplistic localisation method is presented in [111], which used the location and
orientation of the intersections in an image to localise a UAV based upon level ight
and constant height assumptions. A more in-depth localisation method is presented
in [112] which uses the Golden Standard algorithm [113] to recover the attitude and
position of the camera.
The use of higher level features, such as roads and rivers for navigation, is closer to
the way a human pilot navigates in VFR conditions. The use of higher level features
increases the robustness of the navigation process by removing the visual appearance
sensitivity and by providing additional information which can be used in the data
association stage.
2.4.4 Fusion of SLAM with A Priori Information
The main idealogy behind SLAM is to work in an unknown environment with no a
priori information. This has limited applications for aerial navigation. The process
of mapping new features can limit the overall inertial drift in the navigation solution,
however for this to happen, the mapped features constantly need to be revisited (to
achieve loop-closure). Using SLAM for navigation becomes impracticable, if the aircraft
has to constantly y back to its starting location to correct its position estimates. The
SLAM process is also a relative localisation process where the map built is relative to
the starting location. This is also of little help when navigating between two absolute
locations. The observability analysis performed in [93] showed that at least two abso-
lutely known landmarks are required to make 2D planar SLAM observable in absolute
world coordinates. While the inclusion of a priori information goes against the SLAM
idealogy, it does make the process more suitable for navigation. The SLAM process
can limit the drift when unmapped features are observed and then known features can
be used to constrain the whole solution. SLAM can be used to build a temporary map
to limit drift when navigating between known features, which are then used to correct
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the position estimates. So a ight can be built up using a sequence of SLAM segments
(like a large scale predictor-corrector idealogy).
There has only been a minor investigation of using a priori or absolute informa-
tion with SLAM. Constraining of either the vehicle or landmark states will make the
problem observable in absolute world coordinates. A method of fusing GPS informa-
tion with the SLAM process was presented in [81, 82], which constrained the airborne
position estimates to world coordinates. A multiple map method for a ground vehi-
cle was presented in [97] which fused a known map with the SLAM estimated map
so that the whole problem is observable in world coordinates. Various other methods
for constraining the landmarks locations or vehicle locations are presented in [98{102],
however none of these are for an airborne visual system.
2.4.5 Observations
A number of observations can be made about the visual navigation development in
relation to this thesis. These observations are:
 Airborne SLAM methods usually rely on articial markers placed in the environ-
ment, or on SIFT image features. Development needs to be undertaken to extend
visual navigation features into human recognisable features such as roads, rivers
and lakes. The use of higher level features such as those found in GIS maps,
would allow for a higher level of robustness and automation. This would bring
the autonomy of visual navigation closer to that of a human pilot.
 SLAM is useful at limiting the inertial drift in the solution, however this requires
either constant revisiting of the mapped features or it is only valid for a short
range/time before requiring an absolute correction. The map produced by pure
SLAM is also a relative map, not an absolute map. Both of these factors make
SLAM less useful on its own for airborne navigation.
 Airborne SLAM methods need to be extended to robustly use a priori landmark
information. Fusion of known a priori landmark information or absolute infor-
mation makes the problem observable in world coordinates. This would make
SLAM useful for visual airborne navigation.
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 Low level information from satellite imagery is commonly used in map-aided
visual navigation systems. However low level features can vary greatly with op-
erating conditions.
 Higher level features, such as road intersections can be very useful as visual navi-
gation features. Higher level features are more robust and they provide additional
information which can be used in the data association stage to remove association
ambiguity.
 A visual aided inertial navigation system which uses road intersections as the
main visual feature would be a natural progression of the previous work done in
airborne visual navigation. It would combine a higher level of feature with an
inertial navigation system, which was not addressed by the past papers.
2.5 Commercial Attitude and Navigational Systems
Commercial attitude and navigational systems have a range of accuracies. The cost of
highly accurate systems can be very prohibitive. The accuracy of the systems comes
from the quality of the inertial sensors as well as the fusion of velocity or position sen-
sors, such as in GPS/GNSS aided systems. The use of GPS/GNSS as an aiding sensor,
makes the system's accuracy reliant on an external system. Without GPS (whether it
is jammed or signal lost), the accuracy of the system can quickly degrade. There are no
commercial mainstream vision-aided systems on the market at the moment. There are
synthetic vision systems such as TERPROM, which overlay terrain data on a Heads
Up Display (HUD) for pilot situation awareness and terrain avoidance. However, these
systems only use the INS solution to estimate the visual terrain, rather than using cam-
eras to detect the terrain and fuse the information with the INS. Vision-aided systems
could alleviate problems associated with GPS outages and high system costs.
The accuracy of commercially available GPS receivers can vary between the stan-
dard accuracy to a much higher accuracy level achieved with signal corrections such as
DGPS (Dierential GPS) and more elaborate RTK (Real Time Kinematic) methods.
The dierent GPS positional accuracies [114] are shown in Table 2.4.
The attitude accuracy of a commercial AHRS (Attitude and Heading Reference
System) unit with and without GPS-aiding [115] is shown in Table 2.5. The dierence
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Table 2.4: Commercial GPS Positional Accuracies1
Navigational Accuracies (2) Standard DPGS RTK
Horizontal Position 30 m 2 m 0.2 m
Ground Speed 0.13 m/s 0.05 m/s 0.05 m/s
Track Angle 1 0.1 0.1
Vertical Speed 0.16 m/s 0.1 m/s 0.1 m/s
Altitude 40 m 5 m 0.2 m
N-S Velocity 0.1 m/s 0.035 m/s 0.035 m/s
E-W Velocity 0.1 m/s 0.035 m/s 0.035 m/s
1 Values taken from [114].
between the static and dynamic accuracies is due to the system using the measured
acceleration as a gravity reference. When the system is moving this assumption is
invalid, making the system susceptible to inertial drift. GPS-aided methods try to
compensate for the eects of the dynamic acceleration on the gravity estimate. The
quality of the inertial sensors used in AHRS units is usually of a lower quality than
that used in a GNSS-aided navigation system. This makes AHRS units substantially
cheaper compared to a GNSS-aided inertial navigation system.
Table 2.5: Commercial AHRS Attitude Accuracies1
Accuracies AHRS GPS Aided
Static Attitude 0:5 -
Dynamic Attitude 2:0 0:35 bank/pitch, 1 yaw (1)
1 Values taken from [115].
The accuracy of a high quality GNSS-aided navigation system [116] is shown in
Table 2.6. These systems combine INS with GNSS for a highly accurate, long-term
attitude and navigation solution.
Table 2.6: Commercial INS-GNSS (RTK) Navigational Accuracies1
Accuracies (RMS) GNSS (RTK) Aided GNSS (RTK) 60s Outage
Horizontal Position 0.020 m 5.710 m
Vertical Position 0.050 m 1.600 m
Horizontal Velocity 0.020 m/s 0.212 m/s
Vertical Velocity 0.010 m/s 0.059 m/s
Bank 0:015 0:028
Pitch 0:015 0:028
Yaw 0:050 0:090
1 Values taken from [116].
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Any robust and reliable vision-aided method which is able to perform to a compa-
rable level of accuracy without the aid of GPS/GNSS, would be a large step forward in
visual-aided navigation and control. Cameras are a very cheap sensor, if the fusion of
a low cost IMU and camera could provide a comparable level of accuracy with a higher
level cost GPS/GNSS-aided INS, then visual-aided systems would show even greater
promise.
2.6 Summary
All of the observations from the dierent section can be brought together and related
to the goals of this thesis.
The purpose of horizon detection is to calculate the explicit attitude of the aircraft
to help improve the accuracy of the visual navigation processes. To achieve the required
level of accuracy, the at and level horizon assumptions need to be removed from the
horizon detection and the attitude determination processes. For the horizon detection
process, this means that an image segmentation approach needs to be taken. The visual
interface between the sky region and ground region becomes the horizon interface. For
the attitude determination process, this means the terrain shape, altitude and view
distance eects need to be correctly handled, so that they do not introduce errors
into the attitude determination process. One way to achieve this is to remove the
process sensitivity to these eects, this is accomplished by increasing the eld of view
of the system. Although a direct increase in the eld of view would cause a loss of
precision, this could be counteracted by the fusion of multiple cameras. The second
way to handle the terrain and altitude eects is to use terrain and positional information
in the attitude determination method. This has the potential to return very accurate
attitude measurements. Robustness is always a key issue in any system. Fault detection
checks and probabilistic error bounds need to be developed for the horizon detection
and attitude determination processes to increase the robustness. The nal attitude
measurement should be fused with inertial information to provide an optimum attitude
and navigation solution.
Extraction of the horizon interface shape for the terrain-aided horizon attitude de-
termination process can also be used for terrain-aided horizon localisation, constraining
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the aircraft position and as well as attitude. The positional accuracy can also be im-
proved by using a visual-aided navigation process which matches high level features to
a database, which then can be used to accurately localise the aircraft. A SLAM process
may be used to limit short-term drift and then corrected with a TANS for long-term
accuracy.
Horizon detection for attitude determination would be comparable to an AHRS
unit if the VHAD measurement accuracy had approximately a 2 range. It would
also be comparable to a high quality GNSS-INS if the VHAD measurement accuracy
had approximately a 0:1 range. Visual terrain-aided methods can produce similar
accuracies as standard GPS, while visual-aided INS methods should be able to produce
similar levels of accuracies as DPGS.
When all of these various subcomponents are fused together in a single inertial
navigation system, this system has the potential to be a very accurate and robust
vision-aided INS which can be used for ight guidance, navigation and control, and at
much less expense then a higher-quality commercial INS.
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Chapter 3
Background Theory
3.1 Introduction
This chapter contains the background theory which is used throughout this thesis. A
number of dierent topics are covered, which include:
Section 3.2 Reference Systems and Coordinate Transformations
This section covers the aeronautical and computer vision frames of reference which
are used throughout this thesis. Coordinate system axis rotations, Euler angle
attitude representation, the Geodetic coordinate system and strap-down inertial
navigation are also covered in this section.
Section 3.3 Camera Models
This section describes the mathematics of the pin-hole camera model and the
plumb-bob lens distortion model.
Section 3.4 Image Processing
This section outlines the image processing theory which is used in this thesis.
Digital image representation, linear ltering processes, edge detection techniques
and binary morphological operations are described.
Section 3.5 Least Squares Estimation and Minimisation
This section covers the background theory behind Least Squares estimation. This
includes the various forms of linear Least Squares and the solution techniques for
non-linear Least Squares minimisation. This section also describes the robust
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Least Squares estimation techniques of M-Estimators and RANSAC (RANdom
SAmple Consensus) model tting.
Section 3.6 Extended Kalman Filtering
This section covers the state estimation algorithm of the Extended Kalman Filter
(EKF). The EKF implementations for an AHRS lter and an INS navigation lter
are described in this section, along with Kalman Filter fault detection techniques.
3.2 Reference Systems and Coordinate Transformations
This section denes the reference systems and transformation methods which are used in
this thesis. The reference systems are dened in Subsection 3.2.1 and the axis rotation
transformations which can be used to rotate between the various cartesian frames are
dened in Subsection 3.2.2. Euler angle representation of the attitude of aircraft is
described in Subsection 3.2.3 and the Geodetic system used to express the location of
the aircraft is described in Subsection 3.2.4. Finally, the strap-down inertial navigation
equations which use the reference systems described in the preceding subsections, is
developed in Subsection 3.2.5.
3.2.1 Frames of Reference
A combination of aeronautical and computer vision frames of reference are used in
this thesis. The main aeronautical and navigation frames of reference which follow the
standard aeronautical conventions are:
ECI (Earth-Centred Inertial) Fi
The origin is xed at the centre of mass of the Earth. The frame translates with
the Earth, but it does not rotate. The x-y axes lie in the equatorial plane and the
z-axis points towards the North Pole, making a right-handed system. This is the
frame of reference which is assumed to be the inertial frame in which Netwon's
laws are applied for inertial navigation.
ECEF (Earth-Centred, Earth-Fixed) Fe
The origin coincides with the ECI origin. The x-y axes lie in the equatorial plane
and the z-axis points towards the North Pole, making a right-handed system. This
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axis system rotates with the Earth so it is the frame used for geodetic navigation.
The x-axis is xed pointed through the intercept between the Prime Meridian
and the Equator.
Geodetic LLA Fg
Technically, this is not a frame of reference, rather it is a geodetic coordinate
system representation of a cartesian point in the ECEF frame. It is separated
for clarity. A LLA (Latitude, Longitude, Altitude) point consists of Latitude ',
Longitude  and altitude h.
Navigational Fn
The origin lies on the Earth's surface with the x-y axes tangential to the surface.
This frame follows a (North, East, Down) NED coordinate system, so that the
x-axis always points North, the y-axis always points East and the z-axis always
points down towards the centre of the Earth.
Horizon Fh
This is a polar representation of a horizon point in the Fn navigational frame.
A horizon point consists of the horizon bearing  h, horizon pitch h and horizon
range Rh.
LVLH (Local Vertical, Local Horizontal) Fv
The origin is xed at the centre of mass of the aircraft. The axes are aligned with
the NED axes of the Fn navigational frame.
Body Fb
The origin is xed at the centre of mass of the aircraft. The axes are xed to
the attitude of the aircraft, such that the x-axis points towards the noise of the
aircraft, the y-axis points towards the right hand wing and the z-axis points out
the bottom of the plane.
All of the Cartesian frames are a right-handed coordinate system. The two computer
vision frames of reference used in this thesis are:
Camera Fc
The origin is xed at the position of the camera. The x-axis points down the
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boresight of the camera, the y-axis points to the right of the camera and the z-
axis points towards the bottom of the camera. This frame is directly compatible
with the NED coordinate system as it has been modied from the computer vision
standard which was a left-handed system with the x-axis pointing towards the
right, the y-axis pointing up and the z-axis along the boresight.
Image Fimage
The origin of the image is in the top-left corner of the image. The u-axis points
towards the right, across the image and the v-axis points down the image. The w-
axis is unity. This is the same coordinate system used in digital images. Computer
vision standards had the origin at the bottom-right of the image with the x-axis
up the image and y-axis across the image to the left.
Unlike traditional vision system literature, these frames of reference and coordinate
systems have been modied and derived such that they conform to the aeronautical
conventions of high-handed systems with NED axis compatibility. Any standard com-
puter vision equations which have been modied for the aeronautical coordinate system
will be noted and referenced.
3.2.2 Axis Rotation Transformations
A rotation matrix R is a special, orthogonal matrix which performs a rotation trans-
formation in Euclidean space. The transformations belong to the Special Orthogonal
Group SO(3) which obeys jRj = 1, and R 1 = RT such that RRT = I. The rotation
matrix Rba transforms a vector described in a Cartesian reference frame Fa to one that
is expressed in a Cartesian reference frame Fb such that:
xb = Rbax
a (3.1)
The DCM (Direction Cosine Matrix) for the three dierent axis rotations [117] are:
Rx() =
266664
1 0 0
0 cos  sin 
0   sin  cos 
377775 (3.2)
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Ry() =
266664
cos  0   sin 
0 1 0
sin  0 cos 
377775 (3.3)
Rz() =
266664
cos  sin  0
  sin  cos  0
0 0 1
377775 (3.4)
where Rx; Ry; Rz are the plane rotation DCM for a  angle rotation about the x,y and
z-axes respectively.
3.2.3 Euler Angle Attitude Representation
Euler angles are a three angle description used to describe the attitude of the air-
craft body frame Fb with respect to the navigational frame Fn. The Euler angles are
expressed as (; ;  ) corresponding to a bank, pitch and yaw rotation respectively.
The following rotation sequence convention [117] is used to described the Rbn rotation
transformation matrix:
Rbn = Rx()Ry()Rz( ) (3.5)
Rbn =
266664
1 0 0
0 cos sin
0   sin cos
377775
266664
cos  0   sin 
0 1 0
sin  0 cos 
377775
266664
cos sin 0
  sin cos 0
0 0 1
377775 (3.6)
Rbn =
266664
cos  cos cos  sin   sin 
sin sin  cos   cos sin sin sin  sin + cos cos sin cos 
cos sin  cos + sin sin cos sin  sin   sin cos cos cos 
377775
(3.7)
For a given rotation matrix Rbn the corresponding Euler angles that describe this
rotation transformation can be recovered using:
 = arctan
 
Rbn(1;3)
Rbn(3;3)
!
(3.8)
 = arcsin

 Rbn(1;3)

(3.9)
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 = arctan
 
Rbn(1;2)
Rbn(1;1)
!
(3.10)
3.2.4 Geodetic System
A geodetic reference system and model needs to be used for geodesy, navigation and
localisation tasks around the Earth. A standard World Geodetic System (WGS) used
worldwide is the WGS84 [118]. A datum surface is dened in the WGS84 model which
describes the Earth as an oblate spheroid. Gravitation and Inertial model parameters
are also contained in the WGS84. The relevant WGS84 parameters are shown in
Table 3.1.
Table 3.1: WGS84 Parameters
Name Symbol Value
Equatorial Radius a 6378137:0 m
Flattening f 1=298:257223563
Angular Rate !ie 7:2921150 10 5 rad/s
Eccentricity e
p
f(2  f) = 0:08181919
A point in the Geodetic frame Fg is described in terms of Latitude ', Longitude
 and altitude h. This point may be converted [117] into Cartesian coordinates in the
ECEF frame Fe using the WGS84 spheroid model parameters by the transformation
equation: 266664
x
y
z
377775 =
266664
(N + h) cos' cos
(N + h) cos' sin
N(1  e2) + h sin'
377775 (3.11)
where N is the prime vertical radius of curvature and M is the radius of ellipse which
are dened as:
N =
ap
1  e2 sin2 '
(3.12)
M =
a(1  e2)
(1  e2 sin2 ')3=2 (3.13)
The reverse operation, transformation of a point in the ECEF frame Fe to the
Geodetic frame Fg LLA coordinates, has no simple closed form solution. However, it
can be numerically calculated [117] using Algorithm 1.
A vector in the ECEF frame Fe can be rotated to the navigation frame Fn using
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Algorithm 1: ECEF Frame Fe to Geodetic Frame Fg Conversion Algorithm
Data: Cartesian Coordinates of Point P e = [x; y; z]T expressed ECEF frame Fe.
Result: Geodetic LLA Coordinates of Point P e expressed in the Geodetic
frame Fg as Point P g = ['; ; h]T . Assuming that  90 < ' < 90.
begin
 = arctan
  y
x

h = 0
N = a
while ' has not converged do
' = arctan

zp
x2+y2(1 Ne2=(N+h))

N = ap
1 e2 sin2 '
(N + h) =
p
x2+y2
cos'
h = (N + h) N
the rotation matrix Rne, which is calculated using:
Rne =
266664
  sin' cos   sin' sin cos'
  sin cos 0
  cos' cos   cos' sin   sin'
377775 (3.14)
3.2.5 Strap-Down Inertial Navigation
Strap-down inertial navigation equations mechanise the velocity, attitude and positional
rates of change of an aircraft driven by inertial rates measured in the body frame Fb.
This is referred to as a strap-down system as the inertial sensors are rigidly xed to the
aircraft body rather than being gimballed to the body. The inertial rates which drive
this system are the specic force f b measured by an accelerometer in the body frame
Fb and the inertial rotation rates !bib measured by a rate gyroscope in the body frame
Fb. This thesis mechanises the velocity V neb in the navigational frame Fn, the attitude
 with Euler angles1 and the position P geb in the geodetic frame Fg.
Velocity Rates
The equation for the acceleration _V
n
eb in the navigational frame Fn can be derived [119,
120] from Newton's second law and the Coriolis acceleration to produce the following
1Euler angles suer from the gimbal-lock problem and the kinematic equation have a singularity
at  = 90. These limitations are well known, but they are not a problem for the operational range
investigated in this thesis. If a greater range is required then a dierent attitude representation could
be used (such as quaternion or DCM), without aecting any results in this thesis.
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equation:
_V
n
eb = Rnbf
b   (2!nie + !nen) V neb + gn (3.15)
where Rnb is the body frame Fb to navigational frame Fn rotation matrix calculated for
the current attitude , where !nie is the rotation rate of the ECEF frame Fe relative to
the inertial frame Fi expressed in the navigational frame Fn, where !nen is the rotation
rate of of the navigational frame Fn relative to the ECEF frame Fe and nally where
gn is the gravity vector in the navigational frame Fn.
The rotation rates !nie and !
n
en for the rotating frames [119,120] can be found from
the Geodetic model described in Section 3.2.4. The ECEF frame Fe rotation rate !nie
is simply the rotation rate of the Earth !ie , transformed into the navigational frame
Fn using:
!nie = Rne
266664
0
0
!ie
377775 =
266664
!ie cos'
0
 !ie sin'
377775 (3.16)
The navigational frame Fn rotation rate !nen can be found from:
!nen =
266664
0
  _'
0
377775+Ry( ')
266664
_
0
0
377775 =
266664
_ cos'
  _'
  _ sin'
377775 (3.17)
Finally, the rate of change of the LLA position Fg as a function of the velocity (vn; ve; vd)
in the navigational frame Fn can be calculated using:
_P
g
eb =
266664
_'
_
_h
377775 =
266664
vn
M + h
ve
cos'(N + h)
 vd
377775 (3.18)
Attitude Rates
The equation for the Euler angle attitude rate _ which describes the rotation of the
body frame Fb relative to the navigational frame Fn can be derived [119,120] from the
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relationship:
!bnb =
266664
_
0
0
377775+Rx()
0BBBB@
266664
0
_
0
377775+Ry()
266664
0
0
_ 
377775
1CCCCA (3.19)
!bnb =
266664
1 0   sin 
0 cos sin cos 
0   sin cos cos 
377775
266664
_
_
_ 
377775 (3.20)
where !bnb is the rotation rate of the body frame Fb with respect to the navigational
frame Fn expressed in the body frame Fb. This relationship forms the basis for a
strap-down inertial mechanisation which is usually expressed in the inverse relationship
known as the Euler Kinematical Equations:
266664
_
_
_ 
377775 =
266664
1 tan  sin tan  cos
0 cos   sin
0 sin sec  cos sec 
377775!bnb (3.21)
_ = E()!bnb (3.22)
The rotation rate !bib measured by strap-down rate gyroscopes in the body frame Fb
includes the rotational rate components of the Earth !nie and navigation frame !
n
en .
These components need to be removed so that the body rotation rate !bnb can be found.
The nal strap-down inertial navigation attitude equations are then:
_ = E()

!bib  Rbn!nin

(3.23)
where !nin = !
n
ie + !
n
en.
Positional Rates
The equation for the positional rates _P
g
eb in the geodetic frame Fg are simply the
latitude, longitude and altitude rates which have already been calculated in Equa-
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tion (3.18). This relationship can be written as:
_P
g
eb =
@P g
@P n
V neb (3.24)
_P
g
eb =
266664
1
M + h
0 0
0 1
cos'(N + h)
0
0 0  1
377775V neb (3.25)
Strap-down Inertial Navigation Equations
In summary, the strap-down inertial navigation equations which this thesis use, are:
_V
n
eb = Rnbf
b   (2!nie + !nen) V neb + gn (3.26)
_ = E()

!bib  Rbn!nin

(3.27)
_P
g
eb =
@P g
@P n
V neb (3.28)
These equations are mechanised in an EKF which is described later in Subsection 3.6.3.
3.3 Camera Model
Amathematical model describing how a point P c in the camera frame Fc is transformed
to a point p in the image plane Fimage is necessary for the mathematical investigation
linking image features to the world or to the properties of the camera. The most widely
used mathematical model describing a camera is the pin-hole camera model which is
based on central projection, where each point in the camera frame is projected by a
straight line through the camera's origin into the image plane. This is a useful starting
approximation which provides adequate accuracy for machine vision applications. For
increased accuracy, the eects of lens distortion can also be modelled. Subsection 3.3.1
describes the pin-hole camera model and Subsection 3.3.2 describes the lens distortion
model.
3.3.1 Pin-Hole Camera Model
A pin-hole camera model describes the mathematical relationship between the 3D co-
ordinates of a point in the camera frame Fc and its 2D projection onto the image plane
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Fimage for an ideal pinhole camera. The camera's aperture is described as a point
such that no lens eects (geometric distortions or blurring) are modelled. The pin-
hole camera model relates the world and image coordinate systems by a set of physical
parameters, such as the focal length of the camera, the size of the image pixels, the
position of the principal point and the position and orientation of the camera [121].
Extrinsic parameters such as the position and orientation of the camera relate the
coordinate system of the camera to a xed world coordinate system. Intrinsic param-
eters such as the focal length relate the coordinate system of the camera to the image
coordinate system. The pin-hole camera model is shown in Figure 3.1.
Normalised Plane
x=1
Camera
Origin
Image Plane
x=f
Principle Point
(u0,v0)
Image
Origin
p
p
Pu
v
x
y
z
ˆ
Figure 3.1: Pin-Hole Camera Model
A normalised image plane is placed at a unit distance away from the origin of the
camera (x = 1). The transformation between the camera frame Fc and the normalised
image plane can be expressed as:
8><>: u^ =
y
x
v^ = zx
() p^ = 1
x
266664
0 1 0
0 0 1
1 0 0
377775P c p^
def
= [u^; v^; 1]T
P c
def
= [x; y; z]T
(3.29)
where u^ and v^ are the normalised plane coordinates. The image plane is placed at
the focal length x = f position away from the origin. The transformation from the
normalised plane to the image plane can be expressed as:
8><>: u = kfu^+ u0v = lf v^ + v0 () p =
266664
u0 kf 0
v0 0 lf
1 0 0
377775 p^ (3.30)
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The dierent scaling factors k and l allow for non-square pixels, which is typical for low
cost CCD (Charge-Coupled Device) cameras. These terms can be combined to  = kf
and  = lf . Such that the parameters  and  are a scaled version of the camera's
focal length expressed in pixels rather than a distance. The oset terms u0 and v0 are
the coordinates of the principal point (intersection of the optical axis and image plane).
Combining the transformations between the image plane, normalised plane and
camera frame gives the full transformation from the camera frame Fc to the image
frame Fimage. This transformation relationship can be expressed as a camera matrix
K which contains the intrinsic properties of the camera:
K
def
=
266664
u0  0
v0 0 
1 0 0
377775 (3.31)
such that:
p =
1
x
KP c (3.32)266664
u
v
1
377775 = 1x
266664
u0  0
v0 0 
1 0 0
377775
266664
x
y
z
377775 (3.33)
In standard computer vision literature [121], the camera matrix K is written with the
axes dened dierently; it is developed here to be in line with the aeronautical coor-
dinate frame conventions. In the projection equations, the perspective transformation
is applied by normalising the projection with the x distance. This reduction in dimen-
sionality means that the inverse relationship for the point coordinates in the camera
frame can only be found up-to scale (i.e. a direction vector). All range information is
lost.
3.3.2 Lens Distortion Model
The pin-hole camera model is an ideal model in which no lens eects (geometric distor-
tions or blurring) are modelled. Lens distortion eects can be applied separately when
increased accuracy is necessary. Figure 3.2 shows a typical distortion map for a low
quality camera. The lens distortion shifts the principal point from the centre of the
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image and the arrows indicate how the distortion shifts each pixel. The numbered con-
tours represent the typical magnitude of the shift, measured in pixels. An example is
shown in Figure 3.3 which shows the original distorted image and then the undistorted
corrected image.
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Figure 3.2: Image Distortion Map Example
(a) Distorted Image (b) Undistorted Image
Figure 3.3: Image Distortion Correction Example
A distortion model that includes radial and tangential distortion was introduced
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in [122]. A 6th order radial distortion model is used along with a thin prism eect for
tangential distortion. The radial distortion models the lens eects and the tangential
distortion models the de-centring eect due to imperfect manufacturing of the lens. This
is commonly referred to as the plumb bob model. The distortion eects are applied on
the normalised image plane. This distortion model is:
264 u
v
375 = (1 + d1r2 + d2r4 + d5r6)
264 u^
v^
375+
264 2d3u^v^ + d4(r2 + 2u^2)
d3(r
2 + 2v^2) + 2d4u^v^
375 (3.34)
where u and v are the distorted normalised pixels, where d1; d2; d3; d4; d5 are the model
distortion coecients and where r2 = u^2 + v^2. The nal projected image coordinates
are calculated from: 266664
u
v
1
377775 =
266664
 0 u0
0  v0
0 0 1
377775
266664
u
v
1
377775 (3.35)
With new manufacturing methods and increased camera quality, the complete distor-
tion model may not be required. In these cases it is appropriate to keep d3; d4 and d5
set to 0, reducing the radial distortion model to a second order model and eliminating
tangential eects. However, due to the high order distortion model, there is no gen-
eral algebraic inverse model. When the normalised image coordinates are required, a
numerical method must be used. A numerical inverse method used to calculate the
normalised pixel coordinates is shown in Algorithm 2. The distortion equations are
iteratively rened until the normalised pixel coordinates have converged.
3.4 Image Processing
A large number of Image processing techniques are referred to and are used in this thesis.
An overview of all the relevant techniques is presented in this section. Subsection 3.4.1
describes the digital image representation used in this thesis. Linear image processing
techniques, such as convolution, correlation, smoothing and gradient estimation, are
presented in Subsection 3.4.2. These techniques make the basis of many of the more
advanced procedures. Edge techniques are presented in Subsection 3.4.3 and nally
binary image morphological operations are presented in Subsection 3.4.4.
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Algorithm 2: Inverse Lens Distortion Transformation Algorithm
Data: Coordinate of image point p expressed in the image frame Fimage,
pin-hole camera calibration parameters (; ; u0; v0) and lens distortion
model parameters (d1; d2; d3; d4; d5).
Result: Coordinate of normalised image point p^.
begin
Apply Inverse Pin-Hole Camera Model
u = 1(p(1)   u0)
v = 1 (p(2)   v0)
Set Initial Guess for Undistorted Normalised Coordinates
u^ = u
v^ = v
Iterate Until Converged
while u^; v^ have not converged do
Calculate Distortion Model Parameters
r =
p
u^2 + v^2
u^ = 2d3u^v^ + d4(r
2 + 2u^2)
v^ = d3(r
2 + 2v^2) + 2d4u^v^
k = 1 + d1r
2 + d2r
4 + d5r
6
Rene Undistorted Normalised Coordinates
u^ = 1k (u u^)
v^ = 1k (v  v^)
Return Undistorted Normalised Coordinates
p^ = [u^; v^; 1]T
3.4.1 Digital Image Representation
A digital image is usually represented as a discrete spatial function I(u; v) where I is
the intensity or value at pixel location (u; v). A gray-scale or intensity image has a
single channel I(u; v) which represents the light intensity (black to white). A colour
image Ic(u; v) consists of three colour channel functions IR(u; v), IG(u; v) and IB(u; v)
representing the red, green and blue colour space respectively. Each colour channel rep-
resents the intensity of that specic colour component; so each pixel in the image Ic(u; v)
consists of a 3-vector function Ic(u; v) = [IR(u; v); IG(u; v); IB(u; v)]
T . Figure 3.4 shows
how a colour image is represented digitally. Another type of image used is the binary
image B(u; v) where each pixel can only take a true or false value depending upon the
logical condition it represents. The true or false values of a binary image are commonly
referred to as foreground or background pixels respectively. The binary image B(u; v)
can also be referred to and operated on as a set B = f(u; v) : B(u; v) = trueg of all
the foreground pixels. As specied before, the image origin is in the top-left corner of
the image with the u-axis running left to right and the v-axis running top to bottom.
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v
Figure 3.4: Digital Colour Image Representation
3.4.2 Linear Filtering
Linear ltering makes up a large part of the commonly used image processing tech-
niques. Dierent lters can be applied to provide dierent results, such as image
smoothing or gradient estimation. Linear lters are applied to the image by using the
convolution or correlation operation.
Convolution
Convolution is a widely used linear operator for spatial image processing. The convo-
lution process is used to apply linear lters to the image. In the discrete 2D domain
the convolution operation is:
F (u; v) = g  f(u; v) =
X
i
X
j
g(i; j)f(u  i; v   j) (3.36)
where f(u; v) is the image and g(u; v) is the convolution kernel mask. Convolution is
associative.
Correlation
In the discrete 2D domain the correlation operation is:
F (u; v) = g  f(u; v) =
X
i
X
j
g(i; j)f(u+ i; v + j) (3.37)
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where f(u; v) is the image and g(u; v) is the correlation kernel mask. Correlation and
convolution operations are closely linked. When the kernel mask is symmetrical then the
operations produce the same result. Correlation is typically used for template matching
while convolution is used to apply linear lters. Unlike convolution, correlation is not
associative. The correlation operation can be visualised as sliding the kernel mask over
the entire image matrix and at each point multiplying the overlayed image and kernel
together and summing the result. This process is shown in Figure 3.5.
u
v i
j
f(u,v)
g(i,j)
Kernel moves 
around the image
Figure 3.5: Correlation Operation
Box Averaging Filter
A box averaging lter is a smoothing lter which averages the surrounding values. The
lter acts as a low-pass lter, removing high frequency content. The box average lter
of size n is:
g =
1
n2
1nn (3.38)
which can be applied to the image using the convolution or correlation operation:
I(u; v) = g  I(u; v) = g  I(u; v) (3.39)
Gaussian Filter
A Gaussian lter is another smoothing lter which applies a weighted average to the
surrounding values. This lter is usually used as a low-pass lter before other noise
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sensitive processes (such as edge detection) are applied to the image. A Gaussian lter
with a standard deviation of  is:
g(u; v) =
1
22
e 
u2+v2
22 (3.40)
which is typically made into a kernel mask of size n = d6e. Since the kernel is
symmetric it can be applied with the convolution or correlation operation:
I(u; v) = g  I(u; v) = g  I(u; v) (3.41)
where I(u; v) is the Gaussian ltered or smoothed version of image I(u; v).
Sobel Operator
The local image gradients can be approximated using Sobel lters. The 3  3 Sobel
lters for the u and v direction derivatives are:
gu =
266664
 1 0 1
 2 0 2
 1 0 1
377775 (3.42)
gv =
266664
 1  2  1
0 0 0
1 2 1
377775 (3.43)
These Sobel operations are applied to the image using convolution such that:
@
@u
I(u; v)  gu  I(u; v) (3.44)
@
@v
I(u; v)  gv  I(u; v) (3.45)
Or they can be applied using correlation:
@
@u
I(u; v)   gu  I(u; v) (3.46)
@
@v
I(u; v)   gv  I(u; v) (3.47)
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3.4.3 Sobel Edge Detection
A Sobel edge detector is one of the simplest and fastest edge detection techniques. It
consists of only a few simple steps. First, the image gradients are calculated using the
Sobel lters:
Gu = gu  I(u; v) (3.48)
Gv = gv  I(u; v) (3.49)
Next, the magnitude and direction of the gradients are calculated using:
Gm =
p
G2u +G
2
v (3.50)
G = arctan

Gv
Gu

(3.51)
Finally, the binary edge image Bedge can be found by comparing the gradient magnitude
Gm to a threshold t using:
Bedge = (Gm > t) (3.52)
Sobel edge detection is incredibly sensitive to image noise, so usually a smoothing
process is applied before the edge detection stage.
3.4.4 Binary Morphological Operations
Mathematical morphology is the investigation of geometrical and spatial structures.
Morphological operations can be carried out on binary images, operating on their struc-
tural content rather than specic pixel values. There are a number of basic binary
morphological operations [123] as well as more complicated derived operations. The
morphological operations of interest to this thesis are:
1. Dilation
2. Erosion
3. Opening
4. Closing
5. Hit-and-Miss Transform
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6. Skeletonisation
7. Skeleton End Point Detection
8. Skeleton Branch Point Detection
9. Morphological Reconstruction
10. Distance Transform
11. Connected Component Labelling
Each of these morphological operations are explained in more detail below.
Dilation
The dilation operation essentially enlarges structures in the image according to a struc-
turing element. A structure element S is a special binary image used to dene a shape
to use as a probe in morphological operations. The dilation of the binary image B with
the structure element S is mathematically expressed as:
B  S =
[
s2S
Bs (3.53)
where Bs is the translation of B such that its origin is at s which can be expressed as
Bs  f(s+ b) : b 2 Bg. An example operation is shown in Figure 3.6.
Erosion
The erosion operation essentially shrinks structures in the image according to a struc-
turing element. The erosion of the binary image B with the structure element S is
mathematically expressed as:
B 	 S =
\
s2S
B s (3.54)
where B s is the translation of B such that its origin is at  s which can be expressed
as B s  f(b  s) : b 2 Bg. An example operation is shown in Figure 3.6.
Opening
The opening of an image is the dilation of the erosion of the image. This operation
removes small objects from the image according to the structuring element. An example
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operation is shown in Figure 3.6. The opening of the binary image B with the structure
element S is mathematically expressed as:
B  S = (B 	 S) S (3.55)
Closing
The closing of an image is the erosion of the dilation of the image. This operation
lls in small holes in the image and joins close disconnected objects according to the
structuring element. An example operation is shown in Figure 3.6. The closing of the
binary image B with the structure element S is mathematically expressed as:
B  S = (B  S)	 S (3.56)
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Figure 3.6: Example Morphological Operations
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Hit-and-Miss Transform
The hit-and-miss transform looks for exact instances of background and foreground pix-
els in the binary image. The operation uses two structuring elements; one to represent
foreground pixels and another to represent background pixels.
The hit-and-miss of the binary image B with the structure element set S = fSf ; Sb :
Sf \ Sb = ;g is mathematically expressed as:
B  S = (B  Sf ) \ (Bc  Sb) (3.57)
where Sf is the foreground structure element, Sb is the background structure element
and Bc is the set complement of B.
Skeletonisation via Thinning
The skeletonisation of an image is the process of reducing the objects in the binary
image down to a collection of unit pixel wide lines which represent the overall structure
of the objects. There are dierent methods of obtaining this skeleton. One particular
method is via repeatedly thinning the objects using the hit-and-miss transform until
the image stabilises. A single iteration of the thinning operation of the binary image
B is mathematically expressed as:
B(k) 
 S = B(k 1) n

B(k 1)  S

(3.58)
where the structuring element S is a set of structuring elements S = fS1;S2;    ;S8g
corresponding to the 4 possible rotations of the two following structuring elements:
0 0 0
1
1 1 1
0 0
1 1 0
1
The blank spaces represent zeros in the foreground and background structuring
elements Sf and Sb. The ones represent ones in the foreground Sf structuring element
and the zeros represent ones in the background Sf structuring element. The single
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thinning iteration operation can be expanded to be expressed as:
B(k) 
 S = B(k 1) 
 S1 
 S2 
 S3 
    
 S8 (3.59)
The complete skeletonisation process rst sets the initial iteration to B
(0)
skel = B and
then the image is repeatedly thinned until B
(k)
skel = B
(k 1)
skel using:
B
(k)
skel = B
(k 1)
skel 
 S (3.60)
Skeleton End Point Detection
End points on a skeleton can be found by using the hit-and-miss transform with a set of
structuring elements consisting of the 4 possible rotations of the following structuring
element:
0 1 0
0 0 0
Examples of skeleton end points are shown in Figure 3.7.
Skeleton Branch Point Detection
The branch points (or triple points) on a skeleton can also be found by using the hit-
and-miss transform with the set of structuring elements consisting of the 4 possible
rotations of the two following structuring elements:
1
1
1 1
1
1
1 1
Examples of skeleton branch points are shown in Figure 3.7.
Morphological Reconstruction
Morphological reconstruction is a useful binary image operation which allows connected
objects or regions in an binary image to be selected. Let Bmarker be the original
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Skeleton Point
End Point
Branch Point
Figure 3.7: Example Skeleton Operations
marker binary image, Bmask be the binary mask image. The reconstructed binary
image Breconstruct is initially set to the marker image B
(0)
reconstruct = Bmarker. This recon-
structed image is repeatedly dilated until B
(k)
reconstruct = B
(k 1)
reconstruct using:
B
(k)
reconstruct =

B
(k 1)
reconstruct  133

\Bmask (3.61)
Figure 3.8 shows how morphological reconstruction can select connected compo-
nents from a binary image. The marker image is iteratively dilated until it lls the
mask image.
Marker Image
Mask Image
Reconstruced Image
Figure 3.8: Morphological Reconstruction
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Distance Transform
The distance transform operates on a binary image B(u; v) to generate a derived rep-
resentation of the image. Each pixel value D(u; v) represents the euclidian distance to
the nearest foreground pixel:
D(u; v) = argmin
(ui;vi)2B
p
(ui   u)2 + (vi   v)2 (3.62)
where ui; vi are the pixel coordinates of the closest foreground pixel to the pixel B(u; v).
The algorithm described in [124] calculates the exact euclidian distance and operates
with O(n) complexity.
Connected Component Labelling
Connected component labelling or extraction is the process of extracting all the objects
from a binary image where each object consists of all the 8-connected pixels connected
to that object. The extracted connected component objects can then be used in addi-
tional processes. The connected component algorithm generates the superset C from a
binary image B such that C = fC1;C2;    ;Cng where n is the number of connected
objects in the binary image B and Ci is the set of all the pixels which make up that par-
ticular connected component object. Figure 3.9 shows an example where three dierent
objects in the image have been labelled and placed into sets. The algorithm described
in [125] is a fast O(n) complexity algorithm which can be used to extract the connected
components and then generate the superset C. This process allows individual objects
in a binary image to be selected for further ltering and processing.
3.5 Least Squares
Least Squares (LS) is a method for estimating or solving the n-vector solution x to a set
of m-equations. The LS solution is found such that it minimises the overall sum of the
squares of the errors. The Least Squares problem is used in many dierent areas such
as parameter estimation, ltering and regression. It forms an integral part of computer
vision methods. In any of these problems, the main LS problem is to nd x 2 Rn that
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Figure 3.9: Connected Component Labelling
minimises the squared Euclidean norm:
min
x
kr(x)k2 =
mX
i=1
ri(x)
2 (3.63)
where r(x) is a m-vector valued function such that r : Rn !Rm.
The LS problem can be applied in many dierent forms. Linear Least Squares (Sub-
section 3.5.1) is used to solve the linear system Ax = b while Non-linear Least Squares
(Subsection 3.5.2) is used to solve the non-linear system f(x) = 0 or to minimise the
non-linear function min f(x). Both linear and non-linear LS are sensitive to errors in
the model or outliers in the data, so robust techniques are used to help minimise these
sensitivities. Two dierent robust techniques are discussed in this section. The rst
technique discussed in Subsection 3.5.3 is to use M-Estimators to help decrease the
sensitivity of the solution to outliers in the data. The second technique discussed in
Subsection 3.5.4 is to use RANSAC (RANdom SAmple Consensus) to only use inliers
to calculate the solution, thus removing the erroneous data.
3.5.1 Linear Least Squares
Linear Least Squares (LLS) is used when the residual r(x) function can be written as
a linear system. Given a linear system such:
Ax+  = b (3.64)
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where A is a m n matrix of m observations of a linear system with n parameters, x
is a n-vector of parameters to be estimated, b is a n-vector of observed values and  is
a n-vector of random disturbances applied on the observations. The LLS problem can
be written as:
min
x
kr(x)k2 = kAx  bk2 (3.65)
The objective function S(x) to be minimised can be written as:
S(x) = rTr = (b Ax)T (b Ax) (3.66)
= bTb  xTATb  bTAx+ xTATAx (3.67)
= bTb  2bTAx+ xATAx (3.68)
Finding the minimum of S(x):
@
@x
S(x) =  2ATb+ 2ATAx = 0 (3.69)
Gives the Linear Least Squares Normal Equations which need to be solved:
(ATA)x = ATb (3.70)
The Normal Equations can be solved directly using Cholesky Decomposition [126] or
the algebraic solution can be found:
x = (ATA) 1ATb (3.71)
where Ay = (ATA) 1AT forms the Moore-Penrose pseudoinverse [127]. Numerically,
this pseudoinverse is best calculated using the Singular Value Decomposition (SVD) of
A [128].
Ordinary Least Squares
Ordinary Least Squares (OLS) as derived above, has the following assumptions about
the form of the system [129]:
 The design matrix A is of full rank such that all columns are linearly independent
and there are at least n observations.
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 The disturbance of each observation has a conditional expected value of zero.
E(ijA) = 0 and the parameters are uncorrelated with the disturbances.
 The disturbances have spherical errors such that Var(ijA) = 2, for all i =
f1; :::; ng, such that every disturbance has a constant variance of 2 (Homoscedas-
ticity) and that all the errors are uncorrelated with each other Cov(i; j jA) = 0,
for all i 6= j.
The variance of the parameters Var(x), under the OLS assumptions, can be calcu-
lated:
Var(x) = Var[(ATA) 1ATb]
= Var[(ATA) 1AT (Ax+ )]
= Var[(ATA) 1AT ]
= (ATA) 1AT [Var()]A(ATA) 1
= (ATA) 1AT (2I)A(ATA) 1
= 2(ATA) 1 (3.72)
If the homoscedastic variance of the measurements 2 is known, then the true variance
of the parameters can be found, otherwise the 2 value is typically estimated from the
variance of the regression error given by:
2 =
rTr
m  n (3.73)
Weighted Least Squares
Weighted Least Squares (WLS) is an extension to OLS, which removes the homoscedas-
tic assumption and replaces it with a heteroscedastic assumption that each measure-
ment has its own variance, but that they are still uncorrelated with each other. A
weighting matrix W is introduced such that the problem becomes:
min
x
mX
i=1
W(i;i)ri(x)
2 (3.74)
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where the diagonal of the weighting matrix is the measurement variance W(i;i) = 1=
2
i .
The LLS weighted Normal Equations become:
(ATWA)x = ATWb (3.75)
The algebraic solution for x then becomes:
x = (ATWA) 1ATWb (3.76)
which is best solved using SVD. The solution covariance becomes:
Var(x) = 2(ATWA) 1 (3.77)
where 2 can again be estimated from the regression error or it can be assumed to be
unity if W(i;i) = 1=
2
i is assumed to be perfectly known.
Generalised Least Squares
If the observation errors are correlated with each other such that E(ijA) = 0 and
Var(jA) = V , the problem can be solved with Generalised Least Squares (GLS). GLS
can be solved in the same way as WLS, however the weighting matrix is set to the
inverse of the covariance matrix W = V  1. Again if the covariance matrix V of the
errors is known up to scale, then the covariance of the parameters can be calculated
from:
Var(x) = [(ATWA) 1ATW ]V [W TA(ATWA) 1] (3.78)
where [(ATWA) 1ATW ] is the collocation matrix which transforms the covariance
matrix V into the parameter space. Using the relationship W = V  1, this equation
can be simplied to:
Var(x) = (ATV  1A) 1 (3.79)
This nal equation for the parameter covariance matrix is an important relationship
which is used in many places of this thesis. This relationship allows the estimation of
the uncertainty in optimised values from dierent vision processes. A measure of the
uncertainty is a requirement for any Bayesian estimation process.
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3.5.2 Non-Linear Least Squares
The LS problem can be applied to a non-linear system of equations to form Non-Linear
Least Squares (NLLS). The main premise of NLLS is to approximate the non-linear
system with a linear system and iteratively rene the parameter estimate x. Two
dierent methods are discussed. The rst is the Gauss-Newton Algorithm (GNA)
which is the basic algorithm derived directly from the solution, the second method is
the Levenberg-Marquardt Algorithm (LMA) which is one of the most popular solution
methods. These methods are only locally convergent methods. They can successfully
nd the local minimum r(x) of the function such that r(x)  r(x) for kx  xk < 
where  is a local neighbourhood. The minimum can greatly depend on the initial
condition x(0) of the algorithm. The converged solution is not guaranteed to be the
global minimum of the function such that r(x)  r(x) for all x.
Gauss-Newton Algorithm
The Non-Linear Least Squares problem:
min
x
kr(x)k2 =
mX
i=1
ri(x)
2 (3.80)
can be approximated using a rst-order Taylor series expansion about x(0), such that:
r(x)  r(x(0)) + @r
@x

x(0)
(x  x(0)) (3.81)
This leads into re-expressing the problem in an OLS form of:
min
x
kr(x)k2  kAx  bk2 (3.82)
where
A =
@r
@x

x(0)
(3.83)
b = Ax(0)   r(x(0)) (3.84)
The linear solution is iteratively re-evaluated, updating x(0) with the current estimated
value. This is done until the solution converges on the nal estimate x(f). As with OLS,
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the equation can be solved each step, numerically with SVD for accuracy. Expanding
the algebraic function allows insight in the the GNA method. The algebraic solution
for OLS each iteration k is:
x(k) = (ATA) 1AT (Ax(k 1)   r(x(k 1))) (3.85)
= x(k 1)  Ayr(x(k 1)) (3.86)
Each iteration, the best estimate x(k 1) is updated using the inverse of the jacobian
of the function to minimise the current residual r(x(k 1)). This is the same process as
the Newton-Raphson root nding method. The LS Normal Equations of this process
are:
(ATA)x =  ATr (3.87)
where
A =
@r
@x

x(k 1)
(3.88)
x = x(k)   x(k 1) (3.89)
r = r(x(k 1)) (3.90)
Since the process is based on a LLS approach, this gives a framework for the esti-
mation of the parameter uncertainty. Let the converged parameter estimate be x(f),
the observation uncertainty be Var(r(x(f))) = V and the Jacobian be A = @r@x

x(f)
,
then the parameter uncertainty can be estimated from:
Var(x(f)) = (ATA) 1ATV A(ATA) 1 (3.91)
Levenberg-Marquardt Algorithm
The Levenberg-Marquardt Algorithm [130] is a very popular non-linear solver. The
LMA interpolates between a Gauss-Newton method and a gradient-descent method to
help increase the robustness against the initial condition location. LMA can be viewed
as a trust-region application to the GNA. The LS Normal Equations have been modied
to include a damping parameter  which interpolates between a Gauss-Newton method
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and gradient-descent method. The Normal Equations are:
(ATA+ diag(ATA))x =  ATr (3.92)
The value of the damping parameter  can be continuously updated based upon a
function of the gain ratio g. The gain ratio g is the ratio of the actual residual reduction
compared to the predicted. It can be viewed as a measure of how well the linear
approximations are performing. This gain ratio [126] can be written as:
g =
kr(x)k2   kr(x+x)k2
1
2x
T (x ATr) (3.93)
3.5.3 Robust Statistics
Least Squares estimation routines can be very susceptible to outliers. Since LS methods
rely on minimising the summed square of the residuals, a large outlier can dramatically
eect the solution. Computer vision estimation tasks rarely have reliable data, so robust
estimation methods need to be used. M-Estimators are used to increase the robustness
of the LS estimation processes. An example of the eects an outlier can have on a LS
line tting process is shown in Figure 3.10, this is compared to a t performed using
an robust M-Estimator.
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Figure 3.10: Least Squares Vs M-Estimator
The main idea behind M-estimators is to modify the minimisation function from
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r(x) to a function (r(x)) which is robust to outliers. From the M-estimator (r)
function, an inuence function  (r) = @(r)@r can be found. A weighting function w(r) =
 (r)=r can then be dened from the inuence function  (r). The modied minimisation
problem can now be implemented using Iteratively Re-weighted Least Squares (IRLS)
which has the form of:
min
x
mX
i=1
wi(ri) [ri(x)]
2 (3.94)
The solution is solved iteratively using WLS for each iteration and the weighting func-
tion wi(ri) is re-evaluated each iteration using the previous iteration ri values. Since
the problem is non-linear, IRLS has the ability to be used with the Guass-Newton or
Levenberg-Marquardt algorithms.
Commonly used M-estimators are shown in Table 3.2 along with a graph of their
weighting functions w(r). The inuence function  (r) measures the inuence of a
residual on the estimate. When an estimator is robust the eects of any single residual,
is insucient to yield signicant biases in the solution [131]. The L2 estimator is the
standard LS estimator. It can be seen that each residual has a equal weighting on
the solution, therefore each residual, regardless of its size has equal inuence. This
highlights the non-robustness of the OLS process to outliers. Ideally, a robust process
should ignore or reduce the weights on outliers in the data.
3.5.4 RANSAC Model Fitting
RANSAC (RANdom SAmple Consensus) is a iterative method which robustly estimates
model parameters using LS from a set of data which contains outliers. The method
was rst purposed in [132]. The RANSAC method is commonly used for computer
vision tasks, such as model tting or simultaneously solving the correspondence and
pose problem.
The RANSAC method takes a dierent approach compared to other robust esti-
mation methods. The method diers from other robust methods as the minimum data
set is used to calculate the model and then the tting data set is extended with inliers.
This contrasts other methods (such as M-estimators) which use the complete data set
and remove the outliers. The approach of using the complete data set for the rst t
will not work in cases when there are a large amount of outliers and when the model is
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Table 3.2: Common M-Estimators
Type
Inuence Function
 (r)
Weighing Function
w(r)
Graphs
L2 (OLS) r 1
L1 sign(r)
1
jrj
L1   L2 Mixture rp1+r2=2
1p
1+r2=2
Fair r1+jrj=c
1
1+jrj=c
Huber(
ifjrj  c
ifjrj > c
(
r
csign(r)
(
1
c=jrj
Cauchy r1+(r=c)2
1
1+(r=c)2
Tukey(
ifjrj  c
ifjrj > c
(
r[1  (r=c)2]2]
0
(
[1  (r=c)2]2]
0
only valid locally about the truth. It is in these situations when the RANSAC method
out performs other methods.
The algorithm randomly selects a set of minimum data points required to calculate
the model parameters. It hypothesises that the selected points are inliers and calculates
the corresponding model parameters. The estimated parameters from this minimum
model t are used on the whole data set to count the number of inliers which conform
with the estimated parameters. If the count exceeds a certain threshold, then all the
inliers are used to recalculate the model parameters for a LS estimate. Otherwise the
process is repeated.
A powerful advantage of the RANSAC method is its ability for robust estimation
even when the data set contains a high percentage of outliers. It is very useful in
problems when the data associations or correspondences are unknown and need to be
calculated as part of the estimation process. Unfortunately RANSAC can be com-
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putationally expensive as it needs iterate a large number of times to ensure a high
probability of selecting all inliers in the randomly selected minimum data set. An
inlier/outlier threshold also needs to be selected which directly impacts how well the
algorithm performs. This can be dicult to set as it can be heuristic depending on the
model used.
3.6 Extended Kalman Filter
The Kalman Filter (KF) is a recursive state estimation algorithm based upon a Bayesian
ltering principle. The Kalman Filter represents the estimation states using a Gaus-
sian distribution for the probability density function. The advantage of this Gaussian
distribution assumption is that it allows closed form ltering equations to be calculated
which form the Kalman Filter equations. The Kalman Filter evolves a n-dimensional
state vector x and its corresponding n by n covariance matrix P , where n is the number
of states to be estimated. This vector and matrix represents the estimated mean and
covariance of the n-dimensional Gaussian distribution for the states. The lter predicts
the states forward in time using a process model and then corrects the predicted states
using a measurement model, when measurements are available. The Extended Kalman
Filter (EKF) is an extension to the Kalman Filter that allows it to work with non-linear
systems. It is one of the most widely used ltering techniques for non-linear system
ltering.
The generic EKF equations are covered in Subsection 3.6.1, while Subsection 3.6.2
and Subsection 3.6.3 describe the specic model equations for an Attitude and Head-
ing Reference System Filter and an Inertial Navigation Filter respectively. Kalman
Filter fault detection techniques are then discussed in Subsection 3.6.4 to improve the
robustness of the lters.
3.6.1 Generic Filter Formulation
The discrete time non-linear process model for the Extended Kalman Filter is:
x(k) = f(x(k   1);u(k   1);w(k   1)) (3.95)
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where f(; ; ) is a non-linear state transition function that relates the current state
vector x(k) at time k to the previous state vector x(k 1), control input vector u(k 1)
and process noise w(k  1). The non-linear observation model (or sensor model) h(; )
that is used to link the current state x(k) to the current measurement z(k) is:
z(k) = h(x(k);v(k)) (3.96)
where v(k) is the current sensor measurement noise.
The ltering process is split up into two stages, the prediction stage and then the
update stage. The rst stage is the prediction stage. The state for the last time
step x(k   1jk   1) is predicted forward to the current time step x(kjk   1) using the
non-linear state transition model:
x(kjk   1) = f(x(k   1jk   1);u(k   1);0) (3.97)
The corresponding state covariance matrix P is also evolved using:
P (kjk  1) = Fx(k  1)P (k  1jk  1)F Tx (k  1)+Fw(k  1)Q(k  1)F Tw (k  1) (3.98)
where Fx(k   1) and Fw(k   1) are the Jacobians of the process model at time step
k   1 with respect to the state x and the input noise w. Q(k   1) is the covariance
matrix of the input noise w(k   1).
Fx(k) =
@f
@x

x(k)
(3.99)
Fw(k) =
@f
@w

x(k)
(3.100)
The data fusion stage in the Kalman Filter is the update stage. In the update stage, the
current predicted state x(kjk 1) and predicted covariance P (kjk 1) are updated using
the current measurement z(k). This forms the updated state x(kjk) and covariance
P (kjk) which are the best estimate at the given time k. The update equations are:
x(kjk) = x(kjk   1) +K(k)(k) (3.101)
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P (kjk) = (I  K(k)Hx(k))P (kjk   1) (3.102)
where K(k) is the current Kalman Gain, (k) is the current innovation and Hx(k) is
the current Jacobian of the observation model with respect to the state.
Hx(k) =
@h
@x

x(k)
(3.103)
The (k) innovation is the dierence between the current observation z(k) and the
predicted h(x(kjk   1);0) observation.
(k) = z(k)  h(x(kjk   1);0) (3.104)
This is a measure of the accumulated error between the ltered state and true state.
The innovation is used to correct the current state prediction through the Kalman Gain.
The Kalman Gain forms a weighting between relying on the predicted state x(kjk  1)
or on the measurement z(k) based upon the probability distributions of both. The
Kalman Gain is calculated from:
S(k) = Hx(k)P (kjk   1)Hx(k)T +Hv(k)R(k)HTv (k) (3.105)
K(k) = P (kjk   1)HTx (k)S(k) 1 (3.106)
where S(k) is the innovation covariance matrix, R(k) is the covariance of the observation
noise v(k) and Hv(k) is the current Jacobian of the observation model with respect to
the observation noise.
Hv(k) =
@h
@v

x(k)
(3.107)
3.6.2 Attitude and Heading Reference System Filter
An AHRS lter can be mechanised in the EKF framework to provide a continuous
constrained attitude estimate. A typical AHRS implementation is driven by the inertial
rotation rate measurements from a strap-down gyroscope to predict the time evolution
of the attitude. Inertial drift and other sensor errors are constrained using attitude
measurements from an accelerometer (for bank and pitch measurements) and from an
magnetometer (for yaw measurements).
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The discrete time AHRS process model can be written as:
x(k) = f(x(k   1);!bib(k   1);w(k   1)) (3.108)
where the state vector x consists of the Euler angle triplet x = [; ;  ]T , the input
vector !bib(k) = [p; q; r]
T are the measured body rotation rates from a strap-down
gyroscope and the noise vector w(k) = [wp; wq; wr]
T are the gyroscope sensor noise
components. The process model function f(; ; ) is simply a Euler integration of the
Euler Kinematical Equations, so that:
x(k) = x(k   1) + E(x(k   1))[!bib(k   1) +w(k   1)]t (3.109)
where _x = E(x) are the Euler Kinematical Equations described by Equation (3.21).
It is a common approximation to use the accelerometer as an inclinometer. This
approximation comes from the strap-down acceleration equation:
_V
n
eb = Rnbf
b   (2!nie + !nen) V neb + gn (3.110)
where V neb is the aircraft body velocity in the navigational frame Fn, f b is the body
frame Fb specic force measured by an accelerometer, gn is the navigational frame Fn
gravity vector, !n are the reference frame rotation rates expressed in the navigational
frame Fn and Rnb is the rotation matrix which transforms the body frame Fb to the
navigational frame Fn. Under the assumption that the body is non-accelerating ( _V neb =
0) and the acceleration eects due to the rotating inertial frame are negligible ((2!nie+
!nen) V neb = 0), then a simple relationship can be found:
Rnbf
b =  gn (3.111)
This approximated relationship can be expressed as a non-linear observation model
h(:; :) where sensor model function is:
z(k) = Rx ((k))Ry ((k)) g
n + v(k) (3.112)
where gn = [0; 0; g]T with g being the acceleration due to gravity. This approximation
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is a major source of error in the standard AHRS formulation; if the AHRS undergos
an acceleration it would bias the attitude solution. This is not valid for aeronautical
platforms and it is the reason why unaided AHRS produce the least accurate attitude
solution.
A magnetometer is used to measure the local magnetic eld vector in the body
frame . This allows for a simple measurement model where the magnetometer sensor
model function h(:; :) is:
z(k) = Rx ((k))Ry ((k))Ry ( (k))m
n + v(k) (3.113)
where mn is the local magnetic eld vector in the navigational frame. Since the mea-
surement model is a function of the complete attitude, any errors in the bank and pitch
estimate will cause a bias on the yaw estimate.
3.6.3 Inertial Navigation System Filter
An INS lter can be mechanised using an EKF in which the position, velocity and
attitude are estimated using measurements from a strap-down IMU. The process model
of a strap-down INS can be written as a rst-order dierential equation in discrete time
which is driven by the measured inertial rotation rates and accelerations:
x(k) = f(x(k   1);u(k   1);w(k   1)) (3.114)
where f(:; :; :) is a non-linear state transition function that calculates the current state
vector x(k), given the previous state x(k 1), the body inertial measurements u(k 1)
and the body inertial measurement sensor noise w(k   1). The body inertial measure-
ments from the IMU are made at a rate of 1t samples per second, which becomes the
base lter rate for the EKF. The state vector x(k) consists of:
x(k) =
266664
V n

P g
377775 (3.115)
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where V n = [vn; ve; vd]
T is the body velocity of the aircraft expressed in the navigational
frame Fn,  = [; ;  ]T are the Euler angles describing the attitude of the aircraft and
P g = ['; ; h]T is the position of the aircraft described in the geodetic frame Fg. The
inertial measurements u(k) consists of the body inertial rotation rates !bib(k) = [p; q; r]
T
which are measured by a strap-down gyroscope and the body inertial accelerations (or
specic force) f b(k) = [ax; ay; az]
T measured by an accelerometer:
u(k) =
264 f b
!bib
375 (3.116)
The inertial measurement sensor noise w(k) is additive sensor noise:
w(k) =

wax ; way ; waz ; wp; wq; wr
T
(3.117)
The non-linear strap-down INS process model f(:; :; :) is a rst-order Taylor series
expansion (Euler integration) of the continuous process such that:
x(k) = x(k   1) + _x(k   1)t (3.118)
where the rate of change of the state vector _x(k) can be calculated from the strap-down
inertial navigation equations developed in Section 3.2.5, which are:
_V
n
eb = Rnbf
b   (2!nie + !nen) V neb + gn (3.119)
_ = E()

!bib  Rbn!nin

(3.120)
_P
g
eb =
@P g
@P n
V neb (3.121)
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These equations can be expanded to become:
266664
_vn
_ve
_vd
377775 = R 1bn
266664
ax + wax
ay + way
az + waz
377775+
266664
0
0
g
377775 
266664
0  !d !e
!d 0  !n
 !e !n 0
377775
266664
vn
ve
vd
377775
266664
_
_
_ 
377775 =
266664
1 sin() tan() cos() tan()
0 cos()   sin()
0 sin() sec() cos() sec()
377775
0BBBB@
266664
p+ wp
q + wq
r + wr
377775 Rbn
266664
( _+ !ie) cos'
  _'
 ( _+ !ie) sin'
377775
1CCCCA
266664
_'
_
_h
377775 =
266664
vn
M+h
ve
cos'(N+h)
 vd
377775
where the rotation matrix Rbn is calculated from:
Rbn =
266664
cos  cos cos  sin   sin 
sin sin  cos   cos sin sin sin  sin + cos cos sin cos 
cos sin  cos + sin sin cos sin  sin   sin cos cos cos 
377775
and the navigational frame Fn rotation rate is:266664
!n
!e
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Aiding sensor measurements (such as GPS) need to be fused into this system to
constrain the errors and the inertial drift. The relevant aiding measurement models for
the vision measurements are developed later on in this thesis.
3.6.4 Fault Detection
The Kalman Filter provides a very strong framework for sensor fault detection algo-
rithms. The Kalman Filter tracks the current state uncertainty which allows proba-
bilistic measurement error bounds to be found. This allows the identication of sudden
sensor faults. The Kalman Filter also contains the evolving state information, so that
the correlation of the time history between the states and the measurement can be
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found. This process allows for the identication of slow moving faults which result
from a model mismatch between the real sensor process and the Kalman Filter sensor
model.
Measurement Mean Testing
The measurement innovation vector  should follow a p-dimensional Normal distribu-
tion (where p is the number of measurement states) with a zero mean and a covariance
matrix of S, such that   N (0; S). These properties can be used to detect erroneous
sensor measurements in which the innovation falls outside of a likely probability range.
Erroneous measurements can be detected and removed before they are fused into the
Kalman Filter, thus avoiding corrupting the estimates. This detection process can
be applied using 2 tests. The Mahalanobis distance [133] or Normalised Innovation
Squared (NIS) can be calculated from:
^2(k) = T (k)S 1(k)(k) (3.122)
The NIS should follow a 2(p) distribution with p degrees of freedom. A probability
condence level c can be selected to ensure that the measurement falls within a likely
probability region. The required threshold value (or critical value) t corresponding to
this condence level can be selected from the cumulative distribution function of the
2 distribution such that:
Pr(2(p)  t) = 1  c (3.123)
Then the erroneous measurement test condition is a simple threshold test:
8>><>>:
^2(k)  t No Fault
^2(k) > t Fault
(3.124)
The advantages of using the NIS is the fact that the innovation is scaled with
respect to the uncertainty and that it gives a direct link to the probability. Figure 3.11
shows a 2-dimensional innovation case. Both the innovation vectors are the same size,
however due to the uncertainty covariance, one of them is more likely to be a fault.
The condence level c sets a bound which the NIS must fall inside.
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Figure 3.11: Normalised Innovation Squared
The threshold value can be calculated directly from the 2 cumulative distribution
function or selected from pre-computed tables. Table 3.3 contains the 2 threshold
values for the rst 10 degrees of freedom.
Table 3.3: 2 Table
Condence Level c 0.95 0.90 0.80 0.70 0.50 0.30 0.20 0.10
Degrees p Critical Threshold Values t
1 0.004 0.02 0.06 0.15 0.46 1.07 1.64 2.71
2 0.10 0.21 0.45 0.71 1.39 2.41 3.22 4.60
3 0.35 0.58 1.01 1.42 2.37 3.66 4.64 6.25
4 0.71 1.06 1.65 2.20 3.36 4.88 5.99 7.78
5 1.14 1.61 2.34 3.00 4.35 6.06 7.29 9.24
6 1.63 2.20 3.07 3.83 5.35 7.23 8.56 10.64
7 2.17 2.83 3.82 4.67 6.35 8.38 9.80 12.02
8 2.73 3.49 4.59 5.53 7.34 9.52 11.03 13.36
9 3.32 4.17 5.38 6.39 8.34 10.66 12.24 14.68
10 3.94 4.86 6.18 7.27 9.34 11.78 13.44 15.99
Measurement Covariance Testing
The measurement innovation vectors  each should follow a p-dimensional Normal
distribution (where p is the number of measurement states) with a predicted covari-
ance matrix of S. The covariance can be veried by the investigation of the Wishart
distribution which is the multidimensional generalisation of the 2 distribution.
The scatter matrix XTX where X is an n by p matrix independently drawn from
an p-variate Normal distribution of X  N (0;) with zero mean and covariance 
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should follow a Wishart distribution of XTX  Wp(n;). This reduces to a 2(n)
distribution for univariate Normal distribution.
A sliding window implementation can be used to select the last m measurement
innovation vectors . The mean covariance matrix for this sample set can be calculated
from:
(k) =
1
m  1
kX
i=k m
[(i)  ][(i)  ]T (3.125)
where
 =
1
m
kX
i=k m
(i) (3.126)
The covariance matrix of the measured innovation sequence should follow a Wishart
distribution such (m   1)(k)  Wp(m;S(k)). It is dicult to calculate the Wishart
distribution directly to nd the condence ranges. However it is possible to relate
the investigation of the multidimensional Wishart distribution to the examination of a
unidimensional 2 distribution, using the relationship:
(k) =
LTS(k) 1L
LTA(k) 1L
(3.127)
where   2(m   p + 1), A(k) = (m   1)(k) and L is any xed vector such that
L 6= 0. From this statistical analysis, it is possible to determine if the a priori measure-
ment noise characteristics S(k) correspond to the actual recorded sequence covariance
A(k) [134]. A condence level c for  can once again be selected from the 2(m p+1)
distribution to be used for the fault detection threshold.
Pr(2(m  p+ 1)  t) = 1  c (3.128)
8>><>>:
(k)  t No Fault
(k) > t Fault
(3.129)
The value of the vector L can inuence the rate of detection of non-conformity in the
covariance of the measurement noise. It was proven in [134] that the optimal value for
L is the eigenvector corresponding to the maximum eigenvalue of AS 1.
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3.7 Summary
The background theory presented in this chapter is used throughout this thesis. The
image processing theory is used to develop horizon detection and road intersection
detection algorithms. The camera models are used to develop horizon models and
EKF measurement models. The Least Squares theory is used extensive throughout
this thesis to t horizon models for attitude determination, to estimate the position
from visual measurements, to calculate road intersection data associations and nally
to estimate the uncertainties of the dierent processes. All the visual measurements
are fused into an INS EKF and the various fault detection techniques are applied to
generate a robust solution.
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Chapter 4
Horizon Detection
4.1 Introduction
The rst step in any VHAD method is the automatic detection of the horizon in an
image. This chapter details the development of a proposed real-time horizon detec-
tion method. A number of observations were made in Section 2.2 about past horizon
detection approaches which are incorporated into the developed system. The past de-
tection methods have focused on three main approaches for horizon detection. There
are edge based approaches, pixel segmentation based approaches and combined statis-
tical optimisation segmentation and horizon tting based approaches. Regardless of
the approach taken, the horizon is usually approximated as a straight line. This ap-
proximation results in the loss of valuable attitude and navigational information which
could be contained in the horizon prole shape.
Part of this thesis investigates the development of an accurate and robust horizon
detection system. Removing the straight horizon approximation and the detection of
the actual horizon interface shape allows for a greater accuracy. This leads to a number
of design objectives for the developed horizon detection method, which are:
1. To robustly extract the horizon interface prole (interface between the sky and
the ground) from a colour image, rather than using the common straight line
approximation.
2. To estimate the extracted horizon interface strength (i.e. how likely it is to be
the actual horizon interface, or is it due to obstructions like fog or haze).
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3. To be able to incorporate known information to improve the detection (such as
terrain information or attitude information when available).
4. To have robust or automatic tuning measures to remove the heuristic nature of
the detection process.
5. To use fault detection techniques to determine when the horizon prole is erro-
neous.
6. To be real time capable on current USYD Jabiru J400 hardware. This corresponds
to an approximate throughput of 19,200,000 Pixel Hz/GHz.
Two of the more mature past horizon detection methods, the Dusha Method [19,20]
and the Ettinger Method [6,11,15] were selected to be evaluated against the design ob-
jectives listed above. Development work was undertaken to extend both of these meth-
ods to be able to extract the detected horizon prole from the image rather than just
assuming that the horizon is a straight line. However, both of the extended methods
still failed to meet the other design objectives listed above. A new method was devel-
oped, specically designed for the purpose of robustly extracting the horizon interface
shape from an image. The contents of this chapter are as follows:
Section 4.2 investigates the typical visual appearance of the horizon in an image.
These observations are used as the basis for developing a new horizon detection
technique.
Section 4.3 contains a brief description of the Dusha and Ettinger methods. The
required algorithm extensions to extract the horizon interface are discussed and
the implementation results for the two methods are presented and analysed.
Section 4.4 describes in detail the development of a new horizon detection algorithm
which fullls the dierent design criteria.
Section 4.5 describes why the selection of the threshold value which is used as part
of the proposed detection method is important and how it can be selected auto-
matically.
Section 4.6 describes two extensions to the proposed method which improves the
robustness by incorporating a priori attitude information or a priori horizon
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interface information.
Section 4.7 presents the implementation results of the horizon detection algorithm
and compares it to the design criteria and past methods.
Section 4.8 contains a summary of this horizon detection chapter.
4.2 Horizon Appearance
The typical appearance properties of the sky were investigated. The appearance of the
sky was investigated as it is easier to identify sky like pixels rather than identifying
ground like pixels due to the wide range of the possible appearances of the ground.
The clear sky colour is predominantly driven by the scattering of the sun's light
through the earth's atmosphere. As the amount of scattering is related to the wave-
length by Rayleigh's law, the blue wavelength is scattered the most, followed by green
and then the red wavelengths, therefore giving the sky a blue appearance [135, 136].
This relationship is observable in a number of vertical colour component traces from
example images shown in Figure 4.1. Each colour trace shows the RGB component in-
tensities (0-255) down a vertical slice of the image. These colour image traces contain
a wealth of other information useful for horizon detection. A number of observations
can be easily be made:
 Clear sky follows the condition expected by Rayleigh's law, that the blue com-
ponent is larger than the green which in turn is larger than the red. This can be
observed in all the trace gures.
 The colour of the sky moves from a deep blue to a saturated white towards the
horizon. The three colour components increase in intensity until they level o
at the horizon or they saturate the colour channel. The light intensity is the
strongest in clear sky at the horizon. Usually the blue component saturates
before the horizon as seen in all the gures. The trace in Figure 4.1f shows all
the channels saturating due to the sun being almost visible in the image. This
highlights the sensitivity of the camera with respect to the position of the sun.
 The variance in clear sky region is very low. The variance in the ground regions
can be quite large as shown in Figure 4.1a.
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 At a higher altitude (Figures 4.1d-4.1f) the ground appearance is washed out due
to the transmission of light through a larger amount of air. The appearance of
the ground becomes less distinct as it becomes lighter and increasingly washed
out with blue content. At a low altitude the ground is not washed out and is
more clearly identiable (ignoring bodies of water).
 At low altitude, the ground is clearly identiable by the blue channel becoming
weaker than the red or the green colour channels. This can be seen in Figure 4.1a.
Distant mountains still appear washed out due to their range.
 The horizon interface between the sky and the ground can be identied by the
correlated negative gradient of the colour channels. The strength of the horizon
is seen by the magnitude of the gradient. The trace in Figure 4.1a shows a strong
sky to ground horizon interface, the Figure 4.1b shows a weaker horizon as the
horizon transitions from sky to washed out terrain. The other traces in Figure 4.1
show that in general conditions and altitudes, the horizon can have a very weak
gradient which occurs after the colour intensity peaks. This is dicult to detect
as it is a weak transition response rather than a strong edge response.
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(a) Strong Horizon Edge with Large
Ground Colour Variance
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(b) Weak Horizon Edge with Large
Ground Colour Variance
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(c) Weak Horizon Transition with Washed
Out Ground Colours
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(d) Strong Horizon Edge with Washed
Out Ground Colours
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(e) Weak Horizon Transition due to
Ground/Sky Colour Similarities
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(f) Saturated Weak Horizon Transition
with Washed Out Ground Colours
Figure 4.1: Sky Colour Component Traces
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There are cases when the observations made above will not apply. These are the
situations when the sky is overcast or cloudy. Clouds produce a strong gradient and
intensity response as shown in the colour traces in Figure 4.2. The solid edge between
the cloud and sky is more identiable than the weak gradient transition caused by the
horizon. The horizon detection algorithm would have to be able to distinguish between
a cloud response and a horizon response.
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Figure 4.2: Sky Colour Component Traces (Cloud Eects)
The horizon in an image also has the important property of being spatially corre-
lated across the image. The horizon ideally should form a continuous boundary across
the image. The use of this condition to spatially lter possible horizons can be an im-
portant step in identifying the correct horizon. In past methods the horizon has been
assumed to be straight to aid in horizon detection by applying spatial constraints, and
to keep the method simple as only two parameters are required to describe a straight
line. Removing the straight horizon line assumption but keeping the spatial constraints
would allow for the identication of the actual horizon interface shape.
4.3 Past Horizon Detection Methods
The two past methods for investigation are the Dusha Method which is developed
in [19,20] specically for Fixed-Wing UAVs and larger ight platforms and the Ettinger
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Method [6, 11, 15] which was developed for MAV stabilisation. Both of these methods
use the approximation that the horizon is a straight line during the horizon detection
stage. Extensions to each method have been developed herein to investigate the ability
of the algorithms to robustly extract the horizon interface rather than approximating
it with a straight line. This section contains a basic outline of the extension and
implementation results for the Dusha and Ettinger methods.
4.3.1 Dusha Horizon Detection Method
The main image processing principle of the Dusha horizon detection method [19,20] is
to nd the horizon edge in the image and t a straight line to it. The edge detection is
accomplished by the Sobel edge detection method and the line tting is accomplished
with the Hough transformation. The work in [19, 20] acknowledges that the horizon
might not be the strongest line in the image, so the detected lines are ltered using a
Kalman Filter with the optical ow along each horizon line candidate. The horizon line
should be ideally innitely far away from the camera, such that no optical ow should
be generated by the translation of the camera, only by its rotation. This forms a fault
detection check to help select the best horizon candidate. The process of calculating the
optical ow however is computationally expensive and cannot be realised in real-time
on current hardware. Therefore the optical ow fault detection step is not considered
in this thesis as it is not currently real-time feasible. The optical ow step is ignored
and the same approach as was taken in [20] is used, so that it is assumed that the
horizon is the strongest edge in the image. Fault detection checks are general and could
be applied to all horizon detection methods to improve their performance, however a
baseline comparison is sought, so no fault detection checks are applied to any of the
methods presented in this chapter.
The detection of edges using the Sobel edge method requires an edge gradient
threshold value. The selection of this threshold value greatly eects the overall accuracy
of the horizon detection method. If the threshold is too high, then the horizon is not
detected at all, if it is too low then the noise content is too high to select the horizon.
A constant threshold could be used however this would require continuous tuning in
ight. An adaptive threshold, proportional to the edge content could also be used, but
this has the underlying assumption that the horizon has the strongest gradient response
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in the image.
The Hough transform is used to t a global line to the detected edges in the image.
While the Hough transform has the advantage of being robust to noise when tting
a straight line, it can return erroneous results when the detected edge points are not
straight. The Hough transform is also computationally expensive and sensitive to the
discrete bin size used in the algorithm.
The Dusha procedure (without ltering) along with the developed additional hori-
zon interface extraction steps is shown in Figure 4.3. Overall, the advantages and
disadvantages of the unmodied Dusha horizon detection method (without ltering)
are:
Advantages:
 It can handle discontinuous horizon edge segments.
 The line tting method is robust to noise.
 The use of edges allows the precise location of the interface to be extracted.
Disadvantages:
 The Hough transform is computationally expensive.
 The Hough transform can be unpredictable when tting straight lines to curves
or non-straight edge points.
 Assumes the horizon is the strongest/longest straight edge in the image (when
no optical ow ltering is used).
 It requires the selection and tuning of the detection parameters.
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ltering) (Adapted
from [19])
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Horizon Interface Extraction Extension
The unmodied Dusha method made the assumption that the horizon was a straight
line, so the actual horizon interface prole would not be extracted. Developmental
work was undertaken in this thesis to extend the Dusha method, so that it would be
able to extract the horizon interface.
The extension works by selecting seed edge points from the nal dilated edge map
within a certain line width of the nal horizon line. These seed horizon edges are
morphologically reconstructed with dilation to obtain all the connected edges. The
horizon prole is then extracted from these connected edges by selecting the topmost
edge point from each image column. This process is explained in detail below.
The nal result of the line tting stage in the Dusha method (see line tting stage
in Figure 4.3) are the horizon's line parameters (; ) of the polar line form:
u cos  + v sin  =  (4.1)
where  is the angle of the line in the image and  is the normal distance between the
line and image origin in pixels. The nal horizon line parameters are used to generate
a binary image line mask Bmask of width tw using the equation:
Bmask(u; v) =
8>><>>:
true if (u cos  + v sin      tw)
false otherwise
(4.2)
This binary image line mask Bmask is used to select seed horizon edges from the dilated
edge map Bedge (see edge selection stage in Figure 4.3) by using the logical AND (^)
operator in the equation:
Bseed = Bmask ^Bedge (4.3)
These seed edges are morphologically reconstructed with dilation (Section 3.4.4) to
extract all the connected edges. These connected edges form the horizon binary edge
image Bhorizon. So the seed edges are iteratively dilated until B
(k)
horizon = B
(k 1)
horizon using:
B
(k)
horizon =

B
(k 1)
horizon  133

\Bedge (4.4)
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where B
(0)
horizon = Bseed and  and \ are the dilation and intersection operations respec-
tively. The horizon prole is then nally extracted from the horizon edge binary image
Bhorizon, by selecting the topmost edge pixel from each column of the binary image.
Implementation and Results
In [19] it was stated that the Dusha horizon detection method was compiled in C++
using OpenCV [137] and IPP [138] (Intel Performance Primitives) libraries. OpenCV is
an open source computer vision library and the IPP library contains optimised functions
for Intel Processors. The algorithm without the optical ow ltering, was tested to run
at 15 Hz with an image size of 352288 pixels on a Pentium4 3.0 GHz machine running
Windows XP Pro SP2.
The Dusha algorithm (without ltering) and developed extension were implemented
herein in C++ using OpenCV with IPP optimisations. It was tested on an Intel i5
3.30 GHz Processor and higher frame rate results at larger image resolutions were
obtained. The additional processing for the extraction of the horizon interface prole
was negligible compared to the time taken for the complete process. The method
timings are shown in Table 4.1, the maximum pixel precisions for the test sequence are
shown in Table 4.2 and nally the parameters used for the test are shown in Table 4.3.
Table 4.1: Modied Dusha Horizon Detection Method Timings
Image Size Timing Rate Hz/GHz1 Pixel Hz/GHz1
Specied2 352 288 66 ms 15 Hz 5 1,520,640
Obtained 1024 768 112 ms 9 Hz 3 6,434,444
Obtained 800 600 78 ms 13 Hz 4 5,672,727
Obtained 640 480 48 ms 21 Hz 6 5,864,727
Desired3 640 480 20 ms 50 Hz 21 19,200,000
1 Approximation based on linear scaling.
2 The detection method parameters used were not given in [19,20]. The computational
time is greatly dependant upon these values so an absolute comparison cannot be
made. The performance and accuracy of the implementation used in [19, 20] may be
better, however after tuning the detection parameters, similar attitude determination
accuracies were obtained.
3 Based on USYD Jabiru J400 hardware requirements.
A number of dierent screen captures from the implemented Dusha detection al-
gorithm are shown in Figure 4.4 and Figure 4.5 to highlight the situations when the
method works or fails. Each gure shows all the detected edges (highlighted in red), the
horizon line selected by the Hough transform (in blue) and the horizon edges selected
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Table 4.2: Modied Dusha Horizon Detection Method Precisions
Image Size Image FOV Pixel Hz/GHz1 Maximum Precision
Specied2 352 288 60 1,520,640 0.17 Degrees/Pixel
Obtained 1024 768 60 6,434,444 0.017 Degrees/Pixel
Obtained 800 600 60 5,672,727 0.075 Degrees/Pixel
Obtained 640 480 60 5,864,727 0.09 Degrees/Pixel
1 Approximation based on linear scaling.
2 Refer to [19] for system details.
Table 4.3: Dusha Horizon Detection Method Parameters
Parameter1 Value
Smoothing Window Size 15  15 pixels
Edge Threshold
p
4mean
Hough Transform  Bin Size 1
Hough Transform  Bin Size 1 pixel
Seed Horizon Edge Line Width tw 24
1 Refer to [19] and above subsections for a description of the pa-
rameters.
by the horizon prole extraction extension (in green).
The two images shown in Figure 4.4 show examples of successful horizon detection
by the Dusha method. Figure 4.4b clearly shows how the terrain can eect the horizon
estimate which in turn can bias the attitude estimate. Although, the camera is level,
the terrain biases the slope and oset of the tted line, thus biasing any attitude
measurement extracted from the tted line.
Figure 4.5 shows four incorrect horizon detection examples of the Dusha method
(without ltering). Figure 4.5a shows the problem with the Hough transform when
the horizon is not straight. It can lock on to erroneous edges due to the line voting
scheme. Figure 4.5b shows the case when the method selects a very strong edge in the
image which is not the horizon. Lastly, Figure 4.5c and Figure 4.5d show that there
will be situations where the horizon will not have a strong edge response due to the
image being washed out as a result of atmospheric and altitude eects. A large amount
of erroneous edges in the image will cause the Hough transform to saturate and start
picking out indenite lines from large edge segments.
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Evaluation
The performance of the implemented Dusha horizon detection method has some un-
derlying issues. The rst major issue is its inability to detect horizons which have a
weak gradient response. The algorithm relies on identifying edges, so if the horizon has
no identiable edge, it will not be detected. The second major issue is the use of the
Hough transform. The Hough transform limits the horizon line tting precision and
hence attitude determination precision to that of the discretisation bin size used. The
Hough transform can also return unpredictable results when tting a straight line to a
curve or when the image is saturated with detected edge points.
The modied Dusha horizon detection method can be compared to the six design
objectives listed in Section 4.1, which results in the following evaluation:
1. 4 The modied Dusha algorithm is now able to extract the horizon interface
prole. However, it does not necessarily return a continuous prole.
2. 7 The algorithm can not estimate the horizon strength.
3. 7 The algorithm is unable to incorporate known information.
4. 7 The algorithm does not have any automatic tuning of the edge detection thresh-
old parameter.
5. 4 Fault detection techniques could be incorporated in later stage of attitude
determination.
6. 7 The algorithm does not meet the USYD Jabiru J400 hardware system process-
ing requirements. The modied algorithm developed in this thesis was faster than
the original algorithm (specied in [19]) however it is still too slow. The achieved
processing throughput is 5,864,727 Pixel Hz/GHz while the required is 3 times
greater at 19,200,000 Pixel Hz/GHz.
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(a) (b)
Figure 4.4: Dusha Method (without ltering) Successful Detection Set
(a) (b)
(c) (d)
Figure 4.5: Dusha Method (without ltering) Incorrect Detection Set
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4.3.2 Ettinger Horizon Detection Method
The Ettinger horizon detection method developed in [6, 11, 15] takes an approach that
combines the sky and ground segmentation and horizon line tting stages in an optimi-
sation problem. A cost function is minimised which is based upon the colour inter-class
variance of the two segments of an image which are separated by a straight line. The
main idea behind this approach is to try to separate the image into two distinct re-
gions i.e. the sky and the ground. The Ettinger procedure along with the developed
additional horizon interface extraction steps are shown in Figure 4.6.
Evaluation of the cost function relies on the calculation of the covariance matrices
of the sky and ground pixels. The repetitive calculation of theses matrices is the main
computational burden of this method. The input images are downsized to decrease
the computational power required, however this has the eect of signicantly reducing
the t precision. Setting up the horizon detection as an optimisation problem has
the advantage of removing tuning parameters from the problem, increasing the whole
procedure's robustness to changing conditions and noise. There are however a few
disadvantages to this approach. The optimisation procedure relies on a signicant
colour dierence between the sky and the ground and there is no guarantee that the
nal solution corresponds to the sky and the ground. Overall, the advantages and
disadvantages of the Ettinger horizon detection method are:
Advantages:
 It transforms the heuristic problem of horizon detection into a deterministic op-
timisation problem.
 It is adaptive to image quality and lighting conditions, such that no tuning of the
algorithm is required.
 It combines geometric information (the straight line) in the optimisation to im-
prove region segmentation results.
Disadvantages:
 The cost function is computationally expensive.
 There is no guarantee that the two separated regions correspond to the sky and
ground.
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 It requires a signicant appearance dierence between the sky and the ground to
work.
 It downsamples the image which reduce t precision and loses information.
 It assumes a straight horizon line.
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Figure 4.6: Ettinger Horizon Detection Method (Adapted from [6,11,15])
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Horizon Interface Extraction Extension
The unmodied Ettinger method used a straight line geometric constraint in the opti-
misation process, so the actual horizon interface prole cannot be extracted. Develop-
mental work was undertaken in this thesis to extend the Ettinger method such that it
would be able to extract the horizon interface.
The algorithm extension works by removing the straight line geometric constraint
after the base algorithm has found the optimum separating horizon line. Perturbations
about the horizon interface are calculated and the optimisation procedure iteratively
renes the optimum interface. Each image column is scanned sequentially and the hori-
zon interface is perturbed up and down for that particular column. The cost function is
evaluated for the two perturbations and the minimum of the three (nominal, perturbed
up, perturbed down) is selected. That particular image column interface is updated
and locked. The algorithm then moves on to the next image column and the process
is repeated. All the image columns are iterated until there is no change in any of the
image column interfaces.
The cost function J (Bclass) to be optimised, is the same function given in [6,11,15],
which is:
J (Bclass) =
1
jskyj+ jgroundj+ (s1 + s2 + s3)2 + (g1 + g2 + g3)2
(4.5)
where Bclass is the binary image which separates the image into two continuous sky or
ground region classes, where sky is the covariance matrix of all the sky pixels of the
down-sampled image which are selected by the binary class image Bclass, and where
ground is the covariance matrix of the ground pixels selected by :Bclass. The values
si and 
g
i , i 2 f1; 2; 3g are the eigenvalues of the covariance matrices sky and ground
respectively.
Let B
(k)
class be the current binary class image which denes the two class regions
for iteration k. The perturbed binary class images B
(k;u)
class" and B
(k;u)
class# are the current
B
(k)
class with the interface in the u column perturbed one pixel up or down respectively.
Initially, the binary class image is set to B
(0)
class which is calculated from the optimum
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separating horizon line by:
B
(0)
class(u; v) =
8>><>>:
sky if (au+ b  v)
ground otherwise
(4.6)
where (a; b) are the horizon line slope-intersect form au+b = v parameters. Each image
column u where u 2 f1; 2; : : : ;Widthg is iterated in sequence. For each column u, the
cost functions for the three binary class options, nominal J

B
(k 1;u)
class

, perturbed up
J

B
(k 1;u)
class"

, and perturbed down J

B
(k 1;u)
class#

are evaluated. The binary class image
B
(k)
class is set to the binary class image corresponding to:
min
n
J

B
(k 1;u)
class

; J

B
(k 1;u)
class"

; J

B
(k 1;u)
class#
o
The image columns are continuously iterated untilB
(k)
class = B
(k 1)
class for all u 2 f1; 2; : : : ;Widthg.
The horizon interface is extracted from the converged Bclass binary class image.
Implementation and Results
The optimisation cost function used in the Ettinger method is quite computationally
expensive. When all of the high and low level code optimisations outlined in [15] are
implemented, the algorithm was stated to run at 30 Hz on a 900 MHz x86 processor
with an image size of 320 240 [11].
The algorithm along with the interface prole extraction extension was implemented
herein in C++ using OpenCV [137] with IPP [138] optimisations for comparison. It was
tested on an Intel i5 3.30 GHz Processor and a frame rate of only 20 Hz was achieved on
signicantly faster hardware. This was because only the high level and some of the low
level optimisations outlined in [15] were implemented. When the additional horizon
interface extraction optimisation is used, it takes an additional 50% of the original
processing time, bringing the frame rate down to 13 Hz. This is a signicant reduction
in speed. The achieved frame rate in both situations is independent of the image size.
This is because the algorithm downsamples the image and it is the downsampled image
size that inuences the frame rate. The downsampling process also has another eect,
it limits the maximum pixel precision. In all of the test cases, the pixel precision was
constant, regardless of the original image size.
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The achieved timing results are shown in Table 4.4 and the maximum image preci-
sion results are shown in 4.5. The parameters used for the tests are shown in Table 4.6.
Table 4.4: Ettinger Horizon Detection Method Timings
Image Size1 Timing Rate Hz/GHz2 Pixel Hz/GHz2,3
Specied4 320 240 33 ms 30 Hz 33 7,680,000
Obtained 1024 768 50 ms 20 Hz 6 14,155,776
Obtained 800 600 50 ms 20 Hz 6 8,640,000
Obtained 640 480 50 ms 20 Hz 6 5,529,600
Obtained w/ Prole 1024 768 75 ms 13 Hz 4 9,437,184
Obtained w/ Prole 800 600 75 ms 13 Hz 4 5,760,000
Obtained w/ Prole 640 480 75 ms 13 Hz 4 3,686,400
Desired5 640 480 20 ms 50 Hz 21 19,200,000
1 Image size before downsampling to 245  192.
2 Approximation based on linear scaling.
3 Results are based upon image pixel count before downsampling.
4 The timing results were taken from [11].
5 Based on USYD Jabiru J400 hardware requirements.
Table 4.5: Ettinger Horizon Detection Method Precisions
Image Size1 Downsampling Image FOV Maximum Precision2
Obtained 1024 768 0.24 60 0.25 Degrees/Pixel
Obtained 800 600 0.31 60 0.25 Degrees/Pixel
Obtained 640 480 0.38 60 0.25 Degrees/Pixel
1 Image size before downsampling to 245  192.
2 Precision is limited by downsampled image size not original image size.
Table 4.6: Ettinger Horizon Detection Method Param-
eters
Parameter1 Value
Coarse Resolution 64 48 Pixels
Coarse Search Size 36 36(; ) Parameter Space
Fine Resolution 245 192 Pixels
Fine Renement Limit 10
1 Refer to [6, 11,15] for a description of the parameters.
A number of dierent screen captures from the Ettinger horizon detection method
are shown in Figure 4.7 and Figure 4.8 to highlight the situations when the method
works or fails. The red line in each image is the horizon line after the ne renement
stage, the blue line is the horizon line after the coarse renement stage and the nal
extracted horizon interface is drawn in green.
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The Ettinger method was designed for MAV stabilisation and as such the designed
operational range is limited to very low altitude ight. At these low altitudes, there is
a signicant appearance dierence between the sky and the ground. It this situation, it
is easy for the algorithm to separate the two regions. This can be seen in the successful
detections shown in Figure 4.7. As the altitude increases, the terrain becomes washed
out making it dicult for the optimisation process to separate the sky and the ground.
The altitude eects can be seen in Figure 4.8a and Figure 4.8b, where the algorithm has
failed to correctly separate the sky and the ground. This reduction in region dierence
between the sky and the ground can make the algorithm very sensitive to the image
content. Figure 4.8c shows the case where the sensitivity of the algorithm has caused
the horizon to lock onto smoke in the image. Figure 4.8d show the extreme case where
the aircraft is ying over water, in this situation there is very little dierence between
the sky and the ground and the algorithm cannot separate the two regions correctly.
Evaluation
The Ettinger method performs well close to the ground when there is signicant dif-
ference between the sky and the ground however outside this region the algorithm
performance quickly degrades. This limits the overall usefulness of the algorithm, as it
would not work for most ight conditions encountered on a larger ight platform. The
algorithm also has two other major problems. The eect of downsampling the image
dramatically limits the maximum attainable precision and the optimisation function is
too computationally expensive for the USYD Jabiru J400 system requirements.
The modied Ettinger horizon detection method can be compared to the six design
objectives listed in Section 4.1, which results in the following evaluation:
1. 4 The modied Ettinger algorithm is now able to extract the horizon interface
prole. However, the precision is limited by the image downsampling.
2. 7 The algorithm cannot estimate the horizon strength.
3. 7 The algorithm can incorporate known information to speed up the processing by
bypassing the exhaustive coarse search stage and starting the optimisation process
from a priori initial condition. However, this will not increase the accuracy of
the algorithm.
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4. 4 The algorithm does not require any tuning of detection parameters as it is an
optimisation process.
5. 4 Fault detection techniques could be incorporated in a later stage of attitude
determination.
6. 7 The algorithm does not meet the USYD Jabiru J400 hardware system pro-
cessing requirements. The achieved processing rate is too slow. The desired
processing throughput is 19,200,00 Pixel Hz/GHz which is 5 times greater than
the achieved throughput of 3,686,400 Pixel Hz/GHz (throughput for an image
size of 640 480 with horizon interface extraction).
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(a) (b)
Figure 4.7: Ettinger Method Successful Detection Set
(a) (b)
(c) (d)
Figure 4.8: Ettinger Method Incorrect Detection Set
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4.4 Proposed Horizon Detection Method
The Dusha and Ettinger horizon detection methods investigated in Section 4.3 had
a number of limitations relating to the tuning, computational load, precision and ac-
curacy. This section develops a proposed horizon detection method with the express
purpose of fullling the six design objectives listed in Section 4.1. The horizon ap-
pearance observations from Section 4.2 are used to develop a horizon detection method
which involves the colour, texture and spatial appearance of the sky and ground.
This allows the proposed horizon detection method to handle some of situations that
can cause diculties for the other methods, such as the lack of a distinct horizon edge or
a lack of a distinct colour distribution dierence between the sky and the ground. The
main image feature that the proposed method uses for horizon interface detection is
the image gradient. Negative gradients (light to dark) are used to dene possible areas
for the horizon interface. The use of gradient information allows for possible horizon
detection in cases when the horizon does not return a strong edge response. The local
colour distribution is then used to remove gradients which are unlikely to be caused by
the horizon. The aim here is to improve the detection through scene understanding.
Instead of using a straight line assumption in the detection stage, it is replaced with the
assumption that the horizon is a continuous interface between the borders of the image.
This spatial constraint is used to select a continuous horizon interface from the image.
Threshold parameters required by this proposed horizon detection method are adapted
until a feasible continuous horizon is found. This proposed method links the threshold
to whether or not an horizon is detected rather than adapting the threshold value based
upon the magnitude of the image gradients which are not correlated with the horizon
appearance. A complete outline of the proposed horizon detection method [139] is
shown in Figure 4.9 and the dierent processes are explained in detail below.
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Image Smoothing
The rst step in the process is to smooth the individual colour channels of the image to
remove very high frequency content and noise. A smoothing window of size n is used
in a box averaging lter (Section 3.4.2) to smooth the image.
Let Ic(u; v) = [IR(u; v); IG(u; v); IB(u; v)]
T be the original colour image where (u; v)
are the image coordinates in pixels and IR; IG; IB are the individual colour channels
corresponding to red, green and blue respectively. The three smoothed colour channels
can be calculated from:
IfR;G;Bg(u; v) =
1
n2
1nn  IfR;G;Bg(u; v) (4.7)
where I is the smoothed image and  is the correlation operation.
Gradient Computation
The next step is the estimation of the vertical gradientG(u; v) from the smoothed colour
channel images. While the horizon interface is correlated with all three colour channels
as seen in the colour traces in Section 4.2, only the red channel vertical gradient is
calculated. The red channel gradient is used instead of the other channel gradients
(or a combination of them) as it appears to be the most sensitive to the sky/ground
transition while being less sensitive to other objects (this was also noted in [19]). The
vertical gradient1 G(u; v) can be calculated from the convolution of the smoothed red
channel IR with the vertical Sobel mask gv (Equation (3.43)), such that:
G(u; v) = gv  IR (4.8)
where  is the convolution operation.
Gradient Filtering
After the gradient calculation, possible horizon transitions or gradients are identied
by thresholding the gradient image G(u; v) to form a binary image Bgradient(u; v) with
1Only the vertical gradient is used as it was assumed that it should be roughly normal to the horizon.
This assumption is justied in most ight conditions for a civilian xed-wing aircraft. If extreme
attitude ranges were expected, then the Sobel mask direction could be updated in 45 increments based
upon the current estimated attitude, which should be reasonably well known from a time history.
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a gradient threshold tg using:
Bgradient(u; v) = G(u; v) > tg (4.9)
Only negative gradient areas (light to dark, down an image, i.e. sky to ground) are
selected (negative gradients produce a positive response in G). This helps to remove
gradients which could not be caused by a sky/ground transition in the binary image.
The colour image traces shown in Section 4.2 have examples of strong edge response
horizons and weak gradient response horizons. Thresholding the vertical gradient im-
age, rather than the absolute magnitude of the image gradient, allows for both cases to
be detected since gradient directional information is retained. An edge based detection
method would miss the horizon with a weak gradient as its magnitude is too small.
The selection of the threshold value tg is an important part of the detection process
and it is discussed in Section 4.5.
The gradients selected in the binary image Bgradient(u; v) could belong to any num-
ber of image features. Additional information is used to cull any gradients which are
not caused by a sky/ground transition. The colour distribution can provide strong
information about whether a pixel belongs to the sky or the ground. It was discussed
in Section 4.2 that the ground region typically has a stronger green or red component
when compared to the blue component (this is only applicable before the ground colour
distribution becomes washed out with blue due to altitude eects). This is a strong
condition that is normally only satised in the ground regions of the image or in the
sky due to clouds or glare, when the light intensity is very bright and partially or fully
saturates the colour channels. The inverse of this condition is also true; the blue com-
ponent is usually the strongest colour in the sky due to Rayleigh's law and the red
and green colour channels are usually the weakest. These observations can be used
to generate a colour condition binary image Bcolour(u; v) where each pixel represents
whether or not that particular pixel satises the colour condition of:
Bcolour(u; v) =
 
IG(u; v) > IB(u; v)
 _  IR(u; v) > IB(u; v) (4.10)
where _ is the logical disjunction (OR) operation. Using the distribution rather than
a threshold for this condition, helps this condition to be invariant to various lighting
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conditions.
The colour condition binary image Bcolour(u; v) can then be used to remove any
of the possible gradients identied by Bgradient(u; v) which could not be caused by
a sky/ground transition, such as ground/ground transitions (i.e. roads) or sky/sky
transitions (i.e. clouds). This forms the binary image Bedges using the logical operation:
Bedges(u; v) = Bgradient(u; v) ^ :Bcolour(u; v) (4.11)
where ^ is the logical conjunction (AND) and : is the negation (NOT) operation.
Continuous Horizon Gradient Selection
The detection steps so far have used colour and gradient information. The last step
in the process is to use spatial information to select the horizon. This step is usually
where other methods [2{12, 14{16, 18{22, 25{30, 32, 37] make the assumption (in some
form) that the horizon is straight or at. Instead, the proposed method assumes that
the horizon should be spatially correlated with each column of the image by implying
that it should be continuous from one border of the image to another. In normal
attitude operating conditions, this means that the horizon should pass through the left
and right borders of the image2. This condition is used to lter the possible gradients
to select one that fullls this criterion. The binary image Bedges is morphologically
reconstructed with dilation to lter out any gradients which do not span the image.
This forms the horizon binary edge image Bhorizon(u; v). The horizon prole is then
extracted from this remaining horizon edge.
To perform the morphological reconstruction, two binary images, a left binary image
Bleft and right binary image Bright need to be generated. The goal of the process is to
select the gradient or edge which connects both binary images together. The left and
2The assumption that the horizon passes through the left and right borders of the image is modied
in Section 4.6 for improved detection at non-nominal attitudes when this condition would not be true.
121
right binary images are simply generated with:
Bleft(u; v) =
8>><>>:
true if u = 1
false otherwise
(4.12)
Bright(u; v) =
8>><>>:
true if u = Width
false otherwise
(4.13)
The left binary image Bleft is morphologically reconstructed with the edge binary
image Bedges to select all gradients which are connected to the left image border. This
forms the left connected horizon edge Bleft,horizon binary image. Initially the left con-
nected horizon edge image is set to B
(0)
left,horizon = Bleft and it is iteratively dilated until
B
(k)
left,horizon = B
(k 1)
left,horizon using:
B
(k)
left,horizon =

B
(k 1)
left,horizon  133

\Bedges (4.14)
where  is the morphological dilation operation and \ is the intersection. The same
process is done with the right side to form the right connected horizon edge binary image
Bright,horizon where B
(0)
right,horizon = Bright and it is iteratively dilated until B
(k)
right,horizon =
B
(k 1)
right,horizon using:
B
(k)
right,horizon =

B
(k 1)
right,horizon  133

\Bedges (4.15)
The left and right reconstructed images are combined to only select the edge which is
connected to both borders to form the horizon edge binary image Bhorizon(u; v) by the
operation:
Bhorizon(u; v) = Bleft,horizon ^Bright,horizon (4.16)
If there is no gradient which fullls this condition (i.e. the threshold is too strong or
there is no horizon in the image) then the horizon edge binary image Bhorizon would be
empty. However, if any gradients are returned, then it is probable that it belongs to
the horizon.
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Horizon Interface Extraction
The horizon interface is extracted from the binary horizon edge image Bhorizon(u; v),
by tracing along the image left to right u = (1 ! Width), extracting the top-most
edge i for each column u, such that (Bhorizon(u; i) 6= Bhorizon(u; i+ 1)). This forms the
one dimensional horizon interface prole3 v = Hp(u). The detected horizon interface
might have a varying gradient strength along the prole. The horizon might normally
be strong for most of the image span, but a weak section will cause the whole horizon
to be undetected until the threshold is set low enough to encompass the whole strength
range. The variation in the horizon prole strength can cause the extracted prole
to be noisier due to the lower detection threshold required for the weaker parts. The
strength of the prole across the image can be extracted by evaluating the gradient
strength function G(u; v) at the prole pixels, such that:
Hs(u) = G(u;Hp(u)) (4.17)
An example image is shown in Figure 4.10, which is overlayed with the detected
horizon interface. Figure 4.11 is the corresponding horizon strength prole. It can
clearly be seen that the horizon is caused by a strong edge section due to the mountain,
and by a weaker transition region where the horizon is washed out due to the view
distance. Since the threshold needs to encompass the whole gradient range, a low
threshold is needed. A number of binary images for the dierent detection stages
are shown in Figure 4.12. An example gradient threshold image Bgradient is shown in
Figure 4.12a. The gradients in the image could belong to any number of image features.
The colour binary image Bcolour shown in Figure 4.12b is used to remove irrelevant
gradients based upon their colour distribution. This produces the edge binary image
Bedges shown in Figure 4.12c which has the Bcolour gradients removed. This edge image
Bedges is morphologically reconstructed from the left and from the right to produce the
left and right horizon binary images Bleft,horizon and Bright,horizon shown in Figure 4.12d
and Figure 4.12e respectively. These two images are combined to select an edge which
spans both binary images. This forms the nal horizon binary image Bhorizon shown in
Figure 4.12f. The horizon interface is extracted from this binary image.
3This assumes that the horizon prole is normally horizontal across the image otherwise shape
information is lost.
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 Horizon (tg = 18)
Figure 4.10: Horizon Detection Example Image
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Figure 4.11: Example Horizon Prole Strength
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(a) Bgradient (b) Bcolour
(c) Bedge (d) Bleft,horizon
(e) Bright,horizon (f) Bhorizon
Figure 4.12: Example Binary Image Stages
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4.5 Threshold Selection
The threshold value tg plays a large part in the detection process. Correct selection of
tg is an important process which aects the accuracy and robustness of the extracted
horizon prole.
There are two methods for the selection of the threshold tg value. The rst method
is to set tg to a xed value, one which is low (or sensitive) enough to ensure horizon
detection. An advantage of this xed threshold method is its ability to select a horizon
with a weak response over a false horizon with a stronger response. This situation
might occur when there is a strong edge on the ground which spans the image. A xed
threshold however has a major disadvantage, the low value required can make the whole
detection process very sensitive to noise. A noisy prole can still be used for attitude
determination when the horizon interface is approximated by a straight line, however
it makes robust prole extraction dicult.
The second method for the selection of tg is to use an adaptive threshold. The
proposed method has a clear indication of whether a threshold value is too high which
is that no horizon is found after the morphological reconstruction stage. This can be
used as an adaptive criterion; the adaptive threshold should select the largest threshold
value in which a horizon is detected. The assumption here is that a more sensitive
threshold (lower) will only allow a greater sensitivity to noise. If no prior information
is known, then the threshold value can be set high and iteratively reduced until a
horizon is detected. If a previous threshold value is known, then this value can become
the starting point for the iterative search. If the previous value is sensitive enough
to detect a horizon in the rst iteration, then the threshold is iteratively increased
until the largest threshold value that results in a detected horizon is found. Otherwise
the threshold is iteratively reduced until a horizon is found. Due to computational
performance constraints, a limit N on the maximum number of threshold iterations
performed in each frame can be put in place. An outline of the adaptive algorithm is
shown in Algorithm 3.
A number of dierent gradient binary images Bgradient with a reducing threshold
are shown in Figure 4.13. As the threshold decreases, the number of detected gradients
increases. It is not until the threshold is set low enough that there is a connected
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component which spans the image. The adaptive threshold algorithm tries to nd the
maximum required threshold.
Algorithm 3: Proposed Horizon Detection Adaptive Threshold Procedure
Data: Previous Adaptive Threshold Value tg(k   1) and Iteration Limit N
Result: Current Adaptive Threshold Value tg(k)
begin
Start Current Threshold from Previous Value

t
(1)
g (k) = tg(k   1)

for i = 1! N do
Horizon Detection Using Current Threshold t
(i)
g (k)
if Horizon Found (jBhorizonj 6= ;) then
if Threshold Decreased from Last Iteration

t
(i)
g (k) < t
(i 1)
g (k)

then
return Threshold From Current Iteration

tg(k) = t
(i)
g (k)

else
Increase Threshold

t
(i+1)
g (k) = t
(i)
g (k) + tg

else
if Threshold Increased from Last Iteration

t
(i)
g (k) > t
(i 1)
g (k)

then
return Threshold From Last Iteration

tg(k) = t
(i 1)
g (k)

else
Decrease Threshold

t
(i+1)
g (k) = t
(i)
g (k) tg

return No Threshold Found
4.6 Aided Horizon Detection
It is possible to include a priori information into the proposed horizon detection method
to increase the robustness of the extracted horizon. There are two possible types of
a priori information which could be used; attitude information or horizon interface
information.
4.6.1 Attitude-Aided Horizon Detection
If an estimate of the current attitude is known, then this information can be used
to improve the detection process by reducing the search space. Attitude information
allows for the estimation of the two sets of image border pixels that must be connected
together by the horizon interface. This decreases the set size used in the horizon
spatial ltering stage and therefore leads to improved accuracy and computational
performance. Stronger continuous gradients in the image which are not part of the
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(a) tg = 40 (b) tg = 30
(c) tg = 20 (d) tg = 10
Figure 4.13: Example Bgradient Images with a Reducing Threshold
horizon are removed by this process as they would not fall within the revised attitude-
aided spatial constraints.
It is assumed that the appearance of the horizon line in the image can be linked to
the attitude of the aircraft, such that the predicted horizon line has a form of v = au+b
where the horizon line parameters are a function of the attitude (a; b) = f(; ). The
specic horizon model for horizon line parameters is developed later on in Chapter 5.
However, under this assumption it is possible to relate the current estimated attitude
to the image border pixel sets which the horizon should pass through. A Chi-Squared
test then can be applied to the image border coordinates to extract two sets of border
pixels which must be connected by the horizon. These two pixel border sets are used
in morphological reconstruction process (Bleft; Bright) for the spatial ltering stage of
the proposed horizon detection algorithm. The diagram shown in Figure 4.14a explains
how the estimated attitude can be linked to the horizon line in the image; this can be
used to generate attitude-aided border sets for constraints. Gradients which do not
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continuously span these two border sets are ltered out.
Under the horizon line model assumption, it is possible to relate the current attitude
uncertainty 2; 
2
 ;  to the horizon line parameter uncertainty 
2
a; 
2
b ; ab using:
2a =

@a
@
2
2 (4.18)
2b =

@b
@
2
2 +

@b
@
2
2 + 2
@b
@
@b
@
 (4.19)
ab =
@a
@
@b
@
2 +
@a
@
@b
@
 (4.20)
Image border pixels can be tested to see if they should be contained in one of the
connection border sets using a 2 distribution test with a single degree of freedom and
a probability condence level of c using:
[a(; )ui + b(; )  vi]2
u2i
2
a + 
2
b + 2uiab
< 2(1; 1  c) (4.21)
where (ui; vi) 2 f(u; v)u=f1;Widthg; (u; v)v=f1;Heightgg. This attitude-aided method can
only be used when the 2 distribution test identies two unconnected border pixel sets.
If the sets are connected, then a horizon cannot be found that joins them. Since the
sets need to be unconnected, this method cannot be applied when the attitude places
the horizon at the extreme of the image FOV. Figure 4.14b shows how the attitude
could cause an infeasible set to be returned.
An example of a situation when attitude-aided horizon detection is benecial is
shown in Figure 4.15. The proposed horizon detection method selects a false horizon
in the image at the shoreline (shown in green); when attitude information is used in
the spatial ltering stage, the correct horizon (shown in red) is selected.
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Default 
Left Set
Default 
Right Set
Horizon
Horizon Line
False Horizon
Attitude-Aided 
Left Set
Attitude-Aided 
Right Set
(a) Attitude-Aided Spatial Filtering Set Generation
Horizon
Horizon Line
Border Set
 Infeasible 
Attitude-Aided Set
(b) Infeasible Attitude-Aided Spatial Set
Figure 4.14: Attitude-Aided Horizon Detection
Figure 4.15: Attitude-Aided Horizon Detection Example
4.6.2 Horizon Interface-Aided Horizon Detection
If an estimate of the current horizon interface (in the image) v = fv(u) is known, along
with its estimated uncertainty 2v = f2(u), then this information can be used to remove
all unnecessary objects in the binary image Bedges before the spatial ltering stage.
Figure 4.16 shows how knowledge of the likely horizon area can be used to increase the
robustness of the detection process. This process requires the identication of likely
image areas where the horizon interface should exist.
A binary image Barea is generated using the a priori interface information by apply-
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ing 2 distribution tests to each pixel so that probable pixels where the horizon might
exist can be identied. This process is done using a 2 distribution test with a single
degree of freedom and a probability condence level of c:
Barea(u; v) =
8>><>>:
true if [fv(u) v]
2
f2(u)
< 2(1; 1  c)
false otherwise
(4.22)
The binary image Bedges is then rened before the spatial ltering step in the horizon
detection process using:
Bedges,rened = Bedges ^Barea (4.23)
where ^ is the logical conjunction (AND) and the rened binary image Bedges,rened is
used instead of Bedges in the spatial ltering stage.
Horizon
False Horizon
Culled 
Gradients
Likely Region
Figure 4.16: Horizon Interface-Aided Horizon Detection
4.7 Implementation and Results
The proposed horizon detection algorithm was implemented in C++ using OpenCV
with IPP optimisations. The method was tested on an Intel i5 3.30 GHz Processor
and the achieved processing times for dierent image sizes and thresholding process
are shown in Table 4.7. The algorithm is very ecient, a processing rate of 42 Hz
was obtained with an image size of 1024  768. The algorithm is more than capable
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of meeting the desired requirements for the USYD Jabiru J400 system when a xed
threshold is used. The adaptive thresholding algorithm (with up to 3 iterations) also
meets the desired requirements. The timings for the dierent detection stages for an
1024768 image are shown in Table 4.8. The majority of the calculation time is spent in
the smoothing stage and the spatial ltering stage. The maximum image precisions for
the algorithm are limited by the camera and lens and are not limited by the algorithm.
These precisions are shown in Table 4.9.
The proposed horizon detection method results for a number of example images are
shown in Figure 4.17. The algorithm can detect and extract the horizon interface prole
correctly in many of the situations where the other methods fail. A number of examples
are also shown in Figure 4.18, which highlight the eects of the two dierent thresh-
old selection techniques. Each example shows the detected horizon using an adaptive
threshold and a xed threshold as explained in Section 4.5. The adaptive threshold
produces the best extracted horizon interface prole, while the xed low threshold is
very sensitive to noise and obstructions. There are situations when the proposed hori-
zon detection method can return erroneous results. Two examples of such situations
are shown in Figure 4.19. The adaptive threshold process nds a gradient spanning
the image at a higher threshold value than the value required for correct horizon de-
tection. This can happen in cases when the horizon only has a weak gradient response
and there exists a stronger edge feature spanning the image. Another challenge for the
proposed horizon detection algorithm is when part of the horizon is discontinuous. The
discontinuity can cause the adaptive algorithm to saturate towards the lower threshold
limit and therefore search for any continuous gradient spanning the image. Figure 4.20a
shows the situation when part of a strong horizon is obstructed with white buildings.
Due to the colour and shape of the buildings, they have no vertical gradient response.
Once the buildings leave the image frame, as shown in Figure 4.20b, then the adaptive
algorithm can correctly nd the strong horizon.
For comparison with the other methods, a number of example frames have been
chosen and the various methods have been used to detect the horizon. These comparison
frames are shown in Figure 4.21 and Figure 4.22.
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Table 4.7: Proposed Horizon Detection Method Timings
Image Size Timing Rate Hz/GHz1 Pixel Hz/GHz1
Obtained2 1024 768 24 ms 42 Hz 13 30,670,848
Obtained2 800 600 17 ms 59 Hz 18 25,920,000
Obtained2,3 640 480 10 ms 100 Hz 30 27,648,000
Obtained (N = 2) 1024 768 31 ms 32 Hz 10 23,662,080
Obtained (N = 5) 1024 768 61 ms 16 Hz 5 11,831,040
Obtained (N = 10) 1024 768 90 ms 11 Hz 3 7,098,624
Obtained (N = 2) 800 600 17 ms 59 Hz 18 25,920,000
Obtained (N = 5) 800 600 30 ms 33 Hz 10 14,400,000
Obtained (N = 10) 800 600 50 ms 20 Hz 6 8,640,000
Obtained (N = 2)3 640 480 11 ms 91 Hz 28 25,804,800
Obtained (N = 3)3 640 480 14 ms 71 Hz 22 20,275,200
Obtained (N = 4) 640 480 17 ms 59 Hz 18 16,588,800
Obtained (N = 5) 640 480 20 ms 50 Hz 15 13,824,000
Obtained (N = 10) 640 480 34 ms 29 Hz 8 7,372,800
Desired4 640 480 20 ms 50 Hz 21 19,200,00
1 Approximation based on linear scaling.
2 Using a xed threshold.
3 Meets the desired requirements.
4 Based on USYD Jabiru J400 hardware requirements.
Table 4.8: Proposed Method Timing Breakdown for 1024768
Image Size
Stage Timing Percent
Smoothing Stage 9.88 ms 46.96%
Colour Binary Calculation 2.05 ms 9.74%
Gradient Calculation 1.46 ms 6.94%
Gradient Culling 0.28 ms 1.33%
Spatial Filtering Stage (per iteration) 6.89 ms 32.75%
Horizon Extraction Stage 0.48 ms 2.28%
Total 21.04 ms
Table 4.9: Proposed Horizon Detection Method Precisions
Image Size Image FOV Pixel Hz/GHz1 Maximum Precision
Obtained2 1024 768 60 30,670,848 0.017 Degrees/Pixel
Obtained2 800 600 60 25,920,000 0.075 Degrees/Pixel
Obtained2 640 480 60 27,648,000 0.09 Degrees/Pixel
1 Approximation based on linear scaling.
2 Using a xed threshold.
133
(a) (b)
(c) (d)
(e) (f)
Figure 4.17: Proposed Horizon Detection Method Successful Detection Set
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 Adaptive Threshold (tg = 18)
Low Threshold (tg = 2)
(a)
 
Adaptive Threshold (tg = 5)
Low Threshold (tg = 2)
(b)
 
Adaptive Threshold (tg = 22)
Low Threshold (tg = 2)
(c)
 
Adaptive Threshold (tg = 19)
Low Threshold (tg = 2)
(d)
Figure 4.18: Proposed Horizon Detection Method Threshold Algorithm Eects
 
Adaptive Threshold (tg = 10)
Low Threshold (tg = 2)
Correct Threshold (tg = 5)
(a)
 
Adaptive Threshold (tg = 11)
Low Threshold (tg = 2)
(b)
Figure 4.19: Proposed Horizon Detection Method Incorrect Detection Set
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 Adaptive Threshold (tg = 1)
Low Threshold (tg = 2)
(a) Incorrect Horizon Detection Due to Obstruction
 
Adaptive Threshold (tg = 29)
Low Threshold (tg = 2)
(b) Correct Horizon Detection Without Obstruction
Figure 4.20: Proposed Horizon Detection Method Incorrect Detection Due to Obstruc-
tion
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(a) Proposed Method Example 1 (b) Proposed Method Example 2
(c) Dusha Method Example 1 (d) Dusha Method Example 2
(e) Ettinger Method Example 1 (f) Ettinger Method Example 2
Figure 4.21: Horizon Detection Method Comparison Set 1
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(a) Proposed Method Example 3 (b) Proposed Method Example 4
(c) Dusha Method Example 3 (d) Dusha Method Example 4
(e) Ettinger Method Example 3 (f) Ettinger Method Example 4
Figure 4.22: Horizon Detection Method Comparison Set 2
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4.8 Summary
The developed proposed horizon detection method outperforms the past Dusha and
Ettinger methods investigated in Section 4.3. It is the only algorithm investigated
that meets the desired performance requirements and all the the design objectives.
A summary of the relevant performance parameters and a summary of the design
objectives are shown in Table 4.10 and in Table 4.11 respectfully. The Dusha method
performance was too slow and it required a distinct horizon edge in the image, so that
it was not able to detect weak horizons. The Ettinger method performance was also too
slow and it required a distinct dierence between the colour distributions of the sky and
the ground. This limited the operational range of the algorithm to very low altitudes
only. The proposed method can handle both of these situations while maintaining a
higher level of performance.
Table 4.10: Horizon Detection Method Performances
Image Size Image FOV Hz/GHz1 Maximum Precision
Dusha 640 480 60 6 0.09 Degrees/Pixel
Ettinger 640 480 60 4 0.25 Degrees/Pixel
Proposed2 640 480 60 30 0.09 Degrees/Pixel
Proposed (N = 3) 640 480 60 22 0.09 Degrees/Pixel
Desired3 640 480 - 21 -
1 Approximation based on linear scaling.
2 Using a xed threshold.
3 Based on USYD Jabiru J400 hardware requirements.
Table 4.11: Horizon Detection Method Design Objectives Comparison
Objective Modied Modied Proposed
Dusha Ettinger
Ability to Extract Horizon Interface 4 4 4
Ability to Estimate Horizon Strength 7 7 4
Ability to Use a priori Information 7 7 4
Robust or Automatic Tuning 7 4 4
Fault Detection 4 4 4
Performance Requirements 7 7 4
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Chapter 5
Innite Horizon Line Attitude
Determination
5.1 Introduction
Once the horizon prole has been detected in the image, a method of calculating the
explicit attitude of the aircraft from this detected horizon is needed. There are a number
of dierent ways to do this, each method resulting in a dierent level of accuracy.
The most common assumption, linking the appearance of the horizon in the image
frame to the attitude of the aircraft, has been to assume that the horizon is a straight
line. Attitude determination using this horizon line assumption is investigated in this
chapter. This straight line assumption stems from the fact that under perspective
projection, a plane forms an vanishing line at innite distance away from the camera.
This vanishing line is only dependant upon the attitude of the camera and not the
translation. Equating the innite vanishing line to the horizon line in the image allows
for a succinct way of approximating the explicit attitude of the camera. This horizon
model is referred to as the innite horizon line model due to the assumption that the
horizon is eectively innitely distant. A number of other assumptions are also made
in this model, which are:
1. The horizon is innitely far away from the camera.
2. The horizon is a straight line in the image.
3. The ground is a at plane (no terrain features and is therefore invariant to yaw
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and position).
4. The altitude has no eect on the horizon appearance (since the ground is assumed
to be innitely planar).
5. The body frame Fb and the camera frame Fc are aligned (i.e. a forward facing
camera), so that the attitude of the camera frame is also the attitude of the body
frame.
This chapter develops an innite horizon line model based upon the above assump-
tions. The attitude sensitivities to dierent sources of errors (such as violation of the
base assumptions or horizon detection errors) and model uncertainties (such as camera
calibration) are investigated to deterministically evaluate the uncertainties of attitude
measurements from the innite horizon line model. The complete attitude determina-
tion process from the horizon detection stage to the nal attitude measurement stage
(including fault detection checks for robustness) is described. Attitude determination
results using the innite horizon line model for a ight test sequence are presented.
These results include a comparison of the three dierent horizon detection methods to
highlight the accuracy advantages of the proposed horizon detection method developed
in Chapter 4 over the other two methods.
The innite horizon line is one of the most basic attitude determination models.
It is presented here in depth, so that it can be investigated and understood. In later
chapters of this thesis, the innite horizon model is extended to become the:
 Innite Horizon Plane Attitude Determination Model (Chapter 6)
 General Horizon Plane Attitude Determination Model (Chapter 6)
 Simultaneous Horizon Prole Mapping and Attitude Determination Model (Chap-
ter 7)
 Terrain-Aided Horizon Prole Attitude Determination Model (Chapter 8)
 Terrain-Aided Horizon Prole Attitude and Localisation Model (Chapter 8)
The understanding of the limitations and assumptions of innite horizon line model is
important. This highlights the needs and advantages of the higher derived models. A
section outline of the contents discussed in this chapter is as follows:
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Section 5.2 develops an innite horizon line model, linking the attitude of the camera
directly with the line parameters of the horizon line in the image. The horizon
model is derived using the pin-hole camera model rather than using the usual
normalised focal length form which has been used in the past literature. This
allows for the direct calculation of the attitude from the horizon line. The eects
that camera parameters have on the attitude measurements can also be directly
observed from the equations.
Section 5.3 derives the sensitivities of the innite horizon line attitude determination
model with respect to tting errors and camera parameters. These equations allow
the attitude uncertainty to be calculated. This is a deterministic approach to the
calculation of the attitude measurement uncertainties, which has been lacking
in past approaches. This allows the accuracy of the attitude measurements to
be determined and allows for correct data fusion in a Extended Kalman Filter.
Fault detection techniques can also be applied once the measurement uncertainty
is known.
Section 5.4 studies the causes and eects that violations of the dierent model as-
sumptions have on the attitude measurement. This is used to highlight and in-
vestigate the sources of error for this horizon model so that they can be removed
or addressed the later derived horizon models.
Section 5.5 describes in detail the complete attitude determination process from the
horizon detection stage to the nal attitude measurement stage. Horizon line
tting, attitude determination, camera oset correction, uncertainty estimation
and fault detection checks are developed and described in detail.
Section 5.6 presents attitude determination results for a ight test sequence. The
accuracy of the innite horizon line model is evaluated for the three dierent
horizon detection methods described in Chapter 4. The proposed horizon detec-
tion method produces the most accurate results.
Section 5.7 contains a summary of this chapter.
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5.2 Innite Horizon Line Model
A pin-hole camera is placed at the LVLH frame Fv origin at some bank and pitch
orientation (c; c). A on the ground plane P
v at a relative bearing of  r with a range
R is described in the LVLH frame Fv as:
P v(R; r) =
266664
R cos r
R sin r
0
377775 (5.1)
The point P v in the LVLH frame Fv is transformed to a point P c in the camera frame
Fc via a bank and pitch rotation transformation of:
P c = RcvP
v (5.2)
Rcv =
266664
cos c 0   sin c
sinc sin c cosc cos c sinc
cosc sin c   sinc cosc cos c
377775 (5.3)
The general pin-hole camera projection model (described in Section 3.3) mapping the
camera frame Fc to the image frame Fimage is:
p = KP c
266664
u
v
w
377775 =
266664
u0  0
v0 0 
1 0 0
377775
266664
xc
yc
zc
377775 (5.4)
where  and  are the scaled focal lengths and u0 and v0 are the coordinates of the
principal point. So the point P v in the LVLH frame Fv can be projected to the image
frame Fimage using:
p = KRcvP
v(R; r) (5.5)
Expanding the equation and applying the perspective projection by normalising the
u and v image coordinates by w gives an expression describing a ground point at a
relative bearing  r projected onto the image plane. The range R is cancelled out
during this process, such that this point becomes the innite vanishing point. The
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simplied equation is:
264 u
v
375 =
264 u0 +  sinc tan c +  cosc sec c tan r
v0 +  cosc tan c    sinc sec c tan r
375 (5.6)
Equation (5.6) describes an innite horizon point in the image frame Fimage. To
turn this equation into an innite horizon line in the image frame Fimage, the partial
derivatives with respect to the  r relative bearing are taken:264 @u@ r
@v
@ r
375 =
264  cosc sec c sec2  r
  sinc sec c sec2  r
375 (5.7)
The slope of the innite horizon line in the image can be found from multiplying the
partial derivatives together, such that:
@v
@u
=
@v
@ r
@ r
@u
=  

tanc (5.8)
The horizon point directly in front of the camera can be found from Equation (5.6) by
setting  r = 0, which results in:264 u
v
375
 r=0
=
264 u0 +  sinc tan c
v0 +  cosc tan c
375 (5.9)
The innite horizon line L1 in the image can then be parameterised into the line slope
intercept form of v = au + b using the line slope (5.8) and line point (5.9) to nd the
line parameters:
a =  

tanc (5.10)
b = v0 +


u0 tanc +  tan c secc (5.11)
The horizon line parameter equations L1(a; b) can be inverted to nd the attitude
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of the camera as a function of the innite horizon line parameters:
c =   arctan

a



(5.12)
c = arctan

(b  v0)

cos  u0

sin

(5.13)
Equation (5.12) and Equation (5.13) are the main outcomes of the innite horizon line
model. These equations link the innite horizon line parameters in the image to the
attitude of the camera in the LVLH frame Fv and hence the bank and pitch attitude
in the navigational frame Fn.
Another form of the innite horizon line model was developed in [19], which derived:
c = arctan
 mv
mu

(5.14)
c = arctan

u sinc + v cosc
f

(5.15)
where mv and mu are components of the horizon line gradient, u and v are a point
on the horizon line and f is the focal length of the camera. However, the equations
derived in this thesis take into account the horizon line parameters and camera cal-
ibration. This allows for a direct calculation of attitude from the tted horizon line
as well as evaluation of the eects that errors and uncertainties have on the attitude
measurements.
5.3 Innite Horizon Line Model Sensitivities
The inverse horizon model equations (5.12) and (5.13) that relate the horizon line
L1(a; b) to the camera attitude (c; c) can be analysed to calculate the sensitivity of
the attitude determination process with respect to various parameters. This has not
been investigated in the past. The model sensitivity to line parameter noise is estimated
from the partial derivatives with respect to @a and @b. The eects of the camera
calibration parameters on the attitude determination process can also be assessed from
the partial derivatives with respect to @, @, @u0 and @v0.
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5.3.1 Line Parameter Sensitivities
Taking the partial derivatives of Equation (5.12) and Equation (5.13) with respect to
a gives:
@c
@a
=   cos
2 c

(5.16)
@c
@a
=
 cos2 c sin
2 c + u0 cos
3 c

(5.17)
Taking the partial derivatives of Equation (5.12) and Equation (5.13) with respect to
b gives:
@c
@b
= 0 (5.18)
@c
@b
=
cos3 c

(5.19)
These derivatives allow the uncertainty of the horizon line parameters to be transformed
to the camera attitude uncertainty using:
PAttitudec = ALPLA
T
L (5.20)
PAttitudec =
264 2 
 
2

375 AL =
264 @c@a @c@b
@c
@a
@c
@b
375 PL =
264 2a ab
ab 
2
b
375
where AL is the sensitivity matrix of attitude with respect to the line parameters, PL
is the line parameter covariance matrix and PAttitudec is the camera attitude covariance
matrix. Equation (5.20) can be evaluated to form:
2c = 
2
a

@c
@a
2
(5.21)
2c = 
2
a

@c
@a
2
+ 2ab

@c
@a
@c
@b

+ 2b

@c
@b
2
(5.22)
c = 
2
a

@c
@a
@c
@a

+ 2ab

@c
@a
@c
@b

(5.23)
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Typical Values
The sensitivity matrix can be formed using small angle approximations to analyse the
typical values for the camera attitude sensitivity. The approximated sensitivity matrix
is:
AL 
264   0
u0

1

375 (5.24)
The sensitivity matrix shows that a 1 error in a turns into  1 error in the camera
bank since   . The camera bank estimate is only aected by the slope of the
horizon line. A 1 error in a also turns into  0:5 error in camera pitch since u0  12.
Uncertainty in the horizon line vertical oset b only has a direct eect on the camera
pitch, so that a 1 error in b turns into  1 error in camera pitch since @b@c  . This
leads to the approximated uncertainty equations of:
2c  2a (5.25)
2c 
2a
4
+
ab

+
2b
2
(5.26)
c   
2a
2
  2ab

(5.27)
5.3.2 Camera Model Parameter Sensitivities
Taking the partial derivatives of Equation (5.12) and Equation (5.13) with respect to
the scale factors  and  gives:
@c
@
=
sin(2c)
2
(5.28)
@c
@
=  sin
3 c cosc

(5.29)
@c
@
=  sin(2c)
2
(5.30)
@c
@
=  sinc cos
3 c

(5.31)
Taking the partial derivatives of Equation (5.12) and Equation (5.13) with respect
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to the principle point u0 and v0 gives:
@c
@u0
= 0 (5.32)
@c
@u0
=  cos
2 c sinc

(5.33)
@c
@v0
= 0 (5.34)
@c
@v0
=  cos
3 c

(5.35)
These derivatives allow the uncertainty of the camera model calibration to be trans-
formed to the camera attitude uncertainty using:
PAttitudec = AKPKA
T
K (5.36)
PAttitudec =
264 2 
 
2

375 AK =
264 @c@ @c@ @c@u0 @c@v0
@c
@
@c
@
@c
@u0
@c
@v0
375
PK = diag(
2
; 
2
; 
2
u0 ; 
2
v0)
where AK is the sensitivity matrix of the camera attitude with respect to the camera
parameters, PK is the camera parameter covariance matrix and PAttitudec is the camera
attitude covariance matrix. The expanded form of Equation (5.36) becomes:
2c = 
2


@c
@
2
+ 2

@c
@
2
(5.37)
2c = 
2


@c
@
2
+ 2

@c
@
2
+ 2u0

@c
@u0
2
+ 2v0

@c
@v0
2
(5.38)
c = 
2


@c
@
@c
@

+ 2

@c
@
@c
@

(5.39)
Typical Values
The sensitivity matrix can again be formed using small angle approximations to analyse
the typical values for the camera attitude sensitivity. The approximated sensitivity
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matrix is:
AK 
264 c  c 0 0
0  c  c   1
375 (5.40)
The camera bank estimate is only weakly aected by the focal scale factor (; ) un-
certainty and not at all by the principle point location. The camera pitch is aected
by both the focal scale factor uncertainty and principle point uncertainty. However the
largest sensitivity is for the camera pitch estimate with respect to the vertical principle
point location v0 as this forms the zero pitch angle reference.
5.3.3 Typical Camera Attitude Determination Uncertainties
The attitude determination uncertainties due to uncertainties in the camera calibration
and horizon detection process can be evaluated for a typical system.
The USYD Jabiru J400 vision system uses 640 480 pixel resolution cameras each
with a 45 FOV lens. The ideal pin-hole camera calibration parameters for this cong-
uration along with typical uncertainties are:
 = 772:5483 pixels 2 = 10 pixels
2
 = 772:5483 pixels 2 = 10 pixels
2
u0 = 320 pixels 
2
u0 = 20 pixels
2
v0 = 240 pixels 
2
v0 = 20 pixels
2
Assuming that the camera attitude is at and level (c; c) = (0; 0) and long with
the horizon being a straight line, the uncertainties for the horizon line parameters from
the tting process can be estimated to be:
2a = 5:5e
 7
2b = 7:5e
 2
ab =  1:8e 4
which corresponds to the ideal horizon line parameter variances for a horizon line
tted with the above camera system to a horizon interface with a detection variance of
2v = 10 pixels
2.
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The horizon line parameter uncertainties and camera calibration uncertainties can
be transformed to the attitude measurement uncertainties using Equation (5.20) and
Equation (5.36), which gives the values of:
Horizon Detection Eects Camera Calibration Eects
3 = 0:1275
 3 = 0
3 = 0:0282
 3 = 0:9950
These values show that typical camera calibration uncertainties eect the camera
attitude estimates to a greater degree than horizon detection uncertainties, but only the
camera pitch angle is sensitive to calibration errors in this condition. However, when
considering horizon detection uncertainties only, the bank estimate is more sensitive
than the pitch estimate.
5.4 Model Errors and their Eects
The innite horizon line model has been based on some signicant assumptions. Viola-
tion of these assumptions will aect the accuracy of the attitude determination process.
The eects that these violations have on the attitude measurement are investigated in
the following subsections. The assumption violations which are investigated are:
1. Limited View Distance (Violation of the innite view distance assumption)
2. Curved Horizon (Violation of the straight horizon line assumption)
3. Spherical Earth (Violation of the planar ground assumption)
4. Terrain Eects (Violation of the at planar ground assumption)
5.4.1 Limited View Distance
One of the main assumptions with this model, is the assumption that the horizon is
innitely far away and that the view distance is innite. This assumption allows the
vanishing line of the ground plane to be calculated. If the view distance was xed at
nite distance, then the attitude of the horizon would be a function of the altitude of
the aircraft. The horizon would be eectively pitched down, sitting lower in the image
than it should be. For a forward facing camera this would bias the pitch attitude
measurement. The cause of this horizon pitch bias h can be seen in Figure 5.1.
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Figure 5.1: Horizon Pitch Bias
If the view range R is very much larger than the altitude h such that R h then the
pitch bias eect will be negligible. For pitch bias of less than a 1 then the ratio must
be (h=R) < 0:0175. This means that at an operating altitude of 3; 000 ft a minimum
view distance of 57 km is required.
The innite horizon line method cannot account for this horizon pitch bias unless
fused with another attitude sensor or multiple cameras are used to resolve this horizon
pitch bias. This leads on to the investigation of a multiple camera attitude determina-
tion method in Chapter 6, which ts a horizon plane rather than a horizon line. This
method permits the identication of the horizon pitch biases.
A secondary eect of the non-innite view distance is the curvature of the horizon.
This is discussed in the next subsection.
5.4.2 Curved Horizon
The apparent horizon is not a straight line but it is curved. This can easily be seen
with the human eye, looking out over the ocean. This eect is due to a combination of
altitude, nite view distance and the curvature of the Earth eects.
When a curve drawn on the ground plane (with a nite view radius) is projected
into the image plane, it forms a straight line in the image as long as the camera is
on the ground. When this ground curve is observed from a non-zero altitude, the
curvature of the line becomes apparent in the image. Figure 5.2 demonstrates this
altitude dependency eect.
The projection of this curve into the image frame can be described with the nor-
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Figure 5.2: Horizon Plane Curvature Eects
malised image coordinates as:
u^ = tan( r)
v^ =   h
R
sec( r)
The eect of this can be seen in Figure 5.3, where dierent curves for dierent alti-
tude/range ratios are plotted. The straight line corresponds to the innite horizon
case, such that R!1. As the altitude to range ratio starts to become apparent, the
horizon drops inside the image and the amount of curvature increases.
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Figure 5.3: Horizon Image Curvature Eects
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The eect of this horizon curvature is to introduce biases into the straight line
t. This would feed through and bias the attitude determination process. The pitch
declination at the horizon point  r = 0
 follows the horizon pitch bias relationship as
described in the subsection above. The maximum declination deviation at the image
edges would introduce a slightly larger pitch bias than compared to the point  r = 0
.
The main eect that this horizon curvature could have on the straight line t apart
from the pitch bias, is to eect the slope of the line t as the line could be tted
tangential to any point along the curved horizon. The slope of the horizon curvature
at any point can be calculated with:
h = arctan

@v^
@u^

= arctan

  h
R
sin( r)

For a 45 FOV camera and an altitude to range (h=R) ratio of 0:25, this maximum
possible horizon bank bias would correspond to 5:4649.
5.4.3 Spherical Ground Model
Innite horizon line models assume that the ground is a at plane. Since the Earth
is roughly spherical and not a at plane, this will introduce errors into the attitude
measurements. Again the main eect of this will be a horizon pitch bias with the
horizon sitting lower in the image because the Earth is sloping away from the camera
at large distances. This eect will be magnied at higher altitudes. The shape of the
Earth introduces a horizon pitch bias eect similar to the eects outlined in the above
subsections. Assuming the Earth is a sphere, then the introduced horizon pitch bias
relationship is shown in Figure 5.4.
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Figure 5.4: Spherical Earth Pitch Bias
The induced horizon pitch bias can be calculated by the equation:
h = arccos

Re
Re + h

(5.41)
where Re is the radius of the Earth (6371 km) and h is the altitude.
For a 1 error induced by the spherical world eect, then the corresponding altitude
h would have to be 970 m or 3; 184 ft. While this eect would be negligible for small
platforms (such as UAVs or MAVs), it can become apparent for medium to large civilian
aircraft. For example, for a very high altitude of 10; 000 ft for a general aviation light
aircraft, this horizon pitch bias would be 1:77. If the altitude and the horizon prole
is known, then this can be accounted for, otherwise again this horizon pitch bias must
be estimated at high altitudes by fusion with another attitude sensor or by using a
multiple camera horizon method.
5.4.4 Terrain Eects
As it has been stated before, the ground has previously been approximated as a at
plane. If the ground is not at, then the terrain can eect the shape of the horizon.
If the terrain variations are large compared to the altitude of the camera, then terrain
occlusions can occur, obscuring the distant horizon. Since the apparent horizon would
no longer be straight in this situations, any line tted will be inuenced by the terrain
shape. Hence this would introduce biases in the attitude measurements. No account
or approximation of these eects can be undertaken without a valid terrain model.
If one is available, then the horizon prole can be matched to the detected horizon,
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eliminating any attitude biases. This terrain-aided approached is developed later on in
Chapter 8 and it can account for all of the previously identied sources of error. This
makes the terrain-aided model the most accurate horizon based attitude determination
method.
An estimate of the maximum horizon pitch bias which could be introduced at low
altitudes can be calculated from the VFR operating conditions [1]. At low altitudes, the
minimum ight visibility is 5 km while the minimum terrain clearance or Lowest Safe
Altitude (LSALT) is approximately 1; 500 ft. The corresponding maximum horizon
pitch bias for this condition is 5:2246.
5.5 Attitude Determination Process
The complete attitude determination process for the innite horizon line model has a
number of steps to perform in order to arrive at the nal attitude measurement. These
steps are as follows:
1. Horizon Detection
2. Horizon Line Fitting
3. Camera Attitude Determination
4. Camera Attitude Uncertainty Determination
5. Camera to Body Oset Correction
6. Fault Detection
Each step is described in more detail in the follow subsections.
5.5.1 Horizon Detection
The rst step in the process is the horizon detection in the image. The proposed horizon
detection algorithm outline in Chapter 4 is run for the current frame and the detected
horizon interface v = Hp(u) is returned. Hp(u) consists of the horizon interface pixels
pi = [ui; vi]
T where i 2 f1; 2; : : : ; npg and np is the number of detected pixels in the
prole.
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5.5.2 Horizon Line Fitting
The horizon detection process returns a series of pixels which are estimated to belong
to the horizon interface. For an attitude measurement to be made with this innite
horizon line model, a line L(a; b) needs to be tted to the detected horizon pixels, so that
it can be equated to the innite horizon line L1(a; b). The line L(a; b) is tted using an
M-estimator (Subsection 3.5.3) in a Least Squares process for robust estimation when
the horizon interface is not straight.
Let the equation of the line L(a; b) be of the usual slope-intercept form v = au+ b
where (a; b) are the line parameters to be estimated from the horizon pixels. Using the
linear form Ax = b, the regression matrices for the horizon line are:
266666664
u1 1
u2 1
...
...
unp 1
377777775
264 a
b
375 =
266666664
v1
v2
...
vnp
377777775
(5.42)
so that the residual function is r = Ax  b. The line is tted using IRLS (described in
Section 3.5.3), solving the cost function:
min
x
npX
i=1
wi(ri) [ri(x)]
2 (5.43)
The weighting function wi(ri) can be selected from the M-estimator functions shown
in Table 3.2.
5.5.3 Camera Attitude Determination
Once the horizon line L(a; b) has been tted to the detected horizon points, it can
be equated to the innite horizon line L1(a; b). The attitude of the camera can then
be recovered from the line parameters (a; b) using the innite horizon line model. The
attitude is calculated using the innite horizon line Equation (5.12) and Equation (5.13)
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such that:
c =   arctan

a



(5.44)
c = arctan

(b  v0)

cosc   u0

sinc

(5.45)
where , , u0 and v0 are the pin-hole camera model parameters which are obtained
from a camera calibration process for the camera that captured the original image
frame.
5.5.4 Camera Attitude Uncertainty Determination
The camera attitude measurement uncertainty needs to be estimated to be probabilis-
tically fused in a fusion process. The attitude uncertainty can be calculated using the
sensitivities developed in Section 5.3. There are three sources of attitude uncertainty
which can be accounted for in this process. These uncertainties are the uncertainty
due to the horizon detection process PDetection, the uncertainty due to the line tting
process PFitting and the uncertainty due to the camera calibration PCamera. The total
camera attitude uncertainty PAttitudec can be calculated from:
PAttitudec = PDetection + PFitting + PCamera (5.46)
Horizon Detection Uncertainty
The horizon detection process returns horizon pixels, however they can have an image
v-axis uncertainty 2v due to the detection process. The 
2
u uncertainty is ignored as the
horizon should be continuous as the horizon points are extracted by scanning down each
image column. This detection uncertainty can be set according to the horizon detection
lter size n used in the proposed horizon detection method developed in Chapter 4.
This limits the precision of the detected horizon interface to the window size n, such
that the uncertainty can be approximated by:
2v =
n
3
2
(5.47)
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To transform this horizon detection uncertainty 2v to the attitude uncertainty, the
Least Squares covariance Equation (3.72) can be used. This equation is:
PDetection = 
2
vAL(A
TA) 1ATL (5.48)
where A is the Least Squares line model tting matrix and AL is the sensitivity matrix
of the attitude with respect to the line parameters (developed in Section 5.3).
Ordinary Least Squares returns a Least Squares estimate of the covariance of the
regressed parameters under the assumption that the measurements are normally dis-
tributed and independent. The horizon detection process nds the horizon pixel mea-
surements by locating a continuous prole across the image and then selects each hori-
zon pixel by scanning down each image column. This process can cause the individual
horizon pixel measurements to be correlated with each other and not follow a normal
distribution. This violation of the LS assumptions and can lead to the overestimation
of the condence of the regressed horizon line parameters and hence attitude mea-
surement. A minimum uncertainty for the regressed line parameters can be enforced
to ensure that the regressed uncertainty includes the truth. This is accomplished by
scaling the covariance such that the regressed line oset uncertainty 2b is equal to the
horizon detection uncertainty 2v . Figure 5.5 shows the purpose of the scaling which is
to bring the tted horizon line uncertainty to the same level as the horizon measurement
uncertainty. Let the horizon detection uncertainty now be:
PDetection = sAL(A
TA) 1ATL (5.49)
where the scaling factor s is:
s =
2v
(ATA) 1(2;2)
(5.50)
Fitting Uncertainty
Fit error from the Least Squares line tting process is caused by tting a line to a non
linear horizon interface. This uncertainty can be accounted for by transforming the t
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Figure 5.5: Horizon Detection Uncertainty Scaling
residual covariance given by Equation (3.73) to the attitude uncertainty using:
PFitting =
rTr
np   2AL(A
TA) 1ATL (5.51)
where r is the nal residual from the IRLS process and np is the number of detected
horizon pixels. This tting uncertainty will reduce to zero if the detected horizon
interface is straight (r = 0), indicating a perfect t.
Camera Calibration Uncertainty
The nal source of uncertainty is the camera calibration uncertainty. This uncertainty
can be calculated as described in Section 5.3 using Equation (5.36).
Total Uncertainty
The dierent attitude uncertainties can be combined to form the total camera attitude
uncertainty. In summary, the total attitude uncertainty can be calculated from:
PAttitudec = 
2
vAL(A
TA) 1ATL| {z }
Detection
+
rTr
np   2AL(A
TA) 1ATL| {z }
Fitting
+AKPKA
T
K| {z }
Camera
(5.52)
The camera calibration can be a major source of uncertainty in the attitude measure-
ment. However, the tting error can become dominant when the horizon interface is
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not straight, which accounts for its inability to t the horizon line accurately.
5.5.5 Camera to Body Oset Correction
The attitude measurement from the horizon model gives the bank and pitch of the
camera frame Fc relative to the LVLH frame Fv. If the camera frame Fc and the body
frame Fb are not aligned, then a correction must be made to recover the attitude of the
body frame Fb. The misalignment of the body frame Fb and the camera frame Fc can
be accounted for using an additional DCM transformation matrix Rcb for the body to
camera rotation oset.
The measured attitude of the camera (c; c) from the horizon attitude determina-
tion process can be used to nd the transformation matrix Rcv from LVLH frame Fv
to camera frame Fc using:
Rcv =
266664
cos c 0   sin c
sinc sin c cosc cos c sinc
cosc sin c   sinc cosc cos c
377775 (5.53)
The oset transformation matrix Rbc due to the misalignment of the camera frame Fc
and body frame Fb can be calculated from the camera body oset angles (o; o;  o)
using:
Rbc = Rz(  o)Ry( o)Rx( o) (5.54)
Then the attitude of the body frame Fb can be recovered from:
Rbv = RbcRcv (5.55)
where
 = arctan
 
Rbv(2;3)
Rbv(3;3)
!
(5.56)
 = arcsin

 Rbv(1;3)

(5.57)
As this process shifts the bank and pitch estimates, the covariance matrix of the
camera attitude measurement needs to be transformed to the body attitude measure-
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ment. The transformed attitude covariance matrix can be calculated using:
PAttitude = AcPAttitudecA
T
c (5.58)
where Ac is the Jacobian of the attitude oset correction operation:
Ac =
264 @@c @@c
@
@c
@
@c
375 (5.59)
which is constant for the camera mounting, so it can be numerically calculated once
since Rcb is constant.
5.5.6 Fault Detection
The nal step in the attitude determination process is fault detection. After the mea-
surement has passed the fault detection stages, it then can be used as a measurement
in an EKF ltering process for attitude estimation. A number of fault detection checks
can be carried out to check the validity of the line t and attitude measurement. The
fault detection checks that can be applied are:
1. Horizon Line Fit Test
2. Attitude FOV Limits Test
3. Sun Position Test
4. EKF Attitude Innovation Test
5. EKF Attitude Innovation Covariance Test
Horizon Line Fit Test
Ideally the detected horizon from the horizon detection process should be a straight
line for the innite horizon model to be valid. The atness of the horizon interface
can be used as a fault detection test. The residual line t variance 2l from the tting
process is a measure of the atness of the horizon. This can be found from:
2l =
rTr
np   2 (5.60)
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where r is the nal residual from the IRLS line tting process and np is the number
of detected horizon pixels. For a horizon straight line t, this 2l value should be less
than or equal to 2v , however this would tightly limit how many measurements pass the
test. Therefore, an appropriately inated threshold value needs to be selected which
allows some level of variation due to terrain and erroneous detection. So the horizon
line t test becomes:
2l < 
2
v (5.61)
where  is some scaling constant  > 1. Measurements that fail this test are considered
faulty and should be ignored. Typical values can be 1    4. Values close to 1
constrain the measurements to be only made when the horizon is straight and hence
most likely valid for the innite horizon assumption. Values close to 4 can be used to
allow a larger amount of variation in the horizon prole and hence more measurements
to be made at the expense of model accuracy.
Attitude FOV Limits Test
The horizon should only be detectable if the horizon is inside the FOV of the camera.
Conversely, the visual horizon attitude determination process should never return a
pitch attitude measurement larger than a half of the FOV angle of the camera. These
two conditions allow for two simple tests which limit the attitude determination errors.
The rst test is that the horizon detection process must only be attempted when
the predicted pitch attitude est from an EKF would allow a horizon to be visible in
the camera. This condition can be approximated using the condition of:
jestj < arctan

H
2

(5.62)
whereH is the image height in pixels and  is the scaled focal length of the camera. The
test limits errors induced when a possible horizon is returned by the horizon detection
algorithm when it would be impossible for the horizon to visible. This false detection
could happen if the camera is pitched up or down and it detects a false horizon due to
clouds or ground features.
The second test is that the measured pitch attitude  must be within this FOV
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range as well, such that:
jj < arctan

H
2

(5.63)
This test helps to remove attitude errors when only a partial horizon is visible. This
can happen when the horizon borders the edge of the image.
The measurement process should be stopped if the rst condition fails and any
measurement which does not conform to the second test should be considered faulty
and ignored.
Sun Position Test
During normal operational conditions for VFR ight, it is highly likely that the sun
will be in the camera frame at some time during the ight. When the sun is visible (or
nearly visible) in the camera, the amount of light that enters the camera can cause the
captured image to be overexposed, washing out the image and rendering it completely
useless1. Horizon detection with these overexposed images will only return erroneous
results. Less pronounced eects can occur when the sun is partly in or close to the
FOV of the camera. This forms another fault detection condition, which limits the
operational range for the attitude determination process.
Estimation of the position of the sun in the sky is necessary to calculate whether
the sun is close to the FOV of the camera. The sun position is a function of the
current time/date and current LLA position of the aircraft. This a common problem
in astronomy and can be calculated using the method described in [140] or found from
almanac tables.
Let v^nsun be the unit direction vector in the navigational frame Fn of the current
sun location in the sky. The camera boresight vector vcc = [1; 0; 0]
T can be transformed
to the navigational frame Fn using:
vnc = (RcbRbn)
 1vcc (5.64)
where Rbn is the current navigational frame Fn to body frame Fb rotation matrix for
the current estimated attitude (obtained from an EKF) and Rcb is the body frame Fb
1This will depend on the camera and lens combination. If operating with dierent hardware, this
test may not be necessary. However, with the low cost equipment used on the test platform this was a
necessary step.
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to camera frame Fc oset rotation matrix. The angle between the navigational frame
camera boresight vector and the sun vector vnsun obtained for the current date, time
and location, can be calculated from the vector dot product:
sun = v
n
c  vnsun (5.65)
The attitude determination process should not be attempted if the current sun angle
sun is within the camera FOV. Approximating the camera FOV as a cone, then this
test condition is:
sun < arctan

H
2

(5.66)
where H is the image height in pixels.
EKF Attitude Innovation Test
When attitude measurements are being fused into an EKF, an a priori attitude estimate
and covariance is known which allows for fault detection based upon the innovation
between the estimated attitude and the measured attitude. The NIS test can be applied
to the measurement which is described in Section 3.6.4. The NIS fault detection test
can detect large sudden jumps in the measured attitude. These faults could occur due
to incorrect horizon detection, which would happen if the horizon detection algorithm
locks onto an incorrect horizon interface in the image.
Let (est; est) be the current estimated attitude from the EKF and (; ) be the
attitude measurement from the horizon detection process. The innovation between the
measured and estimated attitude is:
 =
264 

375 
264 est
est
375 (5.67)
The NIS of this measurement can then be calculated from:
^2 = T (Pest + PAttitude)
 1 (5.68)
where Pest is the estimated attitude covariance matrix from the EKF and PAttitude is
the covariance matrix of the attitude measurement as calculated in the innite horizon
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line attitude uncertainty section using Equation (5.52). The NIS value ^2 should be
less than the critical threshold value for a 2 distribution of 2 degrees of freedom with
a condence value of c. The threshold value can be found from Table 3.3. Valid
measurements must then follow the condition:
^2 < 2(2; 1  c) (5.69)
Any measurement failing this condition is to be considered faulty and should therefore
be discarded.
EKF Attitude Innovation Covariance Test
The covariance of the attitude innovation time history sequence can also be used as
a fault detection check. This allows a model mismatch between the sensor and lter
models to be quickly detected. Once this is detected the faulty measurements can be
ignored. These types of errors can be subtle, so they might not be detected using
the NIS test described above. An example of the usefulness of this test is when the
camera is undergoing a yaw rotation. As it is a pure yaw rotation there should be no
eect on measured bank or pitch attitude angles from the horizon detection process.
However, if a mountain were to enter the camera frame, this would bias the attitude
measurements and cause an incorrect correlation between the attitude measurements
and the estimates.
The covariance test can be applied to a time history of the attitude innovations as
described in Section 3.6.4. The attitude innovation (k) for the last m measurements
can be stored in a sliding buer. The mean covariance matrix of the innovation sequence
stored in this buer is calculated by:
(k) =
1
m  1
kX
i=k m
[(i)  ][(i)  ]T (5.70)
where
 =
1
m
kX
i=k m
(i) (5.71)
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The covariance test parameter  can be calculated from:
(k) =
LT (Pest(k) + PAttitude(k))
 1L
LTPmeas(k) 1L
(5.72)
where Pest is the estimated attitude covariance matrix from the EKF, PAttitude is the
covariance matrix of the attitude measurement, Pmeas(k) = (m   1)(k) and L is the
eigenvector corresponding to the maximum eigenvalue of:
Pmeas(k) (Pest(k) + PAttitude(k))
 1
In normal operation, this test parameter (k) should be less then the critical threshold
value for a 2 distribution of (m  1) degrees of freedom with a condence value of c.
So valid measurements must follow the condition of:
(k) < 2(m  1; 1  c) (5.73)
Whenever this condition is violated, the attitude measurements are faulty and should
be ignored until a time that the test parameter (k) returns to a suitable value.
5.6 Innite Horizon Line Attitude Determination Test Flight
Results
A recorded ight sequence was used to test the attitude determination accuracy of
the innite horizon line model. The three dierent horizon detection methods (Dusha,
Ettinger and the proposed method) described in Chapter 4 were used to process the
video sequence to evaluate the detection accuracy of the dierent methods.
The recorded ight sequence used for the evaluation was an on-line available subset
of the ASL (Airborne Systems Laboratory) data set presented in [20]. The data set
is of a test ight video of the Australian Research Centre for Aerospace Automation
(ARCAA) Cessna 172. The details of the system can be found in [141]. The test data
contains position and attitude truth information given by a highly accurate NovAtel
SPAN system running at 50 Hz. Video footage for a forward facing camera is acquired.
The camera is a Point Grey Flea IIDC camera with a resolution of 1024768 with a 60
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FOV running at 20 Hz. The test ight was conducted around southeast Queensland,
Australia. The available data set contains 38 minutes of ight data from a ight time of
1769 seconds to 4049 seconds. The test ight attitude sequence is shown in Figure 5.6
while the altitude sequence is shown in Figure 5.7. While reaching a maximum altitude
of approximately 4,000 ft, the ight sequence contains signicant variations in the bank
and pitch of the aircraft.
The camera calibration properties for the data set were not given in [20], however
they were estimated to be the values shown in Table 5.1, with (o; o;  o) being the
rotation oset mounting Euler angles between the aircraft body and camera frame.
Unfortunately, these oset angles have a noticeable shift when the aircraft is taxiing
along the ground which introduces slight biases in the attitude error results during this
time period. The camera is mounted to the strut of the aircraft, which rotates slightly
when the aircraft is on the ground due to the change in loading condition.
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Figure 5.6: Test Flight Attitude Sequence
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Figure 5.7: Test Flight Altitude Sequence
Results for the proposed horizon detection method are presented for the two dif-
ferent threshold selection techniques discussed in Section 4.5. The Adaptive Threshold
technique is labelled as (AT) and the Fixed Threshold is labelled as (FT). For real-time
purposes, the adaptive method described by Algorithm 3 would limit the iterations per
frame. However, since all the processing was done o-line for comparison purposes,
the maximum frame iteration limit was removed. The processing rate for the proposed
horizon detection method would then vary between 42Hz (1 iteration) and 11Hz (10
iterations) depending upon the image content.
The tuning of the detection parameters for the proposed horizon method shown in
Table 5.2 were done by hand. The video was of reasonable quality, so a small smoothing
window size could be used. The xed threshold value was selected in conjunction with
the smoothing window size so that a very weak horizon could be detected. The adaptive
threshold range was selected based on the typical horizon strength for a strong edge
smoothed by a lter using the selected window size. The adaptive threshold step size
was decreased with the decreasing threshold to minimise the excess noise content in
the sensitive threshold range. Thresholds below zero are not considered as the gradient
direction sensitivity would be reversed. These parameters would only need to be set
once for a given camera hardware conguration. The horizon detection parameters used
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for the Dusha method and Ettinger method are shown in Table 4.3 and in Table 4.6
respectively.
The attitude determination error results for the dierent methods are shown in
Figures 5.8a - 5.8d. Each gure plots the attitude error for each frame between the No-
vAtel SPAN system and the attitude measurement from the horizon detection method.
These results are for the raw measurements returned by the dierent methods without
any fault detection or ltering methods applied. Fault detection or ltering meth-
ods could be applied to all of the methods, improving the results, however a baseline
method comparison was sought. The Dusha and Ettinger method results are shown in
Figure 5.8a and in Figure 5.8b respectively. The proposed horizon detection method
attitude error results for the dierent threshold selection techniques are shown in Fig-
ures 5.8c and 5.8d. A summary of all the results from the dierent methods is shown
in Table 5.3, which contains the maximum and minimum error, mean error and error
standard deviation for both bank and pitch.
The proposed horizon detection method had the best performance for the test se-
quence. It returned the smallest error range, mean and standard deviation. The Dusha
method also returned small error results for the mean and standard deviation, however
they were slightly larger than the proposed method. The maximum and minimum error
for the Dusha method were not as well contained. The Ettinger method performed the
worst with a large error mean and standard deviation, which was multiple times larger
than the other methods.
Table 5.1: Camera Calibration Properties
Parameter Value
Focal Length  788.41 pixels
Focal Length  832.96 pixels
Principal Point u0 512 pixels
Principal Point v0 384 pixels
Camera Oset o -4.0

Camera Oset o 4.5

Camera Oset  o 1.0

During the beginning of the test sequence (< 500sec), all the methods produced
similar results. During this time, the altitude of the aircraft was low enough that the
appearances of the sky and ground were dissimilar and the regions were separated by a
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Table 5.2: Proposed Horizon Detection Method Parameters
Parameter Value
Smoothing Window Size n 6 6 pixels
Fixed Threshold tg = 4
Adaptive Threshold Range tg 2 f40; 35; : : : ; 10; 7:5; 5; 2:5g
Adaptive Iteration Limit N = 10
Table 5.3: Horizon Detection Method Attitude Error Comparisons
Parameter Ettinger Dusha1 Proposed (AT) Proposed (FT)
Max  Error 43.56 20.83 8.34 6.68
Max  Error 41.51 29.28 4.84 5.00
Min  Error -80.34 -41.98 -7.45 -6.91
Min  Error -26.15 -23.81 -20.72 -11.79
Mean  Error 2.08 0.02 0.48 0.28
Mean  Error -5.12 -1.16 -0.68 -0.0078
STD  Error 6.68 1.67 1.39 1.00
STD  Error 5.16 2.40 1.40 0.87
1 The results for the Dusha method presented in [20] were 1:50 and 2:02 for Bank and
Pitch STD. These values are greatly dependant on the detection parameters chosen.
The results listed in the table are the best results obtained after tuning of the method
for the given ight sequence.
strong horizon edge. These features allowed all the algorithms to perform fairly well. At
these low altitudes, the main source of attitude error was due to the terrain introducing
biases in measurements, since a straight horizon was assumed. During the middle and
end of the test sequence, the altitude was higher. The higher altitude eected the
accuracy of the dierent methods in dierent ways. The individual method results are
discussed separately in subsections below.
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5.6.1 Dusha Horizon Detection Method Performance
The primary source of error in the Dusha method was the need for a distinct straight
edge in the image for the algorithm to detect. At high altitudes, the horizon does
not produce a strong edge response. The identication and selection of other strong
straight edges in the image becomes the main source of erroneous measurements. A
number of labelled attitude error features can be seen in Figure 5.8a, the situation and
causes are described below:
1. The algorithm has selected a strong edge of a body of water.
2. The algorithm has locked onto and tracked a strong edge in the image caused by
a straight mountain ridge.
3. The algorithm selected the top edge of a series of clouds in the sky.
4. The algorithm has locked onto a bottom edge of haze covering the ground.
5. The bottom edge of a cloud of smoke from a bushre has been selected.
6. The strong edge of the coast line has been selected.
The Dusha method performed signicantly better than the Ettinger method on the data
set. The main problem with the algorithm was its inability to detect the horizon when
the horizon has a gradual transition between sky and ground. Other strong edges in
the image are also easily returned. The paper which developed the Dusha method [19]
used a Kalman lter and optical ow to track candidate horizon lines over time and cull
any lines which had an optical ow component caused by the translation of the aircraft.
This ltering method could not be applied in real time (<2 Hz). For the complete data
set with the optical ow candidate horizon line ltering method applied, [20] reported
an attitude determination error standard deviation of 1:79 for bank and 1:75 for pitch.
The proposed horizon detection method worked in real-time, resulting in smaller errors
even without any fault detection or ltering methods applied.
5.6.2 Ettinger Horizon Detection Method Performance
At higher altitudes, the Ettinger method had trouble identifying the dierence between
the sky and the ground. The primary cause of this, is the fact that the sky and
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ground regions have similar colour distributions at high altitudes due to the terrain
colour becoming washed out with atmospheric eects. This region similarity makes the
algorithm very sensitive to the image content. This is the main source of large attitude
errors returned by the method. A number of attitude error features can be seen in
Figure 5.8b. The situation and causes of the signicant errors are described below with
reference to the numbered features in Figure 5.8b:
1. The method sensitivity has caused the algorithm to separate the image into a
dark sky region and a light sky combined with ground region.
2. The algorithm has locked onto a region of the ground close to the aircraft which
is not washed out due to the altitude.
3. The algorithm has locked onto the bottom edge of a region of smoke on the
ground. As the aircraft ies towards the region, the translation of the aircraft
quickly causes the attitude error to diverge.
The Ettinger method performed well when there was a signicant dierence between the
sky and the ground. However when this dierence diminishes, the algorithm becomes
very sensitive to disturbances such as clouds, rivers and smoke, and the accuracy of the
algorithm reduces to an unacceptable level for control and navigational purposes. The
Ettinger method was designed for stabilisation of MAVs [6, 11, 15] and as such it was
only designed and tested at low altitudes due to the limited performance envelope of
MAVs.
5.6.3 Proposed Horizon Detection Method Performance
Proposed Method (AT)
As with the other methods, the terrain introduced biases into the attitude measure-
ments during the beginning of the test sequence. However at higher altitudes, the
proposed method was able to select the gradient transition caused by the horizon. This
transition region is a very strong and stable indication of the attitude of the aircraft.
The transition region is usually the most distant part of the image so the innite hori-
zon line approximation for the attitude determination performs extremely well. When
this transition region is correctly identied, it can produce an unbiased attitude mea-
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surement with a small variance. Attitude error features in Figure 5.8c are described
below:
1. Attitude errors are introduced by the terrain prole when the aircraft is close to
the ground and the change in camera mounting angles (due to the aircraft being
on the ground) introduced a noticeable step bias. The proposed horizon detection
method is sensitive enough to detect the change in camera mounting angles where
as the other methods cannot.
2. A stronger continuous edge of a mountain ridge which spans the image was se-
lected over the weaker horizon due to the adaptive threshold.
3. A very low threshold was needed. This caused the detection noise in the image
to increase. It selected a weak group of noisy edges caused by mountains, rather
than the slightly weaker horizon.
4. Fog and haze obscured a large part of the horizon, such that there was no gradient
response across it (even with the lowest threshold). At this point the algorithm
is very sensitive, so it selected the bottom of the haze where it transitions to the
clear ground.
5. This segment highlights one of the stronger advantages of this proposed detection
method. It cleanly identies the horizon transition region producing excellent
attitude information. This is a situation when the other methods have trouble
due to lack of distinguishing features.
6. A strong coastline edge across the image is picked up before the threshold can be
adapted to the weak horizon.
Proposed Method (FT)
The xed threshold allows the horizon gradient transition region to be consistently
identied. This resulted in fairly stable and unbiased attitude measurements during
the high altitude phases. In these phases, the measurements were not biased due to
the terrain or the view distance. Since the threshold was xed at a low value, it did
not select stronger edges on the ground (ie. the coastline) over a weak horizon. This
was the main reason the xed threshold produced better attitude results compared to
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the adaptive threshold. However, the low threshold value makes the extracted horizon
prole very sensitive to noise and disturbances such as clouds or other weak edges. At
low altitudes, the returned prole was very noisy and not as precise due to the sensitive
threshold value. At high altitudes however this was less of a problem as accurate prole
extraction is less relevant. For accurate horizon prole extraction at low altitudes, the
xed threshold is inappropriate as the prole is too sensitive to noise. An extension to
the adaptive method is developed in Section 4.6, which using attitude information and
allows the proposed method with an adaptive threshold to perform as well as the xed
threshold for attitude determination while maintaining its horizon prole extraction
performance.
Fault Detection and Uncertainty Verication
The proposed horizon detection method combined with the innite horizon line atti-
tude determination model produces fairly accurate attitude measurements. The test
ight sequence had an overall bank and pitch error of 0:28 and  0:0078 respectively,
with 1 error bound of 1:00 and 0:87. These results show that the innite horizon
line assumption can produce accurate measurements. The accuracy of the results can
quickly degrade when the distant horizon is obscured or cannot be identied. In these
situations the attitude measurements can have large errors (20), which highlights
the need for fault detection.
The simplest and rst fault detection check that should be applied is the horizon
line t test to check if the detected horizon interface is a straight or a roughly straight
line. The innite horizon line model has the best chance of returning accurate results
when the horizon interface is straight as this has a high chance of being the distant
horizon. The residual line t variance ratio  =
2l
2v
for the test sequence is shown in
Figure 5.9. The tting results show that there are only a few time segments when the
innite horizon line attitude determination model would be appropriate i.e. when the
horizon interface is straight. During the beginning of the test sequence, the terrain
obscures the horizon, returning large t variances. However, towards the end of the
sequence (> 3500 sec), when the altitude is suciently high, the residual line t is
small, indicating the horizon interface is straight. If the attitude error for the test
sequence was revised for only the time steps when the residual was small (so that
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the innite horizon line model is appropriate), then the attitude error reduces to the
values shown in Table 5.4. These values are signicantly better than before and are
comparable to a commercial GPS-aided AHRS shown in Table 2.5. This highlights the
possible advantages of using visual horizon attitude determination methods. Again,
the attitude error results are unltered, so that they are expected to reduce in an order
of magnitude when fused with inertial measurements from an IMU in an EKF process.
The estimated measurement uncertainties which are calculated by the process de-
scribed in Section 5.5 need to be veried by comparing them to the actual error levels to
ensure that the model assumptions that have been made are appropriate. Figures 5.10
and 5.11 show the bank and pitch attitude errors overlayed with the estimated un-
certainties for each measurement that meets the condition  < 4. It can be seen from
these graphs that the estimated uncertainties have a high correlation with the true error
bounds. This shows they they are an appropriate indication of the level of uncertainty
in the measurements and that they can be used to reliably fuse the measurements in a
lter.
Table 5.4: Innite Horizon Line Rened Attitude Error
Parameter Obtained
Max  Error 1.90
Max  Error 1.84
Min  Error -1.94
Min  Error -1.23
Mean  Error 0.27
Mean  Error -0.29
STD  Error 0.46
STD  Error 0.30
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Figure 5.10: Rened Bank Attitude Error With Calculated 1 Bounds
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Figure 5.11: Rened Pitch Attitude Error With Calculated 1 Bounds
5.7 Summary
This chapter developed the innite horizon line model that links the attitude of the air-
craft to the parameters of a line in the image which represents the innite vanishing line
of the ground plane. This model diers from past approaches as it contains the calibra-
tion and line parameters in the model thus allowing for a deterministic evaluation of the
model uncertainties. This is something that has not been addressed in past approaches.
Fault detection checks are also developed for the attitude determination process which
increases the robustness of the whole visual horizon attitude determination process.
The three dierent horizon detection methods outlined in Chapter 4 were tested
on a video ight sequence and the innite horizon line model was used for attitude
determination. Out of the three horizon detection methods, the proposed horizon
detection method developed in Chapter 4 preformed the best, returning the smallest
error range, mean and standard deviation. The innite horizon line model can provide
accurate attitude measurements which are comparable to a GPS-aided AHRS.
The innite horizon line model has been based on the following assumptions:
1. The horizon is innitely far away from the camera.
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2. The horizon is a straight line in the image.
3. The ground is a at plane (no terrain features and is therefore invariant to yaw
and position).
4. The altitude has no eect on the horizon appearance (since the ground is assumed
to be innitely planar).
5. The body frame Fb and the camera frame Fc are aligned (i.e. a forward facing
camera), so that the attitude of the camera frame is also the attitude of the body
frame.
When any of these assumptions are violated, the attitude results from the method are
invalid. A multiple camera horizon plane model is developed in the next chapter to help
remove some of these assumptions and increase the robustness, accuracy and generality
of the horizon model.
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Chapter 6
Horizon Plane Attitude
Determination
6.1 Introduction
The innite horizon line model developed in Chapter 5 ts a line to the detected horizon
interface from a single camera. The ability to use multiple cameras for visual horizon
attitude determination is investigated in this chapter. Fusion of multiple cameras in-
creases the robustness and accuracy of the measurements by introducing redundancy.
The main advantages of using multiple cameras are the reduction of the attitude sen-
sitivity to horizon pitch errors (due to terrain and altitude eects) providing stronger
attitude information, and allowing a greater level of fault detection which improves
robustness.
A naive method of multiple camera horizon attitude fusion would be to treat the
detected horizon in each camera separately and fuse the attitude measurements at the
end of the measurement process, essentially forming an average attitude measurement.
However, instead of tting a line to each camera individually, a horizon plane could
be tted to all the detected horizons in a single measurement process. This has many
advantages in terms of accuracy and robustness which are discussed in this chapter.
The motivation behind the idea of the multiple camera plane tting can be seen
in Figure 6.1. Since the horizon in each camera is correlated with the attitude of the
aircraft, tting a plane rather than multiple lines should help increase the accuracy
and robustness of the nal attitude measurement. The horizon image in each camera
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is related to those in the other cameras by virtue of being dierent observations of
the same feature (the horizon plane). The plane therefore represents an inter-camera
constraint that can serve to minimise the overall horizon t error and thereby both
improve attitude measurement accuracy and allow identication of systematic errors.
The horizon line in each camera depends upon the local body to camera rotation oset.
The attitude turns into a dierent horizon line slope and oset in each camera. Each
camera therefore, has a dierent sensitivity to the attitude of the aircraft that when
combined allows for an optimum attitude measurement to be made.
Horizon Plane
Xb
Yb
Zb
X-Y Body Plane
Front Camera
Horizon Plane
Body Plane
Right CameraLeft Camera
Figure 6.1: Horizon Plane Geometry
Two dierent horizon plane models are investigated in this chapter, an innite
horizon plane model and a general horizon plane model. The innite horizon plane
model is a direct extension of the innite horizon line model developed in Chapter 5,
while the general horizon plane model removes more of the horizon model assumptions,
making the model more general and accurate. Fitting processes, attitude sensitivities,
deterministic attitude uncertainties and fault detection methods for both horizon plane
models are developed in this chapter. Attitude determination results from a Monte-
Carlo method are presented. These results show the accuracy advantages of using
the multiple camera horizon plane model over that of other attitude determination
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methods. The layout of this chapter is as follows:
Section 6.2 describes the rst horizon plane model, which is the direct extension of the
innite horizon line model (developed in Chapter 5) to an innite horizon plane
model. This innite horizon plane model uses all the same assumptions as the
innite horizon line with one exception; the forward facing camera assumption is
modied to allow general body to camera rotation osets. A linear tting process
to t the innite horizon plane is developed along with an investigation of the
attitude sensitivities of this process to highlight the advantages of an innite
horizon plane t over that of an innite horizon line t.
Section 6.3 describes the general horizon plane model. This model removes the in-
nite view distance, altitude invariance and straight horizon line assumptions and
thus allowing for horizon pitch and curvature eects to be modelled. This comes
at an additional computational burden as a complete Non-Linear Least Squares
minimisation process is required to t the general horizon plane model (whereas
the innite horizon plane model t is linear).
Section 6.4 describes the fault detection techniques which can be used with the hori-
zon plane methods and the section develops a parity space fault detection method,
which can take advantage of the data redundancy which multiple cameras provide.
Section 6.5 presents Monte-Carlo method results comparing dierent attitude deter-
mination techniques with the multiple camera horizon plane methods.
Section 6.6 presents test ight sequence results for the USYD J400 Jabiru test plat-
form which compares the attitude determination accuracy and robustness of the
horizon plane model against the innite horizon line model.
Section 6.7 contains a summary of this chapter.
6.2 Innite Horizon Plane Model
The innite horizon line model can be extended to t an innite horizon plane around
the aircraft. A pin-hole camera is placed at the LVLH frame Fv origin at some bank
and pitch orientation (; ). The LVLH plane is projected into the image frame Fimage
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to form the innite horizon line in the image. Let the LVLH plane be expressed in the
form of:
N v  P v = 0 (6.1)
where N v is the normal of the LVLH plane and P v is any point on the plane, both
expressed in the LVLH frame Fv. The normal of the plane in the LVLH frame Fv is
simply:
N v =

0 0  1
T
(6.2)
The plane normal may be transformed to the body frame Fb via a bank and pitch
rotation transformation:
N b = RbvN
v (6.3)
Rbv =
266664
cos  0   sin 
sin sin  cos cos  sin
cos sin    sin cos cos 
377775 (6.4)
The normal of the plane in the body frame Fb becomes:
N b =
266664
sin 
  cos  sin
  cos  cos
377775 (6.5)
The transformed equation of the ground plane becomes:
N b  P b = 0 (6.6)
where P b is any point on the LVLH plane expressed in the body frame Fb. To handle
dierent camera rotation osets between the body frame Fb and camera frame Fc, an
additional rotation matrix Rbc is used to transform the point from the camera frame Fc
to a point in the body frame Fb. The camera rotation oset matrix Rbc can be written
as:
Rbc = Rz(  o)Ry( o)Rx( o) (6.7)
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where (o; o;  o) are the camera rotation oset Euler angles. The ground plane equa-
tion written in terms of a point in the camera frame Fc is now:
N b RbcP c = 0 (6.8)
The P c can be expressed in normalised pixel coordinates (u^; v^) such that:
P c =
266664
x
y
z
377775 = 1x
266664
1
u^
v^
377775 (6.9)
When the equation of the plane is expanded after substituting the normalised pixel
coordinates, it becomes:
0 =N b(1)

Rbc(1;1) +Rbc(1;2) u^+Rbc(1;3) v^

(6.10)
+N b(2)

Rbc(2;1) +Rbc(2;2) u^+Rbc(2;3) v^

+N b(3)

Rbc(3;1) +Rbc(3;2) u^+Rbc(3;3) v^

Rearranging the equation in terms of normalised pixel coordinates gives:
0 =
h
N b(1)Rbc(1;1) +N
b
(2)Rbc(2;1) +N
b
(3)Rbc(3;1)
i
(6.11)
+
h
N b(1)Rbc(1;2) +N
b
(2)Rbc(2;2) +N
b
(3)Rbc(3;2)
i
u^
+
h
N b(1)Rbc(1;3) +N
b
(2)Rbc(2;3) +N
b
(3)Rbc(3;3)
i
v^
Substituting the camera calibration parameters into the equation gives:
0 =
h
N b(1)Rbc(1;1) +N
b
(2)Rbc(2;1) +N
b
(3)Rbc(3;1)
i
(6.12)
+
h
N b(1)Rbc(1;2) +N
b
(2)Rbc(2;2) +N
b
(3)Rbc(3;2)
iu  u0


+
h
N b(1)Rbc(1;3) +N
b
(2)Rbc(2;3) +N
b
(3)Rbc(3;3)
iv   v0


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Equating the equation to a line parameterised in a slope-intercept form v = au + b
gives:
a =
 
h
N b(1)Rbc(1;2) +N
b
(2)Rbc(2;2) +N
b
(3)Rbc(3;2)
i

h
N b(1)Rbc(1;3) +N
b
(2)Rbc(2;3) +N
b
(3)Rbc(3;3)
i (6.13)
b =
 

u0   
h
N b(1)Rbc(1;1) +N
b
(2)Rbc(2;1) +N
b
(3)Rbc(3;1)
i
h
N b(1)Rbc(1;3) +N
b
(2)Rbc(2;3) +N
b
(3)Rbc(3;3)
i + v0 (6.14)
Equations (6.13) and (6.14) are the equations of the line parameters for the innite
horizon plane. These equations can be used to nd the innite horizon line parameters
for any general camera to body mounting rotation oset. The innite horizon plane
model gives the image line parameters L1(a; b) of the innite horizon line as a function
of the global bank and pitch of the aircraft (direction of the normal vector), rather
than the bank and pitch of the camera itself, so that it contains the implicit attitude
constraints. The equations for the normal vectorN b can be substituted into Equations
(6.13) and (6.14), along with rotation matrices for four nominal camera yaw rotation
osets of forward, backward, left and right, to give the equations for the innite horizon
lines:
afront =  

tan (6.15)
aright =  

tan  sec (6.16)
aback =


tan (6.17)
aleft =


tan  sec (6.18)
bfront = v0 +


u0 tan+  tan  sec (6.19)
bright = v0 +


u0 tan  sec   tan (6.20)
bback = v0   

u0 tan   tan  sec (6.21)
bleft = v0   

u0 tan  sec+  tan (6.22)
It can be seen that the equations for afront and bfront are the same as the equations
developed in Chapter 5 for the innite horizon line model thus verifying this derivation.
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6.2.1 Innite Horizon Plane Fitting
The innite horizon plane can be tted to detected horizon interface points in multiple
cameras via solving the plane normalN b Equation (6.12) for all points from all cameras.
This is accomplished by forming the problem into a linear Least Squares form of Ax = b
for each horizon point from each camera such that:
x =
264 Nxz
Nyz
375 (6.23)
A =
266666664

Rbc(1;1) +Rbc(1;2) u^1 +Rbc(1;3) v^1
 
Rbc(2;1) +Rbc(2;2) u^1 +Rbc(2;3) v^1


Rbc(1;1) +Rbc(1;2) u^2 +Rbc(1;3) v^2
 
Rbc(2;1) +Rbc(2;2) u^2 +Rbc(2;3) v^2

...
...
Rbc(1;1) +Rbc(1;2) u^np +Rbc(1;3) v^np
 
Rbc(2;1) +Rbc(2;2) u^np +Rbc(2;3) v^np

377777775
(6.24)
b =
266666664
 

Rbc(3;1) +Rbc(3;2) u^1 +Rbc(3;3) v^1

 

Rbc(3;1) +Rbc(3;2) u^2 +Rbc(3;3) v^2

...
 

Rbc(3;1) +Rbc(3;2) u^np +Rbc(3;3) v^np

377777775
(6.25)
where Nxz =
Nb(1)
Nb(3)
, Nyz =
Nb(2)
Nb(3)
, Rbc is the camera to body rotation matrix for the
specic camera, u^i =
ui u0
 and v^i =
vi v0
 are the normalised pixel coordinates of an
horizon interface point for a specic camera and np is the total number of horizon points
from all the dierent cameras. As with the innite horizon line tting, an M-estimator
can be used for the plane t to minimise the sensitivity to noise. A linear residual
function r can be dened such that:
r = Ax  b (6.26)
The plane can be tted using IRLS (described in Subsection 3.5.3) solving the cost
function:
min
x
npX
i=1
wi(ri) [ri(x)]
2 (6.27)
with the weighting function wi(ri) selected from the M-estimator functions shown in
Table 3.2. The nal attitude measurement can be recovered from the tted plane
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normals:
 = arctan (Nyz)
 =   arctan (Nxz cos)
6.2.2 Innite Horizon Plane Attitude Uncertainty
The plane normal uncertainty for an innite horizon plane t comes from 3 dierent
sources which are; the uncertainty due to the detection process PDetection, the uncer-
tainty due to the plane tting process PFitting and the uncertainty due to the camera
calibration PCamera. The total plane normal uncertainty is:
PPlane = PDetection + PFitting + PCamera (6.28)
To convert this plane normal uncertainty to an attitude uncertainty, it can be trans-
formed by the attitude partial derivatives with respect to the normal components, which
gives:
PAttitude = APPPlaneA
T
P (6.29)
where the plane attitude sensitivity matrix AP is given by:
AP =
264 @@Nxz @@Nyz
@
@Nxz
@
@Nyz
375 =
264 0 cos2 
  cos2  cos   cos sin sin 
375 (6.30)
Horizon Detection Uncertainty
The plane normal uncertainty due to horizon detection uncertainty can be calculated
from the sensitivity of the t residual r to horizon detection errors. These sensitivity
components can be evaluated as:
@ri
@vi
=
Rbc(3;3) +NxzRbc(1;3) +NyzRbc(2;3)

(6.31)
so the full horizon detection sensitivity matrix is given by:
Av = diag

@r1
@v1
;
@r2
@v2
; : : : ;
@rnp
@vnp

(6.32)
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The horizon detection uncertainty in the u-axis is ignored as the detection process
scans the image vertically to nd the horizon interface. The detection uncertainty is
transferred to the plane normal uncertainty PDetection by propagating it through the
Least Squares solution to give:
PDetection = 
2
vA
y  AvATv  AyT (6.33)
where 2v is horizon detection uncertainty and A
y =
 
ATA
 1
AT is the pseudoinverse
of the innite horizon plane tting matrix A.
Fitting Uncertainty
The eects of the plane t residual can also be accounted for using the Least Squares
residual variance Equation (3.73), such that:
PFitting =
rTr
np   2(A
TA) 1 (6.34)
where r is the nal residual from the IRLS process and np is the total number of points
used in the plane t.
Camera Calibration Uncertainty
The eects that camera calibration uncertainties have on the attitude estimate can
also be calculated. These uncertainties can be calculated from the sensitivity of the
t residual r to the camera calibration parameters, which is then transformed through
the Least Squares solution. The t residual r sensitivities to the camera calibration
parameters are:
@ri
@
=  (ui   u0)
2

Rbc(3;2) +NxzRbc(1;2) +NyzRbc(2;2)

(6.35)
@ri
@
=  (vi   v0)
2

Rbc(3;3) +NxzRbc(1;3) +NyzRbc(2;3)

(6.36)
@ri
@u0
=  1


Rbc(3;2) +NxzRbc(1;2) +NyzRbc(2;2)

(6.37)
@ri
@v0
=  1


Rbc(3;3) +NxzRbc(1;3) +NyzRbc(2;3)

(6.38)
188
So the camera calibration parameter sensitivity matrix AK can be formed by:
AK =
266666664
@r1
@
@r1
@
@r1
@u0
@r1
@v0
@r2
@
@r2
@
@r2
@u0
@r2
@v0
...
...
...
...
@rnp
@
@rnp
@
@rnp
@u0
@rnp
@v0
377777775
(6.39)
The plane normal uncertainty PCamera due to camera calibration uncertainties then can
be calculated from:
PCamera = A
y  AKPKATK AyT (6.40)
where Ay =
 
ATA
 1
AT is the pseudoinverse of the innite horizon plane tting matrix
A and PK = diag(
2
; 
2
; 
2
u0 ; 
2
v0) is the uncertainty in the camera parameters. This
process assumes that the camera calibration uncertainties PK for each camera are the
same. To handle dierent camera parameter uncertainties, AK and PK matrices would
have to be extended for each calibration parameter for each camera so that each camera
is independent.
Total Uncertainty
In summary, the total attitude uncertainty can be calculated from:
PAttitude = AP
0BBB@2vAy  AvATv  AyT| {z }
Detection
+
rTr
np   2(A
TA) 1| {z }
Fitting
+Ay
 
AKPKA
T
K
 
Ay
T
| {z }
Camera
1CCCAATP
(6.41)
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where:
Ay = (ATA) 1AT
AP =
264 @@Nxz @@Nyz
@
@Nxz
@
@Nyz
375
Av = diag

@r1
@v1
;
@r2
@v2
; : : : ;
@rnp
@vnp

AK =
266664
@v1
@
@v1
@
@v1
@u0
@v1
@v0
...
...
...
...
@vnp
@
@vnp
@
@vnp
@u0
@vnp
@v0
377775
PK = diag(
2
; 
2
; 
2
u0 ; 
2
v0)
Numerical Example
A numerical example can be used to highlight the advantages of attitude determination
using the innite horizon plane over fused innite horizon lines.
Assume that there are four cameras mounted to the aircraft body with each camera
facing a dierent nominal direction (forward, backward, left and right). The cameras
run at a resolution of 640  480 with a 45 FOV lens. Each camera detects horizon
pixels uniformly distributed across each image ui 2 f1; 2; : : : 640g with a unit detection
noise of 2v = 1 pixels
2. The sensitivity of various combinations of cameras to detection
noise can be estimated from the Least Squares covariance matrix PDetection as described
above. The sensitivities for a single camera innite horizon plane t are shown in
Table 6.1 and the cases for multiple camera plane ts are shown in Table 6.2.
It can be seen from the standard deviations of the estimated bank and pitch, that
the front and back cameras are the best at identifying the pitch of the aircraft. This
observation is reversed for the sideways cameras, as then the bank angle is less sensitive
to errors. In terms of the horizon line in each camera, the line's vertical oset is less
sensitive than the slope of the line.
Table 6.1: Single Camera Innite Horizon Plane Sensitivities
Front Right Back Left
 0:0123
 0:0029 0:0123 0:0029
 0:0029
 0:0123 0:0029 0:0123
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Table 6.2: Multiple Camera Innite Horizon Plane Sensitivities
Front & Back Right & Left Front & Right All
 0:0087
 0:0021 0:0029 0:0020
 0:0021
 0:0087 0:0029 0:0020
If any two cameras are fused together, this will produce a smaller uncertainty for
the bank and pitch compared to any single camera case. Fusion of the front and back
cameras or the two sideways cameras, will produce a solution which favours either the
pitch or bank estimate; however, if orthogonal cameras are used in the solution, then
both the bank and pitch uncertainties will reduce to the same level. This highlights
the advantages of using multiple cameras orthogonal to each other for attitude deter-
mination. Fusing all four cameras together produces the smallest variances, which is
to be expected.
If the dierent camera attitude measurements are fused together after the individ-
ual horizon lines have been tted, then the solution variances will be larger than the
variances of the solution which is obtained using the tted horizon plane. If the 4 indi-
vidual camera attitude measurements are fused together without the use of the innite
horizon plane, then the attitude sensitivities ;  become 0:0045
 for bank and pitch.
This variance is
 
0:0045
0:0020
2  5 times larger than the variance from the horizon plane
t. Using this idea an optimum global solution can be found that results in an overall
lower variance.
This is one of the main reasons for the estimation of the global horizon plane rather
than the estimation of the bank and pitch of each camera separately. The horizon plane
applies a constraint that the horizons in all images are coplanar (in the ideal case of a
at horizon). This global t helps to increase the accuracy and decrease the solution
sensitivity.
6.3 General Horizon Plane Model
A general horizon plane model can be developed that removes more of the assump-
tions which the innite horizon plane model is based upon. The general horizon plane
model removes the innite view distance, altitude invariance and straight horizon line
assumptions. This allows the general horizon plane model to correctly account for hori-
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zon pitch eects. Allowing the model to have a changing horizon pitch term means that
the horizon will no longer tend towards the vanishing line; as explained in Section 5.4,
this will generate the curved horizon eect. Modelling the horizon curvature eects
slightly increases the computational burden of the plane tting method as non-linear
equations need to be minimised using a non-linear Least Squares process.
A pin-hole camera is placed at the LVLH frame Fv origin at some bank and pitch
orientation (; ). The horizon is formed by a horizon disc drawn around the camera
with a horizon pitch oset that is projected onto the image frame Fimage to form the
curved horizon in the image plane. A point P v on the horizon disc at a bearing of  h
with a horizon pitch oset of h and a range of R is described in the NED coordinate
system as:
P v(R; h;  h) =
266664
R cos h
R sin h
 R tan h
377775 (6.42)
The horizon point P v in the LVLH frame Fv can be transformed to a point P c in the
camera frame Fc using:
P c = RcbRbvP
v (6.43)
where Rbv is the LVLH to body frame rotation matrix and Rcb is the body to camera
mounting oset rotation matrix. The rotation matrices Rbv and Rcb can be written in
general as:
Rbv = Rx()Ry() (6.44)
Rcb = Rx(o)Ry(o)Rz( o) (6.45)
where (o; o;  o) are the Euler angles of the body to camera oset rotation. The
camera point P c is projected into the image frame Fimage and normalised for perspective
projection using:
p =
1
w
KRcbRbvP
v (6.46)
where w is p(3) before normalisation and the projection matrix K is described in Sec-
tion 3.3. At this point, this equation becomes independent of the range R which is
used. This general horizon disc point p in the image frame Fimage can be expressed as
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a function of the form:
(u; v) = p ([; ]; [o; o;  o]; [h;  h]) (6.47)
6.3.1 General Horizon Plane Fitting
The general horizon plane model is tted using a non-linear Least Squares minimisation
process to estimate the attitude of the aircraft as well as the overall horizon pitch. For
computational ease and dimensionality reduction, this minimisation process is carried
out in the LVLH frame Fv (in terms of the horizon pitch h) rather than the image
frame Fimage (in terms of (u; v)). Since the minimisation is not carried out in the
image frame Fimage, an inverse mapping method is required to transform the horizon
interface pixel coordinates to horizon angles. An inverse mapping function is required
which maps:
(u; v)
p 1([;];[o;o; o)]            *)  
p([;];[o;o; o])
(h;  h) (6.48)
The inverse horizon pitch mapping function h = p
 1
(h)
([; ]; [o; o;  o]; [u; v]) can be
developed by calculating the analytical inverse function of Equation (6.47). This direct
algebraic solution is:
h =   arcsin

Rvc(3;1) +Rvc(3;2) u^+Rvc(3;3) v^p
u^2 + v^2 + 1

(6.49)
where u^ = u u0 and v^ =
v v0
 are the normalised pixel coordinates and Rvc =
(RcbRbv)
 1 is the camera to LVLH frame rotation matrix.
This mapping function p 1(h) forms the basis for the general horizon plane tting
method. A non-linear Least Squares process can be used to minimise the cost function:
J = min
(;;h)
npX
i=1
wi(Ji)J
2
i (6.50)
Ji ((; ; h); (ui; vi)) = p
 1
(h)
([; ]; [o; o;  o]; [ui; vi])  h (6.51)
where wi(Ji) is the weighting function selected from the M-estimator functions shown
in Table 3.2 and pi = (ui; vi) with i 2 f1; 2; :::; npg are the detected horizon interface
pixels from the various cameras. If only a single camera is used then the horizon pitch h
term will be very weak or unobservable. In these cases, the minimisation cost function
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can be modied and h ignored such that the cost function becomes:
Ji ((; ); (ui; vi)) = p
 1
(h)
([; ]; [o; o;  o]; [ui; vi]) (6.52)
Horizon Plane Attitude Uncertainty
The sensitivity of the t to dierent parameters can be estimated from the nal Jacobian
of the non-linear Least Squares system. Let A be nal Jacobian of the unweighted cost
function J and r be the nal unweighted residual cost function vector. Using the non-
linear Least Square covariance Equation (3.91), the complete attitude uncertainty can
be expressed as:
PAttitude = 
2
vA
yAvATv (A
y)T| {z }
Detection
+
rTr
np   3(A
TA) 1| {z }
Fitting
+AyAKPKATK(A
y)T| {z }
Camera
(6.53)
where 2v is the horizon detection uncertainty and np is the number of detected hori-
zon points. The covariance and sensitivity matrices for the dierent components are
calculated using:
Ay = (ATA) 1AT
Av =
@J
@v

(;;h)
AK =
@J
@(; ; u0; v0)

(;;h)
PK = diag(
2
; 
2
; 
2
u0 ; 
2
v0)
where Av and AK are the horizon detection and camera calibration sensitivity matrices
that can be calculated numerically and PK is the covariance matrix for the dierent
various calibration parameters.
6.4 Fault Detection
Regardless of the type of horizon plane used (innite or general), a number of fault
detection checks can be carried out before and after the plane tting process to help
improve the accuracy and robustness of the solution. These fault detection checks are:
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1. Horizon Plane Fit Test
2. Attitude FOV Limit Test
3. Sun Position Test
4. Horizon Plane Parity Space Check
5. EKF Attitude Innovation Test
6. EKF Attitude Innovation Covariance Test
Horizon Plane Fit Test
Ideally, the detected horizon interface from all the cameras should form a at plane.
The atness of the horizon interface can be used as a fault detection test.
For the innite horizon plane model, the atness of the horizon plane can be judged
by the residuals of innite horizon lines formed by the tted innite horizon plane in
each camera. The residual t variance can be found from:
2p1 =
1
np   2
npX
i=1
(aui + b  vi)2 (6.54)
where np is the number of detected horizon pixels, and L1(a; b) are the innite horizon
line parameters for the specic camera from the innite horizon plane t, which can
be calculated using Equations (6.13) and (6.14). For a at horizon, the 2p1 value
should be less than or equal to the horizon detection uncertainty 2v , however this
would tightly limit how many measurements pass the test; so an appropriately inated
threshold value needs to be selected which allows some level of variation due to terrain
and erroneous detection. So the innite horizon plane t test becomes:
2p1 < 
2
v (6.55)
where  is some scaling constant  > 1. Typical values can be 1    4. Measurements
which fail this test are considered faulty and should be discarded.
The general horizon plane version of this test needs to be modied as the residual
vector is in terms of the residual horizon pitch. Therefore the pixel detection uncertainty
needs to be transformed to a pitch uncertainty. The general horizon plane residual t
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variance can be found from:
2p =
rTr
np   3 (6.56)
where r is the unweighted residual vector from the non-linear Least Squares tting pro-
cess. Using a suitable approximation, the general horizon plane t test then becomes:
2p <

2
2v (6.57)
where  is the vertical scaled focal length of the camera.
Attitude FOV Limit Test
Each camera should only be included in the horizon plane tting process if it is possible
for the horizon to be visible in the FOV of that camera. This limits the errors induced
by false horizon detections in cameras which could not possibly detect the horizon.
Let the current estimated attitude of the aircraft be (est; est) which is obtained
from an EKF process. The estimated transformation matrix Rcn from navigational
frame Fn to camera frame Fc can be found using:
Rcn = Rx(o)Ry(o)Rz( o)Rx(est)Ry(est) (6.58)
where (o; o;  o) are the camera to body frame rotation oset Euler angles for a specic
camera. The estimated pitch angle of the camera can be extracted using:
c = arcsin

 Rcn(1;3)

(6.59)
Each camera can be tested and it should only be included in the horizon plane t when:
jcj < arctan

H
2

(6.60)
where H is the image height in pixels and  is the vertical scaled focal length of the
camera (which approximates the FOV of the camera as a cone).
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Sun Position Test
The sun position test described in Section 5.5 for the innite horizon line can be applied
to each available camera using an appropriate Rcb rotation matrix. Any camera facing
the sun should be removed from the horizon plane solution. Since multiple cameras
allow for a greater FOV, this test becomes critical becase there is a greater chance that
the sun will corrupt the solution at any one time.
EKF Attitude Innovation Tests
The Innovation and Innovation Covariance Tests described in Section 5.5 for the innite
horizon line can also be applied directly to the horizon plane attitude determination
results without any modication.
Horizon Plane Parity Space Check
Redundant information from multiple cameras allows erroneous measurements from
any one camera to be detected and removed. This is one of the advantages of using
multiple cameras as it allows the accuracy and robustness of the measurement to be
improved by removing any camera from the t which is corrupting the solution.
A parity space between the dierent cameras can be used to detect whether there
is a large error on a single camera. This error could come from an incorrectly identied
horizon, a horizon which has a large terrain prole variation, or for large bank and
pitch angles where the horizon is only partially inside the camera frame. Each camera
is used individually to estimate the bank and pitch of the horizon plane, this single
camera plane t can then be projected into the other cameras and the corresponding
t error calculated. The t error is in terms of pixels for the innite horizon plane
(pixel area between the detected horizon and the horizon plane) and it is in terms of
the horizon pitch for the general horizon plane case. This forms the parity space for the
cameras. It is a measure of the correlational between the dierent camera solutions. If
the horizon is at, then each camera should have a low error, independent from which
camera was used to generate the t. However, any camera with a large terrain variation
will introduce larger t errors on the other cameras and itself have a large t error. It
is possible to identify which camera has this error from this measurement parity space,
so that the erroneous camera can be removed to improve the attitude measurement.
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Figure 6.2 shows the eect of an erroneous front camera t, which is caused by a
single large mountain in the front camera. A plane is tted to the front camera; when
this plane is projected into the other camera frames, a large t error is induced in each
camera. However, if the other camera plane ts are tested, they will have lower errors.
These eects can be seen in the corresponding parity space for this situation shown in
Table 6.3. The table contains the calculated pixel error between the detected horizon
in each camera and the horizon plane (table columns), which was test tted to each
camera individually (table rows). The parity space for the left, right and back cameras
without the terrain feature in the image frame, have a signicantly smaller error. This
shows that the front camera is corrupting the attitude measurement. The removal of
this camera from the solution will provide a better overall attitude measurement when
a horizon plane is tted to the remaining three cameras only.
Front Camera
Right Camera
Back Camera
Left Camera
Horizon Prole
Plane Fit
Fit Error
Figure 6.2: Horizon Plane Front Camera Fit Error
Table 6.3: Horizon Plane Single Mountain Parity Space
Front Error Right Error Back Error Left Error
Front Fit 262.87 3567.43 3519.22 3566.49
Right Fit 197.14 0.08 0.34 1.08
Back Fit 2256.42 0.35 0.08 0.35
Left Fit 181.76 1.08 0.35 0.08
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6.5 Attitude Determination Method Comparison
A series of attitude determination Monte-Carlo simulations were carried out on a set of
simulated horizon proles at typical operational bank and pitch angles in which a single
forward facing camera would able to view the horizon1. Four cameras with a resolution
of 640  480 pixels and 45 FOV were simulated, each mounted on the aircraft body
facing a nominal direction (forward, backward, left and right). The attitude determi-
nation error was compared for a number of typical attitude determination methods.
These results, containing the mean and standard deviation (1) of the absolute errors
from the Monte-Carlo simulations, are shown in Tables 6.4-6.6.
Three dierent attitude determination methods from past papers were implemented.
The rst method for comparison uses a Hough transformation to t a line to the de-
tected horizon points and then the attitude is determined from the tted line parame-
ters. This type of method is outlined in [3,8,19,20]. The second method for comparison
uses linear Least Squares to t a line to the detected horizon interface points and then
again the attitude is determined from the tted line parameters. The last method for
comparison is an area based method that operates directly on the segmented sky and
ground binary image, it applies a circular mask to the image and calculates the angle
between the centroid of the sky and ground to recover the bank angle. The pitch an-
gle is then recovered from the number of ground pixels. This method was developed
in [5, 9].
All of these past methods have used a single forward facing camera, however since
they are being compared to a multiple camera method, an additional extension is made
to extend the single camera methods to use multiple cameras. The local attitude of
each camera is transformed to the attitude of the aircraft, so that a mean attitude
estimate from all four cameras can be obtained.
Four dierent terrain proles were tested as part of the attitude determination
method evaluation. The dierent horizon proles used for comparison are shown in
Figure 6.3. The dierent horizon proles were:
a) A Flat Horizon which is the design condition for all attitude determination meth-
ods. The horizon manifests itself as the ground plane innitely far away from the
1The attitude test range was ( 2 [ 75; 75];  2 [ 20; 20])
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camera which has a direct relationship with the attitude of the camera. Recover-
ing the attitude from a at horizon can be a trivial task for the horizon detection
and attitude determination stages.
b) A Flat Biased Horizon which is similar to a at horizon, but the horizon is
shifted vertically. This could be caused by ying in a valley, fog, incorrect camera
calibration or altitude eects. In a single forward facing camera method, this
appears as a pitch bias on the attitude estimate.
c) A Single Mountain Horizon which looks at the case when the forward camera
has a large obstruction due to the terrain. The solution error can depend on
the location of the mountain inside the camera frame, so a number of dierent
yaw angles are tested to highlight the sensitivity of the attitude determination
process.
d) A Mountainous Horizon prole which looks at the case when the terrain has
obscured most of the innite at horizon such that the attitude is very dicult
to estimate due to the lack of a horizontal reference. The attitude estimate from
a single camera is very dependant upon the shape of the terrain that the camera
is observing. This condition is the most general of all the likely terrain proles a
VHAD system is likely to see in typical operation.
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Figure 6.3: Simulated Horizon Proles
The statistical properties from the Monte-Carlo analysis of the attitude estimate
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errors due to the dierent methods and horizon proles are shown in Table 6.4 for the
single front camera results and in Table 6.5 for the multiple camera results. An angle
bias induced by the attitude determination method is shown in the results when the
mean is oset from zero and the variance is small. Other results have a mean oset
however the variance range includes the truth. This eect is caused by larger errors
being introduced at high bank and pitch angle combinations when parts of the horizon
are no longer visible in the image frame. A large variance indicates the process is very
sensitive or erroneous and is unacceptable for this application. In general, it can be seen
that the multiple camera attitude estimate errors are smaller than the single camera
attitude estimate errors.
All the methods can accurately recover the attitude of the aircraft when the horizon
is at. When the at horizon is biased, all single camera solutions exhibit a pitch bias in
the attitude estimate except for the horizon plane method. The horizon plane method
can accurately recover the attitude of the aircraft because multiple cameras are fused
together which allows the horizon pitch bias to be directly estimated and accounted
for. When the other methods are extended to multiple cameras, they can recover the
attitude when there is a horizon pitch bias in specic cases. In these cases it is because
the pitch and bank errors induced in each camera have opposite signs and cancel out.
This situation will only occur in the specic case of a at horizon with 4 orthogonal
cameras; however the horizon plane method does not rely on the errors cancelling out
as it can estimate the horizon pitch bias directly and can do so with only two cameras.
The eect of this can clearly be seen in Table 6.6, which has the results for the dierent
attitude determination methods but using dierent combinations of cameras. The
solution error nominally increases as cameras are removed. This increase in error is
due to the horizon pitch bias having a greater impact on the attitude solution and the
terrain prole shape becoming more dominant as the eective FOV decreases. The
results show that horizon plane method can still resolve and account for the horizon
pitch bias with a greater accuracy than the other methods when cameras are removed.
The horizon plane solution degrades to a single line t if only a single camera is used;
in these cases the horizon pitch bias cannot be solved.
The horizon plane method overall produces the smallest errors on all the hori-
zon proles compared to the other single camera and multiple camera methods. The
201
largest error produced by the horizon plane method occurs when the single mountain
is in the front camera; however this obstruction can easily be detected in the horizon
plane method by observing the error parity space (see Table 6.3). Removing the front
camera from the solution in this case would cause the solution to be the same as the
at horizon prole solution, reducing the attitude error. The horizon plane method
produces the best results for the mountainous horizon prole when compared to other
multiple camera methods because this method nds the global optimum solution which
constrains all the cameras together rather than estimating each camera's bank and pitch
separately and then fusing them together.
The Hough line solution is least accurate in bank estimates because of the discrete
resolution of the Hough transform. The Hough transform gives the tting procedure
some robustness to noise when tting a straight line; however this can greatly degrade
the results when the horizon is not a straight line. The eects of this can clearly be
seen by comparing the results for the at horizon prole to single mountain horizon
prole. The large mean oset and variance indicates that this process is not ideal for
attitude determination with non-at horizons.
The Least Squares line is better than the Hough transform whether the horizon is
straight or not, since the solution is aected by every point not just the contiguous
ones. However because of this, the solution is more susceptible to noise and outliers in
the detected horizon.
The area centroid can estimate bank angle fairly well in at conditions because
it looks at the overall shape of the sky and ground areas. The pitch estimate is less
accurate since the solution assumes that all the sky and ground pixels are lumped
together in a single region with a at edge. The area centroid method also out-performs
the horizon plane method for the specic multiple camera case with the single mountain
at  = 0. In this case, it is because of the symmetrical nature of the horizon prole,
such that it has no eect on the bank angle (the lateral shift of the sky and ground
centroids). However, as the position of the mountain inside the image shifts to the side,
the solution rapidly becomes worse than the horizon plane method.
The horizon plane method is the most accurate compared to the single camera
methods. If the other methods were extended to use multiple cameras, they would still
not be as accurate at solving the attitude. This is because the horizon plane method
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correlates data from all the cameras in the measurement stage to calculate a global
optimum to minimise errors due to altitude and terrain eects.
6.6 Test Flight Sequence Results
A recorded test ight sequence from the USYD J400 Jabiru test platform was analysed
to compare the accuracy of the horizon plane model over that of the innite horizon line
model. The test platform recorded horizon footage from 5 cameras mounted around the
aircraft as described in Section 1.3. The ight attitude sequence is shown in Figure 6.4
which contains signicant variations in the bank and pitch to test the non-level attitude
determination accuracy.
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Figure 6.4: Test Flight Attitude Sequence
The single camera innite horizon line model and the multiple camera horizon
plane models were used to generate attitude measurements for the sequence. The raw
measurement error for these results are shown in Figure 6.6 for the innite horizon
line model and in Figure 6.7 for the horizon plane model. The attitude measurements
from the horizon plane stay fairly well constrained about the truth, whereas the innite
horizon line measurements have signicant variations and outliers. There is about an
70%-85% reduction in the error variance using the horizon plane model over the innite
horizon line model. The robustness of the measurements are also signicantly improved
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as there are no large erroneous measurements and the model reliably operates at over
a large attitude range.
0 50 100 150 200 250
−4
−2
0
2
4
6
Ba
nk
 E
rro
r (
de
g)
0 50 100 150 200 250
−4
−2
0
2
4
Pi
tc
h 
(de
g)
Time (sec)
Figure 6.5: Horizon Plane Attitude Error
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Figure 6.6: Horizon Line Attitude Error
When the raw horizon plane measurements are fused into an INS lter using all the
fault detection and uncertainty estimation techniques developed, the error variances re-
duce again as expected. The horizon plane-aided INS attitude error results are shown
207
in Figure 6.7. The error variance is smaller than the variance of the raw measurements.
The attitude is tightly constrained to the truth, compared to the dead-reckoning se-
quence which is also shown in the gure. The error variances for the various methods
are all shown together in Table 6.7.
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Figure 6.7: Horizon Plane Aided INS Attitude Error
Table 6.7: Horizon Model Attitude Error Variance
Method Bank Error ()2 Pitch Error ()2
Horizon Plane 1.0962 0.3540
Horizon Line 3.6899 2.3993
Horizon Plane Aided INS 0.5429 0.1999
Dead-Reckoning INS 2.1550 2.0203
Lastly, the fused results also show the attitude-aiding benets on the position es-
timation solution. Attitude fusion helps to constrain the drift rate of the position
solution. This can be clearly seen in Figure 6.8 where the attitude-aided solution drifts
by a smaller amount than the dead-reckoning solution. Attitude measurements can not
correct for the position drift, but they can slow the drift rate. The north error stays
very similar, but the east and down error stays closer to the truth, reducing the drift
by 10 km over the complete sequence. This highlights one advantage of using hori-
zon detection and fusing attitude measurements into a INS lter. Horizon detection
can decrease the drift in the inertial solution when position-aiding measurements are
208
unavailable.
0 50 100 150 200 250
−10
−5
0
5
N
or
th
 E
rro
r (
km
)
0 50 100 150 200 250
−10
0
10
20
Ea
st
 E
rro
r (
km
)
0 50 100 150 200 250
−0.5
0
0.5
1
D
ow
n 
Er
ro
r (
km
)
Time (sec)
 
 
INS Error
DR Error
Figure 6.8: Horizon Plane Aided INS Position Error
6.7 Summary
Multiple camera attitude determination via tting an horizon plane has many advan-
tages over using a single camera horizon line method. The horizon plane method has
a greater level of accuracy and robustness. The horizon plane can correctly account
for horizon pitch bias eects (such as caused by altitude) increasing the solution accu-
racy. Without this ability, the true pitch of the aircraft is indeterminate (when using
a single forward facing camera). The larger eective FOV of the system, reduces the
attitude determination sensitivity to errors; increasing the operational range, accuracy
and robustness. Multiple cameras also introduce redundant information, increasing the
robustness by allowing a higher level of fault detection checks to be applied. Monte-
Carlo simulation and ight test results show that the horizon plane method outperforms
other attitude determination methods in terms of accuracy and robustness.
The innite horizon plane model made the assumptions that:
1. The horizon is innitely far away from the camera.
2. The horizon will be a straight line in the image.
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3. The ground is a at plane i.e. no terrain features and therefore invariant to yaw
and position.
4. Altitude has no eect on the horizon appearance since ground is a plane and the
horizon is at innite distance.
The general horizon plane model removed most of the assumptions, so that it was only
based upon the assumption:
1. The ground is a at plane i.e. no terrain features and therefore invariant to yaw
and position.
The removal of the other assumptions allowed for an increased level of accuracy. To
further increase the accuracy of the attitude determination method, the last assumption
would ideally be removed or replaced. Chapter 7 investigates attitude determination
for the case when the last assumption is removed, by allowing the horizon to take an
general prole shape that is initially unknown. Chapter 8 then investigates attitude
determination for the case when the last assumption is replaced with a ground terrain
model known from a priori terrain information.
210
Chapter 7
Horizon Mapping Attitude
Determination
7.1 Introduction
Both of the horizon models developed in Chapter 5 and in Chapter 6, the innite hori-
zon line model and the general horizon plane model, made the assumption that the
horizon was planar. When the true horizon prole is not at, errors can be introduced
into the attitude measurements. The general horizon plane model in Chapter 6 tried to
minimise these errors by operating with a larger FOV. This increased the robustness to
some extent, however errors can still be induced. This chapter investigates the removal
of the at horizon prole assumption and allows the horizon prole to take on a general
prole shape which is initially unknown. This potentially would allow the removal of
errors introduced by the horizon prole shape from the attitude measurements. This
whole process introduces the idea of simultaneously mapping the horizon prole while
using the prole to determine the attitude of the aircraft. This principal amounts to
an extension of the SLAM process applied to attitude estimates. An advantage of this
mapping process besides the increased accuracy, is the ability to constrain the yaw
angle of the aircraft as well. However, for this process to work, there is an underly-
ing assumption that the horizon prole is feature-rich and is static (i.e. invariant to
position) so that it can be correctly mapped.
This chapter investigates horizon mapping for attitude determination and is pre-
sented in the following layout:
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Section 7.2 describes how the horizon prole can be mathematically expressed as a
cubic B-spline so that it can be used in the mapping process.
Section 7.3 describes the general horizon projection and inverse horizon mapping
equations that are used in the subsequent ltering processes. The partial deriva-
tives of these equations are also developed for later reference when analytical
Jacobians are developed.
Section 7.4 develops the simultaneous horizon mapping and attitude determination
AHRS lter. The lter process model is described and then the measurement
model is developed. Analytical Jacobians for both processes are presented. Lastly,
the data association horizon matching method required as part of the measure-
ment process is described.
Section 7.5 presents simulation results for the developed horizon mapping AHRS lter
using a static horizon.
Section 7.6 explains the diculties that can appear due dynamic horizons (i.e. po-
sitional dependance eects) which can make the mapping process developed in
Section 7.4 unsuitable for long-term general use. This leads on to the next section
where the attitude determination process is removed from the lter and only the
horizon prole is mapped. The mapped prole can then be used in other attitude
determination methods as a pre-lter, increasing the robustness of the subsequent
attitude determination processes.
Section 7.7 repurposes the horizon mapping AHRS lter to a horizon prole map-
ping only lter. This new lter is able to handle dynamic horizons; however it
cannot simultaneously estimate the attitude of the aircraft in the same lter. It
can however be used in parallel as a pre-lter, to lter the horizon prole, im-
proving the accuracy and robustness of other processes that require the horizon
prole. This ltered horizon prole can be used in conjunction with the horizon
line or horizon plane models developed in Chapters 5 and 6, or the terrain-aided
horizon model developed later on in Chapter 8 for robust attitude determination.
The ltered prole can also be used as a priori horizon interface information
in the horizon detection algorithm developed in Chapter 4, increasing the accu-
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racy, robustness and computational eciency of the detection process and hence
subsequent attitude determination processes.
Section 7.8 presents an example of the horizon prole mapping only lter that high-
lights the advantages that this pre-ltering process can provide for horizon detec-
tion and attitude determination processes.
Section 7.9 is the summary of this chapter.
7.2 Horizon Prole B-Spline Representation
A mathematical representation of the horizon prole is required so that it can be
expressed inside a ltering process. A closed uniform cubic B-spline [142] is used to
represent a smooth one-dimensional C2 continuous horizon prole in the navigational
frame Fn around the aircraft. The horizon prole is represented as the horizon pitch
h (the angle between the ground plane and the top of the horizon) at a particular
bearing  h. The spline is closed such that the ends of the horizon prole between the
bearing discontinuity of  h = 180
 and  h =  180 (relative to North) are joined up
into a single C2 continuous curve.
Given m ordered real valued t i yaw knots, such that t 0  t 1      t m 1 where
t i 2 [ 180; 180], the cubic B-Spline that describes the whole horizon prole is:
h( h) =
m 1X
i=0
h ibi;3( h) (7.1)
where the cubic basis functions bi;3 are calculated using the Cox-de Boor recursion
formula [142] and h i are the spline control points corresponding to the yaw knots
which control the shape of the spline near the local knot segment. The B-Spline basis
function bi;n( h) for order n is given by:
bi;0( h) =
8>><>>:
1 if t i   h < t i+1
0 otherwise
(7.2)
bi;n( h) =
 h   t i
t i+n   t i
bi;n 1( h) +
t i+n+1    h
t i+n+1   t i+1
bi+1;n 1( h) (7.3)
The cubic B-Spline for a single segment between yaw knots t i and t i+1 can be sim-
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plied as all spline basis functions bi;3 outside this range are zero. The equation for the
single segment becomes:
h;i( h) =
3X
k=0
h i 3+kbi 3+k;3( h);  h 2

t i ; t i+1

(7.4)
When a uniformly spaced knot vector is chosen  = (t i+1   t i), the spline blending
functions reduce to a constant function that can be precalculated, thus increasing the
ease of evaluation of the spline:
h;i() =
1
6
266666664
 3 + 32   3+ 1
33   62 + 4
 33 + 32 + 3+ 1
3
377777775
T 266666664
h i 1
h i
h i+1
h i+2
377777775
(7.5)
where  2 [0; 1] is a normalised parameter representing the position along the i-th
curve segment between the knots, such that  =
 h t i
 
where t i   h < t i+1 . The
horizon spline is formed as a closed spline such that  h = (180
) = ( 180) by closing
the spline control points such that h m+i = h i .
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Figure 7.1: Horizon Prole B-Spline Diagram
7.2.1 Horizon Prole B-Spline Sensitivities
The sensitivities of the horizon prole B-spline representation are required for a number
of ltering and optimisation processes described later. The required partial derivatives
are developed in this subsection and are denoted by jspline to avoid later confusion with
same variable name partial derivatives.
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Control Point Sensitivity
The horizon pitch h sensitivity to control points h can be evaluated for a specic
horizon bearing  h using:
@h
@h j

spline
=
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
 163 + 122   12+ 16 if j = i  1
1
2
3   12 + 46 if j = i
 123 + 122 + 12+ 16 if j = i+ 1
1
6
3 if j = i+ 2
0 otherwise
(7.6)
where  =
 h t i
 
and t i   h < t i+1 .
Horizon Bearing Sensitivity
The horizon pitch h sensitivity to horizon bearing  h can be evaluated using:
@h
@ h
=
@h
@
@
@ h
(7.7)
@h
@ h

spline
=
1
6 
266666664
 32 + 6  3
92   12
 92 + 6+ 3
32
377777775
T 266666664
h i 1
h i
h i+1
h i+2
377777775
(7.8)
where  =
 h t i
 
and t i   h < t i+1 .
7.3 Horizon Projection and Mapping
Mapping equations that project a horizon prole point in the navigational frame Fn
to the image frame Fimage and then their inverse mapping operations are required for
ltering processes. The projection equation developed in Section 6.3 for the general
horizon plane can be easily generalised to accomplish this.
The general horizon plane projection model described by Equation (6.47) can be
modied to allow the horizon pitch to be a function of horizon bearing h = f( h), so
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that the projection equation becomes:
(u; v) = p ([; ;  ]; [o; o;  o]; [h;  h]) (7.9)
by including the yaw angle  of the aircraft into the equation by modifying Rbv to
become Rbn, such that:
Rbn = Rx()Ry()Rz( ) (7.10)
The general projection equations are then:
P n(h;  h) =
266664
cos h
sin h
  tan h
377775 (7.11)
P c = RcbRbnP
n (7.12)
p =
1
P c(1)
264 u0  0
v0 0 
375P c (7.13)
where Rcb is the body to camera mounting oset rotation matrix and (; ; u0; v0) are
the camera calibration parameters.
The general analytical inverse mapping equations can also be found by calculating
the inverse of Equation (7.9), such that:
(u; v)
p 1([;; ];[o;o; o)]              *)  
p([;; ];[o;o; o])
(h;  h) (7.14)
These direct algebraic relationships are:
h =   arcsin

Rcn(1;3) +Rcn(2;3) u^+Rcn(3;3) v^p
u^2 + v^2 + 1

(7.15)
 h = arctan
 
Rcn(1;2) +Rcn(2;2)(u  u0) +Rcn(3;2)(v   v0)
Rcn(1;1) +Rcn(2;1)(u  u0) +Rcn(3;1)(v   v0)
!
(7.16)
where u^ = u u0 and v^ =
v v0
 are the normalised pixel coordinates and Rcn = RcbRbn
is the general navigational frame to camera frame rotation matrix. For compactness
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these inverse mapping functions are written as:
h = p
 1
(h)
 
[; ;  ]T ; [u; v]T

(7.17)
 h = p
 1
( h)
 
[; ;  ]T ; [u; v]T

(7.18)
7.3.1 Horizon Projection and Mapping Sensitivities
The horizon projection and mapping functions are the main functions used in EKF
measurement models developed in Section 7.4. As such, the partial derivatives of these
functions will be required. The partial derivatives for the projection and mapping
processes are developed in this subsection and are denoted by jprojection or jmapping to
avoid confusion of partial derivatives involving the same variables.
Horizon Projection - Attitude Sensitivity
The sensitivity of the projection horizon point p = [u; v]T to attitude  = [; ;  ]T
can be calculated using the derivative chain-rule of Equations (7.11)-(7.13) to give:
@p
@

projection
=
@p
@P c
@P c
@
(7.19)
where the separate derivative matrices and their components are:
@p
@P c
=
1
P c(1)
264  P
c
(2)
P c(1)
 0
 P
c
(3)
P c(1)
0 
375 (7.20)
@P c
@
= Rcb

@Rbn
@ P
n @Rbn
@ P
n @Rbn
@ P
n

(7.21)
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The rotation matrix Rbn sensitivity matrices are calculated from:
@Rbn
@
=
266664
0 0 0
sin sin + cos sin  cos cos sin  sin   sin cos cos cos 
cos sin   sin sin  cos   cos cos   sin sin  sin   sin cos 
377775
(7.22)
@Rbn
@
=
266664
  sin  cos   sin  sin   cos 
sin cos  cos sin cos  sin   sin sin 
cos cos  cos cos cos  sin   cos sin 
377775 (7.23)
@Rbn
@ 
=
266664
  cos  sin cos  cos 0
  cos cos   sin sin  sin sin sin  cos   cos sin 0
sin cos   cos sin  sin sin sin + cos sin  cos 0
377775 (7.24)
Horizon Projection - Horizon Point Sensitivity
The sensitivity of the projected horizon point p = [u; v]T to the horizon prole point
(h;  h) can be calculated using the derivative chain-rule of Equations (7.11)-(7.13) to
give:
@p
@h

projection
=
@p
@P c
@P c
@P n
@P n
@h
(7.25)
@p
@ h

projection
=
@p
@P c
@P c
@P n
@P n
@ h
(7.26)
where @p@P c can be calculated using Equation (7.20) and the other derivative matrices
are:
@P c
@P n
= RbcRbn (7.27)
@P n
@h
=

0 0   sec2 h
T
(7.28)
@P n
@ h
=

  sin h cos h 0
T
(7.29)
Horizon Mapping - Attitude Sensitivity
The sensitivity of the horizon pitch h and horizon bearing  h to the mapping attitude
 = [; ;  ]T can be calculated from the partial derivatives of Equations (7.15) and
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(7.16) to give:
@h
@i

mapping
=
  sec hp
u^2 + v^2 + 1
 
@Rcn
@i

(1;3)
+ u^

@Rcn
@i

(2;3)
+ v^

@Rcn
@i

(3;3)
!
(7.30)
@ h
@i

mapping
=
cos2  h
Rcn(1;1) +Rcn(2;1)(u  u0) +Rcn(3;1)(v   v0)

"

 
@Rcn
@i

(1;2)
  tan h

@Rcn
@i

(1;1)
!
+ (u  u0)
 
@Rcn
@i

(2;2)
  tan h

@Rcn
@i

(2;1)
!
+ (v   v0)
 
@Rcn
@i

(3;2)
  tan h

@Rcn
@i

(3;1)
!#
(7.31)
where i is an Euler angle attitude component from , u^ =
u u0
 and v^ =
v v0
 are
the normalised pixel coordinates, and the attitude partial derivatives of Rcn can be
calculated from the relationship @Rcn@i = Rcb
@Rbn
@i
and Equations (7.22)-(7.24).
Horizon Mapping - Horizon Pixel Sensitivity
The sensitivity of the horizon pitch h and horizon bearing  h to the horizon point p
can be calculated from the partial derivatives of Equations (7.15) and (7.16) to give:
@ h
@p

mapping
=
(1  tan h) cos2  h
Rcn(1;1) +Rcn(2;1)(u  u0) +Rcn(3;1)(v   v0)

Rcn(2;2) Rcn(3;2)

(7.32)
@h
@p

mapping
= sec h

1


u^p
u^2+v^2+1
 Rcn(2;3)

1


v^p
u^2+v^2+1
 Rcn(3;3)
 
(7.33)
where u^ = u u0 and v^ =
v v0
 are the normalised pixel coordinates.
7.4 Horizon Mapping AHRS EKF
The simultaneous mapping of the horizon prole while using the prole for attitude
determination is similar to a SLAM process. The EKF framework for an AHRS lter
(as described in Section 3.6.2) is augmented to include the horizon prole B-spline map
states for simultaneous estimation. This allows the joint estimation of the attitude of
the aircraft and the horizon prole.
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The lter process model and measurement model, along with their Jacobians are de-
veloped in the following subsections. The data association procedure used to associate
the measured horizon interface pixels to their corresponding bearing is also developed.
The whole horizon prole map can be placed in the lter state vector at initialisation
and its corresponding uncertainties set to large values (as no horizon information is
known). As horizon measurements are made, the data association procedure maps the
measurements to their corresponding bearings and then they are fused into the lter
to update the attitude and the map. This process allows any attitude inertial drift to
be constrained. However, because the process is SLAM-like, the mapped horizon and
hence attitude will be relative to the starting attitude and any included error when the
lter was rst initialised. This horizon mapping AHRS lter also assumes a static and
feature-rich horizon prole such that the measurements can be correctly associated in
the data association stage.
7.4.1 Process Model
The process model for the AHRS and the horizon map can be written as a rst-order
dierential equation in discrete time as:
x(k) = f

x(k   1);!bib(k   1);w(k   1)

(7.34)
where f(; ; ) is a non-linear state transition function that calculates the current
state vector x(k) at time k from the previous state x(k   1), measured body in-
ertial rotation rates !bib(k   1) = [p; q; r]T and inertial rotation rate sensor noise
w(k   1) = [wp; wq; wr]T . The state vector x(k) consists of the AHRS lter states
xa(k) = (k) = [; ;  ]
T appended with the horizon map B-spline states xh(k) =
h 0 ; h 1 ;    ; h m 1
T
such that:
x(k) =
264 xa(k)
xh(k)
375 (7.35)
220
The process model f(; ; ) can also be separated into the AHRS and the horizon map
state transition functions:264 xa(k)
xh(k)
375 =
264 fa  xa(k   1);!bib(k   1);w(k   1)
fh (xh(k   1))
375 (7.36)
The non-linear AHRS process model fa(; ; ) is exactly the same as the AHRS model
presented in Section 3.6.2 which is:
xa(k) = xa(k   1) + E (xa(k   1))
h
!bib(k   1) +w(k   1)
i
t (7.37)
where _xa = E(xa) is the Euler kinematic equations given by Equation (3.21). The
process model for the horizon states fh() is a static model (i.e. the horizon prole is
assumed to be unchanging), which allows the horizon map to be dynamically updated
through the Kalman gain in the estimation process. The horizon map process model
is:
xh(k) = xh(k   1) (7.38)
The complete non-linear state transition function for the augmented state is then:
264 xa(k)
xh(k)
375 =
264 xa(k   1) + E (xa(k   1)) !bib(k   1) +w(k   1)t
xh(k   1)
375 (7.39)
7.4.2 Measurement Model
The horizon detection process developed in Chapter 4 produces observations of detected
horizon interface points in the image frame Fimage. These observations are fused into the
lter to estimate the horizon prole and attitude. Each observation is a measurement
of a horizon interface pixel which has the form of:
z(k) =
264 u
v
375+ v(k) (7.40)
where (u; v) are the image coordinates of the horizon interface pixel and v(k) is a
Gaussian distributed noise vector with a zero mean and covariance matrix of R. The
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noise measurement covariance matrix R can be approximated as:
R = 2vI22 (7.41)
where 2v is the horizon detection uncertainty from the detection process. This is
a simple approximation arising from the horizon detection process which scans each
image column vertically when detecting the horizon interface. The pixel uncertainty
2v can be set according to the window lter size used in the detection process.
The observed horizon is a function of the attitude of the aircraft, the horizon prole
and the bearing of the horizon point. So the measurement model h() for the lter can
be expressed as:
z(k) = h (x(k);v(k);  h) (7.42)
where  h is the bearing of the observed horizon point. This value is calculated in the
data association stage. For the correct performance of the lter, it is critical to associate
the observed horizon point with its corresponding bearing in the horizon prole map.
The evaluation of the measurement function consists of a number of steps. The
rst step is to evaluate the estimated horizon prole pitch h for the horizon bearing
 h and horizon map xh using the horizon B-Spline function. The estimated horizon
prole point (h;  h) is then projected into the image frame Fimage using the general
horizon projection equation. So the complete measurement model can be written as:
z(k) = p (xa(k); [h ( h;xh(k)) ;  h]) + v(k) (7.43)
where [u; v]T = p (; [h;  h]) is the general horizon projection equation given by Equa-
tion (7.9) and where h = h ( h;h ) is the horizon B-Spline function given by Equa-
tion (7.5).
7.4.3 Process Model Jacobians
The process model Jacobians for this horizon mapping lter are simple extensions of the
Jacobians used in the base AHRS lter developed in Subsection 3.6.2. The Jacobian of
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the process model with respect to the lter state vector is simply:
Fx(k) =
264 @fa@xa 0(3m)
0(m3) I(mm)
375 (7.44)
where @fa@xa is the Jacobian for the base AHRS lter and m is the number of B-Spline
horizon map states. The Jacobian of the process model with respect to the gyroscope
sensor noise is simply:
Fw(k) =
264 @fa@w
0(m3)
375 (7.45)
where @fa@w is the noise Jacobian for the base AHRS lter.
7.4.4 Measurement Model Jacobians
The Jacobian of the measurement model Hx with respect to the lter states can be
derived from partial derivatives of the non-linear measurement model with respect to
the lter states. When the state vector is expanded, the Jacobian becomes:
Hx(k) =

@p
@xa
@p
@xh

(7.46)
The calculations of the individual derivative components can be derived from the sensi-
tivity function developed in previous sections. The attitude sensitivity can be evaluated
from:
@p
@xa
=
@p
@

projection
(7.47)
where @p@ is calculated using Equation (7.19). The horizon prole map sensitivity can
be evaluated from:
@p
@xh
=
@p
@h

projection
@h
@h 

spline
(7.48)
where @p@h is calculated using Equation (7.25) and where
@h
@h 
is calculated using Equa-
tion (7.6).
The Jacobian of the measurement model with respect to the horizon detection noise
Hv is simply:
Hv(k) = I(22) (7.49)
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Since the measurement noise is assumed to be additive.
7.4.5 Data Association
The data association stage of the ltering process needs to associate all the horizon
interface pixel measurements zi to their corresponding points on the horizon map xh,
so that their corresponding horizon bearing  hi values (for each pixel measurement) can
be found. This process is performed by curve alignment using a non-linear optimisation
function.
The observed horizon pixels zi in the image frame Fimage can be transformed us-
ing an attitude estimate ~ (to be optimised) into the navigational frame Fn so that
the horizon pitch between the observed horizon pixels and the estimated horizon map
xh can be minimised. The problem can be expressed as a non-linear Least Squares
minimisation problem where the cost function J is:
J( ~) = min
~
npX
i=1
Ji( ~;zi)
2 (7.50)
Ji( ~; zi) = p
 1
(h)
( ~; zi)| {z }
Estimated h
  h

p 1( h)(
~; zi);xh

| {z }
Mapped h
(7.51)
where h( h;h ) is the B-Spline horizon pitch for the bearing  h and estimated horizon
map xh calculated by Equation (7.5), where the inverse horizon mapping functions
p 1(h)(;p) and p
 1
( h)
(;p) are given by Equations (7.15) and (7.15), and where the
horizon interface pixel measurement zi = pi is the i
th horizon interface pixel from the
detected horizon. The minimisation process operates on the complete set of detected
horizon image pixels i 2 f1; 2; : : : ; npg where np is the total number of detected pixels.
The cost function can be minimised using the standard Leveberg-Marquardt algorithm
described in Section 3.5 with the initial condition for ~
(0)
being the current attitude
estimate xa(k) from the EKF. The nal optimum ~
(f)
value is then used to associate
the horizon measurements zi with their corresponding horizon bearings  hi so that
they can be fused into the lter using the measurement model. The data association
horizon bearings are simply calculated using:
 hi = p
 1
( h)

~
(f)
; zi

(7.52)
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As mapped or observed segments of the horizon prole should have a higher weight-
ing in the optimisation process compared to unobserved segments of the prole, the
cost function can be amended with the estimated horizon map uncertainty so that the
cost function becomes:
J( ~) =
npX
i=1
1
2hi
Ji( ~; zi)
2 (7.53)
where 2hi
is the horizon pitch uncertainty of the estimated horizon map for the par-
ticular bearing of  hi = p
 1
( h)
( ~;zi). This estimated uncertainty is calculated using:
2hi
=
@h
@h 

spline
Pxh(k)
@h
@h 
T
spline
(7.54)
where @h@h is the partial derivative of the horizon pitch h at  hi , which is calculated
using Equation (7.6), and where Pxh(k) is the current sub-covariance matrix of P (k)
from the EKF for the horizon map states only. The rest of the data association process
is exactly the same.
If the current attitude xa(k) is known with certainty or the lter is initialising, then
the minimisation process can be skipped and the data association horizon bearings can
be directly calculated using:
 hi = p
 1
( h)
(xa(k); zi) (7.55)
7.5 Horizon Mapping AHRS Simulation Results
A simulation has been set up to test the performance of the horizon mapping AHRS
lter developed in Section 7.4. The attitude test sequence used in the simulation is
shown in Figure 7.3 and the simulated horizon prole used is shown in Figure 7.2.
The simulated attitude sequence performed was for two gures of eight. The IMU
and camera sensor properties used in the simulation are shown in Tables 7.1 and 7.2.
The IMU noise parameters were inated to more quickly show the eects of the inertial
drift in the dead-reckoning solution and highlight the constraining ability of the horizon
mapping AHRS lter.
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Figure 7.2: Simulated Static Horizon Prole
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Figure 7.3: Simulated Attitude Sequence
Table 7.1: Sensor Parameters
Parameter Value
IMU Rate 100 Hz
Gyroscope p Noise 2p 1 (
=s)2
Gyroscope q Noise 2q 1 (
=s)2
Gyroscope r Noise 2r 1 (
=s)2
Camera Rate 15 Hz
Horizon Detection Noise 2v 10 pixels
2
The attitude determination error from the simulation is shown in Figure 7.4. The
blue lines on the graph are the ltered attitude estimates with their 3 boundaries
shown in green. The red lines are the dead-reckoning error which comes from pure
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Table 7.2: Camera Calibration Parameters
Parameter Value
Camera FOV 60
Camera Resolution (W  H) 1024 768
Focal Length  886.81 pixels
Focal Length  886.81 pixels
Principal Point u0 512 pixels
Principal Point v0 384 pixels
Camera Oset o 0

Camera Oset o 0

Camera Oset  o 0

integration of the IMU rotation rates. The gure shows that the ltered estimates
stay tightly constrained about zero and within their estimated boundaries. The dead-
reckoning solution drifts signicantly over the simulation and it would be unbounded in
the long term. These results show the viability of simultaneously mapping the horizon
prole and using it for attitude determination in a static environment. This process
also tightly constrains the yaw angle of the aircraft, which is something that the horizon
line and horizon plane models cannot do. To highlight the advantages of mapping the
horizon prole over using the horizon line model, the attitude measurement error for the
horizon line model is shown in Figure 7.5. The error from the horizon line model is large
and it is not suitable for attitude determination, highlighting the accuracy advantage
of allowing a non-planar horizon prole, particularly in heading angle estimation. The
error statistics for the ltered, dead-reckoning and horizon line model results are shown
in Table 7.3. The error range, mean and standard deviations from the lter for the
attitude triplet is clearly the best.
227
0 50 100 150 200 250 300 350 400 450
−2
0
2
4
Ba
nk
 E
rro
r (
de
g)
 
 
0 50 100 150 200 250 300 350 400 450
−2
0
2
Pi
tc
h 
Er
ro
r (
de
g)
0 50 100 150 200 250 300 350 400 450
−2
0
2
4
Time (sec)
Ya
w
 E
rro
r (
de
g)
Filter DR 3σ
Figure 7.4: Simulation Attitude Error
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Figure 7.5: Simulation Innite Horizon Line Attitude Error
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Table 7.3: Attitude Error Statistics Comparisons
Parameter Dead Reckoning1 Horizon Mapping Innite Horizon2
Max  Error 2.307 0.6765 26.46
Max  Error 1.966 0.7302 7.601
Max  Error 3.382 0.2741 -
Min  Error -1.554 -0.7422 -25.28
Min  Error -1.736 -0.6256 -14.3
Min  Error -0.9593 -0.3159 -
Mean  Error -0.0211 -0.01938 1.007
Mean  Error 0.1337 0.1081 1.616
Mean  Error 1.31 -0.3715 -
STD  Error 0.724 0.3037 11.94
STD  Error 0.8318 0.3007 4.676
STD  Error 1.254 0.07934 -
1 Dead reckoning statistics are unbounded with time.
2 Unltered attitude measurements from the innite horizon line model.
7.6 Horizon Prole Position Dependence Eects
A major problem with the horizon mapping AHRS lter developed in Section 7.4 is
the assumption of a static horizon prole i.e. a horizon prole which is invariant to
position. For the horizon to have a non-planar shape, the aircraft needs to be close
to the ground so that the terrain obscures the horizon. In this situation, the horizon
prole is very sensitive to positional changes. This is a clear conict between the static
horizon assumption and operational range of the algorithm.
To allow the horizon prole in the lter to evolve, a non-static process model is
required to be used for the horizon map state transition function. This would intro-
duce a number of problems. To allow the horizon map to evolve at a rate which it
could map the changing horizon prole, a large drift rate or forgetting factor would be
required; this would remove the attitude constraining ability of the lter as the horizon
measurements would update the map over the attitude. Data association also becomes
dicult because the curve matching procedure cannot robustly match two dierent
curves together with any accuracy when one curve has undergone a general unknown
non-linear transformation.
These limitations reduce the viability of the horizon mapping AHRS lter with
a changing horizon prole. Similar eects can be seen with general SLAM methods.
The SLAM process cannot handle dynamic landmarks so they must be detected and
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removed before they can corrupt the solution.
These operational limitations motivate the re-purposing of the lter to a horizon
mapping only lter. The horizon mapping only lter can be used as a pre-lter to lter
the dynamic horizon prole, improving the accuracy and robustness of other processes
that require the horizon prole. This ltered horizon prole can be used in conjunction
with the horizon line or horizon plane models developed in Chapters 5 and 6, or the
terrain-aided horizon model developed later on in Chapter 8 for robust attitude deter-
mination. The ltered prole can also be used as a priori horizon interface information
in the horizon detection algorithm developed in Chapter 4, increasing the accuracy,
robustness and computational eciency of the detection process and hence subsequent
attitude determination processes.
7.7 Horizon Mapping Only EKF
The limitations identied in Section 7.6 about the horizon mapping AHRS lter de-
veloped in Section 7.4, motivate the re-purposing of the horizon mapping AHRS lter
to a horizon mapping only lter by removing the attitude estimation component. The
attitude is obtained from a separate lter running in parallel and is used by this lter
as part of the data association process removing the dynamic curve matching issues. A
horizon mapping only lter would allow the raw horizon interface measurements from
the horizon detection algorithm to be ltered. This pre-ltered horizon prole can then
be used in horizon attitude determination methods to provide attitude measurements
for the parallel lter. This would increase the accuracy and robustness of any process
using the pre-ltered horizon prole. This process would also increase the robustness of
the detected horizon interface by providing a priori horizon prole information which
can be used in the horizon detection stage as discussed in Section 4.6. Figure 7.6 ex-
plains how erroneous horizon interface measurements can be rejected from the mapping
lter to provide a robust horizon prole estimate.
The horizon mapping only lter inates the uncertainty of the mapped horizon
prole each time step. This allows the mapped prole to evolve with time. The prole
is constrained by constant measurement updates and the uncertainty of any section of
the prole that is not continually updated will slowly grow. This also allows the lter
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The mapped horizon profile and horizon 
measurements are tracking the true horizon
The erroneous horizon measurements from 
the horizon detection algorithm are rejected 
from filter using the fault detection checks
Erroneous
Measurements
Figure 7.6: Horizon Mapping Erroneous Measurement Rejection
to forget erroneous horizon proles and converge to the true prole while rejecting
erroneous measurements. This process is shown in Figure 7.7.
The mapped horizon profile has converged on 
a false horizon while the horizon 
measurements are tracking the true horizon
The mapped horizon profile uncertainty 
grows due to lack of updates until the horizon 
measurements pass the fault detection checks
The horizon measurements are now fused to 
update the mapped profile, bring it back 
down towards the truth and shrinking the 
uncertainty
The mapped horizon profile converges on the 
true horizon which is being measured 
correctly
Erroneous
Profile
Figure 7.7: Horizon Mapping Erroneous Prole Renement
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7.7.1 Process Model
The process model for the horizon mapping only lter can be written as a rst-order
dierential equation in discrete time as:
x(k) = f (x(k   1);w(k   1)) (7.56)
where f(; ) is a non-linear state transition function that calculates the current state
vector x(k) at time k from the previous state x(k   1) and the horizon map drift rate
noise w(k  1). The state vector x(k) consists of only the horizon map B-spline states
x(k) =

h 0 ; h 1 ;    ; h m 1
T
. The process model f(; ) simply expresses the horizon
map states as random walk variables:
x(k) = x(k   1) +w(k   1) (7.57)
Expressing the horizon map states as random walk variables, allows the horizon prole
map to evolve with time due to positional changes and detection errors. The process
model noise vector w(k  1) can be described as a m-by-1 vector of independent Gaus-
sian distributed noise N (0; 2d), such that 2d can be sized to control the evolution rate
of the horizon prole map. This would mean that the uncertainty of any horizon prole
map state is unbounded; so for numerical stability, the 2di value for individual horizon
map states can be set to zero if the horizon prole uncertainty for that state evolves
larger than 2d;MAX .
2di =
8>><>>:
0 if P (k)(i;i)  2d;MAX
2d otherwise
(7.58)
7.7.2 Measurement Model
The horizon detection process developed in Chapter 4 produces observations of detected
horizon interface points in the image frame Fimage. These observations are fused into the
mapping lter using the current estimated attitude (obtained from a separate parallel
lter), so the measurement model h(; ; ; ) has the form of:
z(k) = h (x(k);(k);p(k);u(k);v(k)) (7.59)
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where z(k) = [u; v]T is the estimated horizon interface pixel, x(k) is the current horizon
map state vector, (k) is the current estimated attitude, p(k) is the measured pixel
location, v(k)  N (0; R) is the Gaussian distributed noise vector for the detected
horizon pixel and u(k)  N (0; P) is the Gaussian distributed noise vector for the
input attitude. The horizon detection noise measurement covariance matrix R can
again be approximated as:
R = 2vI22 (7.60)
where 2v is the horizon detection uncertainty from the detection process. The attitude
uncertainty covariance matrix P is simply the covariance matrix corresponding to the
uncertainty in the attitude input(k) which can be taken directly from a separate EKF
which estimates the current attitude. This measurement model diers from previous
model as it has additional multiple inputs (;p), one of which is the current measure-
ment itself. The attitude and pixel measurement are required inputs so that the model
can internally calculate the data association bearing  h for that measurement.
To evaluate the measurement model, the rst step is to calculate the data association
bearing  h of the measurement from  and p using the horizon mapping equation.
Next, the estimated horizon prole pitch h can be evaluated for the horizon bearing
 h and horizon map x using the horizon B-Spline function. Then the estimated horizon
prole point (h;  h) can be projected into the image frame Fimage using the general
horizon projection equation. The complete measurement model can be described by
the function composition:
z(k) = p

(k) + u(k); h

p 1( h) ((k) + u(k);p(k) + v(k)) ;x(k)

+ v(k) (7.61)
where [u; v]T = p (; [h;  h]) is the general horizon projection equation given by Equa-
tion (7.9), where h = h ( h;h ) is the horizon B-Spline function given by Equa-
tion (7.5), and lastly where p 1( h) (;p) is the horizon bearing mapping function given
by Equation (7.16).
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7.7.3 Process Model Jacobians
The Jacobians of the process model with respect to the lter state vector and process
model noise are simply:
Fx(k) = I(mm) (7.62)
Fw(k) = I(mm) (7.63)
where m is the number of B-spline horizon map states.
7.7.4 Measurement Model Jacobians
The Jacobian of the measurement model Hx with respect to the lter states is:
Hx(k) =
@p
@h
@h
@x
(7.64)
=
@p
@h

projection
@h
@h 

spline
(7.65)
where @p@h is calculated using Equation (7.25) and
@h
@h 
is calculated using Equa-
tion (7.6).
The Jacobian of the measurement model Hv with respect to the horizon detection
noise is more complicated as the noise aects both the data association bearing and
nal measurement. The noise Jacobian can be evaluated using the partial derivative
chain-rule on the measurement model equation to give the derivative chain1:
Hv(k) =
 
@p
@h

projection
@h
@ h

spline
+
@p
@ h

projection
!
@ h
@p

mapping
+ I22 (7.66)
where @h@ h is calculated using Equation (7.8), where
@p
@ h
is calculated using Equa-
tion (7.26), and where @ h@p is calculated using Equation (7.32).
The Jacobian of the measurement model Hu with respect to the mapping attitude
uncertainty can be calculated with:
Hu(k) =
@p
@

projection
+
 
@p
@h

projection
@h
@ h

spline
+
@p
@ h

projection
!
@ h
@

mapping
(7.67)
1It might seem that the derivative chain can be simplied, however it cannot, as the derivatives are
evaluated for dierent equations and at dierent conditions
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where @p@ is calculated using Equation (7.19) and
@ h
@ is calculated using Equation (7.31).
7.7.5 Data Association Validation
Each pixel measurement is only fused into the lter if that pixel measurement passes
a NIS validation test. This will mean that the pixel measurements will only be fused
once the horizon map uncertainty inates to a point where the measurement would
pass the test. This prevents large erroneous measurements from the horizon detection
algorithm from quickly corrupting the ltered results, thus giving the ltered prole
additional robustness.
The measurement pixel innovation (k) is calculated using:
(k) = z(k)  h (x(k);(k); z(k)) (7.68)
where z(k) is the current horizon pixel measurement, x(k) is the current state vector
and (k) is the current attitude estimate from a separate parallel lter. The NIS ^2(k)
for this measurement can be calculated from:
^2(k) = T (k)

Hx(k)P (k)H
T
x (k) +Hv(k)R(k)H
T
v (k) +Hu(k)P(k)H
T
u (k)
 1
(k)
(7.69)
where Hx, Hu and Hv are the measurement model Jacobians, P (k) is the current co-
variance matrix for the lter, R(k) is the current measurement noise covariance matrix
and P(k) is the current attitude covariance matrix. The individual pixel measurements
are only fused into the lter if the NIS value is less then the critical threshold value for
a 2 distribution of 2 degrees of freedom with a condence value of c. The threshold
value can be found from Table 3.3. So valid measurements follow the condition:
^2(k) < 2(2; 1  c) (7.70)
7.8 Horizon Mapping Only EKF Results
The horizon mapping only lter was run on the recorded ight sequence used in Sec-
tion 5.6 to evaluate the innite horizon line model. The attitude estimates were taken
directly from the SPAN system. The usefulness of the horizon mapping lter can be
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seen in the captured example frames shown in Figure 7.8. The solid red line shows
the estimated horizon projected into the measurement space, the dashed red line rep-
resents the 2 error bounds for the ltered horizon and the solid green line shows the
raw horizon interface measurements from the horizon detection process. The mapping
and ltering process adds an additional level of robustness to the detected horizon
interface, allowing the erroneous pixel measurements (seen the example image) to be
ignored. The ltered horizon prole can also increase the robustness of the horizon
detection process by providing a priori for use in the detection stage as discussed in
Section 4.6. Figure 7.9 shows the adaptive process which allows the horizon prole
to update itself (via the covariance ination process) if it initially converges on an
incorrect prole. This is an example of the process outlined in Figure 7.7.
Figure 7.8: Horizon Mapping Only Example Frame
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Figure 7.9: Horizon Mapping Only Renement Example
7.9 Summary
Removing the at horizon prole assumptions and allowing the horizon prole to take
on a general shape, allows for an increase in attitude determination accuracy. At low
altitudes, the biasing eects that the terrain shape can cause, can be removed and in
fact used to tightly constrain the full attitude triplet of the aircraft.
The horizon mapping and attitude determination lter presented is able to simul-
taneously map the horizon prole while it uses the prole for attitude determination.
Simulation results showed a high level of accuracy. However, this lter cannot work
with changing horizon proles, which limits the operation range.
The lter was converted to a horizon mapping only implementation. This allowed
it to work with dynamic horizon proles. The mapping only lter allows the estimated
horizon prole to be used to increase the accuracy and robustness of the horizon detec-
tion method and it can act as a pre-lter, increasing the robustness of any additional
processes that require the detected horizon prole.
The assumption that the horizon prole has a unknown general shape for attitude
determination produces an unobservable system. An attitude determination method
with the accuracy advantages of allowing a general horizon prole shape without the
limitations, is wanted. This motivates using terrain information to provide a priori
horizon prole information for attitude determination. This is investigated in the next
chapter.
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Chapter 8
Terrain-Aided Horizon Attitude
Determination and Localisation
8.1 Introduction
Chapter 7 investigated VHAD in situations when the horizon prole was allowed to take
a general shape which is not known prior. This method had complications. This leads
onto the investigation of using terrain information to provide a priori horizon prole
information to increase the attitude determination accuracy. Terrain can dramatically
reduce the reliability and accuracy of visual horizon attitude measurements when a
horizon line or horizon plane model is used. These terrain eects are mostly a problem
at low altitudes when the local terrain around the aircraft obscures the distant horizon.
However, instead of ignoring the terrain by assuming a planar horizon, the terrain
shape itself provides very strong attitude information including yaw information which
is unobservable from a at horizon. Using the observed horizon prole and matching
the shape to a terrain map turns this nominally reduced reliability measurement into
a potentially very accurate attitude measurement that constrains the complete Euler
angle attitude triplet. Additionally, the shape of the terrain can also provide positional
information, constraining the overall location of the aircraft.
Visual terrain-aided horizon attitude determination methods such as [40, 41, 46]
rely on rendering the terrain map to obtain the current estimated horizon prole in the
camera frame, every time there is a change in the attitude or viewpoint position. This
rendering process is computationally expensive, as there could be millions of terrain
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data points to process, which could easily take a few seconds. This is not a viable
attitude measurement rate for an aircraft due to the high frequency modes of motion.
In [46], a GPU was used to help decrease the execution time, however this did not
reduce the number of processing operations required and access to ight systems with
a GPU hardware is limited. A computationally ecient and fast method of estimating
the horizon prole is required rather than the method of rendering the complete terrain
map every update. The typical frame rates for a camera is between 15 Hz and 30 Hz;
so a terrain-aided method which can operate at this rate is desired.
This chapter develops the necessary work for an ecient terrain-aided horizon at-
titude determination process along with a terrain-aided horizon localisation process.
The layout of this chapter is as follows:
Section 8.2 describes the typical data representation used for digital terrain maps.
Section 8.3 uses the digital terrain map representation described in Section 8.2, to
develop a terrain-aided horizon model. The horizon model describes the horizon
prole for a particular viewpoint location. A transformation method is devel-
oped that allows the horizon prole generated at particular viewpoint position to
be transformed with reasonable accuracy, to the estimated horizon prole for a
nearby position. This transformation method allows ecient terrain-aided hori-
zon prole generation and is used as a basis for the attitude determination and
localisation processes developed in the following sections.
Section 8.4 develops a complete terrain-aided horizon attitude determination process
which can accurately constrain the complete attitude of the aircraft.
Section 8.5 presents simulation and test ight sequence results for the terrain-aided
horizon attitude determination process.
Section 8.6 develops a non-linear terrain-aided EKF measurement model that is able
to constrain the complete attitude and location of the aircraft.
Section 8.7 presents simulation results for the terrain-aided horizon navigation lter.
Section 8.8 contains the summary of this chapter.
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8.2 Digital Terrain Maps
To be able to use terrain information in a terrain-aided method, a way of digitally
representing terrain information is required. Digital terrain maps consist of equally
spaced, gridded data points that represent the terrain or surface elevation at each point.
Digital terrain information is readily available for the entire globe in dierent formats
and resolutions. The main three le formats used are the USGS DEM (United States
Geological Survey Digital Elevation Model) [143] format, the DTED (Digital Terrain
Elevation Data) format [144] and the SRTM (Shuttle Radar Topography Mission) [145]
digital topography format.
8.2.1 SRTM Data Format
A high resolution terrain data set is freely available from the Shuttle Radar Topography
Mission. The le format is similar to the DTED format, with two dierent resolutions
possible. Each le contains elevation data for a 1 by 1 latitude/longitude region with
a grid spacing of 3 arc-seconds ( 90 m) or 1 arc-second ( 30 m) resolution.
The elevation data for the 1 by 1 world region is stored in a row-major matrix
of size 3601  3601 for the 1 arc-second resolution or a size of 1201  1201 for the 3
arc-second resolution. The origin point for the region is the lower left hand corner. The
structure of the elevation grid can be seen in Figure 8.1.
Data Order
(φ0, λ0)
Origin
(φ0, λ0+1°)
(φ0+1°, λ0+1°)First 
Data Point
Δ
Δ
1 2 3 4 1201 / 3601
Figure 8.1: SRTM Data Format
For the terrain data to be useful, the corresponding 'j and j coordinates for
each elevation point hj need to be calculated using the simple row-major matrix index
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formula:
'j = ('0 + 1
) 

1
1201  1

j   1
1201

(8.1)
j = 0 +

1
1201  1

(j   1)  1201

j   1
1201

(8.2)
where j is the linear data index j 2 f1; : : : ; 12012g and bxc represents the oor function.
The value 1201 can be replaced by 3601 for when 1 arc-second resolution data is used.
The elevation at each location can be extracted from the data set and converted to a
LLA position vector P gj = ['j ; j ; hj ]
T . The complete terrain data set is converted into
a terrain point set PgSRTM which is formed by:
PgSRTM = fP g1;P g2; : : : ;P gntg (8.3)
where nt is the number of terrain data points. Multiple terrain point sets from other
SRTM regions can be joined together if a larger area is required or subregions can be
extracted if the whole set is unnecessary.
The accuracy of SRTM data is 2h = 32 m
2 for elevation errors and 2l = 66 m
2
for geo-location errors [145] which is expressed in the navigational frame Fn rather
than the geodetic frame Fg. So the terrain point uncertainty can be expressed as
PTerrain = diag(
2
l ; 
2
l ; 
2
h).
8.3 Terrain-Aided Horizon Model
This section develops a terrain-aided horizon model. A number of areas need to be
investigated to be able to use terrain data in a horizon driven process. Firstly, a point
representation1 of the horizon prole is dened in Subsection 8.3.1. The process of
generating a horizon prole for a particular viewpoint from a terrain map is described
in Subsection 8.3.2. An ecient process of transforming the horizon prole from one
viewpoint to another is developed in Subsection 8.3.3 and a method of calculating the
derivatives of this process is outlined in Subsection 8.3.4. Lastly, the derivatives are
used to estimate the uncertainty in the transformed horizon prole in Subsection 8.3.5.
1A number of dierent representation (such as B-Splines) could be used. However, a point prole
is the most ecient when transformations are needed to be applied.
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8.3.1 Horizon Prole Point Representation
Let the horizon prole HpjP 0 evaluated about a specic viewpoint P 0 be parameterised
intom ordered equally spaced bearing data points  hi such that  h1 <  h2 <    <  hm
with ( hi+1   hi =  h). The data spans the complete 360 horizon prole such that
 h1 =  180 and  hm = 180   h. Each data point contains [ hi ; hi ; Rhi ]T where
hi and Rhi are the horizon pitch and range for the corresponding  hi bearing in the
navigation frame Fn. This horizon prole ordered point set Hp can be described as:
Hp =
266664
 180  180 + h : : : 180   h
h1 h2 : : : hm
Rh1 Rh2 : : : Rhm
377775 (8.4)
A linear interpolating function can be used on this ordered point set to describe the
horizon prole for any particular bearing  h, such that:264 h
Rh
375 = Hp( h) (8.5)
with 264 h
Rh
375 =
264 hi
Rhi
375+ 1
 h
264 hi+1   hi
Rhi+1  Rhi
375 ( h    hi) (8.6)
where  hi <  h <  hi+1 . When only a single component is required from the data set
(e.g. h), the horizon prole function can be written as h = Hp(h)
( h).
8.3.2 Horizon Prole Generation
The horizon prole HpjP 0 for a specic viewpoint P 0 can be generated from a terrain
map of the surrounding area. Let the reference view position be P g0 = ['0; 0; h0]
T
where ('0; 0; h0) represents the view origin latitude, longitude and altitude respec-
tively. Terrain data is stored in the terrain data set PgSRTM which consists of nt terrain
points in geodetic frame coordinates Fg.
The rst step in the generation process is to convert the geodetic LLA coordinates
Fg of the viewpoint location P g0 and terrain map data points PgSRTM into the ECEF
coordinate system Fe by using Equation (3.11). The terrain data set PeSRTM in the
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ECEF frame Fe can then be expressed as a relative terrain data set PnSRTM in the
navigational frame Fn using:
PnSRTM = fP n1 ;P n2 ; : : : ;P nntg (8.7)
P ni = Rne (P
e
i   P e0) (8.8)
where P ei 2 PeSRTM and Rne is the ECEF frame Fe to the navigational frame Fn
transformation matrix evaluated for the specic P g0 view location using Equation (3.14).
The transformed relative terrain data set PnSRTM can be converted to a horizon polar
representation PhSRTM using:
PhSRTM = fP h1 ;P h2 ; : : : ;P hntg (8.9)
P hi = [ hi ; hi ; Rhi ]
T (8.10)
 hi = arctan
 
P ni(2)
P ni(1)
!
(8.11)
Rhi =
q
(P ni(1))
2 + (P ni(2))
2 (8.12)
hi =   arctan
 
P ni(3)
Rhi
!
(8.13)
where P ni 2 PnSRTM.
Next, the terrain around the viewpoint can be separated intom discrete bearing bins
sets B j where j 2 f1; 2; : : : ;mg so that the corresponding heading for each bearing
set is given by  j =  180+ h(j 1) with  h = 360m being the xed spacing. The
distribution of the bearing bins follows the denition described in Section 8.3.1. Each
horizon point is grouped into one of the bearing bins as shown in Figure 8.2, so that
the sets are described by:
B j =

P hi 2 PhSRTM : j j    hi j 
 h
2

(8.14)
Each set B j then contains the terrain prole along its specic bearing  j , an example
prole is shown in Figure 8.3. The maximum terrain pitch hj for each bearing bin B j
can be found, such that:
hj  hi 8 fP hi ; P hj g 2 B j (8.15)
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The maximum terrain pitch and its corresponding range value can be extracted from
each bearing set and combined together to form the horizon prole HpjP 0 as described
in 8.3.1.
Pi
Terrain Point
P0
View Point
ψj Bearing
ΔψhBearing Bins
Set Bψj
Figure 8.2: Horizon Prole Generation using Discrete Bearing Bins
Rhi
θhiθhj
Pi
Max Pitch
Figure 8.3: Terrain Pitch along Bearing Bin P hi 2 B j
8.3.3 Horizon Prole Transformation Methods
The horizon prole HpjP 0 consists of m ordered horizon data points, each of which
denes a line of sight vector with a bearing  h, pitch h and range Rh from the current
viewpoint position P 0. A transformation method that can transform the horizon prole
from the viewpoint position P 0 to another close by viewpoint P position is desired.
A transformation method is desired for two main reasons: a) it is computationally
more ecient than regenerating the horizon prole from the terrain data set for the
viewpoint position P and b) it allows for direct evaluation of the positional derivatives
of the horizon prole, which can be used in an EKF for localisation. Two dierent
transformation processes are investigated in this subsection, the rst is a method that
treats each horizon point individually and the second method treats the whole horizon
as a polygon.
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Horizon Point Transformation Method
A naive (but fast) transformation method would treat each of the horizon prole sample
points in the horizon prole HpjP 0 separately, transforming each of them with positional
changes one at a time to form the transformed prole HpjP for the new viewpoint
position P .
Let the current horizon prole HpjP 0 be evaluated for the view location P n0 in the
navigational frame Fn. The view point location is to be shifted to P n = P n0 + P n
where P n = [x;y;z]T which is expressed in the navigational frame Fn. Let a
sample point from any horizon prole Hp be expressed as Hpi = P
h
i = [ hi ; hi ; Rhi ]
T .
The relative position of the horizon point Hpi to the viewpoint position P
n
0 in the
navigational frame Fn can be expressed as P ni jP 0 which can be calculated from:
P ni jP 0 =
266664
Rhi cos hi
Rhi sin hi
 Rhi tan hi
377775 (8.16)
The shift in viewpoint location can be taken into account and the new relative horizon
prole point can be calculated from:
P ni jP = P ni jP 0  P n (8.17)
such that:
P ni jP =
266664
Rhi cos hi  x
Rhi sin hi  y
 (Rhi tan hi +z)
377775 (8.18)
Converting the relative horizon point back into polar coordinates yields:
~Rhi =
q
(Rhi cos hi  x)2 + (Rhi sin hi  y)2 (8.19)
~ hi = arctan

Rhi sin hi  y
Rhi cos hi  x

(8.20)
~hi = arctan
 
Rhi tan hi +z
~Rhi
!
(8.21)
so the corresponding transformed horizon prole sample point is Hpi jP = [ ~ hi ; ~hi ; ~Rhi ]T .
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The transformation geometry can be seen in Figure 8.4. Once the transformation has
been applied to all the horizon prole sample points i 2 f1; : : : ;mg where m is the
number of points, the prole HpjP needs to be re-sorted with respect to  h and then
re-sampled with linear interpolation to ensure the same  h distribution of the original
prole HpjP 0 such that  hi = ~ hi .
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Figure 8.4: Horizon Point Viewpoint Transformation
This naive transformation method has shortcomings which become apparent when
the horizon prole sample points change sample position order. Consider the example
shown in Figure 8.5. When viewpoint 1 is shifted to viewpoint 2, the horizon points
closest to viewpoint 1 move more than the distant horizon points. This can cause the
horizon sample points to change order and overlap. When the line of sight vectors
overlap, occlusions may happen, however this is ignored as all the points are treated
individually.
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Figure 8.5: Horizon Prole Point Transformation Method Errors
Horizon Polygon Transformation Method
The shortcomings of the horizon point transformation method produces the need to
treat the horizon prole as a whole rather than individual points. It can be seen in the
example terrain map in Figure 8.6, that each pair of horizon points forms an edge; the
complete horizon prole describes a 3D closed polygon in which each sample point is
initially visible from the origin. If the origin of this polygon is shifted, then there is not
necessarily a direct line of sight between the new origin and all of the horizon points.
The edges of the polygon can cause occlusions to block the line of sight vectors. This
is not taken into account in the naive method as seen in the example Figure 8.5. The
edges in the horizon polygon can be classied into two types; visible and non-visible with
respect to the generation point. Along a visible edge, strong horizon prole information
can be inferred, however along a non-visible edge, no horizon prole information can be
inferred by the transformation method. The denition of a non-visible edge is when:
@R@ 
!1 (8.22)
The horizon polygon shown in Figure 8.6 has visible edges marked in green and
non-visible edges marked in red.
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Figure 8.6: Horizon Polygon with Visible (Green) and Non-Visible (Red) Edges
The transformation process for the horizon polygon method is to cast rays out from
the new origin location at the required bearings and to calculate the intersection with
the horizon polygon to obtain the (h; Rh) values for that particular bearing. The
sample rays must not cross over the edges and every intersection with a non-visible
edge needs to be agged as unreliable information. Treating the horizon as a polygon
instead of individual points allows for correct handling of occlusions and removes the
need for re-sampling the bearing distribution after the transformation.
Let the current horizon prole HpjP 0 be evaluated for the view location P n0 in the
navigational frame Fn. The view point location is to be shifted to P n = P n0 + P n
where P n = [x;y;z]T expressed in the navigational frame Fn. Let a sample
point from any horizon prole Hp be expressed as Hpi = P
h
i = [ hi ; hi ; Rhi ]
T .
A point P hi

P 0
from the original horizon prole HpjP 0 can be transformed to the
navigational frame Fn and shifted by P n to form a shifted horizon point P ni jP using:
P ni jP =
266664
Rhi cos hi  x
Rhi sin hi  y
 (Rhi tan hi +z)
377775 (8.23)
The transformation geometry can once again be seen in Figure 8.4. A number of horizon
polygon edge sets Ej jP can be formed from the shifted horizon points to describe the
complete transformed horizon polygon using:
Ej jP =
n
P nj

P
; P nj+1

P
o
(8.24)
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where j 2 f1; : : : ;mg with m being the total number of horizon points and the horizon
polygon is closed so that P nm+1

P
= P n1 jP .
Consider the single edge Ej shown in Figure 8.7. The edge line segment Le and
view ray Lr form two lines and the intersection between the two P int can be found.
This ray tracing approach allows the shifted horizon polygon to be re-sampled to form
the transformed horizon prole. The two lines have the equations:
Le = P 1 + t2 (P 2   P 1) (8.25)
Lr = t1
264 cos 
sin 
375 (8.26)
and the intersection of the two lines Le = Lr can be found, resulting in the equations:
t1 =
 P 1(2)P 12(1) + P 1(1)P 12(2)
P 12(2) cos  P 12(1) sin 
(8.27)
t2 =
P 1(1) sin   P 1(2) cos 
P 12(2) cos  P 12(1) sin 
(8.28)
where P 12 = P 2   P 1 and the conditions of t1 > 0 and 0  t2 < 1 must be satised
for an intersection to occur.
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2{ P   , P  } ∈ E1 j
Figure 8.7: Horizon Polygon Edge-Ray Intercept
Testing every required bearing ray  hi with every edge Ej where (i; j) 2 f1; : : : ;mg
is faster than generating the horizon prole from the terrain map; however, this ray
tracing process is still inecient. A single pass method can be developed based upon
knowing the required bearing distribution. The end points of the edge segment dene
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the angular bounds  1   <  2 of the segment; the segment only needs to be processed
if/when the current sample ray falls into this bearing range. Using this ray tracing
method, the shifted horizon polygon can be converted back into a horizon prole HpjP
using Algorithm 4.
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Algorithm 4: Horizon Prole Generation From Horizon Polygon
Data: Horizon polygon edge data set E with the new view location at the origin.
Result: Horizon prole Hp evaluated for the new view location with a prole
bearing spacing of  h =
360
m .
begin
for j = 1! (m+ 1) do
Obtain end point of edge segment Ej using:
P 1 = Ej ! P 1
P 2 = Ej ! P 2
Calculate the bearing of end points of the edge using:
 1 = arctan

P 1(2)
P 1(1)

 2 = arctan

P 2(2)
P 2(1)

Calculate the bearing indices using:
I 1 = b( 1 + 180)=( h)c
I 2 = b( 2 + 180)=( h)c
Correct indices for bearing discontinuity:
if j 2    1j  180 then
Imin = max(I 1 ; I 2) m
Imax = min(I 1 ; I 2) + 1
else
Imin = min(I 1 ; I 2)
Imax = max(I 1 ; I 2) + 1
For each sample bearing within angular segment limits
for k = Imin ! Imax do
Calculate current sample bearing:
k = k (mod m)
 = k h   180
Calculate bearing ray/edge segment intercept:
P 12 = P 2   P 1
t1 =
 P 1(2)P 12(1)+P 1(1)P 12(2)
P 12(2) cos  P 12(1) sin 
t2 =
P 1(1) sin  P 1(2) cos 
P 12(2) cos  P 12(1) sin 
Check for interception:
if t1 > 0 and 0  t2 < 1 then
Calculate h and Rh values for sample bearing  :
Rh = t1
h =   arctan
 
P 1(3)+t2P 12(3)

Rh
!
Update horizon prole Hpk if necessary:
if h > hk then
hk = h
Rhk = Rh
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Horizon Prole Transformation Method Comparison
The advantages of the horizon polygon transformation method over the horizon point
transformation method can be seen in the example below. Figure 8.8 shows two dier-
ent horizon polygons for two dierent viewpoint positions. The corresponding horizon
proles are shown in Figure 8.9. The two dierent transformation methods are applied
and are shown in Figure 8.10. The two dierent transformation methods are used to
transform the horizon prole from Position 1 (Red) to Position 2 (Blue) with the trans-
formation result shown in Green. The horizon polygon method produces a smooth 1D
prole, while the point transformation method has many occlusion problems near the
base of the prole. The transformations can only use the information that is available
at Position 1, so neither method can correctly account for new features entering the
prole. The transformation position displacement used in this example is very large to
highlight the dierences in the results from the dierent methods. Smaller positional
changes do not incur an error as large.
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Figure 8.8: Example Horizon Polygons
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Figure 8.9: Example Horizon Proles
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8.3.4 Horizon Prole Transformation Positional Derivatives
The localisation processes that are developed later on in this chapter use the horizon
polygon transformation method. These processes require the evaluation of the horizon
prole positional derivatives. Calculating the positional derivatives of the transforma-
tion process has an added complication; that the horizon polygon intercept positions
(t1; t2) change with origin displacements and cannot be considered xed, rather it is the
bearing that is xed. If the horizon intercept point is treated as a xed point such that
the bearing changes, the positional derivatives will be an inaccurate representation of
the horizon dynamics.
Equations (8.27) and (8.28) assume that the origin location is xed at zero and as
such, it is not possible to evaluate the partial derivatives with respect to the origin
location. The equations can be modied to include the origin location P 0, so that the
equations become:
t1 =
P 12(1)P 10(2)  P 12(2)P 10(1)
P 12(2)

cos   P 0(1)

 P 12(1)

sin   P 0(2)
 (8.29)
t2 =

cos   P 0(1)

P 10(2)  

sin   P 0(2)

P 10(1)
P 12(2)

cos   P 0(1)

 P 12(1)

sin   P 0(2)
 (8.30)
where P 0 is the origin location, where P 1 and P 2 are the end points of the horizon
polygon edge, where  is the bearing of the intercept ray, and where P ij = P j  P i.
The partial derivatives of these equations can be evaluated with respect to the origin
location to give:
@t1
@P 0(1)
=
 P 12(2)
cos P 12(2)   sin P 12(1)
(8.31)
@t1
@P 0(2)
=
P 12(1)
cos P 12(2)   sin P 12(1)
(8.32)
@t2
@P 0(1)
=
  sin 
cos P 12(2)   sin P 12(1)
(8.33)
@t2
@P 0(2)
=
cos 
cos P 12(2)   sin P 12(1)
(8.34)
In the horizon polygon ray tracing process, the intercept point is converted into an
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horizon pitch using the equation:
h =   arctan

P 1(3) + t2P 12(3)
t1

(8.35)
Evaluating the partial derivatives of h allows the partial derivatives with respect to
viewpoint position P 0 to be calculated. These partial derivatives are:
@h
@P 0(1)
=
@h
@t1
@t1
@P 0(1)
+
@h
@t2
@t2
@P 0(1)
(8.36)
@h
@P 0(2)
=
@h
@t1
@t1
@P 0(2)
+
@h
@t2
@t2
@P 0(2)
(8.37)
@h
@P 0(3)
=   @h
@P 1(3)
(8.38)
@h
@P 0

prole
=
"
@h
@P 0(1)
;
@h
@P 0(2)
;
@h
@P 0(3)
#
(8.39)
where
@h
@t1
=
P 1(3) + t2P 12(3)h
P 1(3) + t2P 12(3)
i2
+ t21
(8.40)
@h
@t2
=
 P 12(3)
1
t1
h
P 1(3) + t2P 12(3)
i2
+ t1
(8.41)
@h
@P 1(3)
=
 1
1
t1
h
P 1(3) + t2P 12(3)
i2
+ t1
(8.42)
These developed partial derivatives are used in the Jacobians of the terrain-aided
localisation EKF developed in Section 8.6.
8.3.5 Horizon Prole Uncertainty
The uncertainty of the horizon prole Hp can be estimated from the base terrain map
uncertainty PnTerrain and the viewpoint position P
n
Position uncertainty. Both of these
uncertainties are in the navigational frame Fn so they need to be transformed to the
horizon prole representation Fh before they can be used.
The base terrain map uncertainty PnTerrain comes from the elevation uncertainty 
2
h
and the geo-location uncertainty 2l , both of which come from the base STRM data
set described in Section 8.2. The terrain map uncertainty in the navigational frame for
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any terrain point is then:
PnTerrain = diag
 
2l ; 
2
l ; 
2
h

(8.43)
The viewpoint position uncertainty PnPosition in the navigational frame Fn is simplify
the covariance matrix for the view position.
The total horizon prole uncertainty in the navigational frame Fn is simply the sum
of both uncertainties:
PnProle = P
n
Terrain + P
n
Position (8.44)
and it is constant for the whole terrain data set and hence prole in the navigational
frame Fn.
To transform these navigational frame Fn uncertainties to the horizon prole po-
lar representation Fh, they need to be transformed using the Jacobian matrix of the
navigational frame Fn to horizon prole Fh transformation process. A point in the
navigational frame Fn can be represented in the horizon prole Fh using:
P h =
266664
 h
h
Rh
377775 =
2666664
arctan

Pn(2)
Pn(1)

  arctan

Pn(3)
Rh
r
P n(1)
2
+

P n(2)
2
3777775
The Jacobian matrix @P
h
@Pn

prole
for this transformation process can be calculated by:
@P h
@P n

prole
=
266664
  sin h
Rh
cos h
Rh
0
  cos h cos h sin h
Rh
  sin h cos h sin h
Rh
  cos 2h
Rh
cos h sin h 0
377775 (8.45)
The uncertainty in the navigational frame PnProle is constant for the whole terrain
map, however this Jacobian varies with the horizon prole evaluation position. This
means that the uncertainty in the horizon prole P hProle will vary, overall the prole
uncertainty in the horizon frame Fh will be scaled by the horizon range. The horizon
prole uncertainty P hProlei corresponding to the horizon point P
h
i can be calculated
using:
P hProlei =
 
@P h
@P n

prole
!
i
PnProle
 
@P h
@P n

prole
!T
i
(8.46)
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This relationship is used in the terrain-aided attitude determination process developed
in Section 8.4 to calculate the uncertainty of the terrain-aided attitude measurement.
8.4 Terrain-Aided Attitude Determination
This section develops a computationally ecient method for visual terrain-aided hori-
zon attitude determination. Computational eciency comes from the method used to
generate the horizon prole for the current view position from the terrain database.
This is done by using pre-computed reference horizon proles and then transforming
the nearest reference prole to the required view position. Since the reference proles
can be pre-computed, this dramatically decreases the computational burden; only a
few hundred prole points need to be transformed rather than the whole terrain map,
which could consist of millions of terrain points. Once the current horizon prole has
been computed, the current detected horizon is aligned to the horizon prole using
a non-linear Least Squares minimisation algorithm to estimate the current attitude
measurement. The attitude measurement uncertainty is deterministically calculated
and fault detection checks are carried out to check the reliability of the measurement.
The method developed in this section allows multiple cameras to be used directly in
the same framework to generate the current attitude measurement. This dramatically
increases the accuracy due to the increased eld of view (as observed with the horizon
plane method in Chapter 6).
Attitude Determination Procedure
The complete terrain-aided attitude determination procedure used to generate an atti-
tude measurement is outlined below:
1. (Oine) First, reference horizon proles are pre-computed o-line for a series
of reference positions which make a 3D cube above the terrain. The reference
positions have a set ' and  position spacing, as well as a set h altitude
spacing. The reference proles can be computed using the method developed in
Subsection 8.3.2.
2. The rst step in the on-line algorithm is to select the closest reference horizon
prole based upon the distance between the current estimated aircraft position
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and the reference prole position as explained in Subsection 8.4.1.
3. Next, the selected reference horizon prole is transformed to the current esti-
mated position using the horizon polygon transformation method developed in
Subsection 8.3.3.
4. The horizon detection algorithm developed in Chapter 4 is run on the current
images from all the cameras and the detected horizon interface image pixels pi =
[ui; vi]
T are extracted, where i 2 f1; 2; :::; npg and np is the total number of
detected horizon pixels.
5. The minimisation procedure described in Subsection 8.4.2 is run to align the
detected horizon image pixels p to the transformed horizon prole HpjP using
the current attitude estimate as the initial condition ~
(0)
. The converged attitude
solution ~
(f)
from this minimisation process becomes the terrain-aided attitude
measurement.
6. Fault detection checks are then carried out to validate the measurement and the
estimated attitude measurement uncertainty is calculated. The measurement ~
and its corresponding uncertainty PAttitude then can be passed to the EKF so that
it can be fused.
7. This whole on-line procedure (steps 2-7) is then re-run for the next set of image
frames in a recursive process.
8.4.1 Position Based Horizon Prole Selection
Reference horizon proles in a 3D cube above the terrain map are pre-computed o-
line using the generation method developed in Subsection 8.3.2. The reference prole
positions P g0;j are generated at set a ' and  position spacing, as well as at a set h
altitude spacing. The complete horizon prole reference set has nref reference proles
such that j 2 f1; : : : ; nrefg each containing the reference position P g0;j and reference
horizon prole HpjP 0;j .
Let ~P
g
be the current position estimate of the platform. The closest reference
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prole position index jmin is found from:
min
j
 ~P e   P e0;j (8.47)
where ~P
e
and P e0;j are the position vectors in the ECEF frame Fe which can be
found from their corresponding geodetic frame Fg counterparts using Equation (3.11).
The reference horizon prole HpjP 0 and position P 0 to be used in the transformation
method are selected from the horizon prole reference set using jmin, such that:
P 0 = P 0;jmin (8.48)
HpjP 0 = HpjP 0;jmin (8.49)
The delta position vector P n for the horizon prole transformation process can be
calculated from:
P n = Rne

~P
e   P e0

(8.50)
where Rne is the ECEF frame Fe to navigational frame Fn rotation matrix evaluated
for P g0 given in Equation (3.14). The horizon prole transformation process described
in Subsection 8.3.3 is then carried out to nd HpjP using P and HpjP 0 :
HpjP = f

HpjP 0 ;P n

(8.51)
8.4.2 Terrain-Aided Horizon Fitting
The horizon prole can be used in an optimisation process to estimate the attitude of
the aircraft in a process similar to that as the one used in the general horizon plane
tting method. The observed horizon in the image frame Fimage is transformed using
the attitude estimate to be optimised, into the navigational frame Fn and subsequently
the horizon pitch between the observed horizon and terrain-aided horizon prole is
minimised.
The problem can be expressed as a non-linear Least Squares minimisation problem
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where the cost function J can be expressed as:
J( ~) =
npX
i=1
Ji( ~;pi)
2 (8.52)
Ji( ~;pi) = p
 1
(h)
( ~;pi)  Hp(h)

P

p 1( h)(
~;pi)

(8.53)
where HpjP is the estimated horizon prole for the current view position P , where
~ = [; ;  ]T are the attitude Euler angles which is the state to be minimised,
wherepi = [ui; vi]
T is the ith horizon pixel, where p 1( h)(;p) is the inverse horizon
mapping yaw function given by Equation (7.16), and where Hp(h)
( h) is the hori-
zon pitch evaluated from the horizon prole for that particular horizon bearing. The
minimisation process operates on the complete set of np detected horizon image pix-
els i 2 f1; 2; : : : ; npg. The function can be minimised using the standard Levenberg-
Marquardt algorithm described in Section 3.5 with the initial condition ~
(0)
being the
current attitude estimate from an EKF. The nal optimum ~
(f)
is then the current
attitude measurement which can be used in the update stage of an EKF.
The view distance is assumed to be innite, so that the distant terrain can be
detected in the horizon prole. However in usual operation, the distant horizon is
washed-out and undetectable. This causes a model mismatch between the detected
horizon and the terrain-aided horizon. This degrades the solution of the minimisation
process. The cost function can be modied to help minimise these errors by including
an M-estimator weighting. Equation (8.52) then becomes:
J( ~) =
npX
i=1
w

Ji( ~;pi)

Ji( ~;pi)
2 (8.54)
where the weighting function w(Ji) can be selected from the M-estimator functions
shown in Table 3.2.
8.4.3 Attitude Uncertainty Estimation
As described in Section 3.5, the nal uncertainty of the attitude measurement can be
estimated from the nal Jacobian of the non-linear Least Squares problem. Let A be
the nal Jacobian of the unweighted cost function J with respect to ~ and let r be
the nal residual vector of the unweighted cost function. The sources of uncertainty
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considered are the horizon tting uncertainty PFitting, the horizon prole uncertainty
PHorizon, the horizon detection uncertainty PDetection and the camera calibration PCamera
uncertainty. The total uncertainty then can be written as:
PAttitude = PFitting + PDetection + PHorizon + PCamera (8.55)
where each component is expressed as an attitude uncertainty.
Fitting Uncertainty
The horizon tting uncertainty PFitting is again estimated from the residual variance
using Equation (3.73) so that:
PFitting =
rTr
np   3(A
TA) 1 (8.56)
This residual variance increases when their is a miss-match between the observed hori-
zon (which could be limited due to the view distance) and the terrain map. This helps
to de-weight the solution accuracy when the horizon (observed or terrain model) is
erroneous.
Horizon Detection Uncertainty
Correct handling of the horizon detection uncertainty in pi involves estimating the
sensitivity of the cost function J with respect to pi and propagating that result through
the Least Squares solution. Using the Least Squares solution, this operation is:
PDetection = 
2
vA
yAvATv (A
y)T (8.57)
where 2v is the horizon detection uncertainty from the horizon detection algorithm and
Av is the Jacobian of the cost function with respect to the p pixel locations.
Av =
@J
@p

(x;p)
(8.58)
which can be evaluated numerically.
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Horizon Prole Uncertainty
The uncertainty in the horizon prole can be calculated using derivations in Subsec-
tion 8.3.5, which states that the uncertainty in the horizon prole is due to the base
terrain map uncertainty PnTerrain and the transformation position uncertainty P
n
Position.
Each horizon pitch value from the horizon map can be considered independent so that
the horizon prole uncertainty for each pixel measurement can be calculated using:
2h;i =

@h
@P n

i
(PnTerrain + P
n
Position)

@h
@P n
T
i
(8.59)
where @h@Pn can be found from Equation (8.45) evaluated at Hp

p 1( h)

~
(f)
;pi

. The
horizon prole uncertainty for the complete observed prole is then:
PProle = diag

2h;1 ; : : : ; 
2
h;np

(8.60)
which can be transformed to the attitude uncertainty using:
PHorizon =
 
ATP 1ProleA
 1
(8.61)
Camera Calibration Uncertainty
The attitude uncertainty PCamera due to camera calibration uncertainty can be calcu-
lated in the same way as the general horizon plane; so the uncertainty is:
PCamera = A
yAKPKATK(A
y)T (8.62)
where
PK = diag(
2
; 
2
; 
2
u0 ; 
2
v0) (8.63)
AK =
@J
@(; ; u0; v0)

(x;p)
(8.64)
which can be evaluated numerically.
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Total Uncertainty
The total uncertainty then can be written as:
PAttitude = PFitting + PDetection + PHorizon + PCamera (8.65)
which can be written using the information derived above as:
PAttitude =
rTr
np   3(A
TA) 1| {z }
Fitting
+2vA
yAvATv (A
y)T| {z }
Horizon Detection
+(ATP 1ProleA)
 1| {z }
Horizon Prole
+AyAKPKATK(A
y)T| {z }
Camera
(8.66)
where
Av =
@J
@p

(x;p)
(8.67)
AK =
@J
@(; ; u0; v0)

(x;p)
(8.68)
2h;i =

@h
@P n

i
(PnTerrain + P
n
Position)

@h
@P n
T
i
(8.69)
PProle = diag

2h;1 ; : : : ; 
2
h;np

(8.70)
PnTerrain = diag
 
2l ; 
2
l ; 
2
h

(8.71)
PnPosition = diag
 
2x; 
2
y ; 
2
z

(8.72)
PK = diag(
2
; 
2
; 
2
u0 ; 
2
v0) (8.73)
8.4.4 Fault Detection
A number of fault detection checks can be carried out before and during the minimisa-
tion process to help improve the accuracy of the solution; these fault detection checks
are:
1. Non-Visible Horizon Prole Edge Removal
2. Sun Position Test
3. FOV Check
After the minimisation process, additional fault detection checks can be applied to
verify the validity of the terrain-aided horizon t and the validity of the nal attitude
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measurement. The fault detection techniques which fall into this post minimisation
category are:
1. Goodness of Fit Test
2. Flat Horizon Condition Test
3. EKF Attitude Innovation Test
4. EKF Attitude Innovation Covariance Test
Non-Visible Horizon Prole Edge
During the minimisation process, any pixel measurements which map to a non-visible
(relative to the horizon prole generation position, not the current view position) hori-
zon prole edge should be removed from the solution. Non-visible horizon prole edges
are explained in Subsection 8.3.3. Any prole information from a non-visible edge is
unreliable so that it should not be used. So the individual cost functions Ji where
i 2 f1; : : : ; npg with

@Rh
@ h

i
!1 should be ignored from the total cost function J or
have their weights set to zero.
Sun Position and FOV Checks
Sun position and attitude FOV checks as described in Section 6.4 can be applied to
each camera without any modications.
Goodness of Fit
The nal converged solution of the minimisation process should be tested to check
whether the observed horizon prole and the terrain-aided horizon prole match up in
the image frame. The NIS of the t residual can be calculated and evaluated as the
goodness of t criteria. The NIS can be calculated using:
^2 = rT (PProle +AKPKA
T
K + 
2
vAvA
T
v )
 1r (8.74)
where r is the nal t residual vector and the uncertainty components are for the
horizon prole, horizon detection and camera calibration which are calculated in Sec-
tion 8.4.3. The NIS ^2 should follow a 2 distribution with np degrees of freedom, so
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a threshold condition of:
^2 < 2(np; 1  c) (8.75)
can be used to check for a valid t with a condence level of c. The threshold value
can be found from Table 3.3 or calculated from a 2 distribution.
Flat Horizon Condition
A at or featureless horizon prole cannot constrain the yaw angle of the aircraft which
means the yaw angle is unobservable and should not be estimated. The Horizon Plane
method developed in Chapter 6 would be more suitable in these cases as the terrain
provides no useful information. A horizon prole with a large terrain variation should
be able to constrain the full attitude to a larger extent. Therefore, using the estimated
terrain variance as a measure provides a test to check the reliability of using the terrain-
aided approach over the horizon plane approach. The terrain variance 2t should be
larger than the horizon detection uncertainty, eectively ensuring a large signal to noise
ratio in the minimisation process. The terrain variance can be calculated from:
2t =
1
np
npX
i=1

Hp(h)

p 1( h)(
~
(f)
;pi)

  h

(8.76)
h =
1
np
npX
i=1
Hp(h)

p 1( h)(
~
(f)
;pi)

(8.77)
For the horizon to be able to constrain the full attitude of the aircraft, the terrain
variance should ideally be greater than the pixel uncertainty level for a at horizon.
This condition can be approximated by:
2t >
1
2
2v (8.78)
EKF Attitude Innovation Test
The same attitude innovation test described in Section 5.5 can be applied to this terrain-
aided process with a simple modication for the addition of the yaw angle in the
innovation vector. Let  be the estimated Euler angles of the platform from an EKF
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and P be its corresponding covariance matrix. The innovation and NIS are simply:
 = ~  (8.79)
^2 = T (P + PAttitude)
 1 (8.80)
where ~ is the Euler angles from the minimisation process and PAttitude is the uncer-
tainty of ~ as described in Subsection 8.4.3. The addition of the yaw angle means that
^2 should follow a 2 distribution with 3 degrees of freedom, so that a valid threshold
value can be selected as described in Subsection 3.6.4.
EKF Attitude Innovation Covariance Test
As the attitude innovation test can be applied, the attitude innovation covariance test
described in Section 5.5 can also be applied. The method again needs only a slight
modication for the inclusion of the yaw angle. The process is exactly the same except
the innovation is calculated using  = ~  with ~ and  being the complete set of
Euler angles from the minimisation process and the EKF with PAttitude and P being
their corresponding uncertainties.
8.5 Terrain-Aided Attitude Determination Results
Two dierent sets of terrain-aided VHAD results are presented in Subsections 8.5.1 and
8.5.2. The rst set is for a simulated ight sequence which allows dierent parameters
and their sensitivities to the measurement process to be investigated and quantied.
The second set of results is for the low altitude segment of the test ight sequence
presented in Section 5.6 for the innite horizon line method results. At the low altitudes,
the terrain obscures the distant horizon which makes the terrain-aided horizon model
preferable over the innite horizon line model.
8.5.1 Simulation Results
A ight sequence of an aircraft ying along a valley near Innsbruck, Austria, was
simulated. The location of the simulation was selected for the extensive surrounding
mountainous terrain. The attitude sequence for the simulation is shown in Figure 8.11.
The corresponding ight path, along with the SRTM terrain map are shown in Fig-
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ure 8.12. The aircraft ight path is left to right along the white line in the gure. The
white circle on the ight path is the position that the example horizon prole (shown
in Figure 8.13) was generated about. The horizon prole pitch and range clearly shows
the eect the valley's shape has upon the prole. Figure 8.14 shows the valley north-
south cross section for the example location with the cross indicating the position of the
aircraft. The terrain to the sides of the aircraft obscures the distant horizon, resulting
in the horizon prole shown in Figure 8.13. A single forward-facing camera only system
was simulated using the properties shown in Table 8.1.
Table 8.1: Simulated Camera Parameters
Parameter Value
Camera Frame Rate 1 Hz
Camera FOV 90
Horizon Detection Noise 2v 1 pixel
2
Camera Resolution (W  H) 1024 768
Camera Oset o 0

Camera Oset o 0

Camera Oset  o 0

Horizon Prole Spacing  h 0:5

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Figure 8.11: Simulated Attitude Sequence
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Figure 8.13: Example Horizon Prole
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Figure 8.15: Simulated Attitude Determination Error
A base simulation was run in which horizon prole was regenerated from the terrain
map for each frame about the true location of the aircraft. This is computationally
expensive and would require a GPU to run in real-time (as was done in [59]). This
base simulation is a benchmark to which the other simulations will be compared, as
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the process of regenerating the horizon prole from the terrain map each frame should
represent the maximum achievable accuracy for the simulations. The attitude mea-
surement error for this base simulation is shown in Figure 8.15. These error results are
for the raw measurements, no data fusion or fault detection checks have been applied.
The results show that the attitude measurements are tightly constrained in all three
components without any bias. The estimated uncertainty (as calculated by the method
in Subsection 8.4.3) is shown as the dashed lines in the gure, representing the 2 error
bounds. It can be clearly seen that the estimated uncertainty is very consistent with the
true variance of the attitude measurements. This is important when the measurements
are fused in a lter process, such as an EKF.
The simulation was rerun, but this time a series of reference proles were pre-
generated. The proles were generated at a even spacing for the whole terrain map. The
current horizon prole was estimated by the horizon prole transformation procedure,
transforming the reference prole from the closest reference location to the current
aircraft location. As the main computational expense, the computation of the horizon
prole from the terrain map was pre-computed, the transformation process would easily
run in real-time without the need of a GPU. The execution time for this process is orders
of magnitude faster than the full generation of the horizon prole from the terrain map.
The attitude error results for dierent reference prole spacings are shown in Table 8.2.
As the reference prole spacing increases, there is an increase in attitude error which
is to be expected. However, the error increase and overall values are still small, so that
it still provides very accurate attitude information. The increased error is caused by
the fact that the horizon prole transformation process is only valid in a local convex
position region. The transformation process cannot take into account the changes in the
horizon prole shape when terrain occlusions occur or new features appear. Increasing
the size of the prole spacing, increases the chance that the required domain of the
transformation is concave, so that the transformation becomes a bad approximation of
the true horizon prole.
Table 8.3 shows the eects that position and altitude errors have on the attitude
determination accuracy of the base simulation. Small positional errors have minimal
impact on the attitude estimate. However, this will always be a function of the local
terrain surrounding the aircraft. The altitude sensitivity seems to be greater than the
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position sensitivity.
Table 8.2: Terrain-Aided VHAD Simulation Prole Spacing Eects
Spacing (Pos / Alt) Bank Error (1) Pitch Error (1) Yaw Error (1)
0m (Base Simulation) 0:0172 0:0083 0:0270
250m / 25m 0:0176 0:0083 0:0294
500m / 50m 0:0182 0:0086 0:0304
1000m / 100m 0:0270 0:0105 0:0433
2000m / 200m 0:0529 0:0188 0:0683
Table 8.3: Terrain-Aided VHAD Simulation Positional Error Eects
Parameter Bank Error (1) Pitch Error (1) Yaw Error (1)
Base Simulation 0:0172 0:0083 0:0270
25m2 Altitude Variance 0:0189 0:0221 0:0276
100m2 Altitude Variance 0:0229 0:0414 0:0292
25m2 Position Variance 0:0180 0:0083 0:0325
100m2 Position Variance 0:0190 0:0085 0:0431
These simulation results are very promising and they show the merits of this terrain-
aided VHAD method with the transformation process. The transformation process
is still eective with position errors and with reasonable reference prole spacings.
The transformation process allows accurate attitude determination without the large
computational burden of rendering the complete terrain map.
8.5.2 Test Flight Sequence Results
The innite horizon line model ight test results presented in Section 5.6 had a low
altitude segment at the beginning of the sequence when the horizon prole was obscured
by the local terrain. At these conditions, the attitude measurements from the innite
horizon line model were unreliable. Attitude determination results for this segment
using the terrain-aided horizon model are presented in this subsection. A captured
frame during this time period is shown in Figure 8.16. The black line overlayed on the
gure is the aligned horizon prole to the detected horizon. There is a high correlation
between the observed horizon and horizon prole estimated from the terrain map. This
shows the high quality of attitude information available from the local terrain.
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Figure 8.16: Captured Frame Overlayed with Terrain-Aided Horizon Prole
The terrain-aided attitude error for the low altitude ight sequence segment is shown
in Figure 8.17. These attitude errors are evaluated directly from the minimisation
process measurement, no ltering or fault detection has been applied. This terrain-
aided attitude error can be compared to the attitude error shown in Figure 8.18 which
was extracted for this segment from the innite horizon line model results. Table 8.4
shows the error statistics for these two horizon models used on the ight sequence
segment.
Table 8.4: Terrain-Aided VHAD Flight Sequence Attitude Error Results
Parameter Terrain-Aided Innite Line
Bank Error Mean 0:3581 -0:141
Pitch Error Mean -0:0788 -1:255
Yaw Error Mean -0:2094 N/A
Bank Error STD 0:3479 1:955
Pitch Error STD 0:2852 0:7787
Yaw Error STD 0:2421 N/A
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Figure 8.17: Terrain-Aided VHAD Flight Sequence Attitude Error
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Figure 8.18: Innite Horizon Line Flight Sequence Attitude Error
The absolute accuracy of the method is not indicative of the results, as it was
noted that during the ight sequence the orientation of the camera relative to the IMU
changes due to variations in the aerodynamic loads on the wings. This is probably due
to the camera mount on the strut. There is a noticeably dierent oset orientation
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when the aircraft is on the ground compared to when the wings are under load in the
air. The other main source of error in the sequence is the horizon detection routine and
the assumption that the detected horizon is only due to the terrain. During part of the
sequence when the aircraft is taxing along the ground, buildings and trees obscure the
terrain which induces error into the matching routine and hence the attitude estimates.
Distant mountains cannot be seen in some sections due to the haze and visibility dis-
tance, however the horizon prole from the terrain map still contains these mountains
which can introduce errors due to the estimated and observed horizon mismatch.
The other diculty with the sequence was that during some parts of the sequence,
the terrain prole was fairly at and featureless making it dicult to identify the
heading. During these parts of the sequence, the terrain variance decreased below
the pixel detection variance, making the process very sensitive. This can be seen in
Figure 8.19, which plots the terrain variance for the sequence. During the middle sec-
tion of the sequence, there was very identiable terrain which is shown by the larger
values for the terrain variance. The attitude measurement errors were very small for
this time segment when the terrain was identiable. This shows the full advantages
of this terrain-aided system. The reduced errors for this segment can be seen in Fig-
ure 8.20, in which the standard deviation of the bank, pitch and yaw error reduced
to [0:08755; 0:06395; 0:05895] respectively. These standard deviations are a similar
order of magnitude as the ones from the simulation results.
These results show that the terrain-aided horizon model potentially allows for very
accurate attitude determination. The accuracy can be orders of magnitude better than
the innite horizon line model when operating in ideal conditions.
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Figure 8.20: Terrain-Aided VHAD Flight Sequence Rened Attitude Error
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8.6 Terrain-Aided Localisation EKF
The terrain-aided VHAD method developed in Section 8.4 used a known terrain map
and the current known position to generate an attitude measurement. The next logical
development step is to remove the assumption that the current aircraft position is
known and allow it to be estimated along with the attitude.
Terrain-aided localisation methods based upon the horizon prole such as [61{67]
have not been fast enough to run in real time. With the development of the transfor-
mation method in Subsection 8.3.3, it is now possible to put the whole terrain-aided
process inside an EKF and recursively estimate the position and attitude of the aircraft
in real time. The localisation process could have been treated as an external minimi-
sation process, just like the terrain-aided VHAD method. However, placing the terrain
model inside the lter has advantages as described in [51].
This section develops an EKF measurement model for the INS Navigation Filter
described in Subsection 3.6.3. This allows the lter to estimate the attitude and position
of the aircraft from the individual horizon pixel measurements.
8.6.1 EKF Measurement Model
The INS Navigation Filter described in Subsection 3.6.3 estimates the state vector
x = [vn;;P g]T where vn is the body velocity in the navigational frame Fn,  are the
Euler angles of the aircraft and P g is the LLA position of the aircraft in the geodetic
frame Fg. Horizon detection is used to detect horizon interface pixels and then the
pixel measurements are fused into the lter using a terrain-aided horizon measurement
model. Let the individual horizon pixel measurements be:
z(k) =
264 u
v
375+ v(k) (8.81)
where v(k) is Gaussian distributed pixel noise with zero mean and standard deviation
of 2v . The measurement model function is:
z(k) = h (x(k);z(k);v(k)) (8.82)
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The above measurement function h(; ; ) is a function of the current observation z(k)
as it must be used in the data association stage to estimate the bearing of the horizon
point. This was the same as the horizon mapping lter measurement model presented
in Section 7.7. The measurement model can be expanded to show all the required
calculation parameters:
z(k) = h
0B@x(k); z(k);v(k); P 0; HpjP 0| {z }
Reference Prole
1CA (8.83)
where P 0 is the closest reference horizon prole position and HpjP 0 its corresponding
reference prole. The calculation steps for the measurement model are as follows:
1. Convert the current position estimate P g to its ECEF frame Fe counterpart P e
using Equation (3.11).
2. Calculate delta position between the current position estimate P e and the horizon
prole reference position P e0 using:
P n = Rne (P
e   P e0) (8.84)
where the ECEF frame Fe to navigational frame Fn rotation matrix Rne is eval-
uated at P g0 using Equation (3.14).
3. The reference horizon prole HpjP 0 is transformed by P n to the current position
estimate P to form the current horizon prole HpjP using the Horizon Polygon
Transformation developed in Subsection 8.3.3.
4. The current horizon pixel observation z is mapped to the horizon frame Fh us-
ing the current attitude estimate  with the inverse horizon mapping function
Equation (7.16) obtain the estimated horizon bearing  h = p
 1
( h)
(; z).
5. The estimated horizon bearing  h is used to nd the estimated horizon pitch h
from the current horizon prole HpjP using:
h = HpjP (h) ( h) (8.85)
6. The horizon point [ h; h] is then projected to the image frame Fimage using
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Equation (7.9) such that:
z = p (; [h;  h]) (8.86)
In summary, the measurement model equations are:
P e = f (P g)
Rne = f (P
g
0)
P n = Rne (P
e   P e0)
HpjP = f

HpjP 0 ;P n

 h = p
 1
( h)
(; z)
h = HpjP (h) ( h)
z = p (; [h;  h])
8.6.2 Measurement Model Jacobian
The measurement model function consists of quite a few steps. The calculation of the
measurement model Jacobian could be done numerically, however this would involve
quite a few redundant calculations as only specic parts of the measurement model
change between measurement pixels. The calculation of the analytical Jacobian is
described in this subsection. The measurement model Jacobian is:
Hx =
@z
@x
(8.87)
This Jacobian can be broken down into the partial derivatives of the dierent states to
become:
@z
@x
=

@z
@V n
@z
@
@z
@P g

(8.88)
Velocity Sensitivity
The measurement model is invariant to velocity so that:
@z
@V n
= 023 (8.89)
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Attitude Sensitivity
There are two main sources of attitude sensitivity. The rst direct source is the pro-
jection equation. The second source is due to the change in horizon pitch and bearing
due to the change in the horizon bearing association of the horizon point. The attitude
sensitivity can be expanded to be:
@z
@
=
@p
@

projection
+
 
@p
@h

projection
@h
@ h

prole
+
@p
@ h

projection
!
@ h
@

mapping
(8.90)
where @p@ can be calculated using Equation (7.19), where
@p
@h
can be calculated using
Equation (7.25), where @p@ h can be calculated using Equation (7.26), where
@ h
@ can
be calculated using Equation (7.31), and where @h@ h can be evaluated directly from the
horizon prole point interpolation Equation (8.6).
Position Sensitivity
The position sensitivity can be evaluated for the horizon prole transformation process
using the derivatives calculated in Subsection 8.3.4. The measurement model positional
sensitivity can be evaluated from:
@z
@P g
=
@p
@h

projection
@h
@P n

prole
@P n
@P e
@P e
@P g
(8.91)
where @h@Pn can be calculated using Equation (8.39) and the other derivatives can be
calculated from:
@P n
@P e
= Rne (8.92)
@P e
@P g
=
266664
 (N + h) sin' cos  (N + h) cos' sin cos' cos
 (N + h) sin' sin (N + h) cos' cos cos' sin
N(1  e2) + h cos' 0 sin'
377775 (8.93)
where N and e are WGS84 model parameters shown in Table 3.1.
8.6.3 Measurement Model Uncertainty Jacobian
The Jacobian of the measurement function to measurement noise can be evaluated
by considering the additive pixel noise and the data association bearing eects. The
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measurement model uncertainty Jacobian Hv can be calculated using:
@z
@v
=
 
@p
@h

projection
@h
@ h

prole
+
@p
@ h

projection
!
@ h
@p

mapping
+ I22 (8.94)
where @ h@p can be calculated using Equation (7.32).
8.7 Terrain-Aided Attitude Determination and Localisa-
tion Results
The simulation presented in Subsection 8.5.1 can be rerun using the complete terrain-
aided navigation lter developed in Section 8.6. These results are for terrain-aided
attitude determination and localisation INS fusion, rather than only attitude deter-
mination. The simulation parameters used for the sequence are shown in Table 8.5.
Four cameras (front, right, back and left) were used for the sequence to provide an
overall view of the horizon to increase observability. Example frame captures for the
four cameras are shown in Figure 8.21 all for the same observation time. The detected
horizon is shown in red and the line of best t for each horizon is shown in blue. It can
be seen that the terrain has a large impact on the tted line, which is why the innite
horizon line model for attitude determination would return large erroneous results.
Table 8.5: Terrain-Aided Navigation Simulation Parameters
Parameter Value
IMU Rate 100 Hz
IMU Gyroscope Noise 0.4 (=s)2
IMU Accelerometer Noise 0.08 (m=s2)2
Camera Frame Rate 20 Hz
Camera FOV 60
Horizon Detection Noise 2v 10 pixel
2
Camera Resolution (W  H) 1024 768
Camera 1 Osets (o; o;  o) (0
; 0; 0)
Camera 2 Osets (o; o;  o) (0
; 0; 90)
Camera 3 Osets (o; o;  o) (0
; 0; 180)
Camera 4 Osets (o; o;  o) (0
; 0; 270)
Horizon Prole Spacing  h 0:5

Reference Prole Spacing (;';h) (0:0027; 0:0118; 500 m)
280
(a) Front Camera
(b) Right Camera
(c) Back Camera
(d) Left Camera
Figure 8.21: Terrain-Aided Navigation Simulation Camera Captures
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The full terrain-aided navigation lter was simulated for the sequence and produced
promising results. The attitude error for the simulation in shown in Figure 8.22 and
the positional error is shown in Figure 8.23. The error statistics for both the attitude
and position are shown in Table 8.6. The attitude accuracy is of the same order as
the terrain-aided VHAD simulation results. The attitude error mean and standard
deviations for the terrain-aided horizon model are orders of magnitude smaller than
that for the innite horizon line model results. The lter is also able to constrain the
full position of the aircraft. The north and east errors have a standard deviation of
approximately 25 metres and the down errors are smaller with a standard deviation
of approximately 10 metres. This positional error level is on the same level as GPS,
highlighting the usefulness of this terrain-aided method. The altitude results exhibit
a consistent bias of approximately 50 metres, this bias is caused by a slight oset in
the horizon detection method. The simulated terrain and terrain SRTM database were
eectively the same, so that the database can be assumed to be the truth. In general,
SRTM data has its own error, however the eect of this error is minimised by the
estimation process and uncertainty estimation. The ability to use reference horizon
proles and then eciently transform them to the current estimated position allows for
fast terrain-aided horizon attitude determination and localisation without the need for
high-end processing capacity.
Table 8.6: Terrain-Aided Navigation Simulation Error Results
Parameter Mean Standard Deviation
Bank Error 0:12 0:044
Pitch Error 0:075 0:050
Yaw Error 0:049 0:095
North Error  32:46 m 23:33 m
East Error 1:75 m 28:28 m
Down Error  34:52 m 7:862 m
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Figure 8.22: Terrain-Aided Navigation Simulation Attitude Error
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Figure 8.23: Terrain-Aided Navigation Simulation Position Error
8.8 Summary
Terrain-aided horizon methods allow for exceptional accuracy in specic operating con-
ditions i.e. when the terrain is visible in the horizon prole. Due to the computational
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complexity, real time implementations of terrain-aided horizon methods have been lim-
ited and required special hardware such as GPUs. The horizon prole transformation
method developed in this chapter can transform a reference horizon prole to the re-
quired position with sucient accuracy for it to be used in these terrain-aided processes.
This allows for real time implementations of terrain-aided horizon processes on signi-
cantly less powerful hardware.
Flight results show that the terrain-aided VHAD method can accurately constrain
the full attitude of the aircraft to a standard deviation of [0:08755; 0:06395; 0:05895]
for bank, pitch and yaw respectively. This is an order of magnitude greater than the
accuracy of the innite horizon line which had a standard deviation of [0:46; 0:30]
for bank and pitch and cannot constrain the yaw angle of the aircraft. The terrain-
aided horizon model can be placed in a navigational lter, which allows the position
of the aircraft to be constrained as well. The simulation results have shown that it
can produce positional estimates with the same accuracy level of a GPS system. The
simulation results had a positional accuracy standard deviation of [23:33; 28:28; 7:86]
metres for North, East and Down.
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Chapter 9
Navigation and Attitude
Estimation Cross-Coupling
There is a large cross-coupling eect between visual navigation estimation and attitude
estimation to the extent that the navigation solution accuracy is highly dependant upon
the attitude accuracy. This was highlighted in Figure 1.1. This chapter investigates the
typical position and attitude accuracy that can be achieved using visual measurements.
The accuracy of the estimated parameters which are linked to the dierent sensor
parameters are investigated to aid in the understanding of the estimation process as a
whole and to nd the optimum sensor parameters for accurate navigation estimation.
The eect that attitude determination has on visual navigation is also explored in
this section to highlight the advantages of an external attitude reference on the visual
navigation process.
A reduced system is investigated in Section 9.1, so that the basic concepts and how
they eect the underlying estimation process can be evaluated. The concepts are then
extended and compared to the full aircraft system in Section 9.2. Finally, the optimum
sensor and conguration parameters for accurate navigation estimation are discussed.
9.1 Reduced System Example
A reduced order system was investigated to assess the basic concepts behind the visual
attitude and position estimation accuracy, with and without attitude aiding. A three
dimensional system, consisting of the 2D position (X;Z) of the platform and the pitch 
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of the platform was investigated. The state vector describing the platform is expressed
as:
x =
266664
X
Z

377775 (9.1)
Visual measurements consisting of a number of angular declination measurements i
are used to estimate the state of the platform. Each angular measurement has a mea-
surement model of:
i = arctan

(Xi  X) sin  + (Zi   Z) cos 
(Zi   Z) cos    (Xi  X) sin 

(9.2)
where (Xi; Zi) is the position of the landmark. The geometry of the reduced system is
shown in Figure 9.1.
World 
Origin
xw
zw
(X,Z) θ
γi
xb
zb
(Xi,Zi)
Landmark
Measurement
Platform
Figure 9.1: Reduced System
For controlled comparison, it is assumed that the observations come from landmarks
lying on the ground plane, observed by the platform at an altitude h. The observed
landmarks have a mean declination of  and a spacing distribution of . The mean
declination  has a similar eect as a body to camera pitch oset. The landmark
geometry and their relationship to the platform can be seen in Figure 9.2.
9.1.1 Visual Only Estimation
In the visual-only situation, the complete platform state x is estimated using the angu-
lar visual measurements only. The accuracy of the estimation process can be calculated
from the Least Squares solution sensitivity matrix to measurement errors (evaluated
about the truth).
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Figure 9.2: Reduced System Landmark Distribution
Let the measurement vector z be:
z =
266664
1
2
3
377775+ v (9.3)
where v is a Gaussian measurement noise vector with zero mean and a variance of
2 . The measurement vector is of length 3, so the estimation process would be of full
rank. This means that the complete state of the platform would be observable. The
estimation process accuracy can be evaluated using the sensitivity matrix H from the
OLS covariance Equation (3.72). The sensitivity matrix H is dened as:
H =
@z
@x

x
(9.4)
which can be evaluated analytically for this situation to be:
H =
266664
sin2(+)
h   sin(2+2)2h 1
sin2( )
h   sin(2 2)2h 1
sin2 
h   sin(2)2h 1
377775 (9.5)
The estimation accuracy P can be evaluated using:
P = 2(H
TH) 1 (9.6)
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where P is the estimated state covariance matrix:
P =
266664
2X XZ X
 2Z Z
  2
377775 (9.7)
Two simplied cases are analysed. One is with  = 2 simulating a downwards
facing camera and the second is with  = 4 simulating a 45
 downwards facing camera.
These two cases were selected as they would be logical mounting angles on an aircraft
for cameras used in visual feature navigation. Primary variances for two cases using
Visual-Only (VO) estimation are analytically evaluated to be:
 =

2
(Downward Facing Camera)
2XVO =
3h22
2 sin4
(9.8)
2ZVO =
2h22
sin2(2)
(9.9)
2VO =
2(cos
4+ 12)
sin4
(9.10)
 =

4
(45 Downward Facing Camera)
2XVO =
2h22
sin2(2)
(9.11)
2ZVO =
3h22
2 sin4
(9.12)
2VO =
2 [cos
4(2) + cos2(2) + 1]
8 sin4 cos2
(9.13)
These variances provide insight into the visual estimation process. The main mech-
anism for the estimation of the position of the platform in this process, is the estimation
of the height/distance scale factor from the angular dierences between the measure-
ments. The larger this dierence, the more accurate and less sensitive the position
solution is to bearing sensor noise. The primary mechanism for attitude estimation in
this process, is the alignment of angular measurements based on the position estimate.
The better the position estimate, the better the attitude estimate and vise versa.
It can been seen from the primary variances, that the position variances 2XVO
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and 2ZVO are directly proportional to altitude h
2 and angular sensor noise 2 , while
the pitch variance 2VO is independent of altitude. These parameters can be used as
normalising factors, so that the normalised variances can be directly compared between
dierent situations (i.e. dierent altitudes and/or sensor noise levels).
For a directly downward facing camera  = 2 , it can be seen that the altitude
estimate will be more accurate than the position estimate as 2ZVO < 
2
XVO
. For a 45
downwards facing camera, the positional variances swap, so that 2XVO < 
2
ZVO
. The
pitch estimate variance decreases at the shallower angle, this is due to the increased
range to landmark reducing the pitch sensitivity to position.
The landmark distribution  has a large impact on the estimation process and
primary variances. The eect that the landmark distribution has upon the solution
sensitivities for the two cases are shown in Figure 9.3 for the positional precisions and
in Figure 9.4 for the attitude precisions. The normalised position standard deviations
(
XVO
h
and
ZVO
h
) decrease as the landmark distribution angle  increases. The nor-
malised pitch standard deviation
VO

follows a similar relationship.
The landmark distribution angle is a critical factor aecting the accuracy of the
estimation process. This implies that a larger FOV sensor is better, as it would increase
the maximum accuracy possible of the estimation process. The eect that the sensor
parameters (FOV and resolution) have on the maximum VO estimation recisions are
tabulated in Table 9.1 for  = 2 and in Table 9.2 for  =

4 . It is clear that in general,
a sensor with a large FOV to allow large , and a high resolution to minimise 
is desirable. However, the smaller FOV sensor outperforms the larger FOV sensor for
altitude estimation accuracy with  = 2 and for position estimation accuracy when
 = 4 . This happens because the sensor with the smaller FOV has a greater angular
accuracy for the same resolution level.
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Figure 9.3: Landmark Distribution Eects on Positional Precision for a Downwards
Facing Camera
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Figure 9.4: Landmark Distribution Eects on Attitude Precision
It is also clear from the analytical primary variance equations, that the landmark
declination angle  (ie. camera rotation angle), in addition to the landmark distribution
angle , plays a large part in determining the solution components precisions. The
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Table 9.1: Maximum (VO) Precisions for Various Sensor Parameters
 
 = 2

Parameter FOV
Normalised STD Maximum Accuracy  
 = 12FOV

Res (1000) Res (500) Res (100)
 = 0:045
  = 0:09  = 0:45
X Position 45 8.3631 X=(h)1 0.0066 m=h 0.0131 m=h 0.0657 m=h
Z Position 45 2.0000 Z=(h) 0.0016 m=h 0.0031 m=h 0.0157 m=h
 Pitch 45 7.5686 = 0:3406 0:6812 3:4059
 = 0:08
  = 0:16  = 0:8
X Position 80 2.9642 X=(h) 0.0041 m=h 0.0083 m=h 0.0414 m=h
Z Position 80 1.4360 Z=(h) 0.0020 m=h 0.0040 m=h 0.0201 m=h
 Pitch 80 2.2240 = 0:1779 0:3558 1:7792
1 For example, a 45 FOV sensor has a X position normalised standard deviation of
8.3631 X=(h). For a 1000 resolution sensor  =
45
1000 = 0:045
 (0.00078 rad),
this turns into an accuracy of 8:6361  0:00078 = 0:0066 m=h. At an altitude of
1000 m, this equates to an accuracy of X = 0:0066 1000 = 66 m.
Table 9.2: Maximum (VO) Precisions for Various Sensor Parameters
 
 = 4

Parameter FOV
Normalised STD Maximum Accuracy  
 = 12FOV

Res (1000) Res (500) Res (100)
 = 0:045
  = 0:09  = 0:45
X Position 45 2.0000 X=(h) 0.0016 m=h 0.0031 m=h 0.0157 m=h
Z Position 45 8.3631 Z=(h) 0.0066 m=h 0.0131 m=h 0.0657 m=h
 Pitch 45 3.5576 = 0:1601 0:3202 1:6009
 = 0:08
  = 0:16  = 0:8
X Position 80 1.4360 X=(h) 0.0020 m=h 0.0040 m=h 0.0201 m=h
Z Position 80 2.9642 Z=(h) 0.0041 m=h 0.0083 m=h 0.0414 m=h
 Pitch 80 1.1366 = 0:0909 0:1819 0:9093
positional components normalised standard deviations for varying declination angles
are shown in Figure 9.5. At  = 2 , the altitude estimate is more accurate than the
estimate position and at  = 4 , the situation is reversed. For equal positional preci-
sions, the declination angle would have to be set to   8 or   38 . However, the
total combined positional precision is independent of the declination angle, which is
clearly shown in Figure 9.6. The declination angle only shifts the error from one axis
to the other. The pitch attitude estimate precision on the other hand is highly depen-
dant upon declination angle. The normalised pitch standard deviation are shown in
Figure 9.7. As before, the shallower the declination angle, the more precise the pitch
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attitude estimate. The normalised pitch standard deviation tends towards unity as the
declination angle tends towards zero. This is due to the range to the landmark tending
towards innity, removing the positional sensitivity components (which is essentially
the same process as the innite horizon). A directly downwards facing camera is the
least optimal orientation for VO pitch attitude estimation.
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Figure 9.5: Landmark Declination Eects on Positional Precisions
292
0 10 20 30 40 50 60 70 80 90
0
20
40
60
80
100
120
140
160
180
∆ǫ = 5◦
∆ǫ = 6◦
∆ǫ = 7◦
∆ǫ = 8◦
∆ǫ = 9◦
∆ǫ = 10◦
Landmark Declination Angle ǫ (deg)
T
o
ta
l
P
o
si
ti
o
n
S
ta
n
d
a
rd
D
ev
ia
ti
o
n
σ
h
σ
γ
Figure 9.6: Landmark Declination Eects on Total Positional Precision
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Figure 9.7: Landmark Declination Eects on Pitch Precision
The graphs presented so far have assumed a constant  spacing for a range of
declination angles , i.e. a  spacing which is constant and independent of range
to the landmark. Operationally, this is invalid. Landmarks are xed positions on the
ground. As the platform ies towards and over the top of the landmarks, the declination
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angle  and the landmark distribution angle  both increase due to the reducing range.
This situation describes a performance envelope for the VO estimation process. The
landmark distribution angle 90 at  =

2 (i.e. when the platform is directly overhead)
would become the reference condition for this performance envelope. The declination
angle  then would relate the distance away the platform is from the overhead reference
condition and the current  spacing value is calculated accordingly. The smaller the
declination angle, the further away the platform is from the landmarks and the smaller
the distribution spacing between the landmarks. This Fly-Over geometry is illustrated
in Figure 9.8.
ε = 90°
γ1γ2 γ3
Δε
Δε90
ε
Reference
Condition
Figure 9.8: Reduced System Landmark Fly-Over
These Fly-Over (FO) envelopes can be over-plotted on their counterpart constant
 spacing gures to form their corresponding performance envelope gures, which are
shown in Figure 9.9 and Figure 9.10. The individual positional component envelopes
are also separated and are shown in Figures 9.11 and 9.12.
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Figure 9.9: Fly-Over Performance Envelope for Total Positional Precision
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Figure 9.10: Fly-Over Performance Envelope for Pitch Precision
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Figure 9.11: Fly-Over Performance Envelope for Position Precision
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Figure 9.12: Fly-Over Performance Envelope for Altitude Precision
Operationally, for a set of xed landmarks, the total positional precision increases
as the platform ies towards the landmarks. The same eect can be observed with the
pitch attitude estimate precision, producing the best pitch estimate at when directly
overhead. Interestingly, this is the reverse of the situation for constant  (which is
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not really physically realisable). If the total positional precision is broken up into its
components, it can be seen that the position estimation precision is greater further
away from the landmarks and that the altitude estimate precision is greatest when
overhead the landmarks.
9.1.2 Visual and Attitude-Aided Estimation
The VO estimation eects were investigated in the subsection above. The next situa-
tion to investigate, is the estimation of the complete platform state x when the visual
measurements are augmented with a pitch attitude measurement . This would sim-
ulate the case where the attitude measurement comes from an another source, such
as attitude determination. This investigation allows the attitude-aided eects on the
visual estimation process to be quantied. Let the augmented measurement vector z
become:
z =
266666664
1
2
3

377777775
+ v (9.14)
where v is a Gaussian measurement noise vector with zero mean and a variance of:
R = diag
 
2 ; 
2
 ; 
2
 ; 
2


(9.15)
where 2 is the variance of the pitch measurement from the external process. This
measurement situation produces an over-determined estimation system. The full state
could be estimated with one less visual measurement, which is an advantage in itself.
However for consistency with the VO results, the same three visual angular measure-
ments are included.
The estimation process accuracies can be evaluated using the GLS sensitivity matrix
H given by Equation (3.79). The sensitivity matrix H for this augmented situation
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can be evaluated analytically to be:
H =
266666664
sin2(+)
h   sin(2+2)2h 1
sin2( )
h   sin(2 2)2h 1
sin2 
h   sin(2)2h 1
0 0 1
377777775
(9.16)
and the estimation accuracy P can be evaluated using:
P = (HTR 1H) 1 (9.17)
The same two simplied declination cases ( = 2 ,  =

4 ) are analysed and the pri-
mary variances for two cases with Visual and Attitude-aiding (VA) can be analytically
evaluated to be:
 =

2
(Downward Facing Camera)
2XVA =
h22(3 + 1)
2 + 2( + 1) cos4  4 cos2+ 1 (9.18)
2ZVA =
2h22
sin2(2)
(9.19)
2VA =
2(2 cos
4+ 1)
2 + 2( + 1) cos4  4 cos2+ 1 (9.20)
 =

4
(45 Downward Facing Camera)
2XVA =
8h22(4 cos(2)  ( + 1) cos(4)  3   2)
(4 + 8) cos(2) + 4 cos(4)  4 cos(6) + ( + 1) cos(8)  5   9
(9.21)
2ZVA =
8h22((3 + 1) cos(4)  3   4)
(4 + 8) cos(2) + 4 cos(4)  4 cos(6) + ( + 1) cos(8)  5   9
(9.22)
2VA =
2(3 cos(2) + 2 cos(4) + cos(6) + 6)
2 + (3  ) cos(2) + 2(1  ) cos(4) + ( + 1) cos(6) + 6 (9.23)
where  =
2
2
is the ratio of the pitch measurement uncertainty over the visual angular
measurement uncertainty. These equations show that the precision of the estimates are
now a function of the ratio of the sensor measurement uncertainties. As this measure-
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ment uncertainty ratio tends towards innity (i.e. pitch measurement is unreliable),
the solutions simplify down to their VO counterparts.
lim
!1
2
VA = 
2
VO (9.24)
As the measurement ratio  tends towards zero, the strong pitch information reduces the
magnitude of the standard deviations, improving the accuracy of the position estimate.
The maximum accuracies in these cases are then:
 =

2
(Downward Facing Camera)
lim
!0
2XVA =
h22
2 cos4+ 1
(9.25)
lim
!0
2ZVA =
2h22
sin2(2)
(9.26)
lim
!0
2VA = 0 (9.27)
(9.28)
 =

4
(45 Downward Facing Camera)
lim
!0
2XVA =
8h22(cos(4) + 2)
9  8 cos(2)  cos(8) (9.29)
lim
!0
2ZVA =
8h22(cos(4)  2)
8 cos(2) + cos(8)  9 (9.30)
lim
!0
2VA = 0 (9.31)
(9.32)
In general, the fusion of the pitch information improves the estimation process preci-
sions, the improvement is dependant upon the ratio  , so that:
2VA  2VO for all  (9.33)
Performance improvement ratios are used to assess the improvement when attitude-
aiding is used in the visual estimation process. The performance improvement ratio is
calculated using:
  =
2VA
2VO
(9.34)
299
A performance improvement ratio of unity means that there is no improvement, while
a small ratio means that the attitude-aided accuracy is more precise, such that 2VA =
 2VO or that the VA estimate is 1=  multiples more precise than VO estimate.
Improvement Ratios
A number of observations can be made by investigating the primary variance equations
and the performance improvement ratios. The rst observation is that the altitude
estimate when  = 2 cannot be improved with attitude information, it is independent
of  . As it was observed with the visual only estimation, the altitude and position
variances switch if  = 4 , which means that only the altitude estimate can be improved
at this declination.
 Z = 0 8  if  = (=2)
 X = 0 8  if  = (=4)
Next, there is a signicant altitude or position estimate precision improvement even
when the measurement ratio is  = 1 (2 = 
2
). So using an attitude measurement
at the same level of accuracy as the visual angular measurements, will always improve
the precision of the system. In both declination cases, the improvement ratio for the
attitude estimate precision is proportional to  , so an accurate pitch measurement
results in a large improvement in the attitude estimate precision as expected. For a
given measurement ratio  , the attitude estimate precision improvement at  = 2 is
larger than the improvement at  = 4 .
The improvement ratios for the two camera declination cases ( = 2 ,  =

4 ) for
varying measurement ratios  are shown in a number of gures. For the downwards
facing camera  = 2 , the position improvement ratio and pitch improvement ratio are
shown in Figures 9.13 and 9.14 respectively. The ratio for the altitude improvement
is not shown as it has insignicant eect as discussed above. For the 45 downwards
facing camera  = 4 , the altitude improvement ratio and pitch improvement ratio are
shown in Figures 9.15 and 9.16 respectively. In this case, the position improvement
ratio is not shown, as it would be insignicant.
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Figure 9.13: Measurement Ratio Eects on Position Improvement Ratio
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Figure 9.14: Measurement Ratio Eects on Pitch Improvement Ratio
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Figure 9.15: Measurement Ratio Eects on Altitude Improvement Ratio
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Figure 9.16: Measurement Ratio Eects on Pitch Improvement Ratio
 
 = 4

The improvement ratios can be tabulated against dierent sensor parameters so a
more operationally signicant representation can be investigated. Tables 9.3 and 9.4
show the maximum improvement ratios for the two camera declination cases ( = 2 ,
 = 4 ) respectively. The maximum improvement ratios occur at the largest landmark
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distribution angle  possible for that particular FOV sensor as shown in Figures 9.13-
9.16. The maximum improvement ratios correspond to minimum precision increase
of the estimation process, so that the precision increase should be larger than this
minimum value (if the landmark distribution angle  is smaller than the maximum
possible value for that FOV).
The maximum precision improvement occurs when the pitch measurement is very
accurate. Attitude information can greatly improve the estimation process when a
low resolution camera is used for the angular visual measurements. In the camera
declination case of  = 2 , the largest precision improvement occurs with the smaller
FOV. This same relationship can also be seen in the other camera declination case of
 = 4 . When both declination cases are compared to each other, the downward facing
case of  = 2 shows a larger improvement than the  =

4 case. This highlights the
fact that accurate attitude information is the most important for a downwards facing
camera. Overall, the fusion of attitude information has the largest improvement in the
operational situations of a small FOV and/or a downwards facing camera and/or a low
resolution camera.
Precisions
The analysis of the improvement ratios provide insight into the advantages of using
attitude-aiding, however the nal precisions of the (VA) estimation process are of great-
est importance. The nal accuracies for the estimation process with  = 1 are shown
in a number of gures. The camera declination angle eects on the positional compo-
nent precisions are shown in Figure 9.17 and the combined total position precision is
shown in Figure 9.18. There are critical dierences between these (VA) plots and their
corresponding (VO) plots (shown in Figures 9.5 and 9.6). The positional precision now
has a minimum value at  = 2 which converges for all landmark distributions . The
altitude uncertainty also has a fairly constant value across the range of camera decli-
nation angles . The combined total position precision is no longer constant with the
declination angle , it now has a minimum at  = 2 while the total magnitude across
the complete range is smaller. All of these eects indicate that attitude-aiding has a
large impact on visual navigation and when fusing attitude information, the optimum
camera angle is  = 2 .
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Table 9.3: Maximum (VA) Improvement Ratios for Various Sensor Parameters
 
 = 2

Parameter FOV
Maximum Improvement Ratio  
Res (1000) Res (500) Res (100)
X Position 45  = 0:045  = 0:09  = 0:45
 = 1
 0.95 0.82 0.29
 = 0:5
 0.83 0.60 0.16
 = 0:1
 0.29 0.16 0.08
 = 0:01
 0.08 0.08 0.081
Z Position 45  = 0:045  = 0:09  = 0:45
 = 1
 1 1 1
 = 0:5
 1 1 1
 = 0:1
 1 1 1
 = 0:01
 1 1 1
 Pitch 45  = 0:045  = 0:09  = 0:45
 = 1
 0.95 0.83 0.28
 = 0:5
 0.83 0.59 0.15
 = 0:1
 0.28 0.15 0.03
 = 0:01
 0.03 0.01 0.00
X Position 80  = 0:08  = 0:16  = 0:8
 = 1
 0.99 0.95 0.54
 = 0:5
 0.95 0.83 0.37
 = 0:1
 0.54 0.37 0.27
 = 0:01
 0.27 0.26 0.26
Z Position 80  = 0:08  = 0:16  = 0:8
 = 1
 1 1 1
 = 0:5
 1 1 1
 = 0:1
 1 1 1
 = 0:01
 1 1 1
 Pitch 80  = 0:08  = 0:16  = 0:8
 = 1
 0.98 0.94 0.49
 = 0:5
 0.94 0.81 0.27
 = 0:1
 0.49 0.27 0.06
 = 0:01
 0.06 0.03 0.01
1 For example, the maximum improvement ratio for the position estimate
precision using a 45 FOV camera with a resolution of 100 and an
attitude sensor of precision  = 0:01
 is   = 0:08. This means that
XV A < 0:08 XV O , so that it limits the maximum uncertainty bound.
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Table 9.4: Maximum (VA) Improvement Ratios for Various Sensor Parameters
 
 = 4

Parameter FOV
Maximum Improvement Ratio  
Res (1000) Res (500) Res (100)
X Position 45  = 0:045  = 0:09  = 0:45
 = 1
 1.00 1.00 0.97
 = 0:5
 1.00 0.99 0.96
 = 0:1
 0.97 0.96 0.96
 = 0:01
 0.96 0.96 0.96
Z Position 45  = 0:045  = 0:09  = 0:45
 = 1
 0.99 0.96 0.60
 = 0:5
 0.96 0.86 0.43
 = 0:1
 0.60 0.43 0.33
 = 0:01
 0.33 0.33 0.32
 Pitch 45  = 0:045  = 0:09  = 0:45
 = 1
 0.99 0.95 0.53
 = 0:5
 0.95 0.84 0.30
 = 0:1
 0.53 0.30 0.06
 = 0:01
 0.06 0.03 0.01
X Position 80  = 0:08  = 0:16  = 0:8
 = 1
 1.00 0.99 0.91
 = 0:5
 0.99 0.98 0.83
 = 0:1
 0.91 0.83 0.78
 = 0:01
 0.78 0.78 0.78
Z Position 80  = 0:08  = 0:16  = 0:8
 = 1
 1.00 0.99 0.92
 = 0:5
 0.99 0.98 0.86
 = 0:1
 0.92 0.86 0.81
 = 0:01
 0.81 0.81 0.81
 Pitch 80  = 0:08  = 0:16  = 0:8
 = 1
 1.00 0.98 0.74
 = 0:5
 0.98 0.94 0.48
 = 0:1
 0.74 0.48 0.11
 = 0:01
 0.11 0.05 0.01
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Figure 9.17: Landmark Declination Eects on Positional Precisions ( = 1)
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Figure 9.18: Landmark Declination Eects on Total Positional Precision ( = 1)
For operational relevance, the (VA) precisions need to be evaluated in terms of
sensor parameters rather than in a normalised fashion. The maximum precisions for
various sensor parameters are shown in Table 9.5 for
 
 = 2

and in Table 9.6 for 
 = 4

.
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Table 9.5: Maximum (VA) Precisions for Various Sensor Parameters
 
 = 2

Parameter FOV
Maximum Accuracy 
Res (1000) Res (500) Res (100)
X Position 45  = 0:045  = 0:09  = 0:45
 = 1
 0.0062 m=h 0.0109 m=h 0.0191 m=h
 = 0:5
 0.0054 m=h 0.0078 m=h 0.0108 m=h
 = 0:1
 0.0019 m=h 0.0022 m=h 0.0054 m=h
 = 0:01
 0.0005 m=h 0.0010 m=h 0.0050 m=h
Z Position 45  = 0:045  = 0:09  = 0:45
 = 1
 0.0016 m=h 0.0031 m=h 0.0157 m=h
 = 0:5
 0.0016 m=h 0.0031 m=h 0.0157 m=h
 = 0:1
 0.0016 m=h 0.0031 m=h 0.0157 m=h
 = 0:01
 0.0016 m=h 0.0031 m=h 0.0157 m=h
 Pitch 45  = 0:045  = 0:09  = 0:45
 = 1
 0.3224 0.5630 0.9595
 = 0:5
 0.2815 0.4031 0.4947
 = 0:1
 0.0959 0.0989 0.1000
 = 0:01
 0.0100 0.0100 0.0100
X Position 80  = 0:08  = 0:16  = 0:8
 = 1
 0.0041 m=h 0.0078 m=h 0.0223 m=h
 = 0:5
 0.0039 m=h 0.0069 m=h 0.0152 m=h
 = 0:1
 0.0022 m=h 0.0030 m=h 0.0110 m=h
 = 0:01
 0.0011 m=h 0.0022 m=h 0.0107 m=h
Z Position 80  = 0:08  = 0:16  = 0:8
 = 1
 0.0020 m=h 0.0040 m=h 0.0201 m=h
 = 0:5
 0.0020 m=h 0.0040 m=h 0.0201 m=h
 = 0:1
 0.0020 m=h 0.0040 m=h 0.0201 m=h
 = 0:01
 0.0020 m=h 0.0040 m=h 0.0201 m=h
 Pitch 80  = 0:08  = 0:16  = 0:8
 = 1
 0.1752 0.3352 0.8717
 = 0:5
 0.1676 0.2899 0.4814
 = 0:1
 0.0872 0.0963 0.0998
 = 0:01
 0.0100 0.0100 0.0100
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Table 9.6: Maximum (VA) Precisions for Various Sensor Parameters
 
 = 4

Parameter FOV
Maximum Accuracy 
Res (1000) Res (500) Res (100)
X Position 45  = 0:045  = 0:09  = 0:45
 = 1
 0.0016 m=h 0.0031 m=h 0.0153 m=h
 = 0:5
 0.0016 m=h 0.0031 m=h 0.0151 m=h
 = 0:1
 0.0015 m=h 0.0030 m=h 0.0151 m=h
 = 0:01
 0.0015 m=h 0.0030 m=h 0.0151 m=h
Z Position 45  = 0:045  = 0:09  = 0:45
 = 1
 0.0065 m=h 0.0126 m=h 0.0392 m=h
 = 0:5
 0.0063 m=h 0.0113 m=h 0.0282 m=h
 = 0:1
 0.0039 m=h 0.0056 m=h 0.0217 m=h
 = 0:01
 0.0022 m=h 0.0043 m=h 0.0213 m=h
 Pitch 45  = 0:045  = 0:09  = 0:45
 = 1
 0.1581 0.3049 0.8481
 = 0:5
 0.1525 0.2696 0.4773
 = 0:1
 0.0848 0.0955 0.0998
 = 0:01
 0.0100 0.0100 0.0100
X Position 80  = 0:08  = 0:16  = 0:8
 = 1
 0.0020 m=h 0.0040 m=h 0.0181 m=h
 = 0:5
 0.0020 m=h 0.0039 m=h 0.0167 m=h
 = 0:1
 0.0018 m=h 0.0033 m=h 0.0156 m=h
 = 0:01
 0.0016 m=h 0.0031 m=h 0.0155 m=h
Z Position 80  = 0:08  = 0:16  = 0:8
 = 1
 0.0041 m=h 0.0082 m=h 0.0380 m=h
 = 0:5
 0.0041 m=h 0.0081 m=h 0.0355 m=h
 = 0:1
 0.0038 m=h 0.0071 m=h 0.0337 m=h
 = 0:01
 0.0034 m=h 0.0067 m=h 0.0336 m=h
 Pitch 80  = 0:08  = 0:16  = 0:8
 = 1
 0.0906 0.1789 0.6728
 = 0:5
 0.0895 0.1709 0.4381
 = 0:1
 0.0673 0.0876 0.0994
 = 0:01
 0.0099 0.0100 0.0100
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There is an interaction between the various sensor parameters that determine the
overall accuracy of the system. The accuracy of the fused pitch measurement changes
the sensor parameters that give the optimum solution precision. This is an important
relationship that is not as intuitive as the (VO) optimum relationship, which was a
large sensor FOV with a high resolution mounted at any sensor declination. Given a
set of sensor parameters (sensor resolution and external pitch measurement accuracy),
it is possible to nd the optimum conguration to use in terms of FOV (i.e. lens)
and camera declination (i.e. mounting angle). These optimum values are shown in
Table 9.7. An interesting relationship can be seen; the optimum mounting angle is 90
downwards, while the optimum FOV depends upon the accuracy of the fused pitch
measurements. If accurate pitch measurements are available, then a small FOV should
be used.
Table 9.7: Optimum Sensor Parameters
Sensor Parameters Optimum Conguration
Resolution  Accuracy  Improvement %  FOV
1000 - 0.0046 m=h - 90/45 80
1000 1 0.0045 m=h 2% 90 80
1000 0.5 0.0044 m=h 4% 90 80
1000 0.1 0.0025 m=h 45% 90 45
1000 0.01 0.0017 m=h 63% 90 45
500 - 0.0092 m=h - 90/45 80
500 1 0.0088 m=h 4% 90 80
500 0.5 0.0079 m=h 14% 90 80
500 0.1 0.0038 m=h 59% 90 45
500 0.01 0.0033 m=h 64% 90 45
100 - 0.0460 m=h - 90/45 80
100 1 0.0247 m=h 46% 90 45
100 0.5 0.0190 m=h 59% 90 45
100 0.1 0.0166 m=h 64% 90 45
100 0.01 0.0165 m=h 64% 90 45
9.2 Full System Example
The full aircraft system was investigated to check that similar concepts from the reduced
system example are applicable to the full system. The full 6D aircraft system consists of
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the 3D position of the aircraft (X;Y; Z) along with the attitude of the aircraft (; ;  ).
The state vector describing the aircraft is expressed as:
x =
2666666666666664
X
Y
Z


 
3777777777777775
(9.35)
Visual measurements i are used to estimate the state of the aircraft, each consists
of two visual angular measurements, the azimuth az and elevation el. The visual
measurements have a measurement model of:
P c = RcbRbn (P i   P a) (9.36)
i =
2664 arctan

P c(2)
P c(1)

arctan
 
P c(3)q
(P c(1))
2+(P c(2))
2
!
3775 (9.37)
where P a is the position of the aircraft, P i is the position of the landmark, Rbn is the
navigational to body frame rotation matrix calculated with Rbn = Rx()Ry()Rz( )
and Rcb is the body to camera rotation oset matrix calculated with Rcb = Ry( )
where  is the landmark declination angle as before.
The landmarks follow the same distribution as shown in Figure 9.2, except that
there are four landmarks evenly distributed by  longitudinally and horizontally on
the ground plane. The aircraft is at an altitude of h and the landmarks have a mean
declination angle of  so that they would be visible in the sensor.
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9.2.1 Visual Only Estimation
As before, in the VO estimation situations, the complete aircraft state x is estimated
using the visual angular measurements only. Let the measurement vector z be:
z =
266666664
1
2
3
4
377777775
+ v (9.38)
where v is a Gaussian measurement noise vector with zero mean and a variance of
2 . The full measurement vector is of length 8, so that the complete aircraft state is
observable. The estimation accuracy is once again calculated using the OLS covariance
equation:
P = 2(H
TH) 1 (9.39)
where the jacobian H = @z@x

x
is evaluated numerically.
The eects that the landmark distribution  has upon the VO solution precisions
for a downwards facing camera
 
 = 2

are displayed in Figure 9.19 for the position,
in Figure 9.20 for the altitude, in Figure 9.21 for the attitude, and in Figure 9.22 for
the yaw. These precisions follow similar relationships as the reduced system for the
landmark distribution angle . The X and Y positions have a similar level of accuracy,
while the altitude is more precise than both. The bank and pitch accuracies are also
similar, while again the yaw angle is more precise.
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Figure 9.19: Landmark Distribution Eects on Positional Precisions
 
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Figure 9.20: Landmark Distribution Eects on Altitude Precision
 
 = 2

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Figure 9.21: Landmark Distribution Eects on Attitude Precisions
 
 = 2

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Figure 9.22: Landmark Distribution Eects on Yaw Precision
 
 = 2

Next, the mean landmark declination angle  eects are shown in Figure 9.23 for
the position, in Figure 9.24 for the altitude, in Figure 9.25 for the combined total
position, in Figure 9.26 for the attitude, and in Figure 9.27 for the yaw. There are
some signicant dierences between the full system and the reduced system in these
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observed relationships.
The position and altitude no longer have a sine and cosine relationship keeping
the total combined positional precision constant. Instead, the position component
precisions are the least accurate at  = 2 . The X position is most accurate at  =

4
while the Z position is most accurate at  = 0. The altitude precision on the other
hand, is fairly constant between  = 0 to  = 3 , until like before in the reduced system,
it reaches a minimum normalised standard deviation at  = 2 . The total combined
positional precisions have a minimum normalised standard deviation at   4 which
would indicate that a camera mounting angle of  = 4 would be the optimum in the
VO estimation process and that  = 2 would be the worst (compared to the reduced
system, where there was no optimum camera angle). The dierences between the
reduced system and the full system are caused by the extension to a higher order
system and the new cross-coupling that exists between the states. Similar outcomes
can be seen with the attitude precisions. Both the bank and pitch accuracies are the
least precise at  = 2 with the yaw precision varying only a small amount across the
declination range.
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Figure 9.23: Landmark Declination Eects on Positional Precisions
314
30 40 50 60 70 80 90
0
2
4
6
8
10
12
14
Landmark Declination Angle ǫ (deg)
N
o
rm
a
li
se
d
A
lt
it
u
d
e
S
ta
n
d
a
rd
D
ev
ia
ti
o
n
σ
Z
h
σ
γ
∆ǫ = 5◦
∆ǫ = 10◦
Figure 9.24: Landmark Declination Eects on Altitude Precision
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Figure 9.25: Landmark Declination Eects on Total Positional Precision
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Figure 9.26: Landmark Declination Eects on Attitude Precisions
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Figure 9.27: Landmark Declination Eects on Yaw Precision
The Fly-Over performance envelopes for a set of xed landmarks observed while
the aircraft ies over them are once again over-plotted on the landmark declination ef-
fect gures. Interestingly, similar relationships as the reduced system can be observed.
The X position component precision is shown in Figure 9.28, in which the uncertainty
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increases as the aircraft ies towards the landmarks, reaching a maximum uncertainty
when directly overhead. The altitude precision on the other hand, shown in Figure 9.29,
reaches a maximum precision when the aircraft is directly overhead. The yaw angle has
a similar eect, producing the strongest information when directly overhead the land-
marks, which is shown in Figure 9.30. These gures indicate that the best information
is observed at a distance away from the landmarks when the declination angle is small,
except for altitude and yaw, which is strongest when directly overhead the landmarks.
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Figure 9.28: Fly-Over Performance Envelope for Positional Precision
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Figure 9.29: Fly-Over Performance Envelope for Altitude Precision
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Figure 9.30: Fly-Over Performance Envelope for Yaw Precision
The interaction of the various sensor parameters plays a large part in determining
the overall accuracy of the VO solution. The maximum obtainable accuracies with
various sensor parameters for a downwards facing camera are shown in Table 9.8 and
in Table 9.9 for a 45 downwards facing camera. The range of the parameters is selected
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based on typical camera properties. Two dierent FOV sizes are investigated, which
are 45 and 80. These FOV sizes correspond to a standard lens and a wide angle
lens respectively. Three dierent resolutions are tested, from 1024 a standard high
resolution to 640 a standard low resolution. Interestingly, the results show that the
optimum (VO) conguration out of all the parameters tested in the tables is a high
resolution camera with a large FOV lens, mounted at 45.
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Table 9.8: Maximum (VO) Precisions for Various Sensor Parameters
 
 = 2

Parameter FOV
Normalised STD Maximum Accuracy  
 = 12FOV

Res (1024) Res (800) Res (640)
 = 0:046
  = 0:059  = 0:074
X Position 45 3.1937 X=(h) 0.0026 m=h 0.0033 m=h 0.0041 m=h
Y Position 45 3.2720 Y =(h) 0.0026 m=h 0.0034 m=h 0.0042 m=h
Z Position 45 0.8191 Z=(h) 0.0007 m=h 0.0008 m=h 0.0011 m=h
 Bank 45 154.2621 = 0.1248 0.1597 0.1997
 Pitch 45 154.2622 = 0.1248 0.1597 0.1997
 Yaw 45 46.9333  = 0.0038 0.0486 0.0608
 = 0:094
  = 0:120  = 0:150
X Position 80 1.0533 X=(h) 0.0017 m=h 0.0022 m=h 0.0028 m=h
Y Position 80 1.2970 Y =(h) 0.0021 m=h 0.0027 m=h 0.0034 m=h
Z Position 80 0.3624 Z=(h) 0.0006 m=h 0.0008 m=h 0.0010 m=h
 Bank 80 31.1688 = 0.0511 0.0654 0.0817
 Pitch 80 31.1688 = 0.0511 0.0654 0.0817
 Yaw 80 20.7620  = 0.0340 0.0436 0.0544
Table 9.9: Maximum (VO) Precisions for Various Sensor Parameters
 
 = 4

Parameter FOV
Normalised STD Maximum Accuracy  
 = 12FOV

Res (1024) Res (800) Res (640)
 = 0:046
  = 0:059  = 0:074
X Position 45 1.1530 X=(h) 0.0009 m=h 0.0012 m=h 0.0015 m=h
Y Position 45 2.0769 Y =(h) 0.0017 m=h 0.0022 m=h 0.0027 m=h
Z Position 45 1.9861 Z=(h) 0.0016 m=h 0.0021 m=h 0.0026 m=h
 Bank 45 84.3931 = 0.0683 0.0874 0.1092
 Pitch 45 63.8975 = 0.0517 0.0662 0.0827
 Yaw 45 42.6564  = 0.0345 0.0442 0.0552
 = 0:094
  = 0:120  = 0:150
X Position 80 0.5479 X=(h) 0.0009 m=h 0.0011 m=h 0.0014 m=h
Y Position 80 0.9188 Y =(h) 0.0015 m=h 0.0019 m=h 0.0024 m=h
Z Position 80 0.7575 Z=(h) 0.0012 m=h 0.0016 m=h 0.0020 m=h
 Bank 80 26.1636 = 0.0429 0.0549 0.0686
 Pitch 80 21.0626 = 0.0345 0.0442 0.0552
 Yaw 80 16.9685  = 0.0278 0.0356 0.0445
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9.2.2 Visual and Attitude-Aided Estimation
Attitude-aided visual estimation on the full aircraft system is investigated next. The
complete aircraft state x is estimated using the visual bearing measurements augmented
with bank and pitch measurement (and possibly a yaw measurement) from an external
source. Let the augmented measurement vector z with bank and pitch attitude-aiding
be:
z =
2666666666666664
1
2
3
4


3777777777777775
+ v (9.40)
where v is a Gaussian measurement noise vector with zero mean and a variance of:
R =
264 2I(88) 0
0 2(;)I(22)
375 (9.41)
where 2(;) is the variance of the bank and pitch measurements from the external
process. Let the augmented measurement vector z with complete attitude-aiding be:
z =
2666666666666666664
1
2
3
4


 
3777777777777777775
+ v (9.42)
where v is a Gaussian measurement noise vector with zero mean and a variance of:
R =
266664
2I(88) 0 0
0 2(;)I(22) 0
0 0 2 
377775 (9.43)
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where 2 is the variance of the yaw measurement from the external process.
In both (VA) situations, the estimation process accuracy can be evaluated using
the GLS covariance equation:
P = (HTR 1H) 1 (9.44)
where the Jacobian H = @z@x

x
is evaluated numerically.
The main relationship that is investigated for the attitude-aided situation is the
landmark declination eects on the estimation sensitivities. The other eects for the
measurement ratio  and the landmark distribution angle  are all consistent with the
(VA) reduced system and the (VO) full system. These eects are that the sensitivities
are decreased with a large landmark distribution angle  and that the measurement
ratio value  shifts the uncertainties between the (VO) gures and the (VA) gures
presented below. The gures are again generated with a measurement ratio of  = 1
because the relationships have started to converge with decreasing  values.
The landmark declination eects on the estimation sensitivities with bank and pitch
attitude aiding are shown in Figure 9.31 for position, in Figure 9.32 for altitude, and
Figure 9.33 for yaw. The altitude eects are not shown as they would tend towards the
direct measurement uncertainty of 2(;) as expected. As with the reduced system, the
overall uncertainty with VA in the full system, is signicantly smaller than that of the
VO situation.
The positional sensitivities once again reverse compared to the VO situation, with
both the X and Y components converging to a minimum uncertainty at  = 2 , rather
than being spread out with landmark distribution eects  and an overall minimum
at  = 4 . This would suggest that  =

2 is the optimum angle to use when accurate
attitude information is available, rather than  = 4 which was the optimum for the VO
situation.
The altitude precision is fairly constant with the declination angle. The declination
angle of  = 2 , again provides the most accurate information. This is the same as the
VO situation, except that the overall error has reduced.
The yaw sensitivity is also fairly constant across the declination range, however the
minimum uncertainty is still at approximately   4 , just like the visual only situation.
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The overall sensitivity of the yaw angle is still similar to the VO situation and the
attitude information has not improved the yaw uncertainty by a signicant amount.
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Figure 9.31: Landmark Declination Eects on Positional Precisions ( = 1)
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Figure 9.32: Landmark Declination Eects on Altitude Precision ( = 1)
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Figure 9.33: Landmark Declination Eects on Yaw Precision ( = 1)
When full attitude-aiding is used (i.e. including yaw measurements), there are
only two main dierences in the estimation sensitivities compared to the bank and
pitch attitude-aiding situation. Firstly, the yaw angle sensitivity tends towards the
direct yaw measurement uncertainty of 2 as expected and secondly, the Y position
uncertainty decreases again, as shown in Figure 9.34. This shows that the extra yaw
information can help resolve uncertainty in the horizontal direction.
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Figure 9.34: Landmark Declination Eects on Yaw Precision ( = 1)
The accuracies are once again placed into the context of sensor parameters by
tabulating the total positional precision with various sensor parameters, as shown in
Table 9.10. The highest accuracy is achieved when accurate attitude information is
fused with a high resolution camera using a standard lens mounted facing directly
downwards on the aircraft.
The optimum conguration (in terms of  ,  and FOV) for given sensor param-
eters (in terms of (;) and resolution) can be found. These optimum congurations
are tabulated in Table 9.11. An interesting relationship can be observed; if attitude
information is unreliable or unavailable, a camera with a wide angle lens mounted at
45 is optimum whereas if accurate attitude information is available, a camera with a
standard angle lens mounted facing directly downwards is optimum.
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Table 9.10: Maximum (VA) Positional Precisions for Various Sensor Parameters
Parameters Maximum Accuracy 
FOV Declination Res (1024) Res (800) Res (640)
45 90  = 0:046  = 0:059  = 0:074
(;) = 1
 0.0037 m=h 0.0048 m=h 0.0059 m=h
(;) = 0:5
 0.0037 m=h 0.0046 m=h 0.0056 m=h
(;) = 0:1
 0.0024 m=h 0.0027 m=h 0.0030 m=h
(;) = 0:01
 0.0009 m=h 0.0012 m=h 0.0014 m=h
80 90  = 0:094  = 0:120  = 0:150
(;) = 1
 0.0028 m=h 0.0036 m=h 0.0045 m=h
(;) = 0:5
 0.0028 m=h 0.0036 m=h 0.0044 m=h
(;) = 0:1
 0.0026 m=h 0.0031 m=h 0.0037 m=h
(;) = 0:01
 0.0014 m=h 0.0017 m=h 0.0021 m=h
45 45  = 0:046  = 0:059  = 0:074
(;) = 1
 0.0025 m=h 0.0032 m=h 0.0040 m=h
(;) = 0:5
 0.0025 m=h 0.0032 m=h 0.0040 m=h
(;) = 0:1
 0.0023 m=h 0.0028 m=h 0.0033 m=h
(;) = 0:01
 0.0014 m=h 0.0018 m=h 0.0022 m=h
80 45  = 0:094  = 0:120  = 0:150
(;) = 1
 0.0021 m=h 0.0027 m=h 0.0034 m=h
(;) = 0:5
 0.0021 m=h 0.0027 m=h 0.0034 m=h
(;) = 0:1
 0.0021 m=h 0.0026 m=h 0.0032 m=h
(;) = 0:01
 0.0017 m=h 0.0022 m=h 0.0027 m=h
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Table 9.11: Optimum Positional (VA) Sensor Parameters
Sensor Parameters Optimum Conguration
Resolution  Accuracy  Improvement %  FOV
1024 - 0.0021 m=h - 45 80
1024 1 0.0021 m=h 0% 45 80
1024 0.5 0.0021 m=h 0% 45 80
1024 0.1 0.0021 m=h 0% 45 80
1024 0.05 0.0016 m=h 24% 90 45
1024 0.01 0.0009 m=h 57% 90 45
800 - 0.0027 m=h - 45 80
800 1 0.0027 m=h 0% 45 80
800 0.5 0.0027 m=h 0% 45 80
800 0.1 0.0026 m=h 4% 45 80
800 0.05 0.0018 m=h 33% 90 45
800 0.01 0.0012 m=h 56% 90 45
640 - 0.0034 m=h - 45 80
640 1 0.0034 m=h 0% 45 80
640 0.5 0.0034 m=h 0% 45 80
640 0.1 0.0030 m=h 12% 90 45
640 0.05 0.0020 m=h 41% 90 45
640 0.01 0.0014 m=h 59% 90 45
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9.3 Summary
The nature of the visual estimation process means that some states will be more ob-
servable that others and less sensitive to errors. Fusion of attitude information from
an external source has a large impact on these sensitivities. Attitude determination
from visual horizon detection can greatly enhance the accuracy of the visual estimation
process, constraining the position estimate for navigation. This is one of the driv-
ing factors behind this investigation of visual attitude determination, which is to aid
the navigational accuracy. The inclusion of external attitude information also allows
the full state to be estimated in cases that would be under-determined if only visual
bearings measurements where used (i.e. when observing only two landmarks).
The general analysis performed in this section, shows that landmarks that are spread
out in the camera frame provide stronger information than landmarks that appear close
together. The accuracy of the estimation process is usually related to the angular sep-
aration between the observed features. It was observed that the positional sensitivities
scale with altitude whereas the attitude sensitives are independent of the altitude of
the aircraft.
Visual only estimation of the states results in the X and Y positional accuracies
being larger when the view angle is shallow. Altitude on the other hand is most
accurate when the landmarks are directly underneath the aircraft. The bank and pitch
attitude angles follow a similar relationship as the X and Y positional accuracies and
the yaw angle follows the same relationship as the altitude, becoming more accurate
when viewed from above.
When attitude information is fused from another source, the accuracy of the es-
timation process can dramatically improve depending upon the precision of the fused
attitude information. This inclusion of attitude information changes the sensitivities
of the estimation process. The X and Y positional sensitivities change to become the
most accurate when observing features directly beneath the aircraft.
The analysis performed to nd the optimum sensor parameters for positional esti-
mation produced strong recommendations. If visual only estimation is used, then the
optimum conguration is a high resolution camera with a wide angle lens mounted at a
45 downwards oset. If accurate attitude information is available then this optimum
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conguration changes to a high resolution camera with a standard lens mounted facing
directly downwards. The use of two cameras, setup in both congurations would be
ideal as it can maintain optimality depending upon the current situation.
Overall, the analysis has allowed the estimation process sensitivities to be under-
stood and quantied. This understanding allowed the optimum sensor conguration to
be calculated and justied. The use of horizon detection to provide external attitude
information has been shown to increase the overall accuracy of the position estimation,
reducing the visual estimation process sensitivity to dierent types of errors. These are
all critical factors which help increase the robustness of the estimation process.
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Chapter 10
Visual Navigation
10.1 Introduction
Inertial only navigation has many limitations relating to accurate long term navigation.
Since the estimation process is primarily a rate driven process, the solution can diverge
quickly due to inertial drift. There is nothing to constrain or correct the solution for
the position of the aircraft and the altitude estimation process can be unstable. These
problems are why aided navigation systems are used. The aiding measurements usually
constrain the position of the aircraft, allowing for long term operation. A human pilot
primarily relies on vision to navigate the aircraft. They look for distinct ground features
and correlate them with a map to estimate their position. For this reason, it should
be possible to mechanise this process and use the visual information to constrain the
position estimate of the navigation system.
Attitude determination and estimation was the main focus in the previous chapters
of this thesis. This is because the accuracy of the attitude solution has a large impact
on the accuracy of the navigation solution. The attitude and navigation problems are
cross-coupled through the rigid body dynamics, constraining one of them will help
improve the other. Constraining them both, should provide better accuracy compared
to only constraining one of the two. Attitude accuracy is also of greater importance
when visual navigation methods are used. When the line of sight vector for a detected
image feature is project to the ground, the uncertainty in attitude can transform to
a large uncertainty in position due to the long baseline between the aircraft and the
ground. So the reverse, estimating the position of the aircraft from visual measurements
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is also greatly dependant on the attitude accuracy.
Two methods of visual navigation are developed in this chapter, each one addresses
dierent stages of the visual navigation problem. The rst method helps to constrain
the attitude and position of the navigation lter while it is operating. Visual mea-
surements are fused directly into the EKF of the navigation lter. A priori positional
information is known which greatly helps the data association problem of matching the
detected feature to a database or map. This process is similar to SLAM except that
the landmarks are known and are not mapped on the y. The second method is em-
ployed when no positional information is known. A RANSAC search is used to identify
the landmarks and location of the aircraft. This is essentially the drop-o problem,
where the aircraft is dropped o at an unknown location and it needs to localise itself.
Once the aircraft has been localised, the EKF method can be used thereon, unless
the dead-reckoning error grows too large due to no visual measurements being fused
to constrain the lter. The RANSAC method could be used at each visual update,
however when A priori positional information is known, it is more ecient and robust
to fuse the measurements to constrain this position estimate rather than to regenerate
the estimate from scratch.
There are numerous visual features that pilots use to navigate. This thesis focuses on
a single feature type for visual navigation; road intersections. Road intersections were
selected due to their strong localisation information and are sucient to demonstrate
the visual navigation principles. They provide reference point features with a discrete
position and orientation. Their shape also provides useful data association information.
Most of the concepts developed in this chapter would equally apply for other visual
features.
This chapter address the various aspects of the visual navigation problem and how
they relate to attitude estimation. The layout of this chapter is as follows:
Section 10.2 discusses the use of road intersections as a visual navigation feature. A
feature description is developed to store the information about the intersection.
Feature storage and a method of using the shape of the intersection for data
association is also discussed.
Section 10.3 develops the image processing and detection algorithm to detect and
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extract road intersections from an image. The intersections are extracted in
such a way that they are compatible with the feature description developed in
Section 10.2. After the detection stage, the intersections can be used in the visual
navigation or localisation methods developed in Sections 10.4 and 10.5.
Section 10.4 develops the measurement model and required Jacobians applicable to
the intersection features in the navigation EKF developed in Subsection 3.6.3.
The data association procedure that associates detected intersections to their
database counter-parts is developed in this section. The data association proce-
dure is based on probabilistic measures which also act as fault detection, ensuring
that incorrect matches are not made that would cause the lter to diverge.
Section 10.5 develops the localisation procedure which allows the aircraft to localise
itself using detected road intersections when no a priori positional information
is available. The attitude estimate from horizon detection or any other source is
used in this localisation process. This method would be employed as part of the
initialisation of the navigational lter or the re-initialisation of the lter if the
position estimate uncertainty has grown too large.
Section 10.6 presents simulation and ight test results for the visual navigation lter
developed in Section 10.4 highlighting the dierent levels of accuracy which can
be achieved using dierent combinations of aiding sensors. These results conrm
the ndings presented in Chapter 9, producing the most accurate results with
attitude and visual aiding.
Section 10.7 contains the summary to this visual navigation chapter.
10.2 Road Intersection Feature
Road intersections provide strong localisation information due to their discrete position
and orientation. A single straight road can only constrain the position of the observer in
the direction normal to the road. However, a point feature can constrain the position in
both directions. The road branches can provide orientation information that allows this
point feature to also constrain the direction of the aircraft. The angular distribution of
the road branches provides a useful mechanism for matching intersections to a database
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for the data association process. Figure 10.1 shows an example of how an intersection
in an image can be matched to an intersection in the database to provide position
and orientation information. There is a clear correspondence between the intersections
based upon the distribution of their branches, from this it is easy to tell which direction
is North.
DATABASEIMAGE
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Branch 2
Branch 3
Branch 4
N
Branch 1
Branch 2
Branch 3
Branch 4
N
Figure 10.1: Road Intersection Image and Database Example
The representation of the road intersection feature is discussed in this section, along
with a method to match intersections using the distribution and orientation of their
branches.
10.2.1 Feature Description
Let  represent a road intersection feature which contains various parameters describing
the intersection. The intersection  contains the following parameters:
 =
n
P g; P gP ; nb; b;
2
 b
;d;2d
o
where;
Position P g
Location of the centre of the intersection in the geodetic frame Fg. P g = ['; ; h]T
Position Covariance PP g
Uncertainty covariance of the geodetic position of the intersection. P gP = diag
 
2'; 
2
; 
2
h

Number of Road Branches nb
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Number of roach branches which make up the intersection.
Road Branch Angles  b
The road branch angle vector which describes the branch directions relative to
North. The branches are listed in clockwise order such that  b = [ 1;    ;  nb ]T
where 0   i < 2 and  i <  i+1. The labelling is explained in Figure 10.2.
North
ψ1
ψ2
ψ3
Branch 1
Branch 2
Branch 3
P 
Figure 10.2: Road Intersection Branch Description
Road Branch Angle Uncertainties 2 b
The road branch angle uncertainty vector has elements that correspond to the
uncertainty of the elements of  b such that 
2
 b
= [2 1 ;    ; 2 nb ]
T .
Road Branch Description d
The description vector which describes the road branch angular distribution so
that it can be used for matching purposes. It is formed by calculating the angular
dierence between successive road branches of the intersection. Let  i =  i+1 
 i where  nb+1 =  1 so that:
d =
266666664
 1
...
 nb 1
2 + nb
377777775
(10.1)
Road Branch Description Uncertainty 2d
The road branch description uncertainty vector contains the uncertainties for the
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description vector d. The angular uncertainty for each description element is
simply the variance sum of the component variances such that:
2d =
266666664
2 2 + 
2
 1
2 3 + 
2
 2
...
2 1 + 
2
 nb
377777775
(10.2)
10.2.2 Feature Database
A database of all road intersections can be formed. Let  be a set of intersections
representing the intersection database, such that  = f1;    ;nrg where nr = jj
is the number of road intersections contained in  and i 2  refers to a particular
intersection contained in the database set. Each intersection i contains the elements
described in the feature description such that a particular parameter of the intersection
data can be is expressed using a reference to i. For example, the position P
g of
intersection i can be expressed as P
g
i
or using i ! P g.
Local Area Feature Database
The data association processes used later in this chapter, require searching the inter-
section database. It is advantageous in terms of computation time to dene a local area
database  which is a subset of the complete database    that only contains the
road intersection features in the local area. The local area database  can be formed
about a reference position P g0 with a distance threshold of Tdist using:
 = f : kP e0   P ek < Tdist ;  2 g (10.3)
The local area data set  then contains  = f1;    ;nrg where nr = jj is the
number of intersections contained in the local area data set. The conversions between
a position P g in the geodetic frame Fg and a position P e in the ECEF frame Fe is
accomplished using Equation (3.11).
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10.2.3 Feature Matching
The branch angle vector  b and the description vector d provide useful information
that can be used to match road intersection features together. The matching problem
can be set up in a probabilistic framework using the normalised innovation squared as
a matching measure. Two main matching techniques are discussed in this subsection.
These are description vector matching and orientation matching. Let  and 0 be the
features that are to be evaluated for a correspondence match, so that  $ 0, where
$ signies 'corresponds to'. For the intersections to be even considered as a possible
match, they both need the same number of road branches, such that:
nb = nb0 (10.4)
Description Vector Matching
The description vector match  $ 0 can be evaluated by calculating the NIS ^2d
between the two description vectors using:
^2d = (d   d0)TS 1d (d   d0) (10.5)
where description vector innovation uncertainty Sd is given by:
Sd = diag
 
2d

+ diag

2d0

(10.6)
The description vector NIS should follow a 2 distribution, so a matched intersection
can be judged using the condition of ^2d < 
2(nb; 1   cd) for a condence level of cd.
The corresponding 2 value can be selected from Table 3.3 or calculated from a 2
distribution.
Unfortunately, the road branch labelling order changes the order of the elements
in d. If the branches are in a dierent order, then the NIS value is invalid. This
would occur if the reference direction (i.e. North) is not known during the generation
of the description vector. This can happen in the image intersection detection stage,
discussed later on in Section 10.3. To account for this eventuality, all of the NIS values
for the circular permutations of one of the d vectors need to be calculated. The eect
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of rotating the branch datum on the same intersection is shown in Figure 10.3. The
gure shows that circular permutations of the description vector must be calculated
to nd the most likely branch correspondence, so that the same intersection can be
correctly compared. The equation for the description vector NIS ^2d can be modied to
Datum 1
Δψ1 ,1
Datum 2
Δψ2,1
Δψ3,1
Δψ1,2
Δψ2,2 Δψ3,2
Branch 1,1
Branch 2,1
Branch 3,1
Branch 1,2
Branch 2,2
Branch 3,2
d1 = {Δψ1,1 , Δψ2,1, Δψ3,1}T d2 = {Δψ1,2, Δψ2,2, Δψ3,2}T
Circular Permutations of d2
d2(0)= {Δψ1,2 , Δψ2,2 , Δψ3,2}T
d2(1)= {Δψ3,2 , Δψ1,2 , Δψ2,2}T
d2(2)= {Δψ2,2 , Δψ3,2 , Δψ1,2}T
d1 = d2(2) ∴
Branch 1,1 → Branch 2,2
Branch 2,1 → Branch 3,2
Branch 3,1 → Branch 1,2
All Branches 
Labeled Clockwise
Figure 10.3: Road Intersection Branch Labelling Order Description Eects
take this into account, so that the NIS value ^2d becomes:
^2d = min
i2f0; ;nb 1g
^2d(i) (10.7)
^2d(i) = [d   d0(i)]T Sd(i) 1 [d   d0(i)] (10.8)
Sd(i) = diag
 
2d

+ diag

2d0 (i)

(10.9)
with the circular permutations dened as:
d(i)(ib) = d(ib+i (mod nb)) (10.10)
2d(i)(ib) = 
2
d(ib+i (mod nb))
(10.11)
where (mod n) is the modulus operator.
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Orientation Matching
Orientation matching can be applied to the intersections after the intersection pair
passes the description vector matching. The orientation dierence between  and 0
can be evaluated by calculating the NIS between two corresponding branch angles. The
orientation NIS ^2 can be calculated using:
^2 =
h
 b(1)   b0(1+i (mod nb)) + 
i
(mod 2)  
2
2 b(1)
+ 2 b0(1+i (mod nb))
 (10.12)
where i is the corresponding permutation index that brings the intersection branches
into alignment. This was calculated as part of the intersection branch description vector
matching. The NIS ^2 should conform to a 
2 distribution of 2(1; 1   c ) where c 
is the condence level threshold for the orientation match, selected from Table 3.3 or
calculated from a 2 distribution.
This method relies on the description vector matching process to nd the branch
correspondence between the two intersections. If any of the intersections have a sym-
metrical shape, then this branch correspondence is possibly erroneous, so that orien-
tation matching cannot be used. Intersection symmetry can be tested by using the
method described in the next subsection.
Symmetric Intersection Condition
Symmetric intersections cannot be used for orientation matching (except when orienta-
tion information is known for both intersections) as they would have multiple possible
solutions. It is possible to test if an intersection  is symmetrical, by applying a NIS
check on the angular distribution. The symmetrical NIS measure ^2s can be calculated
using:
^2s =

d   2
nb
T 
diag
 
2d
 1
d   2
nb

(10.13)
The symmetrical NIS check is then:
^2s < 
2 (nb ; 1  cs) (10.14)
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where cs is the condence level threshold for the symmetry condition. The corre-
sponding 2 threshold value can be selected from Table 3.3 or calculated from a 2
distribution.
10.3 Road Intersection Detection
10.3.1 Overview
For road intersections to be used as a visual feature as part of a visual navigation
system, an automatic intersection detection process is required. Road detection and
intersection detection is a widely researched area [146{152] for the use in remote sensing
and geographic information systems (such as mapping and change detection in satellite
imagery). These methods have had a dierent focus. They focused on road detection
for mapping rather than intersection detection for navigation. The methods presented
in many of the papers have long run times in the magnitude of minutes or hours and use
other types of imagery data i.e multispectral satellite imagery. Due to these reasons,
an intersection detection algorithm was developed herein for the express purpose of
real-time intersection detection in aerial images for navigation. Published road and
intersection detection methods take various approaches. The majority use colour and
spectral band information to identify seed road-like areas. These seed areas are then
used in road tracking, region growing, snake tting or graph optimisation processes to
detect or identify roads and hence intersections. The method proposed herein uses a
priori road colour distribution information to segment the image into road-like areas.
The segmented image is then morphologically ltered (using similar processes to those
used in [152]) to generate a clean road binary image. The road binary image is then
skeletonised and a road graph is built from the skeleton. The road graph is rened and
possible intersections are detected directly from the graph structure.
10.3.2 Intersection Detection
The image processing algorithm for road intersection detection is broken up into a
number of dierent steps, these dierent steps are:
1. Image Smoothing
2. Road Segmentation
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3. Road Filtering
4. Road Skeletonisation
5. Intersection Extraction
6. Intersection Transformation
The sub-processes in the complete algorithm are discussed in the subsections below.
Image Smoothing
The rst step in the detection process is to smooth the individual colour channels of the
image. The smoothing is performed to remove high frequency content and noise that
can be present due to camera sensor noise. This smoothing step also helps to remove
noise in the road segmentation in later stages. The smoothing process is performed
using a box lter on the individual colour channels of the image.
Let Ic(u; v) = [IR(u; v); IG(u; v); IB(u; v)]
T be the original colour image where (u; v)
are the image coordinates in pixels and IR; IG and IB are the individual colour channels
corresponding to red, green and blue respectively. The three smoothed colour channels
can be calculated from:
Ic(u; v) =
1
n2s
1nsns  Ic(u; v) (10.15)
where Ic(u; v) are the smoothed image colour channels, ns is the smoothing window
size and  is the correlation operation.
Road Segmentation
The next step in the detection process is to identify possible road-like areas based
upon the colour distribution. Assume that the typical [R;G;B]T colour distribution of
road pixels can be modelled as a three-dimensional Gaussian distribution with mean
of road and covariance of road. The values of road and road can be found o-line
using supervised training. The probability that a particular pixel belongs to the road
colour distribution can be calculated using the 2 distribution. The NIS test therefore
can be used to segment the image into road and non-road areas using:
^2c (u; v) = (Ic(u; v)  road)T  1road (Ic(u; v)  road) (10.16)
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Broad(u; v) =
8>><>>:
true; if ^2c (u; v)  2(3; 1  croad)
false; otherwise
(10.17)
where Broad is the segmented binary image of possible road areas and croad is the
probability condence level. The corresponding 2 value can be selected from Table 3.3
or calculated from a 2 distribution.
Road Filtering
The raw binary image from the road segmentation process can contain a large amount
of noise, and there can often exist 'holes' in the binary image due to obstructions (cars
or lines on the road) and small objects in the binary image due to road coloured objects
(roofs of houses or driveways). These unwanted binary image features can be ltered
out to provide a cleaner image for the rest of the detection process.
The rst ltering step is to apply a median lter to the binary image to smooth the
binary contours and remove salt-and-pepper noise (randomly occurring pixel noise),
this is accomplished by using a median lter. A median lter is a non-linear lter that
replaces the value of the centre pixel with the median value of the pixels surrounding
it. When applied to a binary image, the median lter operation is equivalent to:
B
(1)
road(u; v) =
8>><>>:
true; if 1nmnm Broad(u; v)  n
2
m
2
false; otherwise
(10.18)
where B
(1)
road is the smoothed binary image from the rst smoothing stage and nm is the
median lter window size. This operation essentially counts the number of road pixels
in the local area and sets the pixel value to be road if at least half of the pixels in the
box belong to the road class.
The second ltering step is to morphologically close the image to ll in small holes
and connect together close disjointed objects. A circular structuring element S with a
diameter nm is generated. A circular element is used rather than a square element in
order to keep smooth corners and to avoid favouring a single direction over another.
The smoothed binary image B
(1)
road is morphologically closed using:
B
(2)
road = B
(1)
road  S (10.19)
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where the closing operation  is described in Subsection 3.4.4.
The third ltering step is to remove any objects that are too small to be roads.
All the connected objects in the smoothed binary image B
(2)
road are extracted. Let
C(2) = fc1; c2;    ; cng be the set of all the objects in the smoothed binary image B(2)road
where each object ci is the set of all the connected pixels that make up the object. All
the connected objects are ltered to only include objects that are larger than an area
threshold of TMinArea using:
C(3) =
n
ci : jcij > TMinArea ; ci 2 C(2)
o
(10.20)
The connected object set from the third ltering stage is then converted back into a
binary image using:
B
(3)
road(u; v) =
8>><>>:
true; if (u; v) 2 C(3)
false; otherwise
(10.21)
The fourth ltering step is to remove any small holes in the ltered binary image
that are too large to have been ltered in the morphological closing stage. This is
performed in a similar way as the third ltering step, however it is performed on the
negative ltered binary image. Let C(4) = fc1; c2;    ; cng be the set of all the objects
in the negative smoothed binary image :B(3)road where each object ci is the set of all
the connected pixels which make up that object. All the connected objects which are
smaller than an area threshold of TMaxArea are ltered using:
C(5) =
n
ci : jcij < TMaxArea ; ci 2 C(4)
o
(10.22)
The union of the two connected area sets C(3) and C(5) is found and then used to
reconstruct the nal ltered binary image.
C(f) = C(3) [C(5) (10.23)
B
(f)
road(u; v) =
8>><>>:
true; if (u; v) 2 C(f)
false; otherwise
(10.24)
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Road Skeletonisation
Road skeletonisation or thinning is then applied to reduce the ltered binary image
B
(f)
road to lines of unit pixel width. This is done so that the underlying structure of
the road network can be observed and possible intersections can also be detected and
characterised. The road skeleton can have a large number of unwanted branches that
occur as part of the skeletonisation process. The unwanted branches can be pruned
from the road skeleton to produce a more informative skeleton. A number of steps are
carried out in this stage, these steps are:
1. Skeletonisation of the ltered road binary image B
(f)
road using the standard thinning
method described in Subsection 3.4.4 to form Bskel.
2. Calculate the road distance map Droad of the negative ltered road binary image
:B(f)road using the standard distance map method described in Subsection 3.4.4.
This distance map allows an estimate of the road or intersection width to be
estimated at any point in the image.
3. Generate the road segment/junction graph Groad from the road skeleton Bskel
so that the underlying road structure can be eciently investigated. Junction
points in the road skeleton Bskel and segment end points can be detected using
the hit-and-miss method described in Subsection 3.4.4. The segment/junction
graph consists of Groad = fJ;Sg where J = fJ1; J2;    ; Jnjg is the set of all
the junctions and S = fS1; S2;    ; Snsg is the set of all the segments. Each
junction Ji 2 J contains Ji = fp; d;bg where p = (u; v)T is the pixel location
of the junction, d = Droad (u; v) is the distance value at the junction location p
and b 2 J is the set of the branch segments which are joined by this junction.
Each segment Si 2 S contains Si = fp;d; Jstart; Jendg where p is the ordered set
of pixels that make up this segment, d = Droad (p) is the set of corresponding
distance values and Jstart and Jend are the junctions that connect the start to the
end of this segment, such that (Jstart; Jend) 2 J.
4. Rene the road segment/junction graph Groad by pruning unlikely branches and
junctions while consolidating the graph to form the ltered graph Groad. This
is done by iteratively applying the following processes until the graph stabilises.
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First, any stand alone junctions jJi ! bj  1 are removed from the graph,
where Ji ! b represents the set b extracted from the junction Ji 2 J. Next,
any junctions that only join two segments jJi ! bj = 2 are removed from the
graph and the two corresponding segments S 2 (Ji ! b) are combined into a
single segment in the graph. Lastly, any short segments that are end segments
(Si ! Jstart = ; or Si ! Jend = ;) are removed from the graph. Segments are
classied as short segments if their length jSi ! pj to mean width 2(Si ! d)
ratio is smaller than the threshold tshort. These processes are repeated until no
changes are made in each iteration, this forms the ltered graph Groad.
Intersection Extraction
Possible road intersections ~ are detected in the ltered road graph Groad by searching
the junctions in set J and lling in the intersection set ~. Let ~i be a detected
intersection consisting of ~i = fp; Pp; nb;;2g where p is the pixel location of the
intersection along with its associated uncertainty covariance Pp,  is the vector of size
nb that holds the intersection branch angles in the image and their associated variances
are stored in 2.
The intersection position p can be found from the corresponding junction position:
~i ! p = Ji ! p (10.25)
The position uncertainty Pp can be estimated from the intersection road width at the
junction using:
~i ! Pp = 2dI22 (10.26)
where 2d =

Ji!d
3
2
is the uncertainty in the intersection position. The branch angles
~i !  = f1; 2;    ; nbg where nb = jJi ! bj, can be estimated using:
j = arctan

vi   vj
ui   uj

(10.27)
where ui and vi are the u and v pixel positions from Ji ! p and uj and vj are the u
and v pixel positions for the segment pixel, n pixels along the jth branch segment of
Ji (i.e. Ji ! b(j) ! p(n)) where the length n varies depending upon the intersection
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size n = 3 (Ji ! d) to ensure an accuracy branch angle. The corresponding branch
angle variances ~i ! 2 = f21 ; 22 ;    ; 2nbg are then a function of the intersection
position uncertainty and branch pixel uncertainty such that:
2j =
2d + 
2
djp
(vi   vj)2 + (ui   uj)2
(10.28)
where 2d =

Ji!d
3
2
is the uncertainty in the intersection position and 2dj
=

Ji!b(j)!d
3
2
is the uncertainty due to the mean segment width of branch b(j). The overall intersec-
tion geometry extraction is shown in Figure 10.4.
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Figure 10.4: Road Detection Intersection Extraction
Intersection Transformation
The possible road intersections ~ extracted from the image need to be transformed
to the navigation frame using the estimated attitude for matching proposes (since
the data association matching is carried out in the navigation frame). Let ~ be an
detected intersection consisting of ~ = fp; Pp; nb;;2g, the following components
f b;2 b ;d;2dg must be calculated and added to the intersection data.
The angular appearance of the branches of an intersection in the image frame when
viewed with a perspective camera can be distorted. An image taken directly over the
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intersection will have no angular distortion, however an image taken at a shallow view
angle will have signicant distortion.
So that the intersections can be correctly matched an homographic transformation
is needed to be undertaken to correct for this distortion. This is required in order
to transform the intersection from the image plane to the ground plane, so that the
undistorted classication description vector can be calculated. The yaw  i of a road
branch can be evaluated using:
 i = arctan
0@

Rcn(2;1)   u^Rcn(1;1)

cos i +

v^Rcn(1;1)  Rcn(3;1)

sin i
Rcn(3;2)   v^Rcn(1;2)

sin i +

u^Rcn(1;2)  Rcn(2;2)

cos i
1A (10.29)
where (u^; v^) are the normalised pixel coordinates of the intersection centre ~! p, i is
the branch angle in the image frame ~! (i) and Rcn is the navigation frame to camera
frame rotation matrix. As can be seen from this equation, the angle is independent of
the aircraft position. In the simple case of a downward facing camera, this relationship
reduces to:
 i =    i (10.30)
where  is the yaw angle of the aircraft. The calculated branch yaw angles  i are then
used to form ~!  b once they have been re-sampled and re-sorted to a angular range
of [0; 2] using:
 i =  i (mod 2) (10.31)
The derivatives of the mapping equation can be used to transform the image angle
uncertainty 2i to the navigational frame yaw uncertainty 
2
 i
using:
2 i =

@ i
@i
2
2i +
@ i
@
P
@ i
@
T
(10.32)
where @ i@i and
@ i
@ are the derivatives of Equation (10.29) and P is the attitude
estimate covariance matrix. The calculated branch yaw variances 2 i are then used to
form ~ ! 2 b . The description vector d and its variance 2d can then be calculated
as described in Subsection 10.2.1.
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10.3.3 Detection Process Example
The road intersection detection algorithm developed in the above subsection was tested
on an example image shown in Figure 10.5 with the detected intersections highlighted
in red. Images from the dierent stages of the detection process for the example shown
in Figure 10.5 are shown in Figure 10.6. The NIS image shows the raw values from the
segmentation process. Road coloured areas are easily distinguished from this image.
The raw segmentation image shows the binary image from thresholding the NIS image.
The image has large noise content which is removed by the ltering process to produce
the ltered segmented image. This image is then skeletonised. The raw skeleton image
from this ltered segmented image has unwanted branches which are removed by the
ltering process applied to the skeleton graph. The ltered graph intersections can be
seen to clearly correspond to the actual road intersections.
Figure 10.5: Road Detection Example Image with Detected Intersections
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(a) NIS Image (b) Raw Segmented Image
(c) Filtered Segmented Image (d) Raw Skeleton Image
(e) Filtered Segmented Image (f) Skeleton Intersections
Figure 10.6: Road Detection Example Stages
348
10.4 EKF Visual Navigation
Visual measurements of detected road intersections can be fused into a lter to constrain
the position and attitude estimate of the aircraft. This is accomplished by fusing the
visual measurements using the INS Navigation EKF described in Subsection 3.6.3. The
INS Navigation EKF estimates the state vector:
x(k) =
266664
vn

P g
377775 (10.33)
where vn is the body velocity in the navigational frame Fn,  are the Euler angles of
the aircraft and P g is the LLA position of the aircraft in the geodetic frame Fg.
The road intersection measurement model, measurement model Jacobians and the
data association process are developed in this section; all of which are required as part
of the visual ltering scheme. The a priori information provided by the EKF, is used
in the data association stage to help calculate one to one correspondences between the
image features and database features. If the position of the aircraft is initially unknown
or if it grows too large during the operation, then exact correspondence for the detected
features may not be possible. This would result in the need to run the localisation
process developed later in Section 10.5 before reverting back to the navigation lter to
keep the positional error constrained.
The EKF visual measurement process consists of a number of steps:
1. Road intersection detection and extraction processes as described in Section 10.3
are executed on the camera images. This process returns a set of detected inter-
sections ~ = f~1;    ; ~nf g where nf is the number of detected features.
2. The data association described in Subsection 10.4.4 is used to calculate one to
one correspondences between the detected intersections ~ and the intersection
database  using information from the current EKF state x(k) and covariance
P (k).
3. The corresponding intersection pairs ~i $  are used to predict the sensor
measurement z(k) using the measurement model developed in Subsection 10.4.1.
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4. The measurement model Jacobians Hx and H are calculated as described in
Subsections 10.4.2 and 10.4.3 respectively. The Jacobians are used to estimate
the measurement covariance S(k), such that it is a combination of the current
aircraft uncertainty P (k), intersection measurement uncertainty R(k) and the
database intersection uncertainty P.
S(k) = HxP (k)H
T
x +R(k) +HPH
T
 (10.34)
5. The current measurements corresponding to the detected intersections are fused in
the EKF using the update stage equations for the lter as described in Section 3.6.
10.4.1 EKF Road Intersection Measurement Model
Visual measurements of the road intersection image position and road branch orien-
tation can be fused into the navigation lter to constrain the position and attitude
estimates. The individual measurements of the road intersection ~ from the visual
detection algorithm can be expressed in the form:
z(k) =
264 ~! p^
~! 
375 =
266666666664
u^
v^
1
...
nb
377777777775
+ v(k) (10.35)
where (u^; v^) are the normalised image coordinates of the road intersection, i is the
measured angle of the road branches in the image with i 2 f1;    ; ( ~! nb)g and v(k)
is a Gaussian distributed noise vector with a covariance matrix of R. The measurement
covariance matrix R has the form:
R(k) =
264 ~! Pp^ 02nb
0nb2 diag(~! 2)
375 =
266666666664
2u^ u^v^ 0    0
u^v^ 
2
v^ 0    0
0 0 21    0
...
...
...
. . .
...
0 0 0    2nb
377777777775
(10.36)
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The measurement vector is reduced to:
z(k) =
264 u^
v^
375+ v(k) (10.37)
with the noise vector shrinking accordingly when the road intersection branch corre-
spondence is indeterminate due to a symmetrical intersection.
The measurement model h(: : :) for the lter can be expressed as:
z(k) = h (x(k);;v(k)) (10.38)
where x(k) is the lter state vector,  $ ~ is the corresponding road intersection
from the database and v(k) is the measurement noise vector. The measurement model
function h(: : :) is calculated using the following procedure:
1. Firstly, the aircraft LLA position P g and intersection LLA position P g = (!
P g) in the geodetic frame Fg are converted to the ECEF frame Fe using Equa-
tion (3.11).
2. The delta position P n between the current aircraft position P e and the road
intersection position P e can be calculated and transformed to the navigational
frame Fn using:
P n = Rne(P
e
   P e) (10.39)
where the ECEF frame Fe to navigational frame Fn rotation matrix Rne is eval-
uated at P g using Equation (3.14).
3. The delta position vector P n can be transformed into the camera frame Fc
using the rotation sequence:
P c = RcbRbnP
n (10.40)
where the navigational to body frame rotation matrix is Rbn = Rx()Ry()Rz( )
and the body to camera frame rotation oset matrix is Rcb = Rx(o)Ry(o)Rz( o)
with (o; o;  o) being the Euler camera oset angles.
4. The position vector in the camera frame can be transformed to the normalised
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image frame and perspective projection applied using:
p^ =
264 u^
v^
375 = 1
P c(1)
264 0 1 0
0 0 1
375P c (10.41)
5. Next is the transformation of the road intersection branch angles to the image
frame, which can be accomplished using the homography relationship:
i = arctan
0@

Rcn(2;1)   u^Rcn(1;1)

cos b(i) +

Rcn(2;2)   u^Rcn(1;2)

sin b(i)
Rcn(3;1)   v^Rcn(1;1)

cos b(i) +

Rcn(3;2)   v^Rcn(1;2)

sin b(i)
1A
(10.42)
where  b = (!  b) and Rcn = RcbRbn.
6. The nal measurement output is then:
z =
266666666664
u^
v^
1
...
nb
377777777775
(10.43)
10.4.2 Measurement Model State Jacobian
The Jacobian of the measurement model with respect to the lter states can be derived
from the non-linear measurement model presented in Subsection 10.4.1 to be:
Hx(k) =
266666664
@p^
@vn
@p^
@
@p^
@P g
@1
@vn
@1
@
@1
@P g
...
...
...
@nb
@vn
@nb
@
@nb
@P g
377777775
(10.44)
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The Jacobian can be simplied by setting the independent elements to zero:
Hx(k) =
266666664
023 @p^@
@p^
@P g
013 @1@
@1
@P g
...
...
...
013
@nb
@
@nb
@P g
377777775
(10.45)
The calculation of the individual derivative components is explained in detail below.
Attitude Sensitivity of p^
The attitude sensitivity of the projected point can be calculated using the derivative
chain-rule:
@p^
@
=
@p^
@P c
@P c
@
(10.46)
where separate derivative matrices are:
@p^
@P c
=
1
P c(1)
264  P
c
(2)
P c(1)
1 0
 P c(3)
P c(1)
0 1
375 (10.47)
@P c
@
=

@P c
@
@P c
@
@P c
@ 

(10.48)
The Euler angle sensitivity vectors can be calculated from:
@P c
@
= Rcb
@Rbn
@
P n (10.49)
@P c
@
= Rcb
@Rbn
@
P n (10.50)
@P c
@ 
= Rcb
@Rbn
@ 
P n (10.51)
with the rotation matrix Rbn sensitivity matrices calculated from Equations (7.22) -
(7.24).
Attitude Sensitivity of i
Since the equation for i is presented as a scalar trigonometric equation, a chain of
partial derivatives are needed to compactly express the analytical Jacobian. Let the
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equation be expressed using the dummy variables a and b such that:
i = arctan
a
b

(10.52)
a =

Rcn(2;1)   u^Rcn(1;1)

cos b(i) +

Rcn(2;2)   u^Rcn(1;2)

sin b(i) (10.53)
b =

Rcn(3;1)   v^Rcn(1;1)

cos b(i) +

Rcn(3;2)   v^Rcn(1;2)

sin b(i) (10.54)
The partial derivatives of i with respect to  can be expanded to be:
@i
@
=
@i
@Rcn

@Rcn
@
@Rcn
@
@Rcn
@ 

(10.55)
where the rotation matrix sensitivities can be expressed using the vectorisation opera-
tion as:
@Rcn
@
= vec

Rcb
@Rbn
@

(10.56)
@Rcn
@
= vec

Rcb
@Rbn
@

(10.57)
@Rcn
@ 
= vec

Rcb
@Rbn
@ 

(10.58)
and where the derivative of i with respect to the rotation matrix is:
@i
@Rcn
=

@i
@a
@a
@Rcn
+
@i
@b
@b
@Rcn

=
1
a2 + b2
26666666666666666666666664
(av^   bu^) cos b(i)
b cos b(i)
 a cos b(i)
(av^   bu^) sin b(i)
(av^   bu^) sin b(i)
(av^   bu^) sin b(i)
0
0
0
37777777777777777777777775
T
(10.59)
Position Sensitivity of p^
The positional sensitivity can be calculated in a similar way as the attitude sensitivity,
by breaking the derivatives down into their components using the chain-rule. The
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positional derivative chain is then:
@p^
@P g
=
@p^
@P c
@P c
@P n

@P n
@Rne
@Rne
@P g
+
@P n
@P e
@P e
@P g

(10.60)
which can be simplied to:
@p^
@P g
=
@p^
@P c
RcbRbn

@Rne
@'
P e;
@Rne
@
P e;031

 Rne @P
e
@P g

(10.61)
where @P
e
@P g can be calculated using Equation (8.93) and the other matrices can be
calulated using:
@Rne
@'
=
266664
  cos cos'   cos' sin   sin'
0 0 0
cos sin' sin sin'   cos'
377775 (10.62)
@Rne
@
=
266664
sin sin'   sin' cos 0
  cos   sin 0
sin cos'   cos cos' 0
377775 (10.63)
Positional Sensitivity of i
The sensitivity of i with respect to P g comes from the sensitivity to the pixel coordi-
nates, so that the derivative chain can be expressed as:
@i
@P g
=
@i
@p^
@p^
@P g
(10.64)
The sensitivity of i with respect to p^ can be calculated from the scalar equation for
i. Let the equation be expressed again using the dummy variables a and b such that:
i = arctan
a
b

(10.65)
a =

Rcn(2;1)   u^Rcn(1;1)

cos b(i) +

Rcn(2;2)   u^Rcn(1;2)

sin b(i) (10.66)
b =

Rcn(3;1)   v^Rcn(1;1)

cos b(i) +

Rcn(3;2)   v^Rcn(1;2)

sin b(i) (10.67)
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The partial derivative of i with respect to p^ is:
@i
@p^
=

@i
@a
@a
@p^
+
@i
@b
@b
@p^

=
Rcn(1;1) cos b(i) +Rcn(1;2) sin b(i)
a2 + b2

 b a

(10.68)
10.4.3 Measurement Model Input Jacobian
The road intersection position and branch angles from the database have a certain level
of uncertainty which also needs to be addressed. To include this uncertainty in the lter,
the Jacobian of the measurement model with respect to the intersection parameters is
needed. This input Jacobian is:
H(k) =
266666664
@p^
@P g
0    0
013 @1@ 1    0
...
...
. . .
...
013 0    @nb@ nb
377777775
(10.69)
Intersection Positional Sensitivity of p^
The partial derivative for the intersection position sensitivity can be broken down into
a derivative chain as follows:
@p^
@P g
=
@p^
@P c
@P c
@P n
@P n
@P e
@P e
@P e
@P e
@P g
(10.70)
which can be evaluated using:
@p^
@P g
=
@p^
@P c
RcbRbnRne
@P e
@P g
(10.71)
where
@P e
@P g
= @P
e
@P g but evaluated at P
g
 using Equation (8.93).
Intersection Branch Angle Sensitivity of i
The sensitivity of i with respect to  i can be calculated from the scalar equation for
i. Using the dummy variable representation of i as used in Equations (10.65)-(10.67),
the partial derivative of i with respect to  i can be expanded to become:
@i
@ i
=
@i
@a
@a
@ i
+
@i
@b
@b
@ i
(10.72)
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so that:
@i
@ i
=
1
a2 + b2
h 
Rcn(2;2)Rcn(3;1)  Rcn(2;1)Rcn(3;2)

+ u^
 
Rcn(1;1)Rcn(3;2)  Rcn(1;2)Rcn(3;1)

+ v^
 
Rcn(1;2)Rcn(2;1)  Rcn(1;1)Rcn(2;2)
 i
(10.73)
10.4.4 Data Association
The detected road intersections from the image need to be matched to the database
as part of the measurement process for the lter. The measurement model cannot
be calculated if this correspondence is unknown. Let ~ be the detected intersection
in the image and  be its corresponding database entry, such that ~ $ . The data
association process needs to calculate a one to one correspondence between the detected
intersection ~ and an intersection  from the database , such that ~ $  where
 2 . The data association process follows a number of steps to uniquely identify
the intersection correspondences when they exist. This is done by iteratively rening
the possible correspondence set until only a single correspondence remains. The data
association process consists of the following steps and/or checks:
1. Local Area Database Extraction
2. Number of Branches Check
3. Intersection Branch Description Check
4. Intersection Branch Orientation Check
5. Intersection Bearing Innovation Check
6. Global Consistency Check
Local Area Database Extraction
The rst step in the association process is to generate a possible correspondence set
 from the complete database  based upon a local area condition. This is done
to reduce to the correspondence search space, leading to increased eciency in the
matching process. This is accomplished using the local area database extraction method
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described in Subsection 10.2.2, which uses the condition:
 = f : kP e   P ek < Tdist ;  2 g (10.74)
where P e is the estimated aircraft position from the EKF expressed in the ECEF frame
Fe, P e is the current intersection position in the ECEF frame Fe from the set  and
Tdist is the local area distance threshold.
Number of Branches
The intersections in the possible correspondence set  are then rened according to
the number of branches for each intersection. Let nb be the number of branches of the
detected intersection ~ and nb be the number of branches of the current intersection
from the set . The correspondence set  can be rened using:
 = f : nb = nb ;  2 g (10.75)
Intersection Branch Description Check
The intersections in the possible correspondence set  are then checked using the road
branch description vector to nd intersections with the same road intersection branch
distributions. Let d be the description vector calculated for the detected intersection
~ and d be the description vector for the current intersection from the set . The
NIS between the two description vectors is calculated to check for possible matches
using the method explained in Subsection 10.2.3. The set  is rened to only contain
intersections with similar branch distributions using the condition:
 =

 : ^2d() < 
2(nb; 1  cd) ;  2 
	
(10.76)
where ^2d() is the NIS for the current intersection and cd is the condence level thresh-
old for the description vector. The corresponding 2 value can be selected from Ta-
ble 3.3 or calculated from a 2 distribution.
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Intersection Branch Orientation Check
The intersections in the possible correspondence set  are then checked for their ori-
entation to rene the data set even further. This test can only be applied for non-
symmetrical intersections, such that the orientation of that intersection is uniquely
dened.
To test if an intersection is symmetrical, the test condition ^2s < 
2(nb; 1 cs) can be
evaluated as described in Subsection 10.2.3, where cs is the condence level threshold
for the symmetrical condition, with the corresponding 2 value selected from Table 3.3
or calculated from a 2 distribution.
If the detected intersection ~ is symmetrical, so that ^2s ( ~) < 
2(nb; 1 cs), then this
orientation renement step is missed completely, otherwise the rened correspondence
set using orientation information can be calculated using:
 =

 : ^2 () < 
2(1; 1  c ); 2 
	
(10.77)
where ^2 () is the orientation NIS for the current intersection, calculated as described
in Subsection 10.2.3. The threshold c is the condence level for the orientation condi-
tion and the corresponding 2 value can be selected from Table 3.3 or calculated from
a 2 distribution.
Intersection Line of Sight Angles Innovation Check
Most of the previous data association renement operations have worked using the
shape of the intersection. Now the location of the intersection is used to rene (ideally
down to a single correspondence) the remaining intersections in the possible correspon-
dence set . This is done by using the NIS between the intersection estimated Line
Of Sight (LOS) angles from the database and the observed LOS angles for the de-
tected intersection. The LOS angles (elevation and azimuth) are used rather then the
normalised image location, as the angles are well dened and do not suer the same
problems as normalised image locations when the location is outside of the viewable
area of the image. The LOS set renement is carried out using:
 =

 : ^2#() < 
2(2; 1  c#) ;  2 
	
(10.78)
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where ^2#() is the LOS angle innovation for the current intersection and c# is the LOS
angle condence level threshold which can be used to nd the corresponding 2 value
from Table 3.3 or calculated directly from a 2 distribution. The LOS angle innovation
for the current intersection is calculated using:
^2#() = (#   #)T S 1# (#   #) (10.79)
where # are the LOS angles for the  current intersection and # are the LOS angles
for the ~ detected intersection. S# is the estimated covariance matrix for the LOS
angle innovation. The LOS angles # for the current intersection are calculated using:
P c = RcbRbnRne (P
e
   P e) (10.80)
# =
26664
arctan

P c(2)
P c(1)

arctan
0@ P c(3)r
P c(1)
2
+

P c(2)
2
1A
37775 (10.81)
where Rcb; Rbn; Rne;P
e are all calculated using the current state information from the
EKF as explained in Subsection 10.4.1. The LOS angles # for the detected intersection
~ are calculated using:
# =
264 arctan (u^)
arctan (v^ cos#az)
375 (10.82)
Finally, the estimated covariance matrix S# for the LOS angles innovation is calculated
using:
S# =
@#
@x
P
@#
@x
T
+
@#
@P g
P gP
@#
@P g
T
+
@#
@p^
Rp^
@#
@p^
T
(10.83)
where P is the current state covariance from the EKF, P gP is the position covariance for
the current intersection and Rp^ is the normalised image coordinate covariance matrix
extracted from the R matrix. The partial derivatives are calculated using the equations
developed in Subsections 10.4.2 and 10.4.3, along the following partial derivatives:
@#
@x
=

023 @#@P c
@P c
@
@#
@P c
@P c
@P g

(10.84)
@#
@P g
=
@#
@P c
RcbRbnRne
@P e
@P g
(10.85)
360
@#
@P c
=
264  yx2+y2 xx2+y2 0 xz
(x2+y2+z2)
p
x2+y2
 yz
(x2+y2+z2)
p
x2+y2
p
x2+y2
x2+y2+z2
375 (10.86)
@#
@p^
=
264 1u^2+1 0
 u^v^
(u^2+v^2+1)
p
u^2+1
p
u^2+1
u^2+v^2+1
375 (10.87)
where x, y and z are the location of the intersection centre in the camera frame given
by Equation (10.80).
Global Consistency Check
The nal step in the data association process is the global consistency check. The
purpose of this step is to ensure a unique and globally consistence database correspon-
dence for all of the detected intersections. This step is carried out after the possible
correspondence sets for all the detected features are generated.
Let ~ = f~1;    ; ~nf g be the set of all the detected intersections in the current
image, where nf is the number of detected intersections. Let i be the possible cor-
respondence set for the detected intersection ~i generated by data association checks
above, such that ~i $ i.
All of the possible correspondence sets i where i 2 f1;    ; nfg are checked for
one to one correspondences. If multiple correspondences exist jij > 1, then no unique
match can be identied. The set is emptied i = ; and the detected intersection ~i is
not used in an update for the EKF.
Next, the correspondences for each detected intersection is tested to ensure that it
is globally unique, so that the same intersection has not been associated with multiple
detected intersections. This is tested using the condition if i = j where (i; j) 2
f1;    ; nfg and i 6= j then the same intersection has been associated multiple times,
so both correspondences have to be removed using i = ; and j = ;.
If the aircraft position uncertainty grows too large, multiple intersections can be
repeatedly matched to a single detected intersection. This could result in no updates
being applied because no unique correspondences can be found. If this is the case and
multiple intersections are detected (nf > 3), then the overall shape of the distribu-
tion of the intersections can be used to estimate the correspondences globally, rather
than one at a time individually. To do this, the possible correspondence sets i are
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passed to the RANSAC localisation process explained in Section 10.5 and the resulting
correspondences from the RANSAC process are used in the lter update stage. The
RANSAC process is run only using the possible correspondence sets i and not the
complete database. This is more computationally ecient due to the reduced search
space and it will only nd local instances of the intersection distribution which would
be consistent with the current attitude and positional uncertainty of the EKF.
10.5 Road Intersection Localisation
10.5.1 Overview
The localisation problem based solely upon observed intersections is a dicult problem
due to the intersection correspondence problem. Without a known position and attitude
it is dicult to match intersections based upon their road branch distribution alone. In
the localisation method described in this section, attitude is assumed to be known. This
is an appropriate assumption as the attitude can be estimated from horizon detection
or inertial information. The known attitude allows the road branches in the image to
be transformed to the navigational frame; this allows the branch description vector
to be used to generate a set of possible matches to reduce the total search space. A
RANSAC algorithm as described in Subsection 3.5.4 is setup to simultaneously solve
the intersection correspondence problem and aircraft translation. This localisation
procedure can only be applied when three or more intersections are detected. This is
because two intersections are the minimum to calculate the translation and the third
intersection is used to verify it.
The known attitude is used in the intersection description matching algorithm to
generate a possible correspondence set for each detected intersection. Two randomly
selected hypothesised intersection correspondences between the detected intersections
set and their possible correspondence sets are selected. They are then used to calcu-
late the translation of the aircraft. The estimated translation is used to calculate the
intersection correspondences for the rest of the detected features. If the number of
intersections that can be matched is high, then the correct translation and intersection
correspondences are found and the algorithm ends. Otherwise the algorithm repeatedly
tries another randomly selected combination.
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10.5.2 RANSAC Procedure
A more detailed description of the RANSAC procedure is presented below:
1. Let the set of detected road intersections be ~ = f~1;    ; ~nf g where nf is the
number of detected intersections. Let  be the database of road intersections.
2. Let i be the set of possible intersection correspondences between the detected
intersection ~i 2 ~ and the intersection database  such that i = f : ~i $
g based upon intersection description vector matching. The description vector
matching process is explained in detail in Subsection 10.2.3. (Optional: Skip this
step, if rened correspondence sets from the EKF are known).
3. Randomly select 2 detected features from ~ and let them be ~01 2 ~ and ~02 2 ~
such that ~01 6= ~02. Let 01 and 02 be their corresponding possible intersection
correspondence sets.
4. Randomly select a possible correspondence intersection from both 01 and 
0
2
such that 01 2 01, 02 2 02 and 01 6= 02.
5. Hypothesise that ~01 $ 01 and ~02 $ 02. Use them to calculate the estimated
position ~P
g
and position covariance ~P gP of the aircraft, using the method ex-
plained in Subsection 10.5.3.
6. Use the estimated position ~P
g
and attempt to solve the rest of the detected
intersection correspondences ~i $ i using the LOS innovation as described in
Subsection 10.4.4. Count the number of detected intersections that result in a
single correspondence match.
7. If the ratio of the number of matched intersections to the number of detected
intersections is larger than a threshold value , then assume the correct position
has been found. Use all of the found correspondences to recalculate the position
using the same method developed in Subsection 10.5.3 to obtain a better estimate.
Exit the algorithm. (Optional: Return the correspondences to the EKF, if the
RANSAC process was only used for the EKF data association step).
8. Otherwise repeat procedure steps 3-8 until a maximum iteration limit is reached.
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10.5.3 Position Estimation
Given a set of two or more detected intersections and their corresponding database
entries, it is possible to estimate the corresponding position of the aircraft. Let ~i be
a detected intersection and i be its corresponding database intersection entry, such
that ~i $ i, where i 2 f1;    ; ng with n being the number of matched intersections.
The known intersection positions P gi from the database are converted to their
ECEF frame Fe counterparts P ei using Equation (3.11). The ECEF frame Fe to navi-
gational frame Fn rotation matrix Rne is then evaluated at P g1 using Equation (3.14).
The intersection positions P ei are transformed to the navigational frame Fn using
P ni = RneP
e
i
. The navigational frame Fn to camera frame Fc rotation matrix Rcn
is also calculated from the known attitude using Rcn = RcbRbn.
Position Calculation
The position estimation problem can then be set up as a linear Least Squares prob-
lem, estimating the position of the aircraft. Let the linear problem be expressed as
A ~P
n
= B where ~P
n
is the estimated position of the aircraft in the navigational frame
Fn. Let the components in the position vector P ni be referred to as [xi; yi; zi]T and the
detected intersection ~i normalised image locations be referred to as [u^i; v^i]
T . The com-
plete regression matrices A and B can be generated from concatenating the regression
matrices Ai and Bi for the individual intersections associations:
A =

AT1 A
T
2    ATn
T
(10.88)
B =

BT1 B
T
2    BTn
T
(10.89)
where
Ai =
264 Rcn(2;1)   u^iRcn(1;1) Rcn(2;2)   u^iRcn(1;2) Rcn(2;3)   u^iRcn(1;3)
Rcn(3;1)   v^iRcn(1;1) Rcn(3;2)   v^iRcn(1;2) Rcn(3;3)   v^iRcn(1;3)
375 (10.90)
Bi =
264

Rcn(2;1)   u^iRcn(1;1)

xi +

Rcn(2;2)   u^iRcn(1;2)

yi +

Rcn(2;3)   u^iRcn(1;3)

zi
Rcn(3;1)   v^iRcn(1;1)

xi +

Rcn(3;2)   v^iRcn(1;2)

yi +

Rcn(3;3)   v^iRcn(1;3)

zi
375
(10.91)
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The position of the aircraft can then be estimated using the standard linear Least
Squares solution:
~P
n
= AyB (10.92)
where Ay =
 
ATA
 1
AT . The position is then transformed back to the ECEF frame
Fe using P e = R 1neP n and then converted to the LLA geodetic frame Fg using the
conversion procedure in Subsection 3.2.
Uncertainty Calculation
The uncertainty of the position estimate can also be estimated from the uncertainties
of the calculation components. The three sources of uncertainty in this estimation
problem are:
1. Intersection Detection Uncertainty
2. Attitude Uncertainty
3. Intersection Position Uncertainty
The uncertainty from theses sources can be accounted for in the nal solution by trans-
forming the uncertainties through the Least Squares solution. The nal uncertainty
PnP for the aircraft position P
n in the navigation frame Fn is:
PnP = A
yARAPATA
T
R

Ay
T
| {z }
Attitude
+AyAp^Pp^ATp^

Ay
T
| {z }
Detection
+AyAPAT

Ay
T
| {z }
Intersection
(10.93)
where the sensitivity matrices A() and covariances matrices P() are as described below.
The attitude sensitivity matrices are:
ARi =
264 u^i(xi   x) x  xi 0 u^i(yi   y) y   yi 0 u^i(zi   z) z   zi 0
v^i(xi   x) 0 x  xi v^i(yi   y) 0 y   yi v^i(zi   z) 0 z   zi
375
(10.94)
AR =

ATR1 A
T
R2
   ATRn
T
(10.95)
A =

@Rcn
@
@Rcn
@
@Rcn
@ 

(10.96)
where the components in A are calculated the same way as in Subsection 10.4.2 and
(x; y; z) are the components of P n. The attitude covariance matrix P is simply the
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covariance matrix of the uncertainty of the attitude estimate used in the calculation
procedure.
The intersection detection sensitivity matrices are:
Ap^i =

Rcn(1;1) (xi   x) +Rcn(1;2) (yi   y) +Rcn(1;3) (zi   z)

I22 (10.97)
Ap^ =

ATp^1
ATp^2
   ATp^n
T
(10.98)
with the detection covariance matrix Pp^ being a block-diagonal matrix of the individual
detection uncertainties:
Pp^ = diag
 
Pp^1 ; Pp^2 ;    ; Pp^n

(10.99)
The intersection position sensitivity matrices are:
Ai =
264

u^iRcn(1;1) Rcn(2;1)
 
u^iRcn(1;2)  Rcn(2;2)
 
u^iRcn(1;3) Rcn(2;3)


v^iRcn(1;1) Rcn(3;1)
 
v^iRcn(1;2)  Rcn(3;2)
 
v^iRcn(1;3) Rcn(3;3)

375
(10.100)
A =

AT1 A
T
2
   ATn
T
(10.101)
The intersection position covariance matrix P is a block-diagonal matrix of the indi-
vidual intersection position uncertainties:
P = diag

PnP1
; PnP2
;    ; PnPn

(10.102)
where
PnPi
=
 
Rne
@P ei
@P gi
!
P gPi
 
Rne
@P ei
@P gi
!T
(10.103)
which is calculated in the same way as in Subsection 10.4.3.
The last step in the position covariance estimation process is to convert the covari-
ance in the navigational frame Fn to the LLA geodetic frame Fg, so that the position
is compatible with the EKF. This is done using:
P gP =

@P g
@P e
R 1ne

PnP

@P g
@P e
R 1ne
T
(10.104)
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where:
@P g
@P e
=

@P e
@P g
 1
(10.105)
as calculated in Subsection 10.4.2.
10.5.4 Examples
Simulated localisation examples using the RANSAC method developed above are shown
in this subsection. In each example, a gure is shown with the captured frame overlayed
with the detected road intersections. Each intersection in the image is numbered 1
through to the number of detected intersections. The RANSAC procedure outlined
in Subsection 10.5.2 is applied to correlate the detected intersections to a local area
database of intersections containing 324 entries. The intersection description vector
matching procedure is initially performed to reduce the possible correspondence data
sets for each detected intersection. The reduced correspondence set sizes for each
example are shown in a table. The RANSAC procedure is then applied and the set sizes
reduce to 1, highlighting a successful match. A nal gure for each example is presented
that shows all of the local intersections along with the intersection correspondences
found by the RANSAC algorithm. These are circled in red.
Example 1
The camera frame and detected road intersections are shown in Figure 10.7. Table 10.1
shows the resulting correspondence set sizes before and after the matching procedure.
The nal matched intersections from the RANSAC algorithm are shown in Figure 10.8.
Table 10.1: RANSAC Example 1 Intersection Matches
Intersection Description Matches RANSAC Matches
1 52 1
2 55 1
3 61 1
4 58 1
5 56 1
6 62 1
7 60 1
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Figure 10.7: Detected Road Intersections in RANSAC Example 1 Image
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Figure 10.8: RANSAC Example 1 Local Road Intersection Database
The NED navigational positional error from the RANSAC algorithm (using an
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known attitude with a 1 variance) is:
~P
n   P n =
266664
 16:1435 m
6:8116 m
11:0405 m
377775 (10.106)
where ~P is the RANSAC estimated position and P is the true position.
Example 2
The camera frame and detected road intersections are shown in Figure 10.9. Table 10.2
shows the resulting correspondence set sizes before and after the matching procedure.
The nal matched intersections from the RANSAC algorithm are shown in Figure 10.10.
Table 10.2: RANSAC Example 2 Intersection Matches
Intersection Description Matches RANSAC Matches
1 53 1
2 62 1
3 56 1
4 49 1
1
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4
Figure 10.9: Detected Road Intersections in RANSAC Example 2 Image
369
150.93 150.94 150.95 150.96 150.97 150.98 150.99
−33.935
−33.93
−33.925
−33.92
−33.915
−33.91
−33.905
−33.9
−33.895
−33.89
Database Road Intersection
Longitude (deg)
La
tit
ud
e 
(de
g)
Figure 10.10: RANSAC Example 2 Local Road Intersection Database
The NED positional error from the RANSAC algorithm in this example is:
~P
n   P n =
266664
 12:8090 m
 5:7554 m
 1:5305 m
377775 (10.107)
Example 3
The camera frame and detected road intersections are shown in Figure 10.11. Table 10.3
shows the resulting correspondence set sizes before and after the matching procedure.
The nal matched intersections from the RANSAC algorithm are shown in Figure 10.12.
Table 10.3: RANSAC Example 3 Intersection Matches
Intersection Description Matches RANSAC Matches
1 9 1
2 15 1
3 49 1
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Figure 10.11: Detected Road Intersections in RANSAC Example 3 Image
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Figure 10.12: RANSAC Example 3 Local Road Intersection Database
The NED navigational position error from the RANSAC algorithm (using an known
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attitude with a 1 variance) is:
~P
n   P n =
266664
11:5657 m
 13:4383 m
 8:64873 m
377775 (10.108)
Example 4
The camera frame and detected road intersections are shown in Figure 10.13. Table 10.4
shows the resulting correspondence set sizes before and after the matching procedure.
The nal matched intersections from the RANSAC algorithm are shown in Figure 10.14.
Table 10.4: RANSAC Example 4 Intersection Matches
Intersection Description Matches RANSAC Matches
1 61 1
2 57 1
3 41 1
4 38 1
5 5 1
4
1
2
3
5
Figure 10.13: Detected Road Intersections in RANSAC Example 4 Image
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Figure 10.14: RANSAC Example 4 Local Road Intersection Database
The NED navigational position error from the RANSAC algorithm (using an known
attitude with a 1 variance) was:
~P
n   P n =
266664
 3:0391 m
 6:3685 m
 0:5739 m
377775 (10.109)
10.6 Simulation and Flight Test Results
10.6.1 Simulation Results
A simulation of the visual navigation EKF described in Section 10.4 was run. A ight
path consisting of three gure of eight loops at an altitude of 500 m was simulated
as shown in Figure 10.15. The road intersection database is overlayed on the same
gure. Simulated camera images and road intersection detection measurements were
generated and fused into the navigation lter. Example camera images and detected
road intersections are shown in the RANSAC examples in Figures 10.7-10.14. A number
of dierent combinations of aiding sensors were simulated to assess the impacts of the
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dierent sensors and sensor combinations on the positional accuracy. The various sensor
parameters used in the simulation are shown in Table 10.5.
The navigational accuracy of the lter was assessed in dead-reckoning mode, attitude-
aided mode (horizon detection measurements), visual-aided mode ( road intersection
detection measurement) and attitude/visual-aided mode (horizon detection and road
intersection detection measurements). The navigational error for the dierent runs are
shown in Figures 10.16-10.19. A summary of the positional error statistics is shown in
Table 10.6.
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Figure 10.15: Simulation Flight Path and Road Intersection Database
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Table 10.5: Simulation Sensor Parameters
Parameter Value
2Ax Accelerometer Noise 25 (mg)
2
2Ay Accelerometer Noise 25 (mg)
2
2Az Accelerometer Noise 25 (mg)
2
2p Gyroscope Noise 0.01 (
=s)2
2q Gyroscope Noise 0.01 (
=s)2
2r Gyroscope Noise 0.01 (
=s)2
2 Attitude Noise 0.01 (
)2
2 Attitude Noise 0.01 (
)2
IMU Update Rate 100 Hz
Camera Update Rate 2 Hz
Attitude Update Rate 25 Hz
Table 10.6: Simulation Positional Accuracy
Error Parameter IMU Attitude Visual Attitude & Visual
Only Aided Aided Aided
North Mean (m) 316.1738 1.7504 0.3440 0.2312
East Mean (m) 569.5636 18.7328 0.3240 -0.2032
Down Mean (m) -40.2550 20.6637 7.1091 6.1403
North STD (m) 326.1875 4.0596 1.9757 1.7805
East STD (m) 398.5411 22.0864 3.6275 2.1488
Down STD (m) 36.5969 12.8097 3.5248 3.4718
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Figure 10.16: Visual Navigation Simulation Positional Error For IMU Only
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Figure 10.17: Visual Navigation Simulation Positional Error For Attitude-Aided INS
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Figure 10.18: Visual Navigation Simulation Positional Error For Visual-Aided INS
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Figure 10.19: Visual Navigation Simulation Positional Error For Visual And Attitude
Aided INS
The inertial drift is clearly present on the dead-reckoning results, showing that the
position error is unconstrained and is useless for navigation. The attitude-aided navi-
gation results show that the drift rate can be signicantly reduced by fusing attitude
information, however the position estimates are still unconstrained and will eventually
drift. Visual-aided navigation on the other hand will constrain the position estimates,
eliminating the long-term inertial drift. The use of road intersections as visual features
and the developed data association procedure tightly constrains the position estimates,
thus highlighting the usefulness of this approach. The attitude and visual-aided naviga-
tion results show even more improvement as predicted in Chapter 9. The improvement
is only slight for this simulation because of the parameters used for the simulation (rel-
ative size of sensor noise, simulation time and update rates). The eect would be more
noticeable if there were longer periods without visual measurement updates. However,
from these simulations the advantage of fusing attitude measurements from horizon
detection into the navigation lter can clearly be seen.
In terms of system accuracy, the attitude-aided results are more precise than a
standard AHRS. The attitude and visual-aided system results produce accuracy levels
more precise than GPS only and are about the same level as DGPS. This is a powerful
result, it shows that visual information (and the advantages that come with it) can
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be used instead of, or in parallel with other systems, without a signicant drop in
accuracy levels. The estimation accuracy is however not as precise as a RTK/GPS
system when GNSS is available, but it would have higher accuracy over the long term
if no GNSS signals were available or was operating in a bad multi-path or jammed
signal environment.
10.6.2 Flight Test Results
A test ight sequence was recorded with the USYD J400 Jabiru aircraft with a down-
wards facing camera. The USYD J400 Jabiru test platform specications are described
in Section 1.3. The test sequence consists of a 10 minute ight with the ight path
shown in Figure 10.20. The road intersection database is overlayed on the same gure.
The ight was conducted to the west of Sydney, Australia, in the Bankstown training
area. The captured sequence is a combination of rural and urban area, so intersections
only appear infrequently and in low numbers in the rural areas (so the system under-
goes dead-reckoning in these periods) and then when it enters a urban area the solution
is once again constrained by the number of intersections. The attitude sequence for the
test ight is shown in Figure 10.21.
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Figure 10.20: Flight Path and Road Intersection Database
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Figure 10.21: Flight Attitude Sequence
The attitude estimation error for the complete sequence using the visual navigation
process is shown in Figure 10.22. The attitude stays tightly constrained to the truth
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with a variance of [0.0641, 0.0332, 0.0873] for bank, pitch and yaw respectively. The
noise level of the gyroscope is small, such that even without any aiding measurement,
the dead-reckoning solution would not drift by a signicant amount over the 10 minutes
of the test sequence.
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Figure 10.22: Test Flight Attitude Estimation Error
The position estimation error for the sequence is shown in Figure 10.23. The sta-
tistical properties for the positional error sequence are shown in Table 10.7. While
intersections are visible and are being fused into the navigation solution, the position
error stays fairly constrained. However when there are no intersections to be fused then
the solution is subject to inertial drift. The eects that this dead-reckoning period has
on the position estimates can clearly been seen in Figure 10.23 where the error has a
quadratic divergence from the truth. If this position error or uncertainty grows too
large, then correct/unquie intersection data associations can become impossible. This
would force the localisation process to be run once a large number of intersections are
detected in the camera image. In the ight sequence presented this did not occur.
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Figure 10.23: Test Flight Position Estimation Error
The number of intersections visible and how long it has been since the last update
have a signicant eect on the positional solution. As discussed in the localisation
section, three or more intersections are required to fully constrain the attitude and
position solution. As the uncertainty of the solution increases and then observations
are fused with only 2 or less intersections, the update is underdetermined and can
incorrectly update the attitude and/or position which in turn causes a faster drift rate
on the solution. An example of this can be seen in the position error between the times
of 350 and 410 seconds. The solution has evolved without updates for a period of time
causing the solution uncertainty to increase. Observations of only two intersections
are then made; this is an underdetermined update and the large solution uncertainty
causes the bank angle to be updated rather than correcting the position. The bank
angle is then biases and starts to cause an increased drift rate in the north error.
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Another example of this can be seen between times of 650 and 710 seconds where the
pitch angle is updated incorrectly, which causes a large drift rate in all three positional
components. It is only corrected once observations of a large number of intersections
are made, bring the error back in line with the truth. The position error norm and
number of matched intersections are shown in Figure 10.24. It can been see that once
the error has grown large, only observations of three or more intersections can bring
the solution back close to the truth. This can also be seen in the statistical properties
for the positional error sequence shown in Table 10.7, updates with a larger number of
intersections constrain the solution closer to the truth.
These underdetermined update situations highlight the usefulness of horizon detec-
tion for attitude-aiding, the biasing of the attitude angles would not occur if attitude
information was being fused at the same time. In cases with attitude-aiding, two in-
tersections would be enough to fully constrain the position solution. The eect that
attitude-aiding1 has upon the sequence can be seen in Table 10.8 and in Figure 10.25.
When visual navigation and attitude-aiding are combined, the positional accuracy is
increased as expected. Attitude-aiding also limits the drift rate in the dead-reckoning
sections, which helps to minimise the positional error over the complete sequence.
1Unfortunately, the corresponding horizon footage was unavailable for this ight segment, so articial
attitude measurements were generated with the same error statistical properties as the test ight
attitude determination results in the horizon plane chapter.
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Figure 10.24: Test Flight Position Norm vs Number Intersections
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Figure 10.25: Test Flight Position Norm (with Attitude-Aiding) vs Number Intersec-
tions
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Table 10.7: Test Flight Positional Accuracy
Error Parameter Visual Aided Visual Aided Visual Aided
Complete Sequence Intersections > 0 (3+) Intersections
North Mean (m) 15.1000 2.7629 1.3819
East Mean (m) -5.0998 5.2950 6.2838
Down Mean (m) 19.8906 6.9969 7.5824
North STD (m) 42.8773 6.1666 6.4633
East STD (m) 33.4648 8.1995 5.5528
Down STD (m) 40.8336 24.9999 13.5553
Table 10.8: Test Flight Positional Accuracy with Attitude-Aiding
Error Parameter Visual + Attitude Visual + Attitude Visual + Attitude
Complete Sequence Intersections > 0 (3+) Intersections
North Mean (m) 2.5944 1.8807 0.8431
East Mean (m) 1.7221 3.3094 4.6505
Down Mean (m) 18.6652 6.2926 5.9928
North STD (m) 7.7946 4.4187 3.3015
East STD (m) 10.2870 6.7405 3.4609
Down STD (m) 38.9291 21.9973 11.0121
While the visual navigation lter is constantly fusing intersections, the accuracy of
the system is of the same order of magnitude as the simulation results. When horizon
detection attitude-aiding is used in conjunction with the visual navigation, the overall
accuracy is increased again. It is possible to obtain positional accuracy more precise
than using GPS only and about the same level of accuracy as DGPS.
The last situation to investigate is what happens if Visual SLAM was used to map
the intersections as the ight progressed rather than matching the intersections to a
predened database. The Visual SLAM solution is expected to help limit the drift over
the whole sequence but not constrain the solution to the truth (as no absolute position
information is known). Table 10.9 shows the dierent accuracies that can be obtained
over the whole ight sequence using the various methods discussed.
The most accurate aiding method is to use attitude and visual navigation aiding.
The least accurate is to use Visual SLAM only. It is interesting that only fusing
attitude information is more accurate than using Visual SLAM. This shows that for
this sequence, most of the drift occurs in the dead-reckoning periods in which attitude
information can help to limit the drift rate. Using attitude-aiding with Visual SLAM
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signicantly increases the positional accuracy, however it is still orders of magnitude
worse that the absolute visual navigation method.
10.7 Summary
A visual navigation ltering system was developed in this chapter that used road in-
tersections as the visual feature. The navigation system can work with and without a
priori information. Processes for road intersection detection, fault detection and data
association were developed as part of the system. Simulation results proved that road
intersections can be a very viable navigation features. They can be easily detected and
they provide excellent matching information based upon the branch distribution. The
branch distribution can also constrain the heading of the aircraft, increasing the ob-
servability of the aircraft state at each update. Overall, the fusion of the branch angles
in the lter increased the information available and helped to constrain the attitude
and position to a higher level compared to if only point visual features were fused. The
simulation of the system produced highly accurate navigation estimates, that can be
more accurate than DGPS. This result is validated with test ight sequence results.
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Chapter 11
Conclusion
11.1 System Performance
This thesis investigated the development and implementation of a robust vision system
which fuses inertial information with visual information in a probabilistic framework
with the aim of achieving robust aircraft navigation. The ability to use visual infor-
mation to solve this problem is a large step forward for the reliability and autonomy
of unmanned aircraft and ight automation systems. Current navigation systems have
a high dependance on external systems and infrastructure. The use of visual informa-
tion removes these limitations. GPS is the most commonly used system for navigation,
however GPS signals can easily be jammed or degraded, rendering the navigation so-
lution inaccurate and unusable in a matter of minutes. Visual information can be used
as another source of information, adding redundancy to the navigation solution and
improving the robustness and reliability of the overall solution. Vision systems also
have the added advantages of being cheap and a passive information source.
This thesis separated the navigation problem into two main subsections; visual at-
titude determination and visual localisation. Attitude information is important as it
can be used to limit the rate of drift of the inertial solution. Accurate attitude infor-
mation also improves the visual localisation system precision as demonstrated by the
investigation of the visual and attitude estimation cross-coupling. Visual localisation
is used to constrain the position estimates.
The developed horizon detection method outperforms the past horizon detection
methods investigated. The developed algorithm is able to robustly detect and extract
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the horizon prole from an image rather than approximating the horizon as a straight
line. The algorithm is able to operate in real-time on the current hardware and can
successfully detect the horizon at higher altitudes and in dicult conditions that past
approaches have not been able to handle. A priori information can also be used to
improve the accuracy and robustness of the detected horizon.
The extracted horizon can be used in a number of attitude determination and
localisation processes. The extraction of the actual horizon prole shape allows for yaw
angle determination, horizon-aided localisation and a higher level of attitude precision.
This is not possible with the past horizon detection methods as all horizon prole
information is lost in the straight line approximation.
The use of the developed horizon detection algorithm with the innite horizon
model allows for attitude determination which is more precise than typical AHRS and
GPS-aided AHRS. This is primarily due to the fact that horizon detection gives an
attitude measurement, while AHRS uses the measured acceleration vector to estimate
the gravity vector. Accurate estimation of the gravity vector cannot be performed when
the AHRS is undergoing acceleration. For this reason, an AHRS is the least accurate
attitude information source.
When multiple cameras are fused together via the horizon plane method, the robust-
ness of the attitude determination solution is dramatically improved. The increased
eld of view of the system reduces the sensitivity to altitude, terrain and horizon de-
tection errors. The multiple sources of information allows for a greater level of fault
detection to be carried out; further improving the robustness and reliability of the at-
titude measurements. The larger eld of view also permits the system to operate over
a larger attitude range.
The detected horizon prole information can be used to improve the attitude mea-
surement accuracy by another order of magnitude. The prole information allows the
yaw angle of the aircraft to be estimated which has previously been ignored in other
attitude determination methods. Mapping of the horizon prole or the use of terrain
information allows the horizon prole-aided attitude determination precision improve-
ment to be realised. The measured attitude from these methods is an order of magni-
tude better than the planar or innite horizon models bringing the precision inline with
high-end GNSS-RTK systems. The attitude determination performance of the various
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methods is compared to currently available commercial systems in Figure 11.1.
The terrain-aided horizon prole is greatly dependant on the position of the camera.
The generation of the horizon prole from a terrain database is highly computationally
expensive and cannot be performed without specialised hardware. The preprocessing
of the horizon prole to generate reference proles, followed by the use of developed
horizon prole transformation method allows horizon prole terrain-aided navigation to
be implemented in real-time without the need for specialised hardware. The localisation
performance of the horizon prole terrain-aided system is on par with GPS. These
factors make the system a viable positional information source.
Finally, visual feature-based map-aided navigation allows the aircraft to be precisely
located. Road intersections proved to be a viable navigation feature. The image pro-
cessing algorithm is able to detect intersections for data fusion and then the developed
localisation processes allow the intersections to be matched to a database to provide
highly accurate positional information. This information precision has the same order
of magnitude as DGPS for altitude and RTK-GPS for position. The positional accu-
racy performance is shown in Figure 11.2 where the developed visual-aided methods
are compared to currently available commercial systems.
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Accuracy System
Figure 11.1: Attitude Performance Comparison
These are very strong outcomes of this thesis as it shows comparable attitude and
positional performance with high-end systems with cheaper and passive sensing hard-
ware which do not have the same operational disadvantages as systems such as GPS.
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Figure 11.2: Positional Performance Comparison
11.2 Summary of Contributions
The following are the outcomes and new contributions of this thesis:
1. Investigation of a real-time capable visual horizon detection algorithm which is
capable of extracting the horizon interface shape with and without using a priori
attitude and horizon prole information.
2. Comparison of the developed horizon detection algorithm with past algorithms
with reference to detection accuracy and computational performance.
3. Investigation of a pin-hole camera horizon line model for attitude determination.
A sensitivity analysis was undertaken to analyse typical sources of error and
to mathematically determine probabilistic error bounds for data fusion. Fault
detection procedures were also developed to handle erroneous measurements.
4. Investigation of a pin-hole camera horizon plane model for attitude determination
which allows fusion of multiple cameras. Additional fault detection procedures
and model sensitivities to mathematically determine probabilistic error bounds
for data fusion were also developed. A simulation performance investigation was
presented which compares the accuracy of the horizon plane model with other
attitude determination methods with and without multiple cameras, highlighting
the accuracy improvement while using this method.
5. Investigation of a simultaneous horizon prole mapping and attitude determina-
tion method which allows the full attitude of the aircraft to be constrained when
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operating in an unknown environment with a distinct static horizon prole.
6. Investigation of a horizon prole ltering method which allows the horizon prole
to be estimated and mapped to aid in the horizon detection process and horizon
prole aided attitude determination methods.
7. Investigation of an ecient horizon-based terrain-aided method for attitude de-
termination along with a sensitivity analysis to mathematically determine prob-
abilistic error bounds for data fusion.
8. Investigation of an ecient horizon-based terrain-aided extended Kalman lter
measurement model for combined attitude determination and localisation.
9. Investigation of the cross-coupling eects that visual attitude determination has
upon visual navigation. Identication of the optimum camera conguration for
maximum navigational accuracy.
10. Development of a visual road intersection feature detection algorithm.
11. Investigation of a map-aided road intersection visual navigation system which can
localise the aircraft with and without a priori positional information.
12. Flight test result validation of the developed methods using the University of
Sydney Jabiru J400 test platform aircraft.
11.3 Directions for Future Work
The research in this thesis forms a solid investigation into Visual Localisation and Visual
Horizon Attitude Determination methods along with its eects on the Visual Localisa-
tion solution. There are however, a number of areas identied for future investigation
to extend the robustness, accuracy, eciency and ability of the methods.
 Jabiru System
Seamless integration for real-time operation in the Jabiru system of all the visual
processes developed in this thesis. The dierent algorithms have been imple-
mented in real-time capable in an o-line form. They need to be incorporated
into a in-ight on-line navigation system. This would involve programming the
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data acquisition system, visual navigation, visual horizon detection, fault detec-
tion and data fusion algorithms into a single system.
 Horizon Detection
Extension and evaluation of the horizon detection method to use Infra-Red cam-
eras to allow the algorithm to operate in a larger range of conditions. The use
of Infra-Red cameras would allow the algorithm to potentially work in IRF con-
ditions rather than only VFR conditions. The accuracy of the extracted horizon
would need to be evaluated against the visual horizon as one method might out
perform the other. The fusion of visual and Infra-Red cameras could also be
investigated to improve the horizon detection accuracy, increase robustness and
or provide extra fault detection abilities.
 Horizon Detection
Incorporation of information from multiple cameras and a time moving estimate
for the adaptive threshold to help improve the adaptive threshold algorithm e-
ciency. The developed horizon detection algorithm requires constant re-evaluation
of a threshold value to make the process adaptive to changing conditions, any
method which helps to alleviate this would increase the eciency of the algo-
rithm.
 Horizon Detection
Evaluation of newly developed horizon detection and attitude determination meth-
ods against the method developed in this thesis. This eld is still evolving and
constant re-evaluation is required to stay up to date with best methods.
 Attitude Determination
Investigate Sun detection for attitude determination. Cameras facing the sun
need to be removed or ignored due to light overexposing the camera image. The
location of the sun in the sky is well known, so it provides a useful direction vector
which could be used to help constrain the attitude of the aircraft in a similar way
as a magnetometer.
 Horizon Mapping and Attitude Determination
Investigate a method which would allow the horizon mapping SLAM method
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to handle dynamic horizon proles while maintaining its attitude determination
properties. This might be accomplished by incorporating range information (such
as from optical ow) to estimate the terrain prole so that the measured horizon
prole can evolve correctly.
 Horizon Mapping and Attitude Determination
Investigate the use of the time evolution of the mapped horizon prole to pro-
vide a visual-based early terrain clearance warning system. This system could
potentially increase the safety of manned and unmanned ight.
 Terrain-Aided Horizon Localisation
Investigate the eects that the view distance has upon the solution and if gener-
ating limited view distance horizon proles might be advantageous for the opti-
misation process to estimate the attitude and location.
 Visual Navigation
Investigate more robust, ecient and accurate road intersection detection meth-
ods. Improving the road classication method to provide the segmented road
binary image in the developed algorithm would dramatically increase the accu-
racy and robustness of the intersection detection algorithm. This could be ac-
complished by using an adaptive segmentation scheme which updates itself based
on overlaying known road locations over the observed image and training the
classier.
 Visual Navigation
Investigate the incorporation of multispectral cameras into feature detection al-
gorithms so that similar methods used in satellite imagery GIS mapping could be
used. This would dramatically improve the classication of ground types (road,
water, trees, dirt etc.).
 Visual Navigation
Investigate the incorporation of other branch-like features such as river junctions,
into the navigation lter.
 Visual Navigation
Investigate the incorporation of other high level features such as roads, rivers,
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lakes, houses, parks, train lines into the navigation lter.
 Visual Navigation
Extension of high level features into a SLAM method to automatically map them
and use them for relative navigation to constrain the inertial drift of the solution
when operating in unknown areas.
 Vision Systems
Miniaturisation and implementation of the developed systems so that they can
be incorporated into UAV systems to improve their reliability, robustness and
autonomy.
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