Using Genetic Algorithm (GA) for determination of parameters of an analytical potential energy curve (PEC) of diatomic molecule is presented. The main goal of the presented GA is to provide so-called starting potential for Inverse Perturbation Approach (IPA) method. GA was tested on two artificially generated datasets which base on potentials with known characteristics and two experimental spectra of transitions in CdKr and CdAr molecules. Tests on generated datasets showed that GA can properly reproduce parameters of the potentials. Tests on experimental spectra indicated that the potentials returned by GA are in higher agreement with experimental data than those represented using the Morse function that is frequently used as a starting potential in IPA method.
Introduction
Inverse Perturbation Approach (IPA) [1, 2] is a methodology which is widely used for obtaining pointwise potential energy curve (PEC) from spectroscopic data. The method is particularly useful for shallow or double-well potentials where other methods, e.g. the Rydberg-Klein-Rees (RKR) [3] do not work satisfactorily. In IPA method certain corrections to so-called starting potential are applied so, after solving the Schrödinger equation, the calculated eigenvalues are close to the experimental energies of bound states. Sometimes, to find the appropriate representation of PEC, the process has to be repeated several times: the result of one IPA iteration is the starting potential for new iteration. The choice of a starting potential has significant impact on the result of IPA method. Using a correct starting potential -for which the eigenvalues are close to the real energies of the bound states -can greatly simplify the procedure i.e., by reducing the number of IPA iterations or by reducing vulnerability on the proper choice of IPA parameters. Often for the starting potential, a Morse function with parameters obtained from so-called Birge-Sponer (B-S) fit to the experimental data is used (taking into account, that for IPA, a potential represented by a continuous function has to be converted to a pointwise form). Alternatively, ab-initio calcuated potential is used, however, its agreement with experimental one is sometimes very limited.
In this article, we present a simple Genetic Algorithm (GA) for fitting an analytical potential to experimental data in order to generate the starting potential that can be employed in IPA method expecting a higher accuracy than those represented with the Morse function obtained from B-S plot. Additionally, in case of molecular electronic energy states that can be accurately represented by analytical potentials, presented GA can also be used for finding their parameters.
The GA [4] is a heuristic procedure inspired by the Darwins theory of evolution, which can be used for searching solutions in optimization problems. GAs are used in a wide area of science and engineering e.g., to characterize of economic models [5] , planning trajectories for robot manipulators [6] or designing of vehicles [7] . They are also used in molecular spectroscopy. Roncaratti [10] . Recently, Stevenson and Pérez-Ríos developed GA for fitting pointwise potentials to experimental data for diatomic molecules achieving 0.03 cm −1 overall accuracy with the experimental data for the X 1 Σ + state in LiRb [11] . GAs are also used for analysing spectra of large molecules. Meerts and Schmitt presented automated assignment and fitting procedure for high-resolution rotationally resolved spectra [12] . They used the procedure e.g. on 4-methylphenol, resorcinol or benzonitrile and phenol dimers.
Genetic Algorithms
The GA is an optimization algorithm inspired by biological evolution, especially by the natural selection process. To implement GA one should take into account three biological phenomena associated with reproduction of living organisms: selection, recombination (crossover) and mutation.
Let us assume a set of solutions (so-called candidate solutions) to a given optimization problem. The set, which initially can be generated randomly, is called population or generation. To implement selection it must exist socalled fitness function that quantitatively assesses the correctness of each candidate solution. The main goal of the selection is to pick these solutions which will be allowed to the reproduction process for forming the new generation of candidate solutions. To do this, solutions in current generation are ordered using the fitness function. After ordering, the more optimal solutions have higher positions on the list of solutions than their less optimal counterparts. According to evolution theory, the individuals which are better suited to the environment have higher chances for reproduction, so they traits can be more likely passed to the new generations than those of worse adapted members of population. The same concept is used in GA: The higher position of particular candidate solution on the ordered list, the higher probability of involvement of this solution in the reproduction process. In the process, two candidate solutions (parents), are picked randomly from the current generation, taking into account that picking solutions with higher position on the ordered list should be preferred. To produce an offspring, their parameters are combined together (through analogy to the biological genetic recombination process) e.g., the parameters of the offspring can be chosen as an average or a weighted average of the parameters of its parents.
The last biological phenomenon which should be implemented in GA is mutation which helps to maintain diversity of solutions in subsequent generations. This is important, because if solutions in considered generation are too similar, the evolution slows, moreover, in this situation algorithm may stuck near the local optimum. The implementation of mutation in GA can be realized by multiplying all parameters of the offspring solution by random numbers close to one. The range from which the random numbers are picked determines the strength of the mutation.
To simulate the evolution, the process of creation of subsequent generations is iteratively repeated. The generation sizes i.e., the numbers of candidate solutions in generations, are fixed in advance. The algorithm can be terminated if any of found solutions satisfy the minimum criterion (i.e. the result of its fitness function exceed predefined value) or if the given maximum number of generations is reached.
On should noticed, that due to the rules of mutation and recombination processes, the fitness function evaluation applied to the offspring of two very good candidate solutions can return a very poor result. Especially, result of the fitness function of the offspring can be significantly worse than the results of its parents. This can lead to loss of very good candidate solutions from current generation during creation of new generation. To prevent this undesired situation and to guarantee that the quality of the best solution does not decrease from one generation to the next, GA should implement a concept of elitism. According to this idea, a selected number of candidate solutions with the highest position on the ordered list of solutions should be transferred without any alteration to the new generation.
2.1. Implementation of GA for determination of molecular potential parameters Our goal is to construct GA, which can find parameters of given analytical molecular potential (analytical PEC) that results in simulation of energies of ro-vibrational levels being close to the experimental values. The simplified activity diagram for the algorithm is presented in Fig. 1 .
Let us assume the interatomic potential of diatomic molecule given by a function U = U (a 0 , a 1 ...a n ), where a 0 , ..., a n are parameters. For a given potential characterized by the set of parameters values, which forms the candidate solution to the optimization problem, one can easily find simulated energies of ro-vibrational levels E sim υ,J by solving an appropriate Schröedinger equation. To do this, we use LEVEL program [13] , however, different programs e.g., Duo [14] could be used as well. The quality of each solution is evaluated by a comparison of E sim υ,J with the experimental (or referenced) values E exp υ,J . The fitness function is defined as the sum of absolute values of differences between appropriate simulated and experimental energies of ro-vibrational levels
where E exp 0,0 and E sim 0,0 are experimental and simulated energies of one specified ro-vibrational level e.g., υ = 0, J = 0. In Eq. 1, using differences between E υ,J and E 0,0 comes from the fact that from the experimental spectrum it is often easier and more reliable to obtain differences between energies of bound states rather than their absolute values. The sum includes all ro-vibrational levels present in the experimental spectrum. For a good candidate solution the function from Eq. 1 returns low value, whereas for a bad solution high value is returned. It is also obvious that for the ideal solution the sum is equal to zero. To sort the candidate solutions, we order them ascending regarding to the values returned by the fitness function.
The process of random selection of candidate solutions for recombination was implemented using a random number generator. Firstly, we pick a random real number x from the Gaussian distribution with distribution mean set to zero and standard deviation set to one. Next, we find the index i of the chosen candidate solution on the ordered list by formula
where F loor is a function which takes the integer part from a real number, L is length of the list of candidate solutions (i.e., number of solutions in the current generation) and A is a chosen multiplying factor that is a hyperparameter of GA which in our implementation is set to 0.02 by default. If the calculated index i is larger than L − 1 (this can happen only for high values of A when |x| ≥ 1) the process is repeated. To create a new offspring solution, two parents are selected independently. However, it is allowed that the offspring solution has the same candidate solution as both parents because -due to the mutation process -the offspring solution will have slightly different parameters than the "doubled" parent solution.
To implement the recombination (crossover) process, we averaged the parameters of both parents with randomly generated weights. Assuming that a I i and a II i are i − th parameters of first and second parent solution candidate, respectively, the offspring parameter a of f i is calculated according to the equation
where p is a random real number from uniform distribution in the range from 0 to 1. In our implementation of GA, the new value of p is generated for each parameter independently. To implement mutation, the result of Eq. 3, is multiplied by a random real number close to one
In Eq. 4, q is a random real number from uniform distribution ranging from 1-to 1+ , where is the hyperparameter set to 0.005 by default. The parameters of candidate solutions in first generation are picked randomly from ranges specified by the user. The common size of each generation is also specified by the user (usually there is several hundred candidate solutions in one generation), however, we assume that the size of first generation is tripled comparing to the common size of other generations. To implement elitism at the beginning of creation of the new generation, the algorithm copies specified number (5 by default) of best candidate solutions from current generation to the new one. The algorithm terminates after creating specified number of generations.
Presented implementation of GA was created in C# language using Microsoft Visual Studio integrated development environment.
Results

Tests on generated datasets
To evaluate the correctness of our algorithm, we tested it on two artificially generated referenced datasets. These datasets contain simulated energies of ro-vibrational levels, associated with simulations based on the interatomic potentials with known characteristics. Thanks to this approach, we can check if the parameters of the potential returned by GA are similar to parameters of the potential which was used to create reference data. Both datasets were loosely inspired by the excitation spectrum of the b 3 0 + u (5 3 P 1 ) ← 
We assumed that the artificial reference spectrum contains first 15 vibrational components with 10 resolved rotational lines in each component. The datasets were generated under assumption that the potential of the b 3 0 + u state was expressed by the Extended Morse Oscillator (EMO) function, proposed by Le Roy and co-workers [15] 
For the first dataset we assumed N = 1, for the second N = 2. In both tests we terminated the algorithm after 15 generations, each generation having 800 candidate solutions (except first generations, which have 2400 candidate solutions). The hyperparameters of GA were set to default values: = 0.005, A = 0.02, while 5 candidate solutions were transferred to the new generation as a realization of the elitism concept. The results of the tests are presented in Tables 1 and 2 .
In both cases, the comparison shows high degree of an agreement between parameters of the potential obtained using GA and parameters which were used to create the reference E exp υ,J data. Fig. 2 presents values of the fitness function for the best candidate solutions in each generation.
The result indicates that GA can be used to obtain the interatomic potential, which correctly reproduces reference or experimental energies of rovibrational levels. In case of EMO potential with 4 parameters (N = 1), the Fitness Function, which measures the sum of discrepancies between simulated and reference ro-vibrational levels, returned 0.18 cm −1 for the final solution. In case of EMO potential with 5 parameters (N = 2) it was 0.30 cm −1 . GA can work with any analytical potential (e.g. Lennard-Jones or Double Exponential Long Range (DELR) [16] potentials). The advantage of EMO potential is that it is an extension of the Morse potential, so we can relatively easy predict the searching ranges of its parameters (for EMO, R e , D e and β 0 should be similar to the values used for the Morse function). a Experimental values [17] . b Simulation based on the Morse potential; parameters obtained using GA for υ from 1 to 18. c Simulation based on the EMO potential; parameters obtained using GA for υ from 1 to 18.
3.2. The E 3 Σ + 1 in (6 3 S 1 ) states in CdAr and CdKr To check GA method on real experimental data, we used GA to find parameters of proximate analytical PEC for the E 3 Σ + 1 in state in CdAr and CdKr molecules. Experimental data [17, 18] as well as theoretical ab initio calculation [19] show, that the E 3 Σ + 1 state in both molecules has a doublewell structure, so to analyze its inner and outer wells IPA method is usually employed.
The second column in Table 3 presents the E 3 Σ + 1 in , υ ← A 3 Π + 0 , υ = 6 transition frequencies in [cm −1 ] recorded in OODR experiment in CdAr [17] , whereas the same column in Table 4 collects experimental energies of vibrational levels of E 3 Σ + 1 in state in CdKr [18] . For both molecules we used GA to find parameters of two simple analytical representations of the E 3 Σ + 1 in -state interatomic potential: Morse and EMO (N = 1). In each case, GA terminated after 10 generations, each generation has 400 candidate solutions (except first generations, which have 1200 candidate solutions). The obtained results are presented in Table 5 . The observed differences between values of D e for Morse and EMO representations are associated with the fact, that both representations should correlate to different asymptotes. Due to the fact that for CdAr as well as for CdKr the E 3 Σ + 1 state has a potential barrier, both Morse and EMO representations are not valid near the dissociation limit, so they do not correlate to the atomic Cd asymptote. The asymptotes of both potentials should be chosen to obtain proper simulations of absolute energies (similar approach was used e.g., in [17] ). Fig. 3 presents experimental spectrum (trace a) and its simulations based on Morse (trace c) and EMO (trace b) representations of the E 3 Σ + 1 in -state potential in CdAr. Both simulations were obtained using PHOPHER program [20] . One can see, that for the E 3 Σ + 1 in state in CdAr (as well as that in CdKr), the simplest version of the EMO representation leads to significantly better simulation as compared with this based on the Morse representation:
The sum of absolute values of discrepancies between simulated and measured energies of vibrational components was reduced from 20.0 cm −1 to 8.2 cm −1 for CdAr and from 28.5 cm −1 to 10 cm −1 for CdKr. Tests show, that including additional terms (β i for i ≥ 2) does not lead to significant improvement of the simulation (e.g., for CdAr, including β 2 in GA analysis leads to a decrease of the sum of discrepancies from 8.2 to 7.1 cm −1 ). Using a simpler version of EMO is also justified as we do not want to find the most accurate analytical PEC to simulate observed spectra. Our goal was to find a method of finding parameters of a simple analytical PEC, which lead to a better simulation of experimentally observed energies of ro-vibrational levels than offers the Morse potential and which can be used as a starting potential in IPA method.
Conclusions
We employed a simple Genetic Algorithm (GA) to fit parameters of an analytical potential to spectroscopic data. Obtained analytical potential energy curve (PEC) can be used as a starting potential in the inverse perturbation approach (IPA) method. To check the correctness of GA, we tested it on the artificially generated reference data, which based on potentials with known parameters. Tests show, that GA can precisely determine parameters of EMO potentials with 4 or 5 parameters (N = 1 and N = 2, respectively). We also used GA algorithm to find parameters of the Extended Morse Oscillator (EMO) function for the E 3 Σ + 1 in -state potential in CdAr and CdKr, based on the experimental spectra recorded with vibrational resolution. The energies of vibrational levels associated with obtained EMO potentials were significantly closer to the experimental results than those associated with Morse potentials: Sum of total discrepancies 8.2 cm −1 instead of 20.0 cm −1 and 10.0 cm −1 instead of 28.5 cm −1 for CdAr and CdKr, respectively (for details see Tables 3 and 4 ). Results show, that GA can be used to obtain the starting potential for IPA method. Observed reduction in discrepancies between simulation based on the starting potential and experimental energies should simplify the application of IPA method. The GA can work with any analytical potential and we showed result for EMO potential as an example.
