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Mi proyecto consiste en un servidor centralizado de logs, es decir un equipo capaz de 
recoger, almacenar y mostrar los distintos ‘eventos’ o logs generados por otros equipos 
o dispositivos, para así poder llevar un seguimiento
servicios o analizar posibles
Para la realización del proyecto cuento con un equipo con GNU Linux Ubuntu 
Server 12, sobre el cual configuré
para la creación y manipulación de bases de datos
En dicho equipo se instala la herramienta
la recepción de logs de forma remota. Rsyslog es un software de logging de 
que implementa el protocolo 
configuración flexible, una herramienta muy potente que trabaja con protocolos TCP y 
UDP (el utilizado en mi caso). Así mismo este servicio crea sus propias tablas MySQL 
donde se almacenarán y clasificarán los logs.
Finalmente con una aplicación web creada a partir del framework Yii, podremos 
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Empecemos por el principio... ¿Qué es un log?
Un log es un registro oficial de eventos durante un rango de tiempo en particular. 
informática es usado para registrar datos o información sobre quién, qué, cuándo, dónde 
y por qué (who, what, when, where y why) un evento ocurre para un dispositivo en 
particular o aplicación. 
La mayoría de los logs son almacenados o desplegados en el formato estánd
cual es un conjunto de caracteres para dispositivos comunes y aplicaciones. De esta 
forma cada log generado por un dispositivo en particular puede ser leído y desplegado 
en otro diferente. 
También se le considera como aquel mensaje que genera el pro
sistema operativo, alguna aplicación o algún proceso, en virtud del cual se muestra un 
evento del sistema. 
A su vez la palabra log se relaciona con el término evidencia digital. Un tipo de 
evidencia física construida de campos magnéticos y p
recolectados y analizados con herramientas y técnicas especiales, lo que implica la 
lectura del log y deja al descubierto la actividad registrada en el mismo.
En el sistema GNU/Linux Ubuntu
.log. Estos ficheros, que se encuentran en la carpeta /var/log (en la mayoría de las 
distribuciones), tienen la función de ir almacenando en su interior todo lo que sucede 
mientras estamos haciendo uso de linux.
No existe sólo un fichero
ello están divididos en distintos ficheros y cada uno con su función específica. Por 
ejemplo: 
syslog: se encarga de registrar los mensajes de seguridad del sistema.
kern: se encarga de los mensajes
messages: archiva los distintos mensajes generales que nos manda el sistema.
debug: mensajes de depuración de los programas.
user.log: información sobre el usuario.
Xorg.0.log: guarda información sobre el entorno gráfico.
auth.log: contiene los accesos al sistema, 
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 Para poder visualizar el contenido de estos ficheros, tan sólo necesitamos un editor 
de texto, como puede ser vi, nano, gedit, kwrite…
Tengo que hacer una mención especial sobre estos ficheros
novel, desconoce la importancia que pueden llegar a tener, ya que son fuente de 
información para ver por ejemplo los distintos fallos en el entorno gráfico, o ver si se 
producen errores en la carga del núcleo (kernel) y quisiera
fichero. 
Hoy en día los Administradores
logs para asegurarnos de que todo está funcionando bien, en la empresa 
desarrollo mi proyecto hay
comunicación, e ir día tras día por los logs de esos equipos es algo que puede 
tedioso. Qué tal si pudiéramos contar con un servidor que reciba todos esos logs y lo 
podamos revisar desde una inte
aplicación web como Frontend Gráfico.
Es básico en empresas que ofrecen servicios de telecomunicación orientados a 
usuarios, el control de los equipos en tiempo real
averías en el menor tiempo
aplicación, un sistema de alarmas basado en el filtrado de
Así mismo, como relataré más adelante, implementé un sistema de gráficas 
podremos ver las estadísticas de los logs en base a su procedencia, número de logs 
diarios... etc.  para llevar un control más generalizado de nuestros equipos. Este 
de alarmas es totalmente configurable y ampliable en función de cuanta infor












, ya que tal vez un usuario 
 hacer más hincapié en un 
 de Sistemas debemos estar al pendiente de cientos de 
 una importante cantidad de servidores y equipos de 
rfaz centralizada, aquí es donde entra
 
 para detectar y subsanar posibles 
. Es por esto que opté por implementar y añadir a la 












Para realizar el proyecto la empresa pone a mi disposición un equipo Supermicro, 
con un procesador Intel Pentium 4 de 3,00 GHz, un disco duro de 1TB, 2GB de 
memoria RAM y una arquitectura de 64bits. Sobre este equipo me dispuse a instalar una 
distribución de Ubuntu versión 12.04.4 LTS.
Para realizar mi aplicación web en dicho equipo, vamos a utilizar un sistema LAMP 
(Linux, Apache, MySQL y PHP). La distribución 12.04.4 de Linux
me llevó mucho tiempo, ya que lo más “complejo” fue quizás la parte de red, en este 
caso el equipo tendrá una IP pública fija para que sea siempre la misma, visible y 
accesible desde cualquier equipo al que le configuremos el envío remoto
Posteriormente se podrá restringir el acceso a protocolos y equipos mediante el firewall.




Con esto ya tenemos instalado Apache en nue
automáticamente pero si necesitáramos pararlo,  arrancarlo o reiniciarlo manualmente 
utilizaré estos comandos: 
sudo service apache2 stop
sudo service apache2 start
sudo service apache2 restart
 
Una vez instalado el servidor web procedo a instalar PHP utilizando la siguiente 
línea en mi terminal: 
sudo apt-get install php5 
 
Reinicio Apache y creo un pequeño script de prueba para comprobar el correcto 
funcionamiento de PHP. 
<?php 
    phpinfo(); 
?> 
 
Así abriendo la ruta del script en nuestro servidor web desde cualquier navegador 
vemos una página con la información sobre la instalación de PHP.
Para terminar la instalación y configuración de mi sistema LAMP, procedo a instalar 
el servidor de bases de datos MySQL. Utilizo la siguiente línea:
sudo apt-get install
Servidor de Logs Centralizado
 del equipo 
 
 ya comentada, no 
 apache2 
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Al igual que con PHP el servidor MySQL se inicia automáticamente. Comprobamos 
que está en funcionamiento con la siguiente línea
sudo netstat -tap | 
Una vez ejecutado este comando obtengo la siguiente salida, que me confirma que el 
servidor está en marcha: 
tcp 0 0 localhost.localdomain:mysql *:* LISTEN 
 





Hay que tener en cuenta que la contraseña del administrador no está establecida de 
forma predeterminada, por tanto lo primero que tuve que hacer 
contraseña de administrador de MySQL. Utilizando las siguientes líneas no hubo 
complicación: 
mysqladmin -u root password nuevopassderoot
mysqladmin -p -u root 
 
No haré más cambios en la 
que dirigirse al archivo /etc/mysql/my.cnf para configurar las opciones básicas 
de registro, número de puerto, etc. En nuestro caso estas últimas opciones quedan por 
defecto. 
Un elemento más que utilizaré es el servidor FTP, que será necesario para editar y 
crear archivos para mi aplicación web. Para instalarlo ejecuto la siguiente línea:
sudo apt-get install proftpd
Defino un usuario que utilizaré para acceder por ftp a los archivos de mi 
aplicación web. ProFTPd nos crea un usuario por defecto llamado ftp. En mi caso el 
usuario será distinto por razones de seguridad. Lo creo con la siguiente línea y después 
añado los datos que nos va a ir pidiendo, tales como contraseña o nombre comp









fue establecer la 
 
-h localhost password nuevopassdesqlroot











A continuación edito el archivo
usuario. Ese home lo modificare más adelante por el directorio de mi aplicación web 




Ahí nos indica que nuestra
aparece por estar encriptada). Debemos asegurarnos que al final diga
de /bin/bash. En caso de que aparezca esto último debemos cambiarlo.
modifico los permisos del directo
dueño y al grupo y limita el permiso de escritura a los demás. Para hacer esto utilizo el 
comando: 
chmod 755 /var/www 
El servicio NTP no se requiere para poder instalar el software, sin embargo, no 
debemos perder de vista que si no contamos con una correcta precisión, el análisis de 
los logs puede ser bastante caótico.
proporcionará la hora correcta a mi servidor.
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 /etc/passwd donde veo que /home tiene asignado 
juanky:/bin/false 
 home será /home/juanky (la x es la contraseña
 /bin/false
 Por último 
rio /var/www a 775, lo que otorga acceso total al 
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 3. Rsyslog
 
A modo introductorio hablaré de Syslog 
Syslog es un estándar utilizado para la captura, el procesamiento y el trasporte de 
mensajes de registro del sistema, es decir. los logs del sistema. Es tanto un protocolo de 
red como a la aplicación o biblioteca compartida que sirve para procesar y 
mensajes de registro del sistema.
Los equipos y servicios con soporte para 
envío de log a este sistema pueden enviar 
cualquier tipo de mensaje, normalmente 
suelen enviar información sobre la 
seguridad del sistema, errores, avisos, etc. 
aunque pueden contener cualquier 
información. Junto con cada mensaje se 
incluye la fecha y hora del envío, el equipo 
que envía, la prioridad y otros datos 
adicionales.  
El protocolo syslog consiste en un 
equipo servidor ejecutando el servidor de 
syslog, conocido como syslogd (demonio 
de syslog) y clientes que envían un pequeño 
mensaje de texto (de menos de 1024 bytes) 
a este servidor. 
Los mensajes de syslog se suelen enviar vía
texto plano. Algunas implementaciones del servidor,
usar TCP en vez de UDP, y también ofrecen Stunnel para que los datos viajen cifrados 
mediante SSL/TLS. 
Aunque syslog tiene algunos problemas de seguridad, su sencillez ha hecho que 
muchos dispositivos lo implementen, tanto para en
posible integrar mensajes de varios tipos de sistemas en un solo repositorio central.
El mensaje enviado se compone de tres campos, entre todos no han de sumar más de 
1024 bytes, pero no hay longitud mínima:
• Prioridad: número es un número de 8 bits que indica tanto el
aparato que ha generado el mensaje) como la
mensaje), números de 5 y 3 bits respectivamente. Los códigos de recurso y 
severidad los decide libremente la aplicación, p
convención para que clientes y servidores se entiendan. 
 
antes de introducir la herramienta Rsyslog.
 
 UDP, por el puerto 514, en formato de 
 como syslog
viar como para recibir. Eso hace 
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UN POCO DE HISTORIA...
Syslog fue desarrollado por
Allman como parte del 
proyecto  Sendmail, inicialmente 
(años 1980) sólo para éste proyecto. 
Sin embargo, se comprobó que era 
muy útil, y otras aplicaciones 
empezaron también a usar
En el año 2005, syslog 
presente por defecto en casi todos 
los sistemas Unix y GNU/Linux, y 
también se encuentran diversas 
implementaciones de syslog















Códigos de recurso: Éstos son los códigos observados en varios sistemas:
0 – Mensajes del kernel.
1 – Mensajes del nivel de usuario.
2 – Sistema de correo. 
3 – Demonios del sistema.
4 – Seguridad/Autorización
5 – Mensajes generados internamente por syslogd
6 – Subsistema de impresión.
7 – Susbsistema de noticias sobre la red.
8 – Subsistema UUCP. 
9 – Demonio de reloj. 
10 – Seguridad/Autorización.
11- Demonio de FTP 
12 – Subsistema de NTP
13 – Inspección del registro.
14 -  Alerta sobre el registro.
15 – Demonio del reloj. 
16 a 23 – Uso local. 
 
Códigos de severidad: Los 3 bits menos significativos del campo
posibles grados: 
 0 – Emergencia: el sistema está 
 1 – Alerta: se debe actuar inmediatamente.
 2 – Crítico: condiciones críticas.
 3 – Error: condiciones de error.
 4 – Peligro: condiciones de peligro.
 5 – Aviso: normal, pero condiciones notables.




















 prioridad dan 8 
  6 – Información: mensajes informativos.
 7 – Depuración: mensajes de bajo nivel.
 
• Cabecera: indica tanto el tiempo como el nombre del ordenador que emite el 
mensaje. Esto se escribe en codificación
legible. El primer campo, tiempo, se escribe en formato 
donde Mmm son las iniciales del nombre del mes en inglés, dd, es el día del 
mes, y el resto es la hora. No se indica el año. Justo después viene el nombre de 
ordenador (hostname), o la dirección
contener espacios, ya que este campo acaba cuando se encuentra el siguiente 
espacio. 
• Texto: lo que queda de paquete syslog al llenar la prioridad y la cabecera es el 
propio texto del mensaje. Éste incluirá información sobre el proceso que ha 
generado el aviso, normalm
acabado por un carácter no alfanumérico (como un espacio, ":" o "["). Después, 
viene el contenido real del mensaje, sin ningún carácter especial para marcar el 
final. 
 
Rsyslog implementa el protocolo bási
con una configuración flexible. Es un eficiente y rápido sistema de procesamiento de 
registros de sistema. Ofrece un diseño modular de alto desempeño y niveles de 
seguridad apropiados. A diferencia de sus prede
ingreso de daos desde diversas fuentes, trasformación de datos y salida de resultados 
hacia varios destinos. Es lo suficientemente versátil y robusto para ser utilizado en 
entornos empresariales y tan ligero y sencillo qu
pequeños. Permite almacenar las bitácoras en archivos de texto simple o bases de datos 
MySQL y PostgreSQL, utilizar otros destinos en caso de falla, transporte de
través de tcp, control detallado de formato
cola de procesamiento y capacidades de filtrado en cualquier parte de los mensajes.
En cuanto a la configuración de Rsyslog, se centra sobre todo en el archivo 
/etc/rsyslog.conf. Para convertir el demonio 
utilizarse el plugin imudp (si se desea utilizar UDP) y/o imtcp (para TCP), en mi caso 
ambos teniendo en cuenta que habrá equipos muy dispares que queremos monitorizar. 
Estos plugins reemplazan la opción 
defecto por este servicio, como ya comenté anteriormente, es el 514 para ambos 
protocolos. Para habilitar estos plugins hay que descomentar unas líneas en el citado 





 ASCII (7 bits), por tanto es texto 
Mmm dd 
 IP si no se conoce el nombre. No puede 
ente al principio (en los primeros 32 caracteres) y 
co de syslog y lo extiende agregando filtros, 
cesores —sysklog y syslog
e permite utilizarlo también en sistemas 
s, etiquetas de tiempo exactas, operaciones en 
rsyslog en un servidor de logs remoto debe 










Una vez hecho esto, reiniciamos el servicio para que los cambios tengan efecto con:
service rsyslog restart
Con esto hemos habilitado la recepción de logs en nuestro servidor. Vamos con la 
parte del cliente. Suponemos que nuestro cliente es otro Debian, la configuración es 
sencilla, simplemente introduciremos en el archivo
*.* @<IP remota>  
La @ nos indica que deben enviarse los logs a un servidor remoto. 
sola @ será utilizando UDP, colocando dos @ utilizaremos TCP. Sencillo.
Así, cualquier dispositivo de red puede enviar sus logs al servidor recién 
configurado, y este los añadirá a los locales del servidor. Claro que lo mejor es no 
mezclar logs locales con logs remotos, por lo cual se pueden configurar distintas 
entradas en la configuración que redirijan estos logs a otros archivos. Como decía 
anteriormente, Ryslog es capaz de filtrar y reordenar todos estos logs. Las reglas de las 
que se vale se construyen en base a la “facility”  y al nivel de criticidad que ya sabemos 
que va de de 0 (emergencias) a 7 (debugging). Las facilities permiten indicar el origen 
del mensaje, y existe un número fijo de ellas. Algunos demonios y procesos del sistema 
operativo tienen asignados valores de facilities (por ej: kern, mail, daemon, user, etc), y 
aquellos que no, deben utilizar alguna de las definidas como "uso local" (local
local7). El usuario puede utilizar las facilities local0 a local7 para sus logs, y estas son 
las que se suelen utilizar para separar logs de dispositivos remotos.
El formato de las reglas es:
<facility>.<criticidad> <archivo log destino (ej /var/log/sy
Tanto el facility como la criticidad pueden ser asterisco (*), indicando que abarque 
todo. Por ejemplo, "kern.*" envía todos los logs del kernel al archivo especificado. En el 
caso de utilizar asterisco en el facility, es posible utilizar la priorid
qué facilities no incluir. Por ejemplo, existe la siguiente regla default en la 
configuración de rsyslog: 
*.*;auth,authpriv.none 
La cual hace que todo se envíe al archivo syslog. En esa misma regla se puede 
observar que se agregó auth,authpriv.none para evitar que los logs de auth y authpriv se 
almacenen en dicho archivo. A la regla anterior se puede agregar local4.none, para 
luego utilizar la facility local4 en dispositivos remotos y así separar esos logs de los 
locales: 
*.*;auth,authpriv.none;local4.none 
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 Como podemos ver Rsyslog nos da muchas posibilidades pero en mi caso este 
“filtrado”  lo hare por medio de la aplicación web. Por lo que en un principio, todos los 
logs, locales y remotos, irán almac
Para utilizar el almacenamiento de base de datos con Rsyslog tenemos que instalar el 
paquete que nos lo permitirá:
sudo apt-get install
 
Al instalarlo nos pregunta si q
guarde los registros. Le digo que sí y tras poner el password de root de MySQL, creará 
la base de datos junto con las tablas correspondientes. Para comprobar que se han 
creado dichas tablas utilizamos la siguiente secuencia, que nos las mostra
mysql –u root –p 
(introducimos password)
mysql> use Syslog 
myslq> show tables 
Comprobamos a su vez que la instalación del módulo para MySQL ha sido correcta, 





Donde observamos que la p
línea guarda todos los logs, con cualquier faci
de bases de datos (localhost), en la tabla Syslog (creada por Rsyslog anteriormente) y 
utilizando el usuario rsyslog con su correspondiente contraseña. En este archivo de 
configuración utilizaré más adelante nue
logs en base a sus datos. Es decir, los descartaremos antes de almacenarlos según 
nuestras preferencias. 
Ya podemos observar en las tablas de eventos de la base de datos
los logs locales están siendo almacenados. Para probar los logs remotos, o bien los 
configuramos en algún equipo (son numerosos los equipos en la empresa para probar) o 
bien podemos utilizar cualquier pequeña herramienta software de generación y enví
logs. 
enados en la base de datos de Rsyslog.
 
 rsyslog-mysql 





rimera línea, carga el módulo para MySQL y la segunda 
lity y prioridad, en nuestros servidor local 












Para mantener mi equipo protegido y con el fin de que el servidor acepte solo la 
recepción de logs de aquellos equipos que le indiquemos en la aplicación que realizaré 
posteriormente, es necesario aplicar una serie de regl
protección o firewall. 
¿Qué es un firewall? 
Un firewall es un dispositivo que filtra el tráfico entre redes, como mínimo dos. El 
firewall puede ser un dispositivo físico o un software sobre un sistema operativo. En 
general debemos verlo como una caja con DOS o mas interfaces de red en la que se 
establecen una reglas de filtrado con las que se decide si una conexión determinada 
puede establecerse o no. Incluso puede ir más allá y realizar modificaciones sobre las 
comunicaciones, como el NAT.
¿Qué es iptables? 
IPtables es un sistema de firewall vinculado al kernel de linux que se ha extendido 
enormemente a partir del kernel 2.4 de este sistema operativo. iptables 
con el kernel, es parte del sistema operativo. ¿Có
que se hace es aplicar reglas. Para ellos se ejecuta el comando iptables, con el que 
añadimos, borramos, o creamos reglas. Por ello un firewall de iptables no es sino un 
simple script de shell en el que se van ejecutando 
En mi caso, descubro iptables gracias a mi tutor en la empresa y necesito ponerme al 
día casi desde cero. Encontré diversos manuales e instrucciones en internet y decidí 
realizar un script con las reglas de iptables que me interesen
del sistema, este script podrá además detenerse o reiniciarse manualmente.
En primer lugar hay que instalar el paquete para ubuntu de iptables:
apt-get install -test iptables
 A continuación mostraré algunas líneas del código final del script 
archivo completo lo adjunto con junto con esta memoria
## Establecemos política
iptables -P INPUT DROP
iptables -P OUTPUT DROP
iptables -P FORWARD DROP
 
Establezco la política por defecto de todo acceso cerrado, para después ir habilitando 
servicios a nuestra elección. Esta política es más segura que hacerlo 
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 # El localhost se deja todo
/sbin/iptables -A INPUT 
/sbin/iptables -A OUTPUT 
 
# Permitimos que la maquina pueda salir a la web
/sbin/iptables -A INPUT 
RELATED,ESTABLISHED 
/sbin/iptables -A OUTPUT 
 
# Reglas necesarias 
entrantes YA establecidas
/sbin/iptables -A INPUT 
RELATED,ESTABLISHED 
/sbin/iptables -A OUTPUT 
 
##aqui anyadimos las lineas necesarias para permitir a nuestros host 
enviar los logs 
/sbin/iptables -A INPUT 
j ACCEPT 
/sbin/iptables -A INPUT 
j ACCEPT 
 
Para que este script se ejecute 
servidor. 
El objetivo posterior es modificar este script añadiendo y 
últimas según añadamos o borremos Host en nuestra base de datos. La forma de hacerlo 
la indicaré más adelante en el punto 7 de esta memoria.
 
 
-i lo -j ACCEPT 
-o lo -j ACCEPT 
 
-p tcp -m tcp --sport 80 -m state 
-j ACCEPT 
-p tcp -m tcp --dport 80 -j ACCEPT
para FTP pasivo y activo. Se permiten conexiones 
 
-p tcp -m tcp --sport 20:21 -m state 
-j ACCEPT 
-p tcp -m tcp --dport 20:21 -j ACCEPT
-s 176.57.105.20 -p udp -m udp --
-s 176.57.105.29 -p udp -m udp --
desde el inicio lo añado al directorio /etc/init.d de mi 
quitando líneas como las 
 
 
19 
--state 
 
--state 
 
dport 514 -
dport 514 -
