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Toward Intelligent Financial Advisors for Identifying Potential
Clients: A Multitask Perspective
Qixiang Shao, Runlong Yu, Hongke Zhao, Chunli Liu , Mengyi Zhang, Hongmei Song, and Qi Liu
Abstract: Intelligent Financial Advisors (IFAs) in online financial applications (apps) have brought new life to personal
investment by providing appropriate and high-quality portfolios for users. In real-world scenarios, identifying potential
clients is a crucial issue for IFAs, i.e., identifying users who are willing to purchase the portfolios. Thus, extracting
useful information from various characteristics of users and further predicting their purchase inclination are urgent.
However, two critical problems encountered in real practice make this prediction task challenging, i.e., sample
selection bias and data sparsity. In this study, we formalize a potential conversion relationship, i.e., user ! activated
user ! client and decompose this relationship into three related tasks. Then, we propose a Multitask Feature
Extraction Model (MFEM), which can leverage useful information contained in these related tasks and learn them
jointly, thereby solving the two problems simultaneously. In addition, we design a two-stage feature selection
algorithm to select highly relevant user features efficiently and accurately from an incredibly huge number of user
feature fields. Finally, we conduct extensive experiments on a real-world dataset provided by a famous fintech bank.
Experimental results clearly demonstrate the effectiveness of MFEM.
Key words: Intelligent Financial Advisor (IFA); potential client identification; MultiTask Learning (MTL); feature
selection
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Introduction

In recent years, considerable efforts have been devoted
to developing artificial intelligence techniques for
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finance research and applications (apps)[1, 2] . Intelligent
Financial Advisors (IFAs), as an emerging investment
advisory service pattern on the background of
the technology-based financial industry[3] , focus on
providing appropriate and high-quality portfolios for
different people. Recent years have witnessed the rapid
development of IFAs among online financial apps, such
as Alipay and China Merchants Bank (CMB) online
banking. With the help of such huge user base apps,
IFAs have brought convenience to an increasing number
of people, i.e., making personal investment increasingly
convenient.
For example, Fig. 1 shows a scenario that takes place
between a user and an IFA from an online banking
app. As illustrated, Naomi, who is a user of this online
banking app, interacts with an IFA and generates an
intention of investing in the high-quality portfolios
mentioned by the IFA. Looking from the other side,
Naomi’s investment intention is activated by the IFA,
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Fig. 2 SSB problem. Training space is composed of
activated users. It is only a small part of the inference space,
which is composed of users.

Fig. 1
IFA.

A scenario that takes place between a user and an

and we can call her an activated user at this time. Then,
she asks the IFA to recommend several portfolios, and
the IFA provides a fund on the basis of the collected data
about Naomi, which include basic information, asset
condition, risk appetite, and expected return rate. If
Naomi is satisfied with the fund, then she will purchase
it and become a client of the IFA. From the scenario
described above, we can observe a potential conversion
relationship, i.e., user ! activated user ! client.
Identifying users who have investment intention is
extremely crucial for IFAs, as doing so can help
customize personal services to stimulate their purchase
desire. We call these users potential clients. Potential
client identification means extracting useful information
from various characteristics of users to predict whether
they are willing to purchase the portfolios provided by
IFAs, i.e., whether they will be converted into IFAs’
clients.
However, two critical problems encountered in our
real practice make this prediction task challenging:
(1) Sample Selection Bias (SSB) problem
As presented in Fig. 2, app’s users are bound to
be activated users before becoming IFAs’ clients. It
means that the training space is composed of activated
users. However, our target is to make inferences about
the entire user group. The gap between the data
distribution of activated users and apps’ users can
seriously hurt the general performance prediction[4] .
(2) Data Sparsity (DS) problem
In practice, the data volume of activated users is
scarce compared with that of other users due to the
rare occurrence of interaction events between users and
IFAs. The sparsity of training data makes the prediction

model fit rather difficult[5] .
Some research has attempted to tackle these
problems. The oversampling method[6] reduces DS
by repeatedly sampling the minority class. Synthetic
minority oversampling technique creates artificial data
on the basis of the feature space similarities among
existing minority examples[7] . All missing as negative
treats all users who have not interacted with IFAs
as negative samples and adopts a random sampling
strategy to sample from them[8] . It can alleviate the
SSB problem to some degree by introducing unobserved
samples. Regrettably, all of these methods simply
increase the sample size of the training space, but they
do not address SSB and DS fundamentally. Considering
that an online financial app may involve a wide range of
businesses, we may face an incredibly huge number
of user feature fields that brings large memory and
computation cost. Even worse, useless user features may
introduce noise and complicate the training process.
To tackle these challenges, we decompose the
potential conversion relationship into three sub-relations,
namely, user ! activated user, activated user ! client,
and user ! activated user ! client, which can be
related to one another by the conditional probability
formula. Then, we adopt MultiTask Learning (MTL)
to leverage useful information contained in the three
related sub-relations and come up with a novel approach
named Multitask Feature Extraction Model (MFEM),
which comprises three core components:
(1) Shared Embedding Layer (SEL)
It employs a method commonly used in MTL called
hard parameter sharing[9] to help alleviate the DS
problem;
(2) Feature Selection Module (FSM)
It adopts a two-stage feature selection algorithm,
which can select highly relevant user features efficiently
and accurately;
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(3) Decomposed Prediction Layer (DPL)
It uses prediction networks with the same structure to
separately estimate the probabilities of the three related
tasks on the basis of the three sub-relations. Moreover,
the training space is extended from activated users to
apps’ users according to the conditional probability
formula, thereby solving the SSB problem.
We summarize our major contributions as follows:
Problem view: We formalize the problem of potential
client identification into predicting whether users will
convert into IFAs’ clients. We also point out two critical
problems: SSB and DS.
Technical view: We employ MTL to leverage
useful information contained in multiple related tasks
decomposed from the potential conversion relationship
and propose MFEM, which can address SSB and DS
simultaneously. Furthermore, we design a two-stage
feature selection algorithm to select highly relevant user
features efficiently and accurately.
Result view: We collect large-scale real-world data
from a famous fintech bank, i.e., CMB. With this data,
we conduct extensive experiments whose results clearly
validate the effectiveness of MFEM.

2

Related Work

The problem of potential client identification refers to the
task of predicting whether users will convert into IFAs’
clients on the basis of an extremely huge number of user
feature fields. Moreover, the conversion relationship
can be decomposed into multiple related sub-relations.
Therefore, the related work of our study can be divided
into three categories: IFA, MTL, and feature selection.
2.1

IFA

IFAs, as a novel investment pattern, aim at providing
personalized portfolios for different people[10] . In
the early days, based on the strategies called
mass customization[11] and one-to-one marketing[12] ,
professional financial advisors tailor portfolios for
different people after learning about their own
investment preferences. Unfortunately, IFAs are apt
to grasp investment demands inaccurately and require
expensive labor costs. With the recently increased
popularity of online investment, a wealth of user
information can now be easily acquired online[13] .
Successful mining of massive information can help
customize personal services to stimulate the purchase
desires of users. Traditionally, an intelligent engine is
used to mine user preferences and then create predictive
user models for recommending portfolios. On the basis

of the underlying technology, recommender systems can
be categorized as content-based recommendation[14] and
collaborative filtering[15–17] . However, these systems
rely on users’ past records heavily. Recent years have
witnessed the rapid development of IFAs in online
financial apps. By interacting with users digitally and
analyzing the massive information collected by the apps,
IFAs can provide appropriate portfolios with little to no
human intervention[18] . In addition, IFAs can explore
these potential clients because they will expose some
information (e.g., risk appetite, asset condition, and
expected return rate) in their interactions with IFAs.
Combined with other information, IFAs can well predict
a user’s desire to purchase and determine if he or she is
a potential client[10] .
2.2

MTL

MTL is a learning paradigm in machine learning, which
aims at leveraging useful information contained in
multiple related tasks to improve the generalization
performance of all the tasks[19] . It is a natural fit in
situations where we want to obtain predictions for
multiple related tasks at once[9] . Such situations are
common, for instance, in financial forecasting[20–22] .
However, in most cases, we focus on only one
task. To this end, we can improve the performance
of the main task by treating other related tasks as
auxiliary tasks. Several studies on such auxiliary tasks
have been conducted. For example, Chu an Liu[23]
used emotion recognition as an auxiliary task for
facial landmark detection. Ma et al.[24] introduced
two auxiliary tasks, i.e., click and click&conversion,
to improve the prediction performance of the main
conversion task. Wen et al.[25] proposed a novel user
sequential behavior graph and formulated the final
conversion task, including some auxiliary tasks, on the
basis of this graph. Yu et al.[26, 27] proposed multiple
pairwise ranking criteria to manipulate two objectives
of item ranking and implicit feedback mining. Zhao et
al.[28] proposed a multi-objective evolutionary algorithm
on the basis of the views of users and merchants for the
bidirectional recommendations in group-trading markets.
However, only a few research focuses on identifying
potential clients, although their behaviors are temporal
and associated with one another.
In this study, we abstract a potential conversion
relationship from real-world scenarios, i.e., user !
activated user ! client. Then, three related tasks are
decomposed from this relationship, one of which is the
target task and the others are auxiliary tasks. By learning
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all of these tasks jointly, the prediction performance has
significantly improved.

mathematical symbols. Then, we go into details about
two critical problems: SSB and DS.

2.3

3.1

Feature selection

Due to the huge number of user feature fields
encountered in this task, we need an efficient and
accurate feature selection method. In general, we can
divide feature selection methods into three categories:
filter, wrapper, and embedded methods[29] . Filter
methods measure the relevance between the features
and the target by using various kinds of metrics[30–33] ,
and then select highly relevant features on the basis
of ranking techniques. These methods are efficient
in computation and effective in avoiding overfitting.
However, the selected subset of features may not be
optimal and cannot be adaptively modulated. Wrapper
methods use model performance as the objective
function to evaluate different feature subsets[34, 35] . To
this end, the model must be trained repeatedly on every
possible subset of features, leading to the complexity
of computation[36] . Therefore, wrapper methods are
unsuitable for tasks with large-scale datasets. Embedded
methods are more efficient than wrapper methods, as
the former incorporates feature selection as a part of
the training process. In early trials, some machine
learning methods have intrinsic mechanisms for feature
selection[37, 38] . Thanks to the recent rapid development
of deep learning, some novel embedded methods based
on Deep Neural Networks (DNNs) have emerged; one
is the attention mechanism based on DNNs[39–42] . All
of these methods use attentive modules to generate
real-valued weights to capture feature importance.
However, when facing a huge number of feature fields,
embedded methods place a heavy burden on storage and
computation.
Given that each category of feature selection method
has its limitations, several recent studies pay attention
to combining different types of methods[43–45] . Inspired
by this idea, we propose a two-stage feature selection
algorithm, which considers efficiency and accuracy.
First, we filter out obviously useless user features on
the basis of a predefined metric and retain relevant user
features as much as possible. Then, we jointly learn the
importance of user features with the predictive model by
using an online optimization method[46] , which aims at
obtaining a sparse solution.

3

Preliminary

We first formally define the studied problem by clarifying

Problem statement

We focus on the problem of identifying potential clients.
It can refer to the task of predicting whether users will
convert into IFAs’ clients. Formally, we assume the
x i ; yi ! zi /g jN
observed user dataset to be D D f.x
i D1 .
x i represents a user’s feature vector, which is usually
a high-dimensional vector involving a large number of
financial attributes of the user. yi and zi are binary
labels with yi D 1 and zi D 1, indicating that the user
has interacted with an IFA and the user has purchased the
portfolios provided by the IFA, respectively. Looking
from the other side, yi and zi can also be viewed as
labels of whether the user is an activated user and
whether the user is an IFA’s client, respectively. N is
the total number of the collected user data. y ! z
reveals the sequential dependence of interaction and
purchase labels, i.e., users must interact with an IFA
before purchasing the portfolios provided by the IFA. In
other words, users are bound to be activated users before
becoming IFAs’ clients. Therefore, we can abstract
the potential conversion relationship between the three
groups, i.e., user ! activated user ! client. In this way,
from the above mathematical symbols, we can convert
the prediction task into estimating the probability of user
x obtaining z D 1. It can be written
pU 2C D p.clientjuser/ D
p.client; activated userjuser/ D
x/
p.y D 1; z D 1jx

(1)

Note that Eq. (1) holds due to the potential conversion
relationship.
3.2

SSB

Given that users must interact with IFAs before
purchasing the portfolios provided by IFAs, the training
space is composed of users with interactive records, i.e.,
activated users. Mathematically,
the training
˚
 Mspace can
be represented as DI D xj ; zj jyj D 1 jj D1 . M is
the total amount of the collected activated user data, but
our target is to make predictions on the entire user space
D. In general, existing methods make an approximation
x /.
of p.z D 1jy D 1; x /  p.y D 1; z D 1jx
However, this approximation is violated with a large
probability in real-world scenarios, as DI is only a small
part of D. With enough observations in practice, user
feature vectors that belong to DI are quite different
from those that belong to D. The gap between the
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data distribution of DI and D can seriously hurt the
generalization performance for predicting.

In real-world scenarios, interaction events between users
and IFAs are rare, suggesting that the data volume of
activated users is extremely scarce compared with users.
Table 1 shows the statistics of our experimental dataset,
where the number of samples for activated users is 18.6%
of that for users and is only 4.9 % when it refers to clients.
Moreover, these data come from users with operational
records, and they are only a small part of the entire user
group. As a rough estimate, the app has more than 100
million users, and most of them have never interacted
with an IFA. This DS problem makes prediction model
fitting rather difficult.

Note that Eq. (2) can be transformed into
x/
p.z D 1; y D 1jx
(3)
p.z D 1jy D 1; x / D
x/
p.y D 1jx
It inspires us that pA2C can be learned indirectly in
the processes of learning pU 2A and pU 2C . Moreover,
pU 2A and pU 2C are estimated over the entire user
group. Thus, the derived pA2C is also applicable to
the entire user group. To this end, we adopt MTL to
leverage useful information contained in three tasks.
Specifically, we introduce two tasks of predicting pU 2A
and pA2C , and take the product of the results as pU 2C .
The generalization performance of all the tasks can be
improved by learning these tasks simultaneously. We
extend the training space from activated users to users
on the basis of the hints provided by Eq. (3). It can
effectively solve the SSB and DS problems.

4

4.2

3.3

DS

Methodology

In this section, we first analyze our problem from a
multitask perspective. Then, we introduce the technical
details of MFEM, i.e., the architecture and training
process of MFEM.
4.1

Multitask perspective

We focus on the problem of identifying potential
clients, which can refer to the task of predicting
whether users will convert into IFAs’ clients. We can
represent it in mathematical symbols, i.e., pU 2C D
x /. Similarly, we can
p.clientjuser/ D p.y D 1; z D 1jx
introduce two other mathematical symbols, namely,
x / and
pU 2A D p.activated userjuser/ D p.y D 1jx
x ; y D 1/.
pA2C D p.clientjactivated user/ D p.z D 1jx
These three mathematical symbols respectively represent
the probability of three conversions: user ! activated
user, activated user ! client, and user ! activated
user ! client. When we train a prediction model on the
dataset composed of activated users, we actually obtain
pA2C . However, our target is to estimate pU 2C . To
make matters worse, training on the dataset comprising
activated users can cause SSB and DS problems.
According to the conditional probability formula, we
find that pA2C multiplied by pU 2A equals pU 2C . It
can be written as
x / D p.y D 1jx
x /p.z D 1jy D 1; x /
p.z D 1; y D 1jx
(2)
Table 1

Statistics of a private dataset (#LTC990952).

Total user
feature fields
2257

Total users
3 182 310

Total activated
users
594 686

Total clients
155 134

MFEM

Based on the multitask perspective, we propose a novel
approach named MFEM. As shown in Fig. 3, there exist
three key components: (1) SEL: to share the parameters
of user feature representation; (2) FSM: to select highly
relevant user features; and (3) DPL: to use decomposed
prediction networks to estimate the probability of the
decomposed target on three conversion relationships,
i.e., user ! activated user, activated user ! client,
and user ! activated user ! client. In this subsection,
we will introduce the three components in detail.
4.2.1 SEL
In this task, raw user features are categorical or
numerical and multifield. We first represent the raw user
features as high-dimensional sparse binary vectors and
then embed them into low-dimensional dense vectors
by using a field-wise embedding. Specifically, the
categorical user features are transformed via one-hot
encoding[47] (e.g., [0, 1] for females and [1, 0] for males).
The numerical user features are first discretized through
bucketing, and then we have a one-hot encoding for each
bucket. For instance, we can bucket and encode age into
child (0–14 years old) [0, 0, 0, 1], teenage (14–25 years
old) [0, 0, 1, 0], adult (25–60 years old) [0, 1, 0, 0], and
elderly (> 60 years old) [1, 0, 0, 0].
The purpose of the embedding layer is to transform
high-dimensional sparse vectors into low-dimensional
dense vectors. In general, we concatenate the one-hot
encodings of all user features. Therefore, a user instance
x i can be represented as
x 1i ; x 2i ; : : : ; x ni 
x i D Œx
(4)
j
where n is the number of fields, and xi is the one-
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Architecture overview of MFEM.

hot vector of the j -th field. Then, we use a feature
embedding layer to transform a one-hot encoding vector
to a low-dimensional dense vector,
e ji D V j x ji
(5)
j

where Vj 2 Rkn is a matrix, nj is the number of user
feature values in the j -th field, and k is the embedding
size. The output of the feature embedding layer is the
concatenation of multiple embedding vectors,
e i D Œee 1i ; e 2i ; : : : ; e ni 
(6)
Some studies show that the embedding layer contributes
most of the parameters of DNNs, and the learning
process of these parameters needs a large number of
training samples[48] . Inspired by an approach called
hard parameter sharing commonly used in MTL[9] , we
devise an SEL to share the parameters of the user feature
embedding layer between the pA2C task and the pU 2A
task. Considering that the pU 2A task is trained on the
dataset consisting of user samples, which are much
richer than activated user samples, the pA2C task is able
to learn some information about feature representation
from users who have not interacted with IFAs. It can
alleviate the DS problem to some extent.
4.2.2 FSM
FSM aims at automatically selecting high-relevant user
features. Specifically, FSM can be divided into two
stages: preliminary screening stage and fine screening
stage. In the preliminary screening stage, user features
will be filtered out on the basis of a predefined metric;
in the fine screening stage, user features that have been
preliminarily screened will participate in the training
process of FSM to screen out additional useful user

features.
(1) Preliminary screening stage
In this prediction task, we will face an incredibly huge
number of user feature fields on account of the wide
range of businesses involved in a financial app; that
is, the numbers of user feature fields are presented in
Table 1. If we directly learn the importance of all user
features in the training stage of FSM, then it will bring
large memory and computation cost. Furthermore, many
user features are obviously unrelated to this task. To this
end, inspired by the spirit of filter-type feature selection
methods, we use a predefined metric, i.e., Information
Value (IV), to filter out evidently irrelevant user features.
The IV of a user feature field can be calculated according
to Eq. (2).


n
X
Posi
IV D
.Posi Negi /  ln
(7)
Negi
N D1 the number of different values of
where IV represents
the feature field; Posi and Negi respectively represent
the proportion of positive and negative samples under
the corresponding value. The higher IV of a feature field
is, the better predictive ability the feature has. Note that
we use a relatively low threshold at this stage, and user
features below this threshold are filtered out. The reason
is to retain relevant user features as much as possible,
even though the relevance is low.
To prove the validity of this method, we record
the IVs of some user features and their corresponding
descriptions in Table 2. According to the descriptions
of user features, user features with high IVs are strongly
correlated with our task, and those with low IVs are
obviously irrelevant to our task. It proves that using IV
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Table 2 Description and information value for user features.
Feature description
Information value
Interaction label: 1: interaction; 0: non-interaction
3.6062
Total amount of money about portfolios purchased in the last three months
1.3077
Purchase times of portfolios in the last three months
1.2683
Transaction times of entrusted portfolios in the last three months
1.0625
Purchase times of portfolios in the last 12 months
0.8908
Frequency of browsing entrusted portfolios
0.8660
Open times of IFA in the last year
0.8350
Open times of IFA in the last three months
0.8043
Open times of IFA in the last month
0.6353
Ranking of the insurance model
0.4293
Value of the insurance model
0.4288
Income in the last month
0.3734
Annual income
0.3376
Label of golden client identification
0.2103
Age
0.0937
Login times of online banking app in last seven days
0.0696
Ethnic code
0.0071
Code of job
0.0018
Language code
0.0015
Code of job title
0.0010
Religion code
0.0005
Note: We set the threshold as 0.01. It means that user features with IVs above 0.01 remain, whereas those below 0.01 are discarded.

to filter out user features is effective.
(2) Fine screening stage
After the preliminary screening stage, obviously
irrelevant user features are filtered out. In the fine
screening stage, for the purpose of selecting highrelevant user features accurately, we incorporate feature
selection as a part of the training process.
Selecting a user feature or not is a discrete choice.
In this study, we relax the choice to be continuous by
introducing the importance parameter ˛ , so that we can
use gradient descent to learn the relative importance
of each user feature. It is inspired by DARTS[49] .
Specifically, considering the efficiency of computation,
we select MLP as the predictive model used in FSM.
Therefore, the output of FSM can be reformulated as
zOi D Sigmoid.MLP .Œ˛1 e 1i ; : : : ; ˛m e m
(8)
i //
where zO i is the predictive result, m is the number of
user feature fields after the preliminary screening stage,
and ˛ D Œ˛1 ; : : : ; ˛m  are importance parameters. The
cross-entropy loss is used as the objective function,
L.z; zO / D z log zO .1 z/ log.1 zO /
(9)
with z as the label. We propose to optimize ˛ jointly
with all other parameters  (e.g., parameters of feature
embedding layer and MLP). We use the Generalized
Regularized Dual Averaging (GRDA) optimizer[46] to
learn ˛ and Adam optimizer to learn  . The GRDA

optimizer, as an online optimization method, aims to
obtain sparse parameter solutions. To update ˛ at each
gradient step t with data Z t , we use the following
equation:

 
t
X
1
1T 1
˛ t I Zi C1 / C
˛0C
r L.˛
˛ tC1 D arg min ˛
˛
1 1
1
i D0

1
˛ k1 C k˛
˛ k22
g.t; /k˛
(10)
2
where g.t; / D c 1=2 .t / with is the learning rate
of GRDA; c and  are adjustable hyperparameters to
trade-off between accuracy and sparsity. Specifically,
parameters ˛ and  are updated simultaneously in
accordance with gradient descent using the training set
by descending on ˛ and  , which is based on
˛ ;  / and r L t rai n .˛
˛;  /
r˛ L t rai n .˛
(11)
In this setting, ˛ and  can explore their design space
freely until convergence, and ˛ is learned to serve as
the importance of individual user features for predictive
results. If ˛i D 0, then the corresponding user feature
will be dropped permanently. By introducing FSM, we
tackle the problem of excessive user feature fields and
improve the efficiency and accuracy of the prediction
model.
4.2.3

DPL

For the sake of making full use of the potential
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conversion relationship among the three groups, i.e., user
! activated user ! client, we take inspiration from
MTL and devise a DPL. As illustrated in Section 4.1, we
first decompose this potential conversion relationship
into three conversion relationships, namely, user !
activated user, activated user ! client, and user !
activated user ! client. After that, we establish the
connection among the three conversion relationships
according to the conditional probability formula. Finally,
we introduce two tasks to respectively estimate the
probability of the decomposed target on the three
conversion relationships. In this way, the generalization
performance of all the tasks can be improved by learning
them simultaneously.
Specifically, DPL comprises two simple DNNs with
the same structure. After passing through FSM, highrelevant user features are preserved. Then, all feature
embedding vectors are concatenated together and fed
into DPL. Two prediction networks in DPL respectively
output pU 2A and pA2C . Moreover, pU 2C takes
the product of pU 2A and pA2C . The loss function in
MFEM is defined as Eq. (12). It is composed of three
loss terms from pU 2A, pA2C , and pU 2C tasks,
!pU 2A ; !pA2C / D L.y; f .ee I !pU 2A //C
L.!

L.z; f .ee I !pA2C //C
L.z; f .ee I !pU 2A /  f .ee I !pA2C //
(12)
where f . / represents the networks that can output
predictive results, e refers to the feature embedding
vectors transformed by SEL, !pU 2A and !pA2C are
parameters of pU 2A and pA2C networks. All
parameters of SEL and DPL are learned by the Adam
optimizer.
Note that the architecture of DPL can be transferred to
state-of-the-art models, which may help obtain improved
prediction performance.
4.3

Training process

In this subsection, we introduce the training process
of MFEM from an overall perspective in detail. As
illustrated in Fig. 3, raw data with an incredibly
huge number of user feature fields pass through the
preliminary screening stage of FSM to omit obviously
irrelevant user features. Then, the retained user features
are embedded into low-dimensional dense vectors by
SEL. We concatenate all the embedding vectors and
feed them into the fine screening stage of FSM. In this
stage, we incorporate feature selection as a part of the
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training process. After two screening stages of FSM,
highly relevant user features are preserved. Then, we
concatenate the embedding vectors of these features and
feed them into DPL. In DPL, two networks with the same
structure output predictive results are found, i.e., pU 2A
and pA2C . We obtain pU 2C by taking the product of
pU 2A and pA2C . Finally, the parameters of SEL and
DPL are updated together with gradient descent, and
the loss function is composed of three loss terms from
pU 2A, pA2C , and pU 2C .

5

Experiment

In this section, we aim at answering the following
Research Questions (RQ):
RQ1: How is the performance of MFEM compared
with that of existing methods on this problem?
RQ2: Can DPL be transferred to state-of-the-art
models to improve prediction performance?
RQ3: How do hyperparameters affect the
performance of MFEM?
RQ4: Is the multitask perspective integrated into
MFEM explainable?
To this end, we first describe our experimental dataset
in detail. Then, we introduce our experimental settings,
including data preprocessing, benchmark methods,
evaluation metrics, software and hardware descriptions,
and hyperparameter settings. Finally, we demonstrate
our experimental results, showing the effectiveness of
our proposed approach.
5.1

Dataset description

Our experimental dataset, code-named #LTC990952,
comes from an online bank app of a famous fintech bank,
i.e., CMB. All the user information has been desensitized
to protect data privacy. Table 1 summarizes the statistics
of the dataset. Each piece of data consists of a user
feature vector, i.e., x i , and a tuple of labels, i.e., .yi ; zi /.
x i is a vector with a dimension of 2257, which describes
the information of a user in detail (e.g., user rating, asset
condition, risk appetite, and consumption behavior). yi
represents whether the user has interacted with an IFA,
i.e., whether the user is an activated user. Similarly, zi
represents whether the user has purchased the portfolios
offered by the IFA, i.e., whether the user is a client of
the IFA. It should be noted that if yi D 0, then zi D 0
must be established, and if zi D 1, then yi D 1 should
be established, because users must interact with an IFA
before purchasing the portfolios.
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5.2

Experimental settings

5.2.1

Data preprocessing
In this prediction task, x i is usually a multifield
vector that contains categorical and numerical features.
Specifically, we adopt the one-hot encoding for
categorical features[47] . For numerical features, we
convert them into categorical features through bucketing,
where the features in a certain field appearing less
than 20 times are set as a dummy feature “other”.
Approximately 10% of randomly shuffled data are
allotted to test; then, we randomly split the rest into
train set and validation set at 9:1.
Due to the extremely huge number of user feature
fields, significant storage and computing pressure
are observed. Thus, we first perform the preliminary
screening stage of FSM to filter out obviously irrelevant
user features. After this stage, the number of remaining
user features is 667. It means that the dimension of x i
in the actual dataset is 667.
5.2.2

Benchmark methods

To demonstrate the effectiveness of MFEM, we compare
it with several competitive methods. All these methods
are suitable for prediction problems where the input data
are high-dimensional and sparse.
LR: Logistic regression is a simple baseline model.
With the online learning algorithm, FTRL[50] , LR has
been widely adopted in the industry.
XGBoost[51] : XGBoost is a popular implementation
of the gradient boosting decision tree with improvement
in regularization and handling of sparse data. In this
study, we use it as the representative of non-deep
learning-based methods.
DNN: We implement a DNN baseline model, which
has the same structure and hyperparameters as the
prediction network in the DPL of MFEM.
Wide&Deep[52] : Wide&Deep is a general learning
framework proposed by Google that combines a wide
network and a deep network to achieve memorization
and generalization in one model.
DCN[53] : DCN introduces a novel cross-network that
is efficient in learning certain bounded-degree feature
interactions.
To ensure the comparability of the experimental
results, we treat all users who have not interacted with
IFAs as negative samples to keep the amount of training
data consistent. We also introduce the fine screening
stage of FSM on these baseline methods to prove the
effectiveness and the necessity of FSM.

5.2.3

Evaluation metrics

To comprehensively evaluate the effectiveness of our
proposed approach, we select four widely used metrics,
namely, precision, recall, F1 score, and Area Under
Curve (AUC)[26] . According to the statistical results of
our experimental dataset shown in Table 1, we can find
that the number of samples for clients is only 4.9% of
that for users. Therefore, we choose three thresholds,
namely, Top@1%, Top@3%, and Top@5%, to split the
predictive results into positive and negative groups. We
calculate the precision, recall, and F1 score of predictive
results at these different thresholds.
5.2.4

Software and hadrware description

All the codes of MFEM and benchmark methods are
implemented with the Pytorch package. The experiments
run on a single GPU (Nvidia Tesla V100). Multicore
CPUs are used to preprocess the raw data and split them
after preprocessing. Specifically, we use three cores
for data preprocessing and data splitting. The training
process of MFEM requires only 2 GB of GPU memory.
All of these factors confirm that MFEM does not require
many resources.
5.2.5

Hyper-parameters settings

Table 3 summarizes the hyperparameters for each model.
To be fair and achieve the best performance, the
hyperparameters of each model are tuned on a validation
set through careful grid-searching.
5.3
5.3.1

Experimental results
Overall performance (RQ1)

Table 4 summarizes the performance of benchmark
methods and MFEM on the real-world dataset. All the
benchmark methods are the average of five repeated
experiments by changing the random seed used in
splitting the dataset, and MFEM is the average of 10
Table 3 Parameter settings.
Model
Parameter
General
bs D 1024I opt D AdamI lr D 0:001
LR
k D 15
Wide&Deep
k D 15I net D Œ400; 400
DCN
k D 15I net D Œ400; 400I cross layer num D 2
XGBoost
num rounds D 300I eta D 0:1I max depth D 6
MFEM
k D 15I D 0:01I c D 0:5I  D 1:0I
net D Œ400; 400
Note: bs Dbatch size, opt Doptimizer, lr Dlearning rate, k D
embedding size, net D MLP structure, cross layer num D layer
number of cross network in DCN, num rounds D search rounds
of XGBoost, eta D learning rate of XGBoost, max depth D max
depth of tree in XGBoost.
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Model name

AUC

LR
LR+FSM
XGBoost
XGBoost+FSM
DNN
DNN+FSM
Wide&Deep
Wide&Deep+FSM
DCN
DCN+FSM

0.8869
0.8903
0.9059
0.9062
0.9033
0.9050
0.9047
0.9055
0.8950
0.9037
˙
0.9073˙
0:0008

MFEM

Precision
0.5578
0.5754
0.6411
0.6410
0.6364
0.6392
0.6389
0.6405
0.5597
0.6232
˙
0.6424˙
0:0006
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Table 4 Performance comparison.
Top@1%
Top@3%
Top@5%
Remain Time
(min)
Recall F1 score Precision Recall F1 score Precision Recall F1 score
0.1143 0.1897
0.4577 0.2813 0.3485
0.3899 0.3994 0.3946
100
11
0.1179 0.1957
0.4660 0.2864 0.3548
0.3986 0.4084 0.4034
44
5
0.5154 0.3169 0.3925
0.4344 0.4430 0.4387
100
31
0.1310 0.2175
0.1312 0.2178
0.5155 0.3169 0.3925
0.4347 0.4435 0.4391
42
10
0.5084 0.3125 0.3871
0.4279 0.4384 0.4331
100
12
0.1304 0.2165
0.1310 0.2174
0.5127 0.3152 0.3903
0.4319 0.4425 0.4372
43
5
0.1309 0.2173
0.5097 0.3133 0.3881
0.4275 0.4380 0.4327
100
12
0.5156 0.3170 0.3926
0.4322 0.4428 0.4375
42
6
0.1312 0.2178
0.1147 0.1904
0.4739 0.2913 0.3608
0.4054 0.4154 0.4104
100
13
0.5087 0.3127 0.3873
0.4277 0.4382 0.4329
47
6
0.1277 0.2120
˙ 0.3170˙
˙ 0.3927˙
˙ 0.4350˙
˙ 0.4457˙
˙ 0.4403˙
˙
˙ 0.2185˙
˙ 0.5157˙
0.1316˙
43
5
0:0005 0:0005
0:0007 0:0004 0:0005
0:0007 0:0006 0:0006

Note: “Remain” represents the percentage of retained user features. “Time” is the training time. XGBoost refers to the training on CPU;
therefore, its training time is much higher than those of other models.

repeated experiments. From the experimental results, we
can observe the following:
(1) Neural network models outperform the linear
model, that is, LR, which indicates that integrating MLP
can strengthen user feature representation capabilities.
Meanwhile, XGBoost is the best benchmark model
because it has model interpretability that neural network
models do not have. However, all of these benchmark
methods only focus on the task itself without considering
the information contained in other related tasks.
(2) The performances of all benchmark methods
are improved after introducing the fine screening
stage of FSM. Specifically, over 50% of user features
can be removed. Removing useless user features can
not only improve computation efficiency but also
significantly increase prediction accuracy. Note that
the improvement of DCN is obviously more than that
of other baseline models because DCN introduces a
cross-network as a feature interaction layer; in addition,
useless user features may have negative impacts on
other useful features after interacting with them, thereby
damaging the prediction performance. The improvement
of XGBoost is not obvious because it is a decision tree
algorithm that has a built-in feature selection mechanism.
Nevertheless, the training time of XGBoost reduces
significantly. All these results prove the effectiveness and
necessity of our proposed feature selection algorithm.
(3) MFEM achieves the best performance among
the benchmark methods on the real-world dataset. The
performance improvement may attribute to the fact that
MFEM does not only focus on a single task but also
jointly learns multiple related tasks. The information

contained in different tasks may help improve the overall
prediction performance, which is also the motivation
of MTL. From the perspective of contrast, DNN C
FSM can be regarded as a special form of MFEM,
which replaces DPL with MLP. The performance gap
between DNNCFSM and MFEM proves that DPL with
a multitask perspective is effective.
5.3.2

Transferability of DPL (RQ2)

In this subsection, we investigate whether DPL can
be transferred to state-of-the-art models, such as
Wide&Deep to boost their performance. As shown
in Table 5, when we integrate DPL into Wide&Deep
(namely Wide&Deep+DPL), the improvement of
predictive performance is significant. Then, if we
introduce the fine screening stage of FSM, then we
can find that the performance of Wide&Deep with DPL
(namely Wide&Deep+FSM+DPL) is much better than
Wide&Deep without DPL (namely Wide&Deep+FSM).
Moreover, the performance of Wide&Deep+FSM+DPL
is better than MFEM, a result that may attribute to
that Wide&Deep is a combination of a wide network
and a deep network. All pieces of evidence verify the
transferability of DPL.
Table 5

Performance of transferring DPL to Wide&Deep.
Top@5%
Model-name
AUC
Precision Recall F1 score
Wide&Deep
0.9047 0.4275 0.4380 0.4327
Wide&Deep+DPL
0.9068 0.4339 0.4446 0.4392
Wide&Deep+FSM
0.9055 0.4322 0.4428 0.4375
Wide&Deep+FSM+DPL 0.9076 0.4379 0.4486 0.4432
MFEM
0.9073 0.4350 0.4457 0.4403
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5.3.3

Hyper-parameters study (RQ3)

To further validate and gain deep insights into our
proposed approach, we investigate the impacts of
different hyperparameters on MFEM that include: (1)
the embedding size of SEL; (2) the number of hidden
layers; and (3) the number of neurons per layer.
The experimental results on our dataset are shown in
Figs. 4– 6.
Figure 4 demonstrates the impact of embedding
size. We can observe that the performance boosts
steadily when the embedding size increases from 5 to
15. However, when the embedding size reaches 15,
continued growth can lead to a decrease in performance.
The reason may be that our dataset is not large, and the
model is overfitted when too many parameters are used.
Therefore, we fix the embedding size of SEL at 15.
Figures 5 and 6 respectively demonstrate the impacts
of the numbers of hidden layers and neurons per layer
of MLP. The model performance increases dramatically
with the number of layers at the beginning. However,
when the number reaches 3, the performance neither
boosts nor decreases. It proves that endlessly increasing
the depth of MLP not only does not improve predictive

Fig. 4

Fig. 5

Fig. 6

performance but also causes damage due to overfitting.
When it refers to the number of neurons per layer,
the predictive performance no longer grows when the
number exceeds 400 but tends to be stable. For the
purpose of balancing performance and computational
efficiency, we respectively fix the numbers of hidden
layers and neurons per layer at 2 and 400; doing so also
facilitates the comparison of other benchmark methods.
5.3.4

Explainable analysis (RQ4)

To prove that the multitask perspective integrated into
our approach is explainable, we perform an analysis
about the relationship between two behaviors of users,
i.e., interacting with an IFA and purchasing the portfolios
provided by the IFA. Specifically, we first select six
million user data without labels and then predict the
probability of the two behaviors. Considering the
interpretability of the model, we do not choose the
deep model but select XGBoost as our prediction
model, which is a scalable tree boosting system that is
widely used and provides state-of-the-art results on many
problems. The predictive results are displayed in Fig. 7
in the form of a heat map after a statistical analysis.
As illustrated in Fig. 7, the vertical and horizontal

Performance with respect to the embedding size of SEL.

Performance with respect to the number of hidden layers.

Performance with respect to the number of neurons per layer.
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Fig. 7

Statistical heat map about the predictive results of six million users. Note: The axes represent two behaviors of users.

directions respectively represent interaction behavior
and purchasing behavior. Each direction is divided into
11 equal parts, forming a heat map with the size of
1111. The scale on the axis indicates the range of
the predictive probabilities after sorting from high to low
(e.g., 0% 5% represents the top 5% of the predictive
results). The number in the heat map represents the
number of users whose predictive results are within
this range. For example, the number 232 577 in the
first row and first column of the heat map indicates that
the predictive probabilities of interacting with IFAs and
purchasing the portfolios provided by IFAs of 232 557
users are in the top 5%.
We can find a pattern from Fig. 7, i.e., the numbers on
the main diagonal of this heat map are relatively large.
They indicate a positive correlation between the two
behaviors. That is, users who are willing to interact with
IFAs are also willing to purchase the portfolios offered
by IFAs. Therefore, integrating the multitask perspective
into our approach is reasonable.
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Conclusion

In this study, we attempt to solve the problem of
identifying potential clients that is extremely crucial for

IFAs. By analyzing real-world scenarios, we specifically
formalize a potential conversion relationship, i.e.,
user ! activated user ! client.
We then convert
this problem into the task of predicting whether
users will convert into IFAs’ clients. However, we
observe two critical problems: SSB and DS, which
make this prediction task challenging. Therefore, we
propose MFEM, which can leverage useful information
contained in multiple related tasks decomposed
from the potential conversion relationship and learn
them jointly. In addition, we design a two-stage feature
selection algorithm to select highly relevant user features
efficiently and accurately. Extensive experiments on a
real-world dataset clearly demonstrate the effectiveness
of MFEM.
In the future, we hope to conduct a preliminary
empirical study on user features and design different
processing methods for different types of user features.
Moreover, we want to integrate some financial domain
knowledge for the purpose of making our results further
explainable. Last but not least, we will apply our
proposed MFEM to other scenarios, such as fraud
detection. We hope our research can bring some new
insights from the application view of user behavior
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prediction and the technical view of exploiting MTL
for financial forecasting.
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