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ABSTRACT 
For n > 1 let X = (X 1 . . . . .  X,)' have a mean vector 01 and covariance matrix 
~r2~, where 1 = (1 , . . . ,  1)', ~E is a known positive definite matrix, and ~r ~ > 0 is 
either known or unknown. This model has been found useful when the observations 
X l . . . . .  X, from a population with mean O are not independent. We show how the 
variance of 0, the least-squares timator of 0, depends on the covariance structure of 
~. More specifically, we give expressions for Var(#), obtain its lower and upper 
bounds (which involve only the smallest and the larges,t eigenvalues of ~), and show 
how the dependence of X l . . . . .  Xn plays a role in Var#. Examples of applications are 
given for M-matrices, for exchangeable random variables, for a class of covariance 
matrices with a block-correlation structure, and for twin data. © 1997 Elsevier 
Science Inc. 
1. INTRODUCTION 
For  n > 1 let X = (X  1 . . . . .  Xn)' be a random vector with mean vector 
01 and covariance matrix ¢r2]E, where 1 = (1 . . . . .  1)'. In  most applications 
is a known positive definite matrix and o" 2 is either known or unknown.  In 
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a standard form of linear model, we write 
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X= 01+~' ,  (1) 
where the mean vector of ~" is 0 and the covariance matrix is or 2:~. This 
model has been found useful in certain statistical inference problems on the 
mean /9 of a population when the observations X 1 . . . . .  X n are not indepen- 
dent. Examples of applications include (i) analysis of family medical data and 
genetic linkage considered by Shoukri and Lathrop (1993), (ii) analysis of the 
Danish twin data considered by Vaupel, Harvald, Holm, Yashin, and Xiu 
(1991) and Williams (1993), and (iii) an animal genetic selection problem 
considered by Rawlings (1976), Hill (1976), and Tong (1982). A study of the 
comparison of experiments under the model in (iii) with the assumption of 
normality was made recently by Shaked and Tong (1992). 
2. THE LEAST-SQUARES ESTIMATOR AND ITS VARIANCE 
If ~ is completely known, then by letting ~-1 = B = (b U) it is easy to 
see that (e.g., Graybill, 1976, p. 207) the least-squares timator of 0 is given 
by 
{~ = (I'B1)-II'BX, (2) 
which is unbiased, and that the variance of 0 is 
Var/~ = o'2(1'B1)-1. (3) 
In the following we show how the matrix X affects the variance of 0. Since ]E 
is positive definite, all of its eigenvalues A1 . . . . .  A n are positive. Without loss 
of generality we may assume that 
)q 1> A 2 /> "" /> A, >0.  
It is well known that there exists an orthogonal matrix C = (c 1 . . . . .  e , )  such 
that C '~C = A, where A is the diagonal matrix with ith diagonal element 
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A~ (i --- 1 . . . . .  n). Consequently, it follows that 
FACT 1. An alternative fo rm of  (3) is 
Var~J = o '2 ( I 'CA- IC ' I )  -1. 
Furthermore, let a = (a  1 . . . . .  an)' satisfy 1 = Ein~ a~e i. Then 
[ n -1 
Var/J= or2 ~]i=1 Ai] 
(4) 
(5) 
Using the expression i  (5), we can easily find lower and upper bounds on 
the variance of 0: 
FACT 2. For all ~ with eigenvalues A1 >~ ... >1 A n > O, we have 
An Or 2 )tl or2 
- -  ~< Var~J~< - -  (6) 
n n 
Proof. From 1 = ~n i= 1 aiei and the fact that the ci's are orthogonal unit 
vectors we have 111112 = n = Zni=l a/2. Thus both the lower bound and the 
upper bound in (6) follow from (5). • 
We note that the bounds in (6) depend on X only through its extreme 
eigenvalues A 1 and )t n. A relevant question is how tight the bounds are. The 
answer to this question depends on how much difference there is between )h 
and A,. In the special case in which all of the Ai's are the same, then, of 
course, the inequalities become equalities. We further note that, in certain 
applications, the matrix ~ itself is not completely known but A 1, A n are 
known. (An example of a real-life application can be found at the end of this 
paper.) In this situation, the right-hand sides of (4) and (5) cannot be 
obtained, but both upper and lower bounds in (6) become available. This fact 
then partially illustrates the need for inequalities of this type. 
3. THE EFFECT OF DEPENDENCE 
In this section we consider some special cases of real-life applications, and 
illustrate how a given dependence structure affects the variance of the 
least-squares timator. In cases (B), (C) and (D) below the matrix ~ plays 
the role of a correlation matrix, hence the diagonal elements of :Z are 
assumed to be one. 
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(A) M-Matrices 
A special class of covariance matrices that are of interest involves M- 
matrices. An n × n matrix B = (b 0 is called an M-matrix if it is of the form 
B = ee l . -H  (7) 
where H = (h~j) has nonnegative elements and ee > 0 exceeds the absolute 
value of every eigenvalue of H. A result of Fan (1958) states that 
FACT 3. B = (bij) such that bij <~ 0 for all i ~ j is an M-matrix if and 
only if 11, = (~j)  = B -1 exists and ~r~j >1 0 for all i , j . 
Karlin and Rinott (1983) provided a comprehensive treatment of M- 
matrices and covariance matrices of multivariate distributions. They showed 
how positive dependence properties of the random vector X can be obtained 
from its covariance matrix or 2]£ if ]~-1 = B is an M-matrix. In particular, 
they proved that if X has a multivariate normal distribution, then the joint 
density function of X is MTP 2 [multivariate totally positive of order 2; for 
definition and related results, see Karlin (1968)], which is the strongest form 
of positive dependence, if and only if B is an M-matrix. They also showed 
that, in that case, all partial and multiple correlation coefficients and all linear 
regression coefficients are nonnegative. 
If X has a mean vector 01 and covariance matrix tr2]£ such that 
B = ]£-1 is an M-matrix, then it follows from (7) that 
I 'B1 = nee-  I 'H I= nee-  ~ ~ hij; 
i=1 j= l  
hence the variance of 0 is an increasing function of •n= 1 ~= 1 hij. Since the 
matrix H partially determines the covariance structure of the random vector 
X, this result illustrates the fact that a larger degree of positive dependence 
among the observations X 1 . . . . .  X n has a more adverse ffect on the variance 
of 0. This point will be made more precise by considering some special cases 
of applications given below. 
(B) Exchangeable Random Variables 
8: oo An infinite sequence of random variables {X i }i=1 is said to be an 
exchangeable s quence if, for each finite n and each permutation (i 1 . . . . .  i n) 
of (1 , . . . ,  n), the two random vectors (X*, . . . ,  X*)' and (Xi*l,. .., X*t,, ~' are 
identically distributed. A finite number of random variables X l . . . . .  X, are 
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said to be infinitely exchangeable if there exists an infinite sequence of 
exchangeable random variables {Xi}~ 1 such that (X  l . . . . .  Xn)' and 
(X~ . . . . .  X*) '  are identically distributed, and they are said to be finitely 
exchangeable if their joint distribution function is permutation symmetric. 
It is obvious that if X 1 . . . . .  X, are either finitely exchangeable or 
infinitely exchangeable, then they must have a common mean 0, a common 
variance 0, 2, and a common correlation coefficient p ~ [ -1 / (n -  1),1]. 
Furthermore, de Finetti's theorem states that infinite exchangeability is 
equivalent to a mixture of conditionally i.i.d, random variables. This mixing 
process creates a certain positive dependence property. Thus it is known that 
when X 1 . . . . .  X n are infinitely exchangeable, then the common correlation 
coefficient is nonnegative. In most problems in Bayesian analysis, the obser- 
vations X 1 . . . . .  X, are infinitely exchangeable b cause, in that situation, the 
distribution used for the mixing purposes in de Finetti's theorem is just the 
prior distribution. 
If X 1 . . . . .  X n are either finitely or infinitely exchangeable such that the 
matrix ~ is of the form 
= (1 - p)I,, + pE, 
(-1 ) 
p~ ~--~-1,1 , 
where E = (1 . . . . .  1) is the matrix with all the elements being one, then the 
inverse of ~ is B = (b O) such that 
bij 
1+ (n -2 )p  for i = j ,  
= (1 - p)(1 + (n - 1)p) 
-P  for i :/:j. 
(1 - p ) (1  + (n  - 1 )p )  
Thus, by writing B in the form of (7) (which is an M-matrix), we have 
(1 - p ) [1  + (n  - 1 )P lB  = [1 + (n  - 1)p l I .  - pE .  
The least-squares estimator of 0 is given by 0 = (1 /n )~= 1X i, and its 
variance is 
1 
VarO=- - [1  + (n -  1)p]o "2, 
n 
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which is a linear function of p. Hence for exchangeable random variables it is 
evident that a stronger positive dependence (with a larger p-value) has a 
more adverse ffect on the variance of 0. 
(C) A Class of  Covariance Matrices with a Block-Correlation Structure 
We now consider a large class of covariance matrices which can be 
indexed by a vector k = (k 1 . . . .  , kn)', where the k,'s are nonnegative inte- 
gers such that Ey_ 1 kj = n. Without loss of generality we may assume that 
k I >t k 2 >/ ..- >//~r/> 1 and kr+ 1 . . . . .  k, = 0 for some r ~< n. We con- 
sider a partition of the random vector X into r subvectors with sizes 
k l . . . . .  k~, respectively, such that 
x' = (x; ,  x~ . . . . .  X'r) 
= ( (X  1 . . . . .  Xkl ) , (Xk l+l  . . . . .  Xkl+k2) . . . . .  (Xkl+.. .kr_l+l . . . . .  Xn) ) • 
We then consider a covariance matrix of X which is of the form 
~11 
2 ~21 
~:~2 "" ~;lr / 
~22 "'" ~2r  [ 
'r ] ~r2 "'" ~ r 
(8) 
where (i) Ejj is k~ × k j, its diagonal elements are one, and its off-diagonal 
elements are P2, (ii) Eg, has elements Pl for all j 4=j', and (iii) Pl and P2 
are arbitrary but fixed constants uch that 0 ~< Pl < P2 ~< 1. In terms of 
applications, the random variables are divided into r blocks with block sizes 
k 1 . . . . .  k r, respectively. Their means are 0, their variances are o-2, and the 
correlation coefficients of two variables in the same block (in different blocks) 
are P2 (are Px). The following example is given along the line of development 
in Tong (1990, p. 129), which was originally considered in Rawlings (1976), 
Hill (1976), and Tong (1982) in an application to animal genetic selection: 
EXAMPLE 4. For n = 5 let 
x' = (x'~, x~) ~ ((Xl ,  x~, x~), (x~, x~)) 
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denote the measurements of a certain biological or physical character of five 
animals (such as the body weights or back fats of five hogs). If all five of them 
have the same father, the first three have one mother, and the next two have 
a different mother, then due to the genetic effects of the parents on the 
individuals the covariance matrix is of the form 
0-2~ = 0.2 
1 P2 Pe Pl Pl 
P2 1 P2 Pl Pl 
P2 P2 1 Pl Pl 
Pl Pl Pl 1 P2 
Pl Pl Pl r2 1 
and in this case k = (3, 2, 0, 0, 0), r = 2, 0 < Pl < P~ < 1. If the two groups 
of animals came from two different families with different parents, then the 
value of Pl should be zero. 
It should be noted that for Pl = 0 and k = (1, 1 . . . . .  1), ~(k) reduces to 
I n, and k = (n, 0 . . . . .  0), ~(k) reduces to the case of exchangeable random 
variables with p = P2. Now let k* denote another vector of nonnegative 
integers, and let ~(k*) be defined similarly. It is known that (Tong, 1989) if 
X ~~r,(01, 0-2~(k)), Y ~~rn(01, 0-Z~(k*)), (9) 
and 
k >- k*, (10) 
where >- denotes the majorization ordering [for definition of majorization 
see Marshall and Olkin (1979), p. 7)], then the Xt's are more positively 
dependent than the Yi's in the sense that 
holds for all Borel sets A. Furthermore, Shaked and Tong (1992) show that if 
(9) and (10) hold and if 0-2 is known, then the random vector X is less 
informative about 0 than ¥ is, in the sense of Blackwell's comparison of 
experiments. This shows that, at least for the multivariate normal distribution, 
a positive dependence in this sense also has an adverse effect on the 
information content about the parameter 0. 
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In the following we consider the case in which EX = 01 and the 
covarianee matrix X is of the form (8), but the distribution of X is not 
necessarily normal. Our main result states 
THEOREM 5. Consider the linear model given in (1) in which we have 
either X = X(k) or ~ = X(k*). Let 0 denote the least-squares estimator of 
O. I f  k >- k*, then 
Varx= X(k) ~ >1 Varx =x(k*) ~ (11) 
holds for every given or ~ > 0 and 0 <~ Pl < P2 <~ 1. 
Proof. First consider the case of a multivariate normal distribution. 
Assume that (9) and (10) hold, and that or z > 0 is fixed. Then 0 is normally 
distributed with mean 0 and variance Var x x k/~ = °rZ(l'{X(k)} - 11) - 1 [and 
^ = () 
variance Varx=x0,. ) 0 = trZ(l'{X(k*)}-ll) -1] when X = X(k) [when X = 
X(k*)], which has the smallest variance among all linear unbiased estimators 
of O. By applying Theorem 3 in Shaked and Tong (1992), we conclude that 
the distribution of 0 under X = X(k) is less informative than that under 
= ~(k*). Since for the normal distributions a comparison-of-linear-experi- 
ments ordering is equivalent o an ordering of the population variances 
(Torgersen, 1984), the inequality in (11) holds. Now consider any linear 
model (not necessarily normal) as described in (1), where X is either X(k) or 
X(k*). By the equivalence statement of Theorem 2.8(i) and Theorem 2.8(i') 
in Torgersen (1984), (11) remains true after the normality condition is 
removed. • 
We note in conclusion that if Pl = 0 then, by using the argument in the 
proof of Theorem 3 in Shaked and Tong (1992), we see that Varx(t, )/~ is a 
Schur-convex function of k. In this special case a direct verification of the 
inequality in (11) is possible. For Pl > 0, it is not yet known to the author 
how to find the inverse of X(k). However, the proof given above does not 
require the solution of this problem. 
(D) Covariance Matrix for the Twin Data 
Assume that (as in the Danish twin data) observations for n~ pairs of 
identical twins and n 2 pairs of fraternal twins are to be analyzed. Further, 
assume that different pairs of twins came from different families. Let 
- -  X Xl  -- ( 1, X2 . . . . .  X2nl_ l ,  X~,,) andX2 = (X2,,+,, X2,1+2 . . . . .  X,_ 1, X,)' 
be the corresponding vectors of observations, where 2(n I + n z) = n. [For 
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example, the Xi's may denote the times to conception or to onset of (to 
recovery from) some disease as described in Vaupel, Harvald, Holm, Yashin, 
t r and Xiu (1991).] Assuming that X = (X1,X z) has a mean vector 01 and 
covariance matrix o" ~ ]~, then ~ is of the form 
where 
= d iag(~, ) ,  
0 < p '  < p < 1, and the values of p ' ,  p reflect the genetic effects. It is 
known (e.g., Anderson, 1958, p. 42) that 
I~  - AInl 
= 1~1 - Alzlnll~n,+l - AI2I "~ 
= {[ (1  - x )  - 0 ] [ (1  - x )  + p]}n l{ [ (1  --  A)  --  p ' ]  [ (1  --  A) q- p,]}n2 
Thus we have 
}~1 . . . . .  hnl = 1 + p,  /~nl+l . . . . .  An,+, 2 = 1 + p ' ,  
/~nl+n2+ 1 . . . . .  •nl+2n2 = 1 -- p ' ,  An~+2,2+1 . . . . .  A n = 1 -- p. 
Fact 2 then yields 
(1 - p )o  "2 (1 + p)~r 2 
< Var 0 ~< (12) 
n n 
On the other hand, the inverse of ~ is easily seen to be 
Thus we also have 
B = ~-1  = d iag(~- l ) .  
I 'B I  
2nl  2nz 
+ - -  
l+p  l+p '  
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From (3), we then have 
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o'2( n~ n2 ) -1 
+ P' (13) Var 0 2 1 + p 1 ~  
In this special case an analytical expression for the variance of /~ becomes 
possible. We also note that (by Fact 3) the inverse of the covariance matrix is 
an M-matrix, and that the variance of 0 is an increasing function of p and 
jo ~ . 
In conclusion, we observe that in order to obtain the exact expression for 
Var 0 in (13) we must know the true values of both n 1 and n 2. In certain 
applications the exact number  of identical (fraternal) twins, i.e., the value of 
n 1 (of n2), is not available; instead, only the information on the value of 
n 1 + n 2 (the total number  of pairs of twins) is given. In this case the bounds 
in (12) become useful, because the values of /~1 and A n, and hence the 
bounds, depend on n 1 and n 2 only through their sum. As noted at the end of 
Section 2, this fact partially illustrates the need for the inequalities given in 
Fact 2. 
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