By using the contextual approach to quantum probabilities we obtained the EPR-Bohm correlations in the local realist framework. This result does not contradict to Bell's arguments, since those arguments could not be used in the contextual probabilistic approach.
Introduction
Since first years of quantum theory, unusual behaviour of probabilities in experiments with quantum systems attracted attention of physicists, mathematicians and even philosophers, see e.g. [1] - [12] . The central problem was a rather strange (unconventional) behaviour of probabilities in the two slit experiment and other superposition-type experiments. 1 The conventional rule for addition of probabilities of alternatives:
does not work in experiments with elementary particles. Instead of this rule, we have to use quantum rule:
This rule could be easily derived by using the method of Hilbert space. However, there is a rather common viewpoint that this rule could not be obtained in the conventional probabilistic framework. Typically it is said that quantum randomness is irreducible -in the opposite to classical randomness that can be (at least in principle) reduced to randomness of initial conditions and perturbations, see e.g. A. Zeilinger [14] for an extended discussion. Such a viewpoint to quantum randomness was strongly supported by investigations on the EPR-Bohm correlations. The crucial step was done by J. Bell [15] who by proving his inequality demonstrated that quantum correlations could not be reduced to (local) classical correlations.
In [12] I performed the careful analysis of standard considerations on quantum probabilities. This analysis demonstrated that the main source of many quantum misunderstandings is vague manipulation with quantum probabilities. Typically physicists as well as mathematicians operate with the symbol P of an abstract probability measure. This symbol has no direct relation to the concrete experimental situation. However, already N. Bohr pointed out that in quantum theory the whole experimental arrangement should be taken into account. Unfortunately, N. Bohr was concentrated merely on dependence of individual quantum events on experimental conditions. In particular, the fundamental notion of Bohr's experimentalism is the notion of phenomenon, [16] , [17] . Here a phenomenon is an individual event that is determined by the interaction of a quantum system with a measurement apparatus. He discussed the two slit experiment. Here a dot on the registration screen when both slits are open is one phenomenon. A dot when just one slit is open is another phenomenon.
Of course, the introduction of the notion of phenomenon was of the greatest importance. However, quantum theory does not provide any description of individual events. This is a statistical theory. Therefore it was essentially more important to underline from the very beginning that quantum probabilities (and not only the results of individual measurements) depend on complexes of experimental physical conditions. Unfortunately, it was not done neither by N. Bohr nor by any of his successors. In particular, this induced a rather mystical viewpoint to quantum probabilities as totally different from conventional (classical) probabilities.
Starting with the (more or less) evident fact that in general probabilities should depend on complexes of experimental physical conditions -contexts -I developed [18] , [19] a contextual approach to quantum probabilities. It was demonstrated that quantum interference rule (2) can be easily derived in the contextual probabilistic framework. 2 In the present paper I present a contextual probabilistic derivation of the EPR-Bohm correlations. It is demonstrated that (in the opposite to a rather common opinion) those correlations can be obtained in the local realist approach if we carefully combine probabilities corresponding to different physical contexts.
It should be remarked that our contextual probabilistic approach is closely related to Heisenberg's ideas on the role of uncontrollable perturbations induced by the process of a measurement [2] . Our considerations are based on the fact that by measuring one physical observable we could disturb the probability distributions of others. In the EPR-Bohm framework we consider physical observables a = (a, a ′ ), b = (b, b ′ ) for composite systems w = (ω, ω ′ ) given by pairs of physical observables corresponding to measurements over the part ω of the wa, b, ...-and the part ω ′ of the wa ′ , b ′ , ... 3 Our contextual derivation of the EPR-Bohm covariations does not contradict to Bell's arguments and their generalizations, see e.g. [21] . The original Bell arguments were based on calculations with an abstract (context independent) probability distribution. Such calculations are impossible in our contextual probabilistic framework. Another way to get Bell's type inequalities is to use counterfactuals, see e.g. [21] . This way is also closed in the contextual probabilistic framework.
As in our previous papers [18] , [19] , we use the frequency contextual probabilistic framework. Probabilities are defined as limits of frequencies in long runs of experiments. Such frequency probabilities directly depend on experimental physical conditions. 2 Contextual frequency viewpoint to statistical measurements over composite systems.
Let us consider a preparation procedure E that produces a statistical ensemble S of physical (or biological, or social) systems, ω ∈ S. We suppose that each element ω ∈ S has two properties a and b represented by dichotomic variables a(ω) = a 1 or a 2 and b(ω) = b 1 or b 2 . We suppose that each of properties a and b is observable: values a(ω) and b(ω) can be measured by some measurement procedures M a and M b , respectively. 4 In general we could not perform the measurement of the a-observable without to disturb the system ω. Mathematically such a disturbance can be described by some transformation ω →ω of a probability space. In general, for another observable b, the probability distribution of b(ω) could differ from the probability distribution of b(ω). 5 The same is valid for the b-measurement: it also disturbs the system ω, ω →ω. In general the a and b properties cannot be measured simultaneously. We cannot create such a measurement device M ab that will give us the pair (a(ω), b(ω)) for the fixed element (e.g. a physical system) ω ∈ S.
Let us now consider two preparation procedures, E and E ′ . They produce statistical ensembles, S and S ′ of physical (or biological, or social) systems, ω ∈ S and ω ′ ∈ S ′ . Elements of S and S ′ have properties a(ω), b(ω) and a ′ (ω ′ ), b ′ (ω ′ ), respectively. For elements ω (respectively, ω ′ ), there are well defined two dichotomic observables a = a 1 , a 2 and b = b 1 , b 2 (respectively, a ′ = a ′ 1 , a ′ 2 and b ′ = b ′ 1 , b ′ 2 ). However, in general a(ω) and b(ω) (or a ′ (ω ′ ) and b ′ (ω ′ )) cannot be measured simultaneously for fixed ω ∈ S (or ω ′ ∈ S ′ ), see above considerations.
We shall use following statistical ensembles: S a (k), S ′ a ′ (l) that are obtained from the ensembles S and S ′ , respectively, by using selective procedures (filters) with respect to values a = a k and a ′ = a ′ l , respectively. We remark that the probability distributions of b and b ′ for measurements performed over elements of ensembles S a (k) and S ′ a ′ (l) can essentially differ from distributions for corresponding sub-ensembles of ensembles S and S ′ :
By Heisenberg in general selections a = a k and a ′ = a ′ l could essentially change probability distributions of other observables (e.g. b and b ′ ). Probability distributions of b for "hidden ensembles" S 0 a (k), S ′0 a (l) could differ essentially from probability distributions for selected ensembles S a (k), S ′ a (l). Remark. (Bohr's complementarity and Heisenberg's uncertainty) It is well known that N. Bohr proposed the principle of complementarity on the basis of intensive discussions with W. Heisenberg, see e.g. [2] . The derivation of uncertainty relations by W. Heisenberg was of the great importance for N. Bohr. It may be less known that (at least from the beginning) views of N. Bohr and W. Heisenberg were essentially different . Heisenberg's uncertainty principle says that a measurement of e.g. the position q causes an uncontrollable disturbance of the momentum p and vice versa. Bohr's complementarity principle says that it is totally meaningless even consider the momentum p in the experimental arrangement for a q-measurement. From Bohr's viewpoint, in this paper we are doing totally forbidden things. However, from Heisenberg's viewpoint, our considerations look quite natural.
For a finite set O, the number of elements in O is denoted by the symbol |O|. We set n a (k) = |S a (k)|, n a ′ (l) = |S ′ a ′ (l)| . We shall also use numbers:
, that are numbers of elements in the ensembles S a (k) and S ′ a ′ (l), respectively, for that b = b i and b ′ = b ′ j , respectively. We now introduce following relative frequencies with respect to different ensembles:
the frequency to get b = b i in the ensemble S a (k); and analogous frequency for
In the case when we should underline ensemble dependence of frequencies we will use the symbols ν b (i; S a (k)), ν b ′ (j; S ′ a ′ (l)) and so on. In technical calculations we will omit ensemble dependence and use symbols ν b/a (i/k), ν b ′ /a ′ (j/l) and so on.
Suppose that there exists a preparation procedure G that produces pairs w = (ω, ω ′ ) of systems, composite systems, such that for each fixed ω ′ observations over ω produce the same statistics as observations over ω ∈ S and vice versa. The G produces a statistical ensemble S of pairs w = (ω, ω ′ ). 6 We consider following properties of elements of S : a(w) = (a(ω), a ′ (ω ′ )) and b(w) = (b(ω), b ′ (ω ′ )). We shall use following sub-ensembles of S :
We suppose that properties a = (a, a ′ ) and b = (b, b ′ ) are observable: for any w = (ω, ω ′ ) ∈ S, we can measure both a(ω) and a ′ (ω ′ ) (or b(ω) and b ′ (ω ′ )). Thus a measurement over the part ω of the system w does not disturb the part ω ′ of the system w and vice versa. In particular, such a situation we have in the EPR experiment for correlated quantum particles. In the EPR experiment we can escape mutual disturbances by using spatial separation of the parts ω and ω ′ of the composite system w = (ω, ω ′ ). 7 We shall also use the statistical ensembles S a (kl) that are obtained from the ensemble S by using selective procedures (filters) with respect to values a = (a = a k , a ′ = a ′ l ). We remark that the distributions of b for elements of the ensemble S 0 a (kl) and the ensemble S a (kl) can differ essentially. The preparation of the later ensemble disturbs composite systems. Nevertheless, we can assume that (at least for large ensembles)
since we create the ensemble S a (kl) by selecting from the ensemble S elements belonging to the ensemble S 0 a (kl). In our present model the only disturbing feature of this procedure is the change of the b-distribution. 8 6 So the restriction to the preparation procedure G is that marginal distributions with respect to ω and ω ′ systems coincide with distributions with respect to ensembles S and S ′ produced by preparation procedures E and E ′ . 7 However, spatial separation is only the sufficient condition under that the a and b are observable. In general spatial separation need not be involved in our considerations (at least for macroscopic systems). 8 In principle, we could study more general models in that n 0 a (kl) = n a (kl) (even approximately).
In the same way we introduce ensembles S b (ij) and numbers n b (ij). Finally, we consider n 0 b/a (ij/kl), and n b/a (ij/kl) numbers of elements in the ensemble S 0 a (kl) and the ensemble S a (kl), respectively, for that b = (b i , b ′ j ). We now introduce following relative frequencies with respect to different ensembles:
-the frequency to get a = (a k , a ′ l ) in the ensemble S and
-the frequencies to get b = (b i , b ′ j ) in the ensemble S 0 a (kl) and the ensemble S a (kl), respectively. We remark that ν 0 b/a (ij/kl) are "hidden frequencies". We could find them only if it be possible to eliminate the perturbation effect of the a-selection.
We also use frequencies: ν b (ij) = n b (ij) M , the frequency to get b = (b i , b ′ j ) in the original ensemble S. Finally, we consider frequencies
where n ba (ijkl) is the number of elements in the ensemble S for that
We notice that the quadruple (b, a) = (b, b ′ , a, a ′ ) need not be an observable, compare to [22] . For example, we could not observe (b, a) if (b, a) or (b ′ , a ′ ) are not observable. Thus frequencies ν ba (ijkl; S) are not observable (they are "hidden"). As a, b, a, b are observables, we can use the principle of statistical stabilization for corresponding frequencies. These frequencies should converge to corresponding probabilities (when we repeat preparation and measurement procedures many times): It should be noticed that in general we cannot not assume that frequencies
) may be not exist at all! In my former probabilistic investigations on foundations of quantum mechanics [12] there were modeled situations when the absence of the simultaneous probability distribution (chaotic fluctuations of corresponding frequencies) did not contradict to the existence of probability distribution (i.e., stabilization of frequencies to some limits) for observable quantities.
As we have already mentioned, to underline the ensemble dependence we will often use symbols
kl)] and so on. We understood that the reader is already tired by considering a large number of various frequencies. This is one of disadvantages of the frequency approach (see R. von Mises [23] and my book [12] for the details). However, the detailed frequency analysis is the only possible way to provide correct understanding of the experimental situation.
By using Bayes-framework (see von Mises for corresponding frequency considerations [23] ) we can represent frequencies for b = (b i , b ′ j ) in the ensemble S in the following way
However, in general we could not proceed in classical-like way, namely to take the limits of all frequencies on both sides of this equality.
Here the frequencies ν b (ij; S), ν a (kl; S) have limits (since quantities b and a are observable), but the frequencies ν b (ij; S 0 a (kl)) need not. This is a consequence of the fact that the frequencies ν ba (ijkl; S) need not stabilize.
On the other hand, we know that the frequencies ν b (ij; S a (kl)) definitely stabilize. So we can modify the Bayesian framework by using latter frequencies.
Taking into account the ensemble dependence, we write:
is a perturbation term that is induced by the transition from the ensemble S to S a (kl). We remark that δ = δ (M ) , where M is the number of particles in the ensemble S. As we have already noticed, it is not the same to find elements with b = (b i , b ′ j ) in the ensemble S a (kl) obtained by the a-filtration from S or in the sub-ensemble S 0 a (kl) of S. By taking the limit when M → ∞ we get:
We are looking for a transformation of probabilities that would give the possibility to represent the probabilities
by using probabilities p b/a (ij/kl). We shall study the case, when the probability p b/a can be factorized:
Of course, the reader understand that (4) is a kind of independence condition. We remark that in the frequency framework (see R. von Mises [23] ) independence is not independence of events, but independence of experiments (independence of collectives). The physical meaning of condition (4) is the standard one: independence of choices of settings of measurement devices for measurements over parts ω and ω ′ of the composite system w = (ω, ω ′ ).
Under independence condition (4), we get
We now consider one very special case, namely an ensemble S ofanticorrelated systems. Here: p a (kk) = P(a = a k , a ′ = a ′ k ) = 0.
So the probability to get the result (a = a 1 , a ′ = a ′ 1 ) or (a = a 2 , a ′ = a ′ 2 ) is equal to zero (for example, we can consider values a 1 , a ′ 1 = +1 and a 2 , a ′ 2 = −1). In this case the perturbation term δ(ij; S, S a ) contains only nontrivial (nondiagonal) terms, namely: Thus we get the general probabilistic transformation for anti-correlated systems (under independence condition (4)) :
Relative perturbation coefficients λ ij ≡ λ(ij; S, S a ) can have various magnitudes (depending on perturbation effects induced by the transitions from S to S a (kl)). We consider various possibilities:
1. The case of relatively small statistical perturbations. Let all perturbation coefficients |λ ij | ≤ 1. We can represent these coefficients in the form λ ij = cos θ ij where θ ij ≡ θ(ij; S, S a ) ∈ [0, 2π) are some "phases". 9 Thus we get the following trigonometric interference of probabilities (compare to [18] , [19] for noncomposite systems):
This is quantum-like case. This equation can be induced by a linear transformation in the tensor product of two C-linear spaces H 1 and H 2 .
2.
Relatively large statistical perturbations. Let all perturbation coefficients |λ ij | > 1. We can represent these coefficients in the form λ ij = ± cosh θ ij , where θ ij ≡ θ(ij; S, S a ) ∈ (0, +∞) are "hyperbolic phases". Thus we get the following hyperbolic interference of probabilities:
±2 cosh θ(ij; S, S a ) p a (12)p a (21)p b/a (i/1)p b/a (i/2)p b ′ /a ′ (j/1)p b ′ /a ′ (j/2) (9) This equation can be induced by a linear transformation in the tensor product of two hyperbolic spaces H 1 and H 2 [18] (modules over a two dimensional Clifford algebra).
3. Mixed behaviour. Let some |λ ij | ≤ 1 and some |λ ij | > 1. Here we get a mixture of trigonometric and hyperbolic interferences. We do not know anything about the possibility to represent such mixed probabilistic transformations in linear spaces (or modules).
with respect to the a-observable systems. We make the following simple remark:
Here the probabilities p b/a (i/k) ≡ P(b = b i ; S a (k)) are the probabilities to find b = b i for an element ω ∈ S a (k). Condition (10), (11) is well known condition of stochasticity of the matrix of transition probabilities P(b/a). We remark that this condition is satisfied automatically. This is the conventional condition of additivity of probability of alternatives for one fixed context (in the mathematical formalism -one fixed Kolmogorov probability space). The same condition we have for b ′ and a ′ . Thus we can always set:
with some (probabilistic) "phases" ξ 1 , ξ 2 ∈ [0, π/2]; we can also use a similar trigonometric representation for b ′ /a ′ probabilities. We study only the symmetric case in our further investigations: p a (12) = p a (21) = 1/2,
so P(a = a 1 , a ′ = a ′ 2 ; S) = P(a = a 2 , a ′ = a ′ 1 ) = 1/2. We have, for example, that
This is the general expression for the trigonometric transformation of probabilities when the matrixes P(b/a) = (p b/a (i/j)), P(b ′ /a ′ ) = (p b ′ /a ′ (i/j)) are stochastic.
We now consider more special case: matrixes P(b/a) and P(b ′ /a ′ ) are double stochastic.
Here, not only p b/a (1/j) + p b/a (2/j) = 1, j = 1, 2, but also p b/a (i/1) + p b/a (i/2) = 1, i = 1, 2. Thus we can set α ≡ ξ 1 = ξ 2 and β ≡ ξ ′ 1 = ξ ′ 2 . We get: In the same way we get that, for example,
Thus, for stochastic matrixes P b/a and P b ′ /a ′ , we get:
For double stochastic matrices P b/a and P b ′ /a ′ , we get: Here all perturbation coefficients λ have their maximal magnitudes:
Thus perturbations of probability distributions are very strong -as strong as possible in the case of trigonometric probabilistic behaviour. In such a case we get, for γ = 2α and γ ′ = 2β,
Thus we have obtained probabilities corresponding to experiments of the EPR-Bohm type on polarization measurements for correlated pairs of photons or spin measurements for electrons. To be closer to such experimental situation, we can also assume, that a, a ′ , b, b ′ = ±1.
The condition of anti-correlation for the observable a in this case is the following one:
for almost all pairs w = (ω, ω ′ ) ∈ S. This is precisely the situation that we have in the EPR-Bohm experiments. We now fix the direction x and choose the a = (a, a ′ ) measurement as the measurement of projections of spins of correlated particles on the same axis x. Here P(a = +1, a ′ = +1) = P(a = −1, a ′ = −1) = 0, P(a = +1, a ′ = −1) = P(a = −1, a ′ = +1) = 1 2 .
We now choose in our general scheme b = M γ and b ′ = M ′ γ ′ , where M γ , M ′ γ ′ are spin projections to directions having angles γ, γ ′ , with the xdirection. In this case our general result (16) , (17) gives correct quantum mechanical probabilities P(M γ = ±1, M ′ γ ′ = ±1). However, we need not consider only quantum experiments on polarization or spin measurements. We obtained such trigonometric probabilistic behaviour in more general situation. We used the following restrictions to statistical measurements:
1. Anti-correlations. This implies that some probabilities in general transformation, (8) are equal to zero.
2. Double stochasticity of matrixes of transition probabilities for pairs of observables (a, b) and (a ′ , b ′ ). 10 3. Symmetry: P(a = a 1 , a ′ = a 2 ) = P(a = a 2 , a ′ = a ′ 1 ) = 1/2; this is the symmetry between probability distributions for ω and ω ′ .
4. Independence, see (4); this is independence of measurements over ω and ω ′ ; 5. Trigonometric perturbation term: λ ij = cos θ ij . 6. Maximal magnitudes of perturbation coefficients, see (15) . The latter condition is the most important contextual probabilistic condition. Physical systems under consideration are maximally sensible to changes of the context of measurement. Any selection a = a k , a ′ = a ′ l induces a perturbation of probability distribution with the maximal magnitude (15) . For measurements of spin projections, this implies that if spin is considered in the realist framework, then the measurement of any spin projection should maximally disturb the probability distribution of another spin projection.
In the EPR-Bohm framework typically spin and polarization probabilities (16) , (17) are related to such problems as realism (determinism) and locality. It is a rather general opinion that probabilities (16) , (17) could not be obtained under the assumptions that e.g. spin or polarization variables are objective (realistic) and local. Bell's inequality is typically considered as the crucial test to verify the impossibility to use a local realist model.
We should underline that, in fact, we got polarization-like (EPR-Bohm) probabilities in the realist framework. Moreover, locality was not really involved in our considerations.
An important consequence of our derivation is that EPR-Bohm probabilities could be, in principle, obtained in experiments with (classical) macroscopic systems.
We note that phases θ ij are not independent. We have in the case of general stochastic transition matrixes: 1 = p b (11) + p b (22) + p b (12) + p b (21) = 1 2 (cos 2 ξ 1 sin 2 ξ ′ 2 + sin 2 ξ 2 cos 2 ξ ′ 1 + cos 2 ξ 2 sin 2 ξ ′ 1 + sin 2 ξ 1 cos 2 ξ ′ 2 + cos 2 ξ 1 cos 2 ξ ′ 2 + sin 2 ξ 2 sin 2 ξ ′ 1 + cos 2 ξ 2 cos 2 ξ ′ 1 + sin 2 ξ 1 sin 2 ξ ′ 2 ) + cos θ 11 cos ξ 1 cos ξ ′ 1 sin ξ 2 sin ξ ′ 2 + . . . + cos θ 21 cos ξ 2 cos ξ ′ 1 sin ξ 1 sin ξ ′ 2 10 We remark that we always have double stochasticity for quantum observes, [7] .
Thus we get cos θ 11 cos ξ 1 cos ξ ′ 1 sin ξ 2 sin ξ ′ 2 + . . . + + cos θ 21 cos ξ 2 cos ξ ′ 2 sin ξ 1 sin ξ ′ 2 = 0.
In the case of double stochastic transition matrixes, we get:
cos α sin α cos β sin β(cos θ 11 + cos θ 22 + cos θ 12 + cos θ 21 ) = 0.
If α, β = π 2 k, k = 1, 2, . . . , then we get cos θ 11 + cos θ 12 + cos θ 22 + cos θ 21 = 0.
We recall that phases in the derivation of "polarization probabilities" were the following ones: cos θ 11 = −1, cos θ 12 = 1, cos θ 22 = −1, cos θ 21 = 1.
Of course, our general statistical description of measurements over composite systems does not provide a description of physical processes that could induce such probabilistic phases. However, we demonstrated that only by taking into account incompatibility of some physical observables for composite systems we could derive the EPR-Bohm probabilities in local realist framework, compare to [22] . We remark that in our probabilistic framework incompatibility of physical observables is equivalent to contextuality of probabilities, i.e., statistically nontrivial dependence of probabilities on complexes of experimental physical conditions. I would like to thank L. Ballentine, S. Gudder, W. De Muynck, J. Summhammer, P. Lahti, B. Coecke, S. Aerts, A. Peres, A. Holevo, E. Loubenets, A. Zeilinger, C. Fuchs, B. Hiley, A. Plotnitsky, A. Shimony, J. Bub, K. Gustafsson for fruitful (and rather critical) discussions.
