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Fractional matching number and spectral radius of
nonnegative matrix of graphs
Ruifang Liu ∗, Hong-Jian Lai †, Litao Guo ‡, Jie Xue §
Abstract
A fractional matching of a graph G is a function f : E(G) → [0, 1] such that for any
v ∈ V (G),
∑
e∈EG(v)
f(e) ≤ 1 where EG(v) = {e ∈ E(G) : e is incident with v in G}. The
fractional matching number of G is µf (G) = max{
∑
e∈E(G) f(e) : f is fractional matching
of G}. For any real numbers a ≥ 0 and k ∈ (0, n), it is observed that if n = |V (G)| and
δ(G) > n−k
2
, then µf (G) >
n−k
2
. We determine a function ϕ(a, n, δ, k) and show that for a
connected graph G with n = |V (G)|, δ(G) ≤ n−k
2
, spectral radius λ1(G) and complement
G, each of the following holds.
(i) If λ1(aD(G) + A(G)) < ϕ(a, n, δ, k), then µf (G) >
n−k
2
.
(ii) If λ1(aD(G) + A(G)) < (a+ 1)(δ + k − 1), then µf (G) >
n−k
2
.
As corollaries, sufficient spectral condition for fractional perfect matchings and analogous
results involving Q-index and Aα-spectral radius are obtained, and former spectral results
in [European J. Combin. 55 (2016) 144-148] are extended.
AMS Classification: 05C50
Key words: Signless Laplacian spectral radius; Fractional matching; Fractional perfect
matching
1 Introduction
Graphs considered are simple and undirected. We generally follow [4] for undefined terms and
notation. For a graph G, and a vertex v ∈ V (G), define NG(v) = {u ∈ V (G) : uv ∈ E(G)} and
EG(v) = {e ∈ E(G) : e is incident with v in G}. If S ⊆ V (G), then define NG(S) = ∪v∈SNG(v).
As in [4], we use Kn, δ(G), ∆(G), κ(G) and G to denote the complete graph of order n, the
minimum degree, the maximum degree, the connectivity and the complement of G, respectively.
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For a subset S ⊆ V (G) or S ⊆ E(G), G[S] denotes the subgraph of G induced by S. A cycle (or
path, respectively) on n vertices is often denoted by Cn (or Pn, respectively). A cycle containing
all vertices of a graph G is called a Hamilton cycle of G. Let G be a graph with vertex set
V (G) = {v1, v2, . . . , vn} and edge set E(G). The adjacency matrix of G is the n by n matrix
A(G) := (aij), where aij is the number of edges joining vi and vj in G, and the diagonal degree
matrix of G is the n by n matrix D(G) := (dij), where dij = 0 if i 6= j and dii = dG(vi), for
all i with 1 ≤ i ≤ n. For a subset X ⊆ E(G), the characteristic function of X is a function
fX : E → {0, 1} such that f(e) = 1 if and only if e ∈ X .
Our approach is motivated by the methods deployed in [11, 13, 14, 15, 16], among others.
For any graph G with the adjacency matrix A(G) and the diagonal degree matrix D(G) and for
real numbers a ≥ 0 and b > 0, define J(G : a, b) = aD(G) + bA(G). As J(G : a, b) is also real
and symmetric, all its eigenvalues are real. Let λi(J(G : a, b)) to be the ith largest eigenvalue
of J(G : a, b). In particular, λ1(J(G : 0, 1)) = λ1(G) is known as the spectral radius of G;
λ1(J(G : 1, 1)) = q1(G) is the Q-index of G; and λ1(J(G : α, 1− α)) = λ1(Aα(G)) is called the
Aα-spectral radius of G with α ∈ [0, 1], introduced by Nikiforov in [17].
As in [4], an edge subset M ⊆ E(G) is a matching of a graph G if ∆(G[M ]) ≤ 1. The
matching number of G is α′(G) = max{|M | :M is a matching of G}. A fractional matching
of a graph G is a function f : E(G) → [0, 1] such that for any v ∈ V (G),
∑
e∈EG(v)
f(e) ≤ 1.
Thus if f(e) ∈ {0, 1} for every edge e ∈ E(G), then f is the characteristic function of a matching
in G. The fractional matching number of G is µf (G) = max{
∑
e∈E(G) f(e) : f is fractional
matching of G}. The following is known.
Theorem 1.1 Let G be a graph with n = |V (G)|. Each of the following holds.
(i) (Lemma 2.1.2 of [20]) Any fractional matching f satisfies µf (G) ≤ n/2.
(ii) (Theorem 2.1.3 of [20]) If G is bipartite, then µf (G) = α
′(G).
(iii) (Theorem 2.1.5 of [20]) 2µf(G) is an integer.
A fractional matching f of G is a fractional perfect matching if
∑
e∈E(G) f(e) = n/2. If a
fractional perfect matching takes values only in {0, 1}, then it is the characteristic function of a
perfect matching.
Let i(G) be the number of isolated vertices of a graph G. In [20], the following are displayed.
Theorem 1.2 (Scheinerman and Ullman [20]) Let G be a graph. Each of the following holds.
(i) µf (G) ≥ α
′(G).
(ii) (The fractional Berge-Tutte Formula)
µf (G) =
1
2
(n−max {i(G− S)− |S| : ∀S ⊆ V (G)}) . (1)
(iii) (The fractional Tutte’s 1-Factor Theorem) A graph G has a fractional perfect matching if
and only if
∀S ⊆ V (G), i(G− S) ≤ |S|. (2)
The investigation on the relationship between the eigenvalues and the matching number of a
graph was initiated by Brouwer and Haemers [2], in which sufficient conditions on λ3(G) to
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assure the existence of a perfect matching were discussed. Cioabaˇ et al. in [5, 6, 7] improved
and generalized these results to obtain a best possible upper bound on λ3(G) for the existence
of a perfect matching. Furthermore, O and Cioabaˇ [19] determined the relationship between the
eigenvalues of a t-edge-connected k-regular graph and its matching number when t ≤ k − 2.
On the fractional matching number, O [18] studied the connections between the fractional
matching number and the spectral radius of a connected graph with given minimum degree.
Xue et al. [21] considered the relationship between the fractional matching number and the
Laplacian spectral radius of a graph. The main goal of this study is to investigate the relationship
between the fractional matching number and the largest eigenvalue of the nonnegative matrix
J(G : a, b) of a graph G. This provides a mechanism to have a unified approach to both adjacency
eigenvalues and signless Laplacian eigenvalues, and is quite different from those using only the
Laplacian matrix. Consequently, analogous results involving the Q-index and Aα-spectral radius
of a graph G are also obtained, and former results on spectral radius in [18] are extended.
We first observe that (see Theorem 2.2 in the next section) for any real number k ∈ (0, n)
and a connected graph G with n = |V (G)| and δ = δ(G), if δ > n−k2 , then µf (G) >
n−k
2 . Thus
we focus on the investigation of µf (G) when δ ≤
n−k
2 .
For real numbers a, k and an integer δ, with a ≥ 0, k ∈ (0, n) and 1 ≤ δ ≤ n−k2 , define
ϕ(a, n, δ, k) =


δ
√
1 + 2k
n−k if a = 0,
2aδn
n−k if a ∈ (0, 1],
aδ(n+k)
n−k if a ∈ (1,+∞).
(3)
Our main results are the following.
Theorem 1.3 Let a be a real number with a ≥ 0, k ∈ (0, n) be a real number, and G be a
connected simple graph with n = |V (G)| and δ = δ(G) ≤ n−k2 . If
λ1(aD(G) +A(G)) < ϕ(a, n, δ, k),
then µf (G) >
n−k
2 .
The upper bound in Theorem 1.3 is best possible when a ∈ {0, 1}, as will be shown in Section
3. A sufficient condition to ensure µf (G) >
n−k
2 in terms of λ1(J(G : a, 1)) is obtained in
Theorem 1.4 below. The upper bound in Theorem 1.4 is also best possible in some sense.
Theorem 1.4 Let a be a real number with a ≥ 0, k ∈ (0, n) be a real number, and G be a
connected simple graph with n = |V (G)| and δ = δ(G) ≤ n−k2 . If
λ1(aD(G) +A(G)) < (a+ 1)(δ + k − 1),
then µf (G) >
n−k
2 .
The main results can be applied to obtain sufficient conditions in terms of Q-index q1(G)
and Aα-spectral radius λ1(Aα(G)) for a simple graph G to have a large value of µf (G). Detailed
justifications of the following corollaries will be presented in Section 4.
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Corollary 1.5 Let G be a connected simple graph with n = |V (G)| and δ = δ(G) ≤ n−k2 . Each
of the following holds.
(i) If q1(G) <
2δn
n− k
, then µf (G) >
n−k
2 .
(ii) If q1(G) < 2(δ + k − 1), then µf (G) >
n−k
2 .
Corollary 1.6 Let G be a connected simple graph with n = |V (G)| and δ = δ(G) ≤ n−k2 , and
let α be a real number with 0 ≤ α ≤ 1. Each of the following holds.
(i) If α = 0 and λ1(Aα(G)) < δ
√
1 +
2k
n− k
, then µf (G) >
n−k
2 .
(ii) If 0 < α ≤ 12 and λ1(Aα(G)) <
2αδn
n− k
, then µf (G) >
n−k
2 .
(iii) If 12 < α ≤ 1 and λ1(Aα(G)) <
αδ(n+ k)
n− k
, then µf (G) >
n−k
2 .
(iv) If λ1(Aα(G)) < δ + k − 1, then µf (G) >
n−k
2 .
Preliminaries will be presented in the next section. Proofs of the main results and discussions
of the consequences will be given in the last two sections.
2 Preliminaries
Throughout this section, we always assume that k ∈ (0, n) is a real number, and G is a connected
simple graph with n = |V (G)| and δ = δ(G). A path with end vertices u and v is called a (u, v)-
path. We start with some of the well known results of Dirac.
Theorem 2.1 (see also Bondy and Murty [4]) Let G be a simple graph with n = |V (G)| and
δ = δ(G) > 0. Each of the following holds.
(i) (Dirac [8]) If δ ≥ n/2 and n ≥ 3, then G is hamiltonian.
(ii) (Dirac [8]) If κ(G) ≥ 2 and δ ≤ n/2, then G contains a cycle of length at least 2δ.
(iii) G contains a path of length δ.
Theorem 2.1 can be applied to prove Theorem 2.2 below, which indicates that the focus of
the research should be restricted to the cases when δ ≤ n−k2 .
Theorem 2.2 Let s ≥ 1 be an integer. Each of the following holds.
(i) If G has a subgraph L with ∆(L) ≤ 2 and |E(L)| ≥ 2s, then µf (G) ≥ s. In particular, if G
has a cycle or path with at least 2δ edges, then µf (G) ≥ δ.
(ii) If δ > n−k2 , then µf (G) >
n−k
2 .
Proof. If ∆(L) ≤ 2, then f = 12fE(L) is a fractional matching, and so µf (G) ≥
|E(L)|
2 ≥ s. This
proves (i). To show (ii), we observe that δ > 0. As n ≥ n− k, by Theorem 2.1(i) and Theorem
2.2(i), we may assume that n−k2 < δ <
n
2 . If κ(G) ≥ 2, then by Theorem 2.1(ii), G contains
a cycle Cs with s = |E(Cs)| ≥ 2δ. By Theorem 2.2(i), µf (G) ≥ δ >
n−k
2 . Hence we assume
that G contains a cut vertex u. Let G1 and G2 are two of connected components of G − u.
Let v1, v2 ∈ NG(u) with v1 ∈ V (G1) and v2 ∈ V (G2). As G is simple, δ(G − u) ≥ δ(G) − 1.
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In particular, δ(Gi) ≥ δ(G) − 1, for i ∈ {1, 2}. By Theorem 2.1(iii), for i ∈ {1, 2}, each Gi
contains a (vi, v
′
i)-path Pi, for some v
′
i ∈ V (Gi − vi), with |E(Pi)| ≥ δ − 1, then G contains a
path P = G[E(P1) ∪ v1uv2 ∪ E(P2)] of length 2δ, and by Theorem 2.2(i), µf (G) ≥ δ >
n−k
2 .
The main tool in our paper is the following eigenvalue interlacing technique. Given two non-
increasing real sequences θ1 ≥ θ2 ≥ · · · ≥ θn and η1 ≥ η2 ≥ · · · ≥ ηm with n > m, the second
sequence is said to interlace the first one if θi ≥ ηi ≥ θn−m+i for i = 1, 2, . . . ,m. The interlacing
is tight if exists an integer k ∈ [0,m] such that θi = ηi for 1 ≤ i ≤ k and θn−m+i = ηi for
k + 1 ≤ i ≤ m.
Let M be the following n× n matrix
M =


M1,1 M1,2 · · · M1,m
M2,1 M2,2 · · · M2,m
...
...
. . .
...
Mm,1 Mm,2 · · · Mm,m

 ,
whose rows and columns are partitioned into subsets X1, X2, . . . , Xm of {1, 2, . . . , n}. Let Mi,j
denote the submatrix (called a block) ofM by deleting the rows in {1, 2, . . . , n}−Xi and deleting
the columns in {1, 2, . . . , n} −Xj . The quotient matrix R of the matrix M (with respect to
the given partition) is the m ×m matrix whose entries are the average row sums of the blocks
Mi,j of M . The partition is equitable if each block Mi,j of M has constant row (and column)
sum.
Theorem 2.3 (Brouwer and Haemers [3, 10]) Let M be a real symmetric matrix. Then the
eigenvalues of every quotient matrix of M interlace the ones of M. Furthermore, if the interlacing
is tight, then the partition is equitable.
Theorem 2.4 (Haynsworth [9], You et al. [22]) Let M be a partitioned matrix, and R be its
equitable quotient matrix. Then the eigenvalues of the quotient matrix R are eigenvalues of M .
Furthermore, if M is a nonnegative matrix, then the spectral radius of the quotient matrix R
equals to the spectral radius of M .
Let A = (aij) and B = (bij) be two n× n matrices. Define A ≤ B if aij ≤ bij for all i and j;
and A < B if A ≤ B and A 6= B.
Theorem 2.5 (Berman and Plemmons [1], Horn and Johnson [12]) Let A = (aij) and B = (bij)
be two n×n matrices with the spectral radii λ1(A) and λ1(B). If 0 ≤ A ≤ B, then λ1(A) ≤ λ1(B).
Furthermore, if B is irreducible and 0 ≤ A < B, then λ1(A) < λ1(B).
3 Proof of Theorems 1.3 and 1.4
Following the notation in [4], for S, T ⊆ V (G), define EG([S, T ] = {uv ∈ E(G) : u ∈ S and
v ∈ T }. We will use (3) as the definition of the function ϕ(a, n, δ, k). Throughout this section,
we always assume that n is a positive integer, a and k are real numbers satisfying a ≥ 0 and
0 < k < n, and that G is a connected simple graph with n = |V (G)|, δ = δ(G) ≤ n−k2 .
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3.1 Proof of Theorem 1.3
By contradiction, we assume that µf (G) ≤
n−k
2 . By (1), there exists a vertex subset S ⊆ V (G)
satisfying i(G− S)− |S| ≥ k. Let T be the set of isolated vertices in G− S, |S| = s and |T | = t.
Then s+ t ≤ n and t = i(G− S) ≥ s+ k, and so s ≤ n−k2 . As T is the set of isolated vertices in
G− S, we observe that NG(T ) ⊆ S, and so s ≥ δ.
Let X = EG[S, T ], H = G[X ] be the bipartite subgraph G induced by X, and r = |E(H)|.
Then r ≥ tδ. Accordingly, the quotient matrix R(aD(H)+A(H)) of aD(H)+A(H) with respect
to the partition (S, T ) becomes:
R(aD(H) +A(H)) =
(
ar
s
r
s
r
t
ar
t
)
.
As the characteristic polynomial of R(aD(H)+A(H)) is λ2−a(
r
s
+
r
t
)λ+(a2− 1)
r2
st
= 0, direct
computation yields
λ1(R(aD(H) +A(H))) =
1
2
{a(
r
s
+
r
t
) +
√
a2(
r
s
+
r
t
)2 − 4(a2 − 1)
r2
st
}
=
1
2
{a(
r
s
+
r
t
) +
√
(a2 − 1)(
r
s
−
r
t
)2 + (
r
s
+
r
t
)2}. (4)
By Theorems 2.5 and 2.3, to reach a contradiction to the assumption of Theorem 1.3, it suffices
to show that in each of the following cases, we always have
λ1(R(aD(H) +A(H))) ≥ ϕ(a, n, δ, k), (5)
Case 3.1 a = 0.
By (4), we have λ1(R(aD(H) +A(H))) = r
√
1
st
. Thus
λ1(aD(G) +A(G)) ≥ λ1(aD(H ∪ (n− s− t)K1) +A(H ∪ (n− s− t)K1))
= λ1(aD(H) +A(H)) ≥ λ1(R(aD(H) +A(H)))
= r
√
1
st
≥ δ
√
t
s
≥ δ
√
1 +
k
s
≥ δ
√
1 +
2k
n− k
.
Case 3.2 0 < a ≤ 1.
This implies that a2 − 1 ≤ 0, and so by (4),
λ1(R(aD(H) +A(H))) ≥
1
2
{a(
r
s
+
r
t
) +
√
(a2 − 1)(
r
s
+
r
t
)2 + (
r
s
+
r
t
)2} = a(
r
s
+
r
t
).
It follows that
λ1(aD(G) +A(G)) ≥ λ1(aD(H) +A(H)) ≥ λ1(R(aD(H) +A(H)))
≥ a(
r
s
+
r
t
) ≥ aδ(1 +
t
s
) ≥ aδ(2 +
k
s
) ≥
2aδn
n− k
. (6)
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Case 3.3 1 < a < +∞.
This implies that a2 − 1 > 0, and so by (4),
λ1(R(aD(H) +A(H))) >
1
2
{a(
r
s
+
r
t
) +
√
(a2 − 1)(
r
s
−
r
t
)2 + (
r
s
−
r
t
)2} =
ar
s
.
It follows that
λ1(aD(G) +A(G)) ≥ λ1(aD(H) +A(H)) ≥ λ1(R(aD(H) +A(H)))
>
ar
s
≥ aδ
t
s
≥ aδ(1 +
k
s
) ≥
aδ(n+ k)
n− k
.
As in all the possible values of a, (5) is always obtained, Theorem 1.3 is now justified.
3.2 Sharpness Discussion of Theorem 1.3
Following [4], for disjoint vertex setsX and Y , G[X,Y ] denotes a bipartite graph with bipartition
(X,Y ). We examine the following example to see that Theorem 1.3 is best possible when a ∈
{0, 1} in some sense.
Example 3.4 Let X and Y be disjoint vertex sets, and k, n and δ be positive integers satisfying
n > k > 0 and δ ≤ min{|X |, |Y |}. Define B(δ, k) to be the family of bipartite graphs of the form
G[X,Y ] with n = |X |+ |Y |, satisfying each of the following:
(H1) for any v ∈ X, d(v) is a constant,
(H2) for any v ∈ Y , d(v) = δ,
(H3) |Y | = |X |+ k.
By definition, the complete bipartite graph Kδ,δ+k ∈ B(δ, k).
Lemma 3.5 For any H∗ ∈ B(δ, k), each of the following holds.
(i) µf (H
∗) = α′(H∗) = |X | = n−k2 .
(ii) a = 0 or 1, λ1(aD(H
∗) +A(H∗)) = ϕ(a, n, δ, k).
(iii) a ∈ (0, 1) or (1,+∞), λ1(aD(H
∗) +A(H∗)) > ϕ(a, n, δ, k).
Proof. Let d be the degree of each vertex in X . By (H1) and (H2), d|X | = |E(H∗)| = δ|Y | =
δ(|X | + k), leading to d > δ ≥ 1. For any subset S ⊆ X , |NH∗(S)| = d|S| > |S|. It follows
by Hall’s Theorem (Theorem 16.4 of [4]) that H∗ has a matching M of size |X |. Since H∗ is
bipartite, by Theorem 1.1(ii), we conclude that µf (H
∗) = α′(H∗) = |X | = n−k2 , and so (i)
follows.
We prove both (ii) and (iii) simultaneously. The quotient matrix R(aD(H∗) + A(H∗)) of
aD(H∗) +A(H∗) with respect to the partitions X and Y of V (H∗) can be written as
R(aD(H∗) +A(H∗)) =
(
aδ|Y |
|X|
δ|Y |
|X|
δ aδ
)
.
7
As the characteristic polynomial of R(aD(H∗) +A(H∗)) is
λ2 − aδ(1 +
|Y |
|X |
)λ+ (a2 − 1)δ2
|Y |
|X |
= 0,
direct computation indicates that
λ1(R(aD(H
∗) +A(H∗))) =
1
2
{aδ(
|Y |
|X |
+ 1) +
√
a2δ2(
|Y |
|X |
+ 1)2 − 4(a2 − 1)δ2
|Y |
|X |
}
=
1
2
{aδ(
|Y |
|X |
+ 1) +
√
(a2 − 1)δ2(
|Y |
|X |
− 1)2 + δ2(
|Y |
|X |
+ 1)2}.(7)
As the partition is equitable and aD(H∗)+A(H∗) is nonnegative, it follows by Theorem 2.4 that
λ1(aD(H
∗)+A(H∗)) = λ1(R(aD(H
∗)+A(H∗))). This, together with (7), leads to the following
observations.
(A) If a = 0, then λ1(A(H
∗)) = δ
√
|Y |
|X| = δ
√
1 + k|X| = δ
√
1 + 2k
n−k = ϕ(0, n, δ, k).
(B) If a = 1, then λ1(D(H
∗) +A(H∗)) = δ( |Y ||X| + 1) =
2nδ
n−k = ϕ(1, n, δ, k).
(C) If 0 < a < 1, then a2 − 1 < 0, and so
λ1(aD(H
∗) + A(H∗)) >
1
2
{aδ(
|Y |
|X |
+ 1) +
√
(a2 − 1)δ2(
|Y |
|X |
+ 1)2 + δ2(
|Y |
|X |
+ 1)2}
= aδ(
|Y |
|X |
+ 1) =
2aδn
n− k
= ϕ(a, n, δ, k).
(D) If 1 < a < +∞, then a2 − 1 > 0, and so
λ1(aD(H
∗) + A(H∗)) >
1
2
{aδ(
|Y |
|X |
+ 1) +
√
(a2 − 1)δ2(
|Y |
|X |
− 1)2 + δ2(
|Y |
|X |
− 1)2}
= aδ(
|Y |
|X |
+ 1) =
aδ(n+ k)
n− k
= ϕ(a, n, δ, k).
These observations (A)-(D) complete the proof of the lemma.
Remark 3.6 By Lemma 3.5, there exist graphs H∗ ∈ B(δ, k) with minimum degree δ such that
λ1(A(H
∗)) = ϕ(0, n, δ, k), µf (H
∗) = n−k2 and λ1(D(H
∗) + A(H∗)) = ϕ(1, n, δ, k), µf (H
∗) =
n−k
2 . Hence the upper bound in Theorem 1.3 is best possible when a ∈ {0, 1}.
3.3 The Proof and Discussion of Theorem 1.4
By contradiction, assume that µf (G) ≤
n−k
2 . By (1), there exists a vertex subset S ⊆ V (G) such
that i(G− S)− |S| ≥ k. Let T be the set of isolated vertices in G− S. Let |S| = s and |T | = t.
Then s + t ≤ n and t = i(G − S) ≥ s + k. As ∪v∈TNG(v) ⊆ S, we observe that s ≥ δ, and so
t ≥ s+k ≥ δ+k. As Kt∪ (n− t)K1 is a spanning subgraph of G, it follows by Theorem 2.5 that
λ1(aD(G) +A(G)) ≥ λ1(aD(Kt ∪ (n− t)K1) +A(Kt ∪ (n− t)K1))
= (a+ 1)(t− 1) ≥ (a+ 1)(δ + k − 1),
leading to a contradiction to the hypothesis. This completes the proof of Theorem 1.4.
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Example 3.7 By definition, the complete bipartite graph Kδ,δ+k ∈ B(δ, k). Direct computation
yields that λ1(aD(Kδ,δ+k)+A(Kδ,δ+k)) = (a+1)(δ+ k− 1), and µf (Kδ,δ+k) = µ(Kδ,δ+k) = δ =
n−k
2 . In this sense that the upper bound in Theorem 1.4 is best possible.
4 Corollaries of Theorems 1.3 and 1.4
Throughout this section, we assume that a, b and k are real numbers with a ≥ 0, b > 0 and
k ∈ (0, n). Again, the function ϕ(a, n, δ, k) is defined in (3). We start by considering the matrix
J(G : a, b) = aD(G) + bA(G). Theorems 1.3 and 1.4 have the following seemingly more general
forms.
Corollary 4.1 Let G be a connected simple graph with n = |V (G)| and δ = δ(G) ≤ n−k2 . If
λ1(aD(G) + bA(G)) < bϕ(
a
b
, n, δ, k), then µf (G) >
n−k
2 .
Proof. If µf (G) ≤
n−k
2 , then by Theorem 1.3, λ1(aD(G) +A(G)) ≥ ϕ(a, n, δ, k). As aD(G) +
bA(G) = b(a
b
D(G) + A(G)), it follows that λ1(aD(G) + bA(G)) = bλ1(
a
b
D(G) + A(G)) ≥
bϕ(
a
b
, n, δ, k), a contradiction.
Corollary 4.2 Let G be a connected simple graph of order n with n = |V (G)| and δ = δ(G) ≤
n−k
2 . If λ1(aD(G) + bA(G)) < (a+ b)(δ + k − 1), then µf (G) >
n−k
2 .
Proof. If µf (G) ≤
n−k
2 , then by Theorem 1.4, λ1(aD(G) + A(G)) ≥ (a + 1)(δ + k − 1). As
aD(G)+bA(G) = b(a
b
D(G)+A(G)), it follows that λ1(aD(G)+bA(G)) = bλ1(
a
b
D(G)+A(G)) ≥
b(
a
b
+ 1)(δ + k − 1) = (a+ b)(δ + k − 1), a contradiction.
Finally we observe that Corollary 1.5 follows by letting a = b = 1 in Corollaries 4.1 and 4.2,
and Corollary 1.6 can be obtained from Corollaries 4.1 and 4.2 by setting a = α and b = 1− α.
4.1 Fractional matching number and eigenvalues
We present an application of Theorem 1.3 in this subsection by showing a relationship between
µf (G) and λ1(aD(G) + A(G)) for a graph G. Theorem 4.3(i) was proved by O in [18], and is
included here for the sake of completeness.
Theorem 4.3 Let G be a connected simple graph with n = |V (G)| and δ = δ(G) ≤ n−k2 . Each
of the following holds.
(i) (O [18]) If a = 0, then µf (G) ≥
nδ2
λ1(G)2+δ2
, where the equality holds if and only if G ∈ B(δ, k)
and k = n(λ1(G)
2−δ2)
λ1(G)2+δ2
is an integer.
(ii) If a = 1, then µf (G) ≥
δn
λ1(D(G)+A(G))
, where the equality holds if and only if G ∈ B(δ, k)
and k = n− 2δn
λ1(D(G)+A(G))
is an integer.
(iii) If 0 < a < 1, then µf (G) ≥
aδn
λ1(aD(G)+A(G))
. Furthermore, the equality holds if G ∈ B(δ, k)
and k = n− 2aδn
λ1(aD(G)+A(G))
is an integer.
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(iv) If 1 < a < +∞, then µf (G) ≥
aδn
λ1(aD(G)+A(G))+aδ
, where the equality holds if G ∈ B(δ, k)
and k = n(λ1(aD(G)+A(G))−aδ)
λ1(aD(G)+A(G))+aδ
is an integer.
Proof. We only prove Theorem 4.3 (ii)-(iv). Throughout the proof, we denote λ1(aD(G)+A(G))
and µf (G) by λ1 and µf , respectively. Theorem 1.3 says that if λ1 < ϕ(a, n, δ, k), then µf >
n−k
2 .
Theorem 4.3 follows by applying Theorem 1.3 to each of the following possible values of the
number a.
Assume that 0 < a ≤ 1. Define k1 = n −
2aδn
λ1
. As 1
n−x is an increasing function of x on
(0, n), 2aδn
n−k decreases towards λ1 as k decreases towards k1, and limk→k1
2aδn
n− k
= λ1. By Theorem
1.3, µf >
n−k
2 for each value of k ∈ (k1, n). It follows that µf ≥ limk→k1
n− k
2
=
n− k1
2
=
aδn
λ1
.
Finally, if G ∈ B(δ, k) and k = n− 2aδn
λ1(aD(G)+A(G))
is an integer, then direct computation yields
µf (G) = α
′(G) = n−k2 =
aδn
λ1(aD(G)+A(G))
. This proves Theorem 4.3(iii) and lower bound part of
Theorem 4.3(ii).
Now suppose that a = 1 and that µf (G) =
δn
λ1(D(G)+A(G))
. To simplify the notation and
terms, we shall adopt the definition of the vertex sets S and T , and the definition of the graph
H in Subsection 3.1, with s = |S| and t = |T |. As µf (G) =
δn
λ1(D(G)+A(G))
, every inequality in
the arguments of the previous paragraph must be an equality, and so k = k1 and λ1 =
2δn
n−k .
Furthermore, every inequality in (6) in Subsection 3.1 must also be an equality. Hence in (6) we
must have aδ(1 +
t
s
) = aδ(2 +
k
s
), leading to k = t− s, and so k is an integer. Likewise, in (6)
we must also have 2 +
k
s
=
2n
n− k
. This, together with k = t − s, implies n = s + t. It follows
that a = tδ, t = k + s. By Theorem 2.3, the partition is equitable, and thus G ∼= H ∈ B(δ, k).
This completes the proof of Theorem 4.3(ii).
Finally we assume that a ∈ (1,+∞). Define k2 =
n(λ1−aδ)
λ1+aδ
. As n+x
n−x is an increasing function
of x on (0, n), aδ(n+k)
n−k decreases towards λ1 as k decreases towards k2 and limk→k2
aδ(n+ k)
n− k
= λ1.
By Theorem 1.3, µf >
n−k
2 for each value of k ∈ (k2, n), and so µf ≥ limk→k2
n− k
2
=
n− k2
2
=
aδn
λ1 + aδ
. If G ∈ B(δ, k) with k = n(λ1(aD(G)+A(G))−aδ)
λ1(aD(G)+A(G))+aδ
being an integer, then direct computation
yields that µf (G) = α
′(G) = n−k2 =
aδn
λ1(aD(G)+A(G))+aδ
. This justifies Theorem 4.3(iv), and
completes the proof of the theorem.
4.2 Fractional perfect matchings and eigenvalues
The following Corollaries 4.4 and 4.5 are immediate consequences of Theorems 1.3 and 1.4,
respectively. Letting k = 1 in Theorems 1.3 and 1.4, respectively, we conclude that the hypotheses
of Corollaries 4.4 and 4.5 respectively imply that µf (G) >
n−1
2 . By Theorem 1.1, 2µf(G) is an
integer and µf (G) ≤
n
2 . This forces that µf (G) =
n
2 , and so G has a fractional perfect matching.
Corollary 4.4 Let a be a real number with a ≥ 0, and G be a simple connected graph of order
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n with minimum degree δ ≤ n−12 . If
λ1(aD(G) +A(G)) < ϕ(a, n, δ, 1),
then G has a fractional perfect matching.
Corollary 4.5 Let a be a real number with a ≥ 0, G be a connected graph of order n with
minimum degree δ ≤ n−12 , and G be the complement of G. If
λ1(aD(G) +A(G)) < (a+ 1)δ,
then G has a fractional perfect matching.
As it is shown in Example 3.7, the upper bound in Corollary 4.5 is best possible. This upper
bound in Corollary 4.5 can be slightly improved by excluding some graphs. Following [4], the
join of two graphs G1 and G2, denoted G1
∨
G2, is the graph formed from the disjoint union of
G1 and G2 by adding new edges joining every vertex of G1 to every vertex of G2.
Theorem 4.6 Let a be a real number with a ≥ 0, G be a connected graph with n = |V (G)|, and
δ = δ(G) ≤ n−12 . If
λ1(aD(G) +A(G)) < (a+ 1)(δ + 1), (8)
then G has a fractional perfect matching unless G ∼= (δ+1)K1
∨
Hδ, where Hδ is a simple graph
of order δ.
Proof. By contradiction, assume that G has no fractional perfect matchings. By (2), there
exists a vertex set S ⊆ V (G) such that i(G− S)− |S| > 0. Let T be the set of isolated vertices
in G− S. Then ∪v∈TNG(v) ⊆ S, and so |S| ≥ δ. This implies that |T | ≥ |S|+ 1 ≥ δ + 1.
We claim that V (G) = S ∪ T . By contradiction, assume that there exists a vertex v ∈
V (G)− S ∪ T . Then we have Kδ+2 ⊆ G[T ∪ {v}] ⊆ G. By Theorem 2.5,
λ1(aD(G) +A(G)) ≥ λ1(aD(Kδ+2 ∪ (n− δ − 2)K1) +A(Kδ+2 ∪ (n− δ − 2)K1))
= λ1(aD(Kδ+2) +A(Kδ+2)) = (a+ 1)(δ + 1),
contrary to (8).
Furthermore, we claim that |T | = δ + 1. Assume to the contrary that |T | ≥ δ + 2. Then
G contains a clique of order δ + 2, and so λ1(aD(G) + A(G)) ≥ (a + 1)(δ + 1), contrary to (8)
again. Hence |T | = δ + 1, and so |S| = δ. It follows that G ∼= (δ + 1)K1
∨
Hδ. As there exists a
vertex subset V (Hδ) ⊆ V (G) such that i(G− V (Hδ)) > |V (Hδ)|, by (2), (δ + 1)K1
∨
Hδ has no
fractional perfect matchings. This completes the proof.
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