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Résumé
Nos travaux de recherche s’articulent autour de trois axes.
Dans un premier travail, nous avons développé empiriquement une méthode d’apprentissage
pour prédire le trafic routier. Notre méthode est basée sur une classification des co-
efficients d’ondelettes des champs (spatio-temporelles) des vitesse. Nous proposons,
trois méthodes de prévision différentes. Les tests numériques que nous avons effectués
montrent que notre approche bidimensionnelle utilisant la transformée en ondelettes
améliore la précision des prévisions.
Notre second axe concerne l’estimation adaptative dans le cadre du modèle de
densité observé sur un échantillon i.i.d.. Nous développons une méthode d’estimation
creuse sur les coefficients d’ondelettes. Plus précisement, il s’agit d’une méthode de
vraisemblance pénalisée par la norme l1 des coefficients d’ondelettes de la log-densité.
Nous montrons que l’estimateur proposé est adaptatif. Il converge à vitesse optimale
sans connaissance préalable de la régularité de la densité.
Notre dernier axe concerne la théorie des sondages. Nous utilisons une méthode
d’entropie maximale pour calibrer les poids permettant la construction d’un estima-
teur à partir d’observation partielle. La détermination des poids s’obtient en les mod-
élisant par des variables aléatoires possédant une loi a priori donnée. On recherche
alors une distribution qui maximise l’entropie sous la contrainte d’équilibrage.
Mots clés: Méthode de prévision, Transformée en ondelettes, Estimation de den-
sité, Pénalité, Espace de Besov, Sondages, Méthode de maximum d’entropie, Calibra-
tion.
Abstract
Our research focuses on three axes. In the first part, we study the short-term
forecasting for traffic velocity. We propose three different forecasting methods. The
result of experiment shows that the method based on the image analysis by 2-D wavelet
transform with threshold improves the forecast veracity. In the second part, we study
density estimation using penalized log-likelihood method. We aim at building an
adaptive estimator in the sense that it converges at the optimal rate of convergence
without prior knowledge on the density regularity. Finally, in the last part, we study
the calibration methods in survey sampling. We extend the calibration technique
by using a maximum entropy method. Finding the optimal weights is achieved by
considering random weights and looking for a distribution which maximizes an entropy
under the calibration constraint.
Keywords: Forecasting method, Wavelet transform, Density estimation, Penalty,
Besov space, Survey sampling, Maximum entropy method, Calibration.
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Introduction
Cette thèse est composée de quatre chapitres. Le premier chapitre rappelle quelques
outils d’analyse statistique et d’ondelettes, utilisés dans cette thèse. Le deuxième
chapitre consiste à étudier la prévision à court terme pour le trafic routier. C’est l’un
des principaux problèmes de contrôle de la circulation et du guidage routier. Il a pour
but d’étudier et de prévoir le trafic routier sur les grands axes et de décrire le trafic
futur. Pour ce faire, nous proposons, trois méthodes de prévision différentes. Les
tests numériques montrent que la méthode basée sur une analyse d’image utilisant les
ondelettes et des techniques de seuillage, améliore la précision de prévision. Dans le
troisième chapitre, nous proposons l’étude théorique de l’estimation de la densité en
utilisant une méthode de vraisemblance pénalisée. Nous cherchons donc à construire
un estimateur adaptatif qui converge au taux optimal de convergence sans connais-
sance préalable sur la régularité. Enfin, dans le dernier chapitre, nous étudions les
méthodes de calibration d’échantillonnage en théorie des sondages. Nous considérons
la méthode de calibration comme un problème inverse et nous étendons les techniques
d’étalonnage en utilisant la méthode du maximum d’entropie. La détermination des
poids optimaux est obtenue en les considérant les poids comme des variables aléa-
toires et en recherchant une distribution qui maximise l’entropie sous la contrainte
d’équilibrage.
Dans la suite, nous donnons un bref aperçu des résultats obtenus pour chaque
chapitre.
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Chapitre 2
Motivation
Au cours des dernières décennies, de nombreux chercheurs ont proposé divers mod-
èles mathématiques pour modéliser l’évolution de trafic ([68], [69], [73]). Certains
modèles de trafic routier sont bâtis sur des processus aléatoires. Par exemple, certains
modèles de filtre de Kalman ou des séries chronologiques ([53]). Dans ce chapire, nous
considérons des méthodes d’analyse d’image.
Résultats
Pour extraire une représentation fidèle du trafic routier de façon quotidienne, je
propose trois méthodes. La première consiste à classifier directement les images spatio-
temporelle du trafic avec la méthodeK-means. La deuxième, est basée sur une analyse
de ces images pour une transformation en ondelettes bidimensionnelle. La troisième
méthode est basée sur une analyse de ces images qui utilise une trasformée en on-
delettes bidimensionnelles seuillés. Le but principal pour chaque méthode consiste à
trouver un nombre optimal de clusters. On extrait ensuite les principales caractéris-
tiques de chaque groupe afin d’obtenir des archétypes.
On déduit que la méthode basée sur l’analyse d’image d’une transformation d’
ondelette 2-D avec reconstruction est la meilleure. Elle diminue l’erreur.
Chapitre 3
Motivation
L’estimation non paramétrique de la densité a été abordée par de nombreux au-
teurs. En effet, il existe de nombreuses méthodes pour l’estimation de la densité,
parmi elles se trouvent la méthode de noyau ([10]), les histogrammes lissés ([13]), la
méthode de spline ([67]), les bases d’ondelettes ([23]) ou la méthode du maximum
de vraisemblance ([60], [32], [34], [33]). Dans ce travail, nous allons nous concentrer
sur la méthode du maximun de vraisemblance pénalisée. Good et Gaskins ont été les
premiers à introduire l’idée de l’estimation de pénalisée ([32]).
5Nous envisageons d’estimer la densité de probabilité f0 sur un domaine délimitée
X basée sur des echantillons indépendants Xi, i = 1, . . . , n. Quand on n’a pas as-
sez d’informations sur la distribution des données, les méthodes non paramétriques
doivent être considérés. Ici, nous proposons une nouvelle méthode, un maximum de
vraisemblance pénalisée avec pénalité l1. On construit un estimateur adapté, qui a
meilleur taux de convergence.
Résultats
Dans notre travail, nous nous concentrons sur une pénalité de régulière. Soit
observations X1, . . . , Xn, on suppose que la densité de probabilité f0 appartient à une
classe de fonctions F , qui est généralement un sous-ensemble d’un espace régulier (
d’espaces de Sobolev ou de Besov). L’estimateur de log-vraisemblance est définé par
fˆn = argmax
f∈F
(
1
n
n∑
i=1
log f(Xi)− λ2nI(f)
)
,
où I(.) est une pénalité et λ2n est une suite de nombres positifs, décroît vers zéro.
Plus la valeur de λ2n est petite, plus on obtient un estimateur de f0 qui s’ajuste au
données. La suite de lissage doit tendre vers zéro, mais pas trop vite, de sorte que le
terme régularisation agisse.
Le choix de pénalité détermine le comportement asymptotique de fˆn. Plusieurs
choix ont été utilisés pour la pénalisation. Les auteurs proposent d’utiliser une
telle fonctionnelle I(f) = 2
∫ (
f
′′)2 ou I(f) = 2 ∫ (√f ′)2 ([51]). Silverman choisit
I(f) =
∫ (
[log f ](3)
)2 ([60]). D’autres auteurs ont discrétisé le problème en utilisant
la méthode de projection sur des bases différentes et des pénalités sur les coefficients.
Cette méthode fournit de bons estimateurs. Voir Van de Geer ([66]) pour les résultats
généraux.
Sous l’hypothèse suivante, s’il existe m > 0 tel que la fonction f0 apartient à
l’espace de Sobolev Hm([0, 1]) et pour tout choix de la pénalité I(f) =
∫ 1
0
(f (m))2(t)dt,
la distance de Hellinger h(., .) vérifie
h(fˆn, f0) = OP (λn)(1 + I(f0)),
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le paramètre de lissage est choisit comme:
λ−1n = OP (n
m
2m+1 )(1 + I(f0))
1
2 .
En conséquence, l’estimateur atteint le meilleur taux de convergence, mais la con-
naissance de sa régularité m est nécessaire pour sa construction.
Le comportement asymptotique de ces estimateurs dépend du choix optimal du
paramètre de lissage λ2n. Lorsque la valeur optimale repose sur la connaissance préal-
able de la régularité de la classe de fonctions F , l’estimateur est appelé non adapta-
tive. Chercher des méthodes adaptatives est une tâche importante en statitique non
paramétriques.
Ici, nous proposons une pénalité l1 dont la propriété est la clé de l’adaptation.
Plus précisément, sous l’hypothèse que la log-densité appartient à un espace de Besov
de régularité s, choisir pour pénalité la norme l1 des coefficients d’ondelettes de la log-
densité, conduit à un estimateur convergeant vers le taux minimax de
(
n
logn
)− 2s
2s+1 (pour
la norme L2.)
Chapitre 4
Motivation
Ce chapitre est consacré à la mise au point de l’échantillonnage pour les sondages.
La calibration est une méthode pour améliorer l’estimation de la convergence dans
un échantillon lorsque des informations auxiliaires sont disponibles. Il fonctionne par
des modifications des poids de l’échantillonnage telle que des caractéristiques de la
population sont reproduites.
Les poids des unités échantillonnées obtenus par calibration sont aussi proches
que possible du poids de Horvitz-Thompson, à l’égard d’une distance choisie, tout en
satisfaisant une certaine contrainte appelé équation de calibration. Cette méthode a
été proposé pour la première fois par Deville et Särndal ([18]).
Résultats
7Nous montrons que la méthode de calibration peut être résolu comme une appli-
cation particulière de la méthode d’entropie maximale, conduisant à une meilleure
compréhension du choix de la distance et des propriétés nettes sur les poids. En effet,
la Méthode d’Entropie Maximale sur la Moyenne (MEM) vise à trouver une mesure
de réduire au maximum une entropie sous certaines contraintes.
Nous soulignons que calibration en utilisant l’entropie maximale conduit en général
à un programme d’optimisation convexe, qui peut être facilement résolu.

Introduction
This thesis mainly contains three parts. In the first part we study statistical learning
method of the short-term forecasting for traffic velocity. In the second part we study
penalized maximum likelihood estimation with l1 penalty. The third part is devoted on
maximum entropy method on the mean for survey sampling. This thesis is organized
as follows. In chapter 1, we recall mainly some tools of statistical and wavelet analysis
used in this thesis. In chapter 2, we study the short-term forecasting for traffic velocity
which is one of the key problems of traffic control and route guidance. The purpose
of chapter 2 is to study how to forecast road traffic on highway networks and to
describe future traffic event. We propose three different forecasting methods. The
result of experiment shows that the method based on the image analysis by 2-D
wavelet transform with threshold reduces the forecast error. In chapter 3, we study
density estimation using penalized log-likelihood method. We aim at building an
adaptive estimator in the sense that it converges at the optimal rate of convergence
without prior knowledge on the density regularity. Finally, in chapter 4, we study
the calibration methods in survey sampling. By viewing calibration as an inverse
problem, we extend the calibration technique by using a maximum entropy method.
Finding the optimal weights is achieved by considering random weights and looking
for a distribution which maximizes an entropy under the calibration constraint.
We give a brief overview of our results.
Chapter 2
Motivation
9
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Over the last few decades, many researchers have proposed various traffic theories
and models to explain the rules of traffic evolution ([68], [69], [73])). Many existing
models for forecasting traffic road are based on functional data analysis methods, such
as Kalman filter theory or time series models ([53]). But we consider image analysis
methods in this chapter.
Results
In order to find the representative behavior of road trafficking in all the days of
observation, we propose three methods. One method consists in classify directly with
K-means classification; another method is based on the images analysis by discrete
single level 2-D wavelet analysis. The third method is based on the image analysis by
2-D MRA wavelet transformation with threshold. Whatever the methods, the major
part of the work consists in finding an optimal number of clusters. Then we extract
the main feature from each cluster to obtain the archetypes.
For the three different methods, we give the average relative error results of local
and global forecasts at different times.
We find out, whatever local or global forecast, the prediction method by wavelet
transformation with the threshold reconstruction reduces the forecast error.
Chapter 3
Motivation
Nonparametric density estimation has been studied by many authors. Indeed,
there are many ways to density estimation, including kernel methods ([10]), smoothed
histograms ([13]), spline methods ([67]), wavelet basis ([23]) or maximum likelihood
methods ([60], [32], [34], [33]). In our work, we will focus on maximum penalized
likelihood method. Good and Gaskins were the first to introduce the idea of roughness
penalty estimation ([32]).
Consider the estimation of a probability density f0 on a bounded domain X based
on independent samples Xi, i = 1, . . . , n. In classical parametric estimation, some
parametric model is often assumed on f(X) and the model is fitted to the observa-
11
tions by maximum likelihood. But when little is known about the law of the data,
nonparametric methods have to be considered. In this work, we propose a new method,
namely a penalized maximum likelihood estimation with l1 penalty. We build an adap-
tive estimator, in the sense that it achieves the optimal rate of convergence without
any prior smoothness assumption.
Results
In our work, we will focus on smoothness type penalties. Given the observations
X1, . . . , Xn, we assume that the density f0 belongs to a class of functions F which is
usually a subset of a smoothness set such as Sobolev or Besov spaces. The penalized
log-likelihood estimator is defined as
fˆn = argmax
f∈F
(
1
n
n∑
i=1
log f(Xi)− λ2nI(f)
)
,
where I(.) is a penalty and λ2n is a sequence of positive numbers decreasing to zero.
The smaller λ2n is, the closer to the data is the estimator. Hence the smoothing se-
quence must decrease to zero but not too fast, such that the regularization effect
occurs.
Choosing the penalty as well as the decay of the smoothing sequence determine
the asymptotic behavior of fˆn. Several choices have been investigated for the penalty:
in the original paper by Good and Gaskins, the authors proposed to use the function
such as I(f) = 2
∫ (
f
′′)2 or I(f) = 2 ∫ (√f ′)2 ([51]). Silverman chose I(f) =∫ (
[log f ](3)
)2 ([60]). Other authors have discretized the problem. Projection methods
onto different bases and penalty over the coefficients provide good estimators. Stone
or Barron and Sheu consider log-splines bases. For a general review of penalization
methods for density estimation, Van de Geer provided a theorem for general penalties
([66]). Under the assumption that there exists m > 0 such that f0 lies in a Sobolev
space Hm([0, 1]) and for a choice of penalty I(f) =
∫ 1
0
(f (m))2(t)dt, the consistency in
Hellinger distance h(., .) follows. More precisely it is proven that
h(fˆn, f0) = OP (λn)(1 + I(f0))
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provided that the smoothing parameter decreases at the following rate:
λ−1n = OP (n
m
2m+1 )(1 + I(f0))
1
2 .
As a result, the estimator achieves the optimal rate of convergence but the prior
knowledge of its regularity m is needed for its construction.
The asymptotic behavior of the estimates depends on an optimal choice of the
smoothing parameter λ2n. When the optimal value relies on the prior knowledge of the
regularity of the class of functions F , the estimator is called non adaptive. Looking
for adaptive methods is an important task in nonparametric statistics. Here, we
propose a l1 penalty whose sparsity property is a key to adaptation. More precisely,
under the assumption that the log-density belongs to a Besov space with regularity s,
choosing for penalty the l1 norm of the wavelet coefficients of the log-density, leads to
an estimator converging at the minimax rate of convergence
(
n
logn
)− 2s
2s+1 for the L2
norm.
Chapter 4
Motivation
This chapter is devoted to study of survey sampling. Calibration is a method to
improve estimation in survey sampling when auxiliary information is available. It
works by modifications of survey weights such that known population characteristics
are reproduced from the sample. Using auxiliary information enables to obtain esti-
mators that are approximately unbiased with a variance smaller than that of Horvitz-
Thompson estimator. The weights of sampled units obtained through calibration
are as close as possible to the Horvitz-Thompson weights, with respect to a chosen
distance, while satisfying a certain constraint called the calibration equation. This
method was first described by Deville and Särndal ([18]).
Results
We show that the method of calibration can be solved as a particular application
of maximum entropy method, leading to a better understanding of the choice of the
13
distance and sharper properties on the weights. Indeed, Maximum Entropy Method
on the Mean (MEM) aims at finding a measure maximizing an entropy under some
constraints.
We point out that calibration using maximum entropy framework turns into a
general convex optimization program, which can be easily solved.

Introduction
这篇论文主要包含四章。第一章，我们主要回忆了一些统计和小波分析工具，这在
后面的章节中会被运用到。第二章，我们主要是研究短期交通预测的统计学习方
法，这章的主要目的主要是学习怎样预测高速路上的交通并且描述了将来的交通事
件。我们主要提出了三种不同的预测方案，并分别从局部和全局来预测。实验结果
表明基于閾值重构的二维小波变换的方法改善了预测精度。第三章我们对具有l1惩
罚的惩罚极大似然估计进行了研究。我们构建了一个适合估计，也就是说在预先不
知道密度函数光滑的情况下，这个估计有最优的收敛率。在第四章我们主要讨论并
研究了对于抽样调查中总体均值的最大熵方法。通过最大熵方法，我们延伸了校正
技术，并在校正限制条件下，通过考虑随机权重，找到了最优的权重。
下面我简要的介绍一下我们的成果。
第二章
动机
在最近十几年里，许多研究者已经提出了各种交通理论和方法来解释交通进展
的规则([68], [69], [73])。目前已存在的预测方法大都是基于函数数据分析方法，诸
如尔曼滤波模型([53])。然而我们在这一章所考虑的是基于小波理论的图像分析方
法。
成果
在所有观测的数据中，有百分之七十的数据是用来学习的，百分之三十的数据
用来预测。为了找出交通道路的典型行为，我们提出了三种分类方法。第一种是
用K均值方法直接对数据分类。第二种是通过小波变换，将数据压缩后，对压缩数
据进行分类，找出中心点，然后找出对应的典型行为。第三种方法是，数据压缩
15
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后，再对其进行重构，并考虑了閾值。然后对重构后的数据进行分类，找出典型行
为。无论哪种方法，我们最主要的工作是如何确定分类的族数。我们提出了平衡距
离法，来确定最优的族。利用三种方法找到典型的代表来预测未来交通车辆的速
度。我们采取了局部和全局预测两种方式，实验结果表明，对于平均预测误差，第
三种方法取得了较好的效果，它减小了预测误差。
第三章
动机
非参数密度估计已被许多学者研究。事实上，对于密度估计存在很多方法，如
核估计方法([10])，光滑直方图方法([13]) ，样条方法([67])，小波基方法([23]) 和最
大似然方法等([60], [32], [34], [33])。在我们的工作中，我们主要考虑惩罚极大似然
方法。Good和Gaskins 是最早提出了惩罚估计的粗略思想([32])。
当考虑一个概率密度f0，基于独立样本Xi, i = 1, . . . , n，在经典参数估计中，对
于密度函数f(X)，一些参数模型经常被假设。但是当我们对数据的分布规律知道的
非常少时，非参数估计就必须被考虑。在这个工作中，我们提出了一种新的方法，
也就是具有l1惩罚的惩罚极大似然估计。我们建立了一个适合估计，在我们预先不
知道密度函数光滑的情况下，它取得了最优收敛率。
成果
在们的工作中，我们关注的是光滑型惩罚。对于密度函数f0，惩罚对数似然估
计定义如下：
fˆn = argmax
f∈F
(
1
n
n∑
i=1
log f(Xi)− λ2nI(f)
)
,
这里I(.) 是一个惩罚，λ2n 是一个递减到零的正序列。λ2n越小, 数据越接近估
计值。惩罚和衰退光滑序列的选择决定密度估计的fˆn的渐进行为。有些惩罚的
选择已被研究，在Good 和Gaskins的初始文章中，作者选择了I(f) = 2 ∫ (f ′′)2
和I(f) = 2 ∫ (√f ′)2 ([51]). Silverman 选择了I(f) = ∫ ([log f ](3))2 ([60]. 而其他
的作者已经将这个问题离散化了并提供了很好的估计。Stone和Barron等人考虑
了对数样条基。对于一般的惩罚密度估计，Van de Geer 提出了一个一般化的
定理([66])。假设存在m > 0 ，以致f0属于Sobolev 空间Hm([0, 1])，所选择的惩
罚I(f) = ∫ 1
0
(f (m))2(t)dt, 则在Hellinger 距离h(., .) 下，具有下面的关系。
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h(fˆn, f0) = OP (λn)(1 + I(f0))
且
λ−1n = OP (n
m
2m+1 )(1 + I(f0))
1
2 .
虽然，估计取得了最优的收敛率，但是必须知道先验知识m的情况。当最优值
依赖于F函数类的光滑先验知识时，估计不是适合的。为了寻找适合估计在非参
数估计中是很重要的任务。我们提出了具有l1惩罚的估计，且它的稀疏性质对于
可适性是很重要的。更精确的说，在对数密度属于具有s 正则的Besov 空间, 我们
选择了对数密度的小波系数l1 范数的惩罚，最后在L2范数下导出了最小最大收敛
率
(
n
logn
)− 2s
2s+1 .
第四章
动机
这章致力于研究抽样调查。校正方法是在抽样调查中当获得辅助信息时为了改
善估计的一种方法。通过修改调查样本权重来从样本中得到族均值特称。运用辅助
信息量来获得的估计是渐进无偏的且方差比Horvitz-Thompson 估计的方差小. 通过
校正方法得到的样本权重与Horvitz-Thompson 权重很接近。最早提出校正方法的
作者是Deville 和Särndal ([18]).
成果
我们证明了校正方法作为最大熵方法的一个特殊应用，并且非常容易的理解距
离的选择和权重的性质。事实上，应用在均值上的最大熵方法目的是在一些限制条
件下找出最大的熵。
我们指出了运用在最大熵框架下的校正方法转变成了一般的凸最优化问题, 并且
比较容易的计算出解。
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In this chapter, the main tools of statistical and wavelet analysis used in this
thesis are introduced. Wavelet analysis will be used in Chapter 2, while relationships
between density’s distance and concentration inequalities will be use in Chapter 3.
1.1 Wavelet transform
Firstly we give the definitions of the continuous and discrete wavelet transform ([6]).
Definition 1.1. The continuous wavelet transform of a 1-D signal f(x) ∈ L2(R) is:
Wf (a, b) =
1√
a
∫ +∞
−∞
f(x)ψ∗(
x− b
a
)dx
where ψ∗ denotes the complex conjugate of ψ, a > 0 is the scale parameter, b is the
position parameter and the analyzing wavelet ψ(x) ∈ L2(R) has a Fourier transform
Ψ(ω) such that Ψ(0) = 0.
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The transform is characterized by the following three properties:
1. It is a linear transformation:
if f(x) = αg(x) + βh(x), then Wf (a, b) = αWg(a, b) + βWh(a, b)
2. It is covariant under translations:
if f(x)↔ Wf (a, b), then f(x− u)↔ Wf (a, b− u).
3. It is covariant under dilations:
if f(x)↔ Wf (a, b), then f(cx)↔ 1√cWf (ca, cb), c > 0.
The last property makes the wavelet transform very suitable for analyzing hierarchical
structures. It is like a mathematical microscope with properties that do not depend
on the magnification.
Definition 1.2. The discrete wavelet transform of a 1-D signal f(x) ∈ L2(R) is:
Uf (j, k) = 2
j
2
∫ +∞
−∞
f(x)ψ(2jx− k)dx
where j ∈ Z is the scale parameter, k ∈ Z is the position parameter and the
analyzing wavelet ψ(x) ∈ L2(R) has a Fourier transform Ψ(ω) such that Ψ(0) = 0.
Notation
ψj,k(x) = 2
j
2ψ(2jx− k)
is the wavelet basis function.
The variables j and k are integers that scale and dilate the mother function to
generate wavelets, such as a Daubechies wavelet family. The scale index j indicates
the wavelet’s width, and the location index k gives its position. Notice that the mother
functions are rescaled, or “dilated” by powers of two, and translated by integers. What
makes wavelet bases especially interesting is the self-similarity caused by the scales
and dilations. Once we know about the mother functions, we know everything about
the basis.
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1.2 Multi-resolution analysis
Wavelets are powerful signal processing tools used in a wide range of fields. They have
notably been used to develop new techniques for analysis, data compression and de-
nosing. First of all, we introduce the 1-D multi-resolution analysis, then the principle
of the 1-D multi-resolution analysis can be extended directly to 2-D multi-resolution
by replacing L2(R) with L2(R2)([57]).
1.2.1 One-dimensional multi-resolution analysis (1-D MRA)
The notion of a multi-resolution analysis (MRA) is at the root of wavelet theory.
The aim is to build a sequence of subspaces Vj ⊂ L2(R), containing successively
finer approximations of functions f ∈ L2(R). The classical multi-resolution analysis
requires the following three sets of assumptions.
(A) Nested subspaces. The subspaces satisfy the condition
· · ·V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 · ··
where
⋂
j∈Z
Vj = Φ et
⋃
j∈Z
Vj = L
2(R).
(B) Orthonormal basis within V0. There exist a function φ such that the collection
φ(· − k),∀k ∈ Z forms an orthonormal basis for V0.Then the orthonormal basis
for Vj is obtained by
φj,k(x) = 2
j
2φ(2jx− k), k, j ∈ Z
(C) Scaling translation properties.
φ(t) ∈ V0 ⇔ φ(2jt) ∈ Vj,
φ(t) ∈ V0 ⇔ φ(t− k) ∈ V0, ∀k ∈ Z.
Let Wj be the orthogonal complementary subspace of Vj in Vj+1:
Vj ⊕Wj = Vj+1 (1.1)
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This space contains the difference in information between Vj and Vj+1, and allows the
decomposition of L2(R) as a direct form: L2(R) = ⊕j∈ZWj
Then, there exists a function ψ ∈ W0, called the mother wavelet, such that {ψ(x−
k)}k∈Z , is an orthonormal basis of W0. The corresponding wavelet basis are then
characterized by:
ψj,k(x) = 2
j
2ψ(2jx− k), k, j ∈ Z
1.2.2 Two-dimensional multi-resolution analysis (2-D MRA)
The wavelet model can be generalized in two dimensions. In the particular case of
separable multi-resolution approximation, the principle of the 1-D multi-resolution
analysis can be extended directly to 2-D multi-resolution by replacing L2(R) with
L2(R2).
Let {V 2j }j∈Z be a sequence closed subspace in L2(R2). The 2-D multi-resolution
analysis can be constructed by tensor product space {V 2j }j∈Z , if and only if {Vj}j∈Z
is a 1-D MRA in L2(R), and V2j = Vj ⊗ Vj
The scaling function Φ(x, y) for a 2-D MRA has the form of Φ(x, y) = φ(x)φ(y),
where φ is the real scaling function of the 1-D multi-resolution analysis {Vj}j∈Z . For
each j ∈ Z, the orthonormal bases of V 2j can be produced by
{Φj,k1,k2 = φj,k1φj,k2 | (k1, k2) ∈ Z2}
such multi-resolution analysis {V 2j }j∈Z in space L2(R2) is called divisible MRA.
We define a wavelet space W 2j = (V 2j )⊥, i.e. , V 2j ⊕W 2j = V 2j+1. Thus, the wavelet
function consists of three basic wavelet function: ψ1, ψ2, ψ3. The orthonormal bases of
the wavelet space W 2j can be obtained from the single wavelets ψ1, ψ2, ψ3 by a binary
dilation, i.e., dilation by 2j and dyadic translation(of k
2j
). More precisely, we have the
following theorem ([57]).
Theorem 1.1. Let V 2j j∈Z is a MRA in L
2(R2) : V 2j = Vj
⊗
Vj, where Vj is a 1-D
MRA in the space L2(R) with scaling function φ and wavelet function ψ. We define
the following here function:
ψ1(x, y) = φ(x)ψ(y)
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ψ2(x, y) = ψ(x)φ(y)
ψ3(x, y) = ψ(x)ψ(y)
For any j ∈ Z, the orthonormal bases of the space W 2j can be obtained from the
following function system:
Ψ1j,k,m = φj,k(x)ψj,m(y)
Ψ2j,k,m = ψj,k(x)φj,m(y)
Ψ3j,k,m = ψj,k(x)ψj,m(y)
Then, the function system{
Ψβj,k,m | β = 1, 2, 3; j, k,m ∈ Z
}
(1.2)
becomes a set of orthonormal bases of L2(R2).
Proof: Because
V 2j+1 = Vj+1 ⊗ Vj+1
= (Vj ⊕Wj)⊗ (Vj ⊕Wj)
= (Vj ⊗ Vj)⊕ (Vj ⊗Wj)⊕ (Wj ⊗ Vj)⊕ (Wj ⊗Wj) (1.3)
It can be rewritten as
V 2j+1 = Vj+1 ⊗ Vj+1
= Vj ⊗ Vj ⊕ (Vj ⊗Wj)⊕ (Wj ⊗ Vj)⊕ (Wj ⊗Wj)
= V 2j ⊕ [(Vj ⊗Wj)⊕ (Wj ⊗ Vj)⊕ (Wj ⊗Wj)] (1.4)
noted [(Vj ⊗Wj)⊕ (Wj ⊗ Vj)⊕ (Wj ⊗Wj)] = W 2j .
Since {φj,k | k ∈ Z} is an orthonormal base for Vj, the set {Ψj,k | k ∈ Z} becomes
the orthonormal bases of the space Wj, therefore,
{Ψ1j,k,m | m ∈ Z} is an orthonormal base of Vj ⊗Wj.
{Ψ2j,k,m | m ∈ Z} is an orthonormal base of Wj ⊗ Vj.
{Ψ3j,k,m | m ∈ Z} is an orthonormal base of Wj ⊗Wj.
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Consequently, Then, the function system{
Ψβj,k,m | β = 1, 2, 3; j, k,m ∈ Z
}
becomes a set of orthonormal bases of L2(R2).
1.2.3 Basic concepts of image analysis by the MRA
According to (1.4), an image can be transformed into four sub-images, namely:
(a) LL sub-image: both horizontal and vertical directions have low-frequencies. It
corresponds to (Vj ⊗ Vj), and its orthonormal basis is {Φj,k,m | k,m ∈ Z}.
(b) LH sub-image: the horizontal direction has low frequencies, and the vertical one
has high-frequencies. it corresponds to (Vj ⊗Wj), and its orthonormal basis is
{Ψ1j,k,m | k,m ∈ Z}.
(c) HL sub-image: the horizontal direction has hight frequencies, and the vertical
one has low-frequencies. it corresponds to (Wj ⊗ Vj), and its orthonormal basis
is {Ψ2j,k,m | k,m ∈ Z}.
(d) HH sub-image: both horizontal and vertical directions have high frequencies, it
corresponds to (Wj ⊗Wj), and its orthonormal basis is {Ψ3j,k,m | k,m ∈ Z}.
The original image has been transformed into four sub-images by the MRA, the LL
sub-image is the result from a filter which allows lower frequencies to pass through
along the horizontal and vertical directions. That is a ’smoothing’ effect on both di-
rections. The LL sub-image has been transformed into four sub-images, the procedure
is repeated.
1.3 Kullback-Leibler information and Hellinger dis-
tance
The set of all probability measures on the measured space (Ω, A) will be denoted by
P1(Ω). If P,Q belong to P1(Ω) and are absolutely continuous with respect to some
positive measure µ, the Hellinger distance between P and Q is defined by
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h2(P,Q) =
1
2
∫ (√
dP
dµ
−
√
dQ
dµ
)2
dµ (1.5)
and is independent of µ.
Kullback-Leibler information or divergence quantifies information between two dis-
tributions is proposed ([44]). For P,Q ∈ P1(Ω), the Kullback-Leibler information
K(P,Q) is defined by 
K(P,Q) =
∫
Ω
log
dP
dQ
dP if P ¿ Q,
= +∞ otherwise.
(1.6)
The next lemma shows that the Hellinger distance can be bounded by the Kullback-
Leibler information. This relation will be used in chapter 3.
Lemma 1.1. For (P,Q ∈ P1(Ω)), We have
h2(P,Q) ≤ 1
2
K(P,Q)
.
Proof. Use the fact that 1
2
log v ≤ v 12 − 1 for all v > 0,
hence
1
2
log
(
dQ
dP
)
≤
(
dQ
dP
) 1
2
− 1
so that
1
2
K(P,Q) ≥ 1− E
[(
dQ
dP
) 1
2
]
.
Observe that
1− E
[(
dQ
dP
) 1
2
]
= 1−
∫
(dQ)
1
2 (dP )
1
2
and since a density integrates to one,1−
∫
(dQ)
1
2 (dP )
1
2 = 1
2
∫
dQ+ 1
2
∫
dP − ∫ (dQ) 12 (dP ) 12
= 1
2
∫ (√
dP
dµ
−
√
dQ
dµ
)2
dµ = h2(P,Q)
(1.7)
so,
h2(P,Q) ≤ 1
2
K(P,Q).
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1.4 Some important inequalities
In this section, we recall some of the essential basic inequalities needed in Chapter 3 of
my thesis ([50]). Such inequalities provide concentration notes for empirical processes
and enable to measure the deviation’s errors.
Markov’s inequality: for any nonnegative random variable X, and t > 0, we have
P{X ≥ t} ≤ E(X)
t
.
If follows from Markov’s inequality that if η is a strictly monotonically increasing
positive-valued function then for any random variable X and real number t,
P{X ≥ t} = P{η(X) ≥ η(t)} ≤ E(η(X))
η(t)
.
An application of this with η(x) = x2 is
Chebyshev’s inequality: if X is an arbitrary random variable and t > 0, then
P{| X − E(X) |≥ t} = P{| X − E(X) |2≥ t2}
≤ E[| X − E(X) |
2]
t2
=
Var(X)
t2
.
More generally taking η(x) = xq(x ≥ 0), for any q > 0 , we have
P{| X − E(X) |≥ t} ≤ E[| X − E(X) |
q]
tq
.
In specific examples one may choose the value of q to optimize the obtained upper
bound. Such moment bounds often provide with very sharp estimates of the tail
probabilities. A related idea is at the basis of Chernoff’s bounding method. Taking
η(x) = esx, where s is an arbitrary positive number, for any random variable X, and
any t > 0, we have
P{X ≥ t} = P{esX ≥ est} ≤ E(e
sX)
sst
.
In Chernoff’s method, we find an s > 0 that minimizes the upper bound or makes the
upper bound small.
Next we recall some simple inequalities for sums of independent random variables.
Here we are primarily concerned with upper bounds for the probabilities of deviations
from the mean, that is, to obtain inequalities for P{Sn − E(Sn) ≥ t}, with Sn =∑n
i=1Xi, where X1, . . . , Xn are independent real-valued random variables.
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Chebyshev’s inequality and independence immediately imply
P{| Sn − E(Sn) |≥ t} ≤ Var(Sn)
t2
=
∑n
i=1Var(Xi)
t2
.
In other words, writing σ2 = 1
n
∑
i=1VarXi,
P{| 1
n
n∑
i=1
[Xi − E(Xi)] |≥ ²} ≤ σ
2
n²2
Chernoff’s bounding method is especially convenient for bounding tails of sums of
independent random variables. Indeed, Chernoff’s bound becomes
P{Sn − E(Sn) ≥ t} ≤ e−stE[exp(s
n∑
i=1
(Xi − E(Xi))]
= e−st
n∏
i=1
E[es(Xi−E(Xi))]
(by independence).
Now the problem of finding tight bounds comes down to finding a good upper
bound for the moment generating function of the random variables X1, . . . , Xn. There
are many ways of doing this. For bounded random variables perhaps the most elegant
version is due to Hoeffding whose proof is omitted.
Lemma 1.2. Hoeffding’s inequality. Let X be a random variable with E(X) = 0, a ≤
X ≤ b.(a ≤ b). Then for s > 0,
E[esX ] ≤ es2(b−a)2/8.
Lemma 1.3. Let X1, . . . , Xn be independent bounded random variables such that Xi
falls in the interval [ai, bi] with probability one. Then for any t > 0, we have
P{| Sn − ESn |≥ t} ≤ exp
(
− 2t
2∑n
i=1(bi − ai)2
)
The lemma above is generally known as Hoeffding’s inequality.
A disadvantage of Hoeffding’s inequality is that it ignores information on the vari-
ance of the Xi’s. The inequalities discussed next provide an improvement in this
respect.
Assume now without loss of generality that E(Xi) = 0, for all i = 1, . . . , n. Intro-
duce the notation σ2i = E[X2i ], and
28 CHAPTER 1. TOOLS OF STATISTICAL AND WAVELET ANALYSIS
Fi = E[ψ(sXi)] =
∞∑
r=2
sr−2E[Xri ]
r!σ2i
Where ψ(x) = exp(x)− x− 1.
Observe that ψ(x) ≤ x2/2 for x ≤ 0 and ψ(sx) ≤ x2ψ(s) for s ≥ 0 and x ∈ [0, 1].
Since esx = 1 + sx+ ψ(sx), we may write
E[esXi ] = 1 + sE[Xi] + E[ψ(sXi)] = 1 + E[ψ(sXi)]
≤ 1 + E[ψ(s(Xi)+) + ψ(s(Xi)−)]
≤ 1 + E[ψ(s(Xi)+) + s
2(Xi)
2
−
2
]
(where x+ = max(0, x) and x− = max(0,−x)), Now assume that the Xi’s are
bounded such that Xi ≤ 1. Thus, we have obtained
E[esXi ] ≤ 1 + E[ψ(s)(Xi)2+ +
s2(Xi)
2
−
2
]
≤ 1 + ψ(s)E[X2i ] ≤ exp(ψ(s)E[X2i ]).
Returning to 1.4 and using the notation σ2 = (1/n)
∑
σ2i , we get
P{
n∑
i=1
Xi > t} ≤ enσ2ψ(s)−st.
Now we are free to choose s. The upper bound is minimized for
s = log(1 +
t
nσ2
)
Resubstituting this value, we obtain Bennett’s inequality.
Theorem 1.2. Bennett’s inequality. Let X1, . . . , Xn be independent real-valued ran-
dom variables with zero mean, and assume that Xi ≤ 1 with probability one. Let
σ2 =
1
n
n∑
i=1
Var{Xi}
Then for any t > 0,
P{
n∑
i=1
Xi > t} ≤ exp
(
−nσ2h( t
nσ2
)
)
.
where h(u) = (1 + u) log(1 + u)− u for u ≥ 0.
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This inequality is maybe better understander if we do some further bounding.
Applying the elementary inequality h(u) ≥ u2/(2 + 2u/3), u ≥ 0 (which may be
seen by comparing the derivatives of both sides) we obtain the classical Bernstein
inequality.
Theorem 1.3. Bernstein’s inequality. Under the conditions of the previous theorem,
for any ² > 0,
P{ 1
n
n∑
i=1
Xi > ²} ≤ exp(− n²
2
2(σ2 + ²/3)
).
This bound will be used in Chapter 3.
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Abstract
The purpose of this chapter is to study how to forecast road traffic on highway networks
and to describe future traffic event. Here, road traffic is measured by the vehicle velocity.
We propose three different forecasting methods. These approaches were employed to forecast
short-term traffic velocity of the Parisian highway network. The result of experiment shows
that the method based on the reconstruction images reduces the forecast error.
Keywords: Forecasting method, Image analysis, K-means, Wavelet transform.
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Introduction
In this chapter, our main purpose is to forecast traffic speed on the Parisian highway.
Our study relies on two commonly accepted assumptions. First, short-term road
traffic mostly depends on what just happened. Second, there are a fixed number
of traffic patterns, and every new observation day can be compared to them. The
data used for this study have confirmed these statements. First, we estimate the
representative behavior of road traffic. Then, we compare the incoming observations
to these archetypes, and choose to which cluster these observations belong to.
In the past years, some authors have proposed a number of methods for short-term
road traffic forecasting, such as Kalman filter theory or time series models ([69], [68],
[53]), but these models are based on dimensional functional data analysis method.
Here, we consider the image analysis methods. All the speed data are stored in
the matrix form, that is, Xi = (Xi(t, s)), where t be an observation time, s is a
counting station. Each speed matrix corresponds to an image. In order to find the
representative behavior of road traffic in all the days of observation, one method is
to classify directly with K-means classification; another method is based on the 2-D
discrete wavelet transform, the third method is based on the reconstruction image
classification. Then for all the methods, the major part of the work consists in finding
an optimal number of clusters. Then we extract the main features from each cluster
to obtain the archetypes.
The chapter falls into 4 main parts. In Section 2.1, we describe the data as well
as the preliminary treatments to detect and eliminate outliers. In Section 2.2, we
present K-means classification and give the three different forecasting methodologies.
In Section 2.3, we compare the three different forecasting methodologies by studying
their relative forecasting errors. Finally, in Section 2.4, the main conclusions are
outlined.
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2.1 Data
2.1.1 Description
On the main roads around Paris, counting stations can be found, approximately at
every 500 meters along main road axes. Such sensors provide the following observa-
tions: the flow, the occupancy rate, and the speed, which is the mean of vehicle speeds
over a period of 6 minutes. Throughout the chapter, we use the following notation.
Notation
Let Xi = (Xi(t, s)) be a speed data matrix for the i day. t = 1, . . . , T, s = 1, . . . , S,
s be a counting station, where S stands for the number of stations on the network.
Let i = 1, . . . , n be an observation day, where n is the number of days considered in
the study. A speed matrix corresponds to a 2-D image. we note Xi = (Xi(t, s)) is not
only a speed matrix but also a 2-D image.
The database used in this chapter was provided by the SIER (Service Interdéparte-
ment d’Exploitation Routière) and is composed by the daily evolution of the vehicles
speed over n = 709 days. For each day i, we observe Xi = (Xi(t, s)), t = 1, . . . , T =
180, s = 1, . . . , S = 11, corresponding to the average speed over a period of 6 minutes,
ranging from 5 AM to 1 PM, given 180 daily speed measurements per station.
2.1.2 Data quality
Rough data of the 2 years data base can not be used directly since aberrant and missing
data are too numerous, due to the defaults of the counting stations. Hence, we provide
a two step filtering and completion algorithm. The first step detects aberrant data,
and was elaborated in collaboration with the SIER managers. The second step deals
with the completion of missing data.
1. Aberrant data detection is based on the three following points:
(a) detection of excessive speed measures, higher than 160km/h.
(b) detection of too low speed measure, lower than 5km/h during more than
3.6 hours.
(c) detection of constant speed measurement, constant for more than 0.5 hour.
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2. Missing data completion is carried out by calculating a space and time average
with non missing data, by using a mere mean using information of the neighbors:
Xi(t, s) =
Xi(t, s− 1) +Xi(t, s+ 1) +Xi(t− 1, s) +Xi(t+ 1, s)
4
,
or by the average of the non missing values if one is also missing. Obviously, if
all the measurements are missing, there is no completion.
After performing this algorithm, the number of days used for study is reduced since we
only use the speed matrix without missing data. Applying last treatments, the number
of the day on study becomes 463. We choose randomly 70% data for classification
data, and 30% data for learning.
2.2 Classification method
The idea behind the classification method used in this work is that traffic patterns
appear when looking at the complete daily image of the speed of the vehicles. Hence
we want to classify the collection of images and extract cluster representing daily
features. Clustering will be here performed using the K-means algorithm, briefly
described as follows.
2.2.1 K-means classification
The K-means algorithm ([48]) is a distance-based clustering algorithm that partitions
the data into a predetermined number of clusters. This algorithm relies on a distance
measuring the similarity between data points. In this chapter, we only consider the
Euclidean distance.
Let first give a short algorithmic description of the K-means method.
1. Set the iteration counter t = 1.
2. Generate randomly an initial partition with k clusters.
3. Compute cluster centers (i.e. vectors of average criterion values for each cluster).
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4. Generate a new partition by assigning each pattern to its closest cluster center
in terms of Eudidean distance.
5. Compute new cluster centers.
6. If cluster memberships change compared to the last iteration, increase the iter-
ation counter ( t = t+ 1) and go to step 4.
7. Stops.
K-means algorithm aims at minimizing an objective function, in this case a squared
error function. The objective function
f =
k∑
j=1
∑
xi∈Sj
‖xi − cj‖2
where there are k clusters Sj, j = 1, 2, . . . , k, cj is the centroid of the j cluster. xi is
a data point which belongs to the cluster Sj. ‖xi − cj‖2 is a chosen distance measure
between a data point xi and the centroid cj.
2.2.2 Choice of the optimal number of clusters
When we classify with K-means method, we should give the number of clusters k.
How to choose the k value ? Our method is to try the value, and to use Balanced
Distance Method to select the optimal number of clusters.
Definition 2.1. Between-individuals distance:
d(k) = sup
j∈{1,...,k}
d(xi, cj) (2.1)
cj is the center point of the j group, xi and cj are in the same group j. k = 2, . . . , n
Definition 2.2. Between-cluster distance:
D(k) = sup
i6=j∈{1,...,k}
d(ci, cj) (2.2)
ci, cj are two center points of the different groups.
The optimal number of clusters k is:
koptimal = arg min
k∈{2,...,n}
{max{d(k), D(k)}} (2.3)
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Table 2.1: The values of the distance d1(k) and D1(k)
k 2 3 4 5 6 7 8
d1(k) · 103km 2.8379 2.6278 2.5346 2.4278 2.3022 2.2562 2.1500
D1(k) · 103km 1.7107 1.9654 2.1099 2.4125 2.5505 2.5568 2.7368
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Figure 2.1: The optimal number of clusters in the direct classification
2.2.3 The direct classification method
The direct classification method focuses on classifying directly the images (Xi). Firstly
we transform every matrix into a vector. For the sake of simplicity, we use algorithms
that already exist in Matlab. In the direct classification of the matrix data, we find
that k = 5 is the optimal number of clusters according to (2.3). We obtain 5 groups
and thus we will need have 5 center points to stand for the daily traffic archetype. Of
course these points do not belong to the original collection of data. Hence, we consider
the nearest point to the center point as the new center point, noted c(j), j = 1, . . . , 5.
The 5 new center points of the images are the standard images which will be denoted
X
(1)
j , j = 1, . . . , 5. Thus, we will predict the behavior of some day according to these
typical representative and compute their errors.
We give the values of the distance d(k) and D(k), we denote by d1(k) and D1(k).
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Table 2.2: The values of the distance d2(k) and D2(k)
k 2 3 4 5 6 7 8
d2(k) · 103km 2.5969 2.3667 2.3657 2.2125 2.1522 2.0562 1.9500
D2(k) · 103km 1.4929 1.8509 1.9220 2.0701 2.1740 2.3507 2.3732
2.2.4 The classification method based on the discrete wavelet
transform
Now we consider 2-D wavelet analysis of images in order to classify the wavelet co-
efficients. For this, we use the Matlab function DWT2 to perform a single-level 2-D
wavelet decomposition, using the haar wavelet as mother wavelet. Then we classify
the corresponding approximation coefficients with K-means classification. We obtain
k = 6 optimal number of clusters according to (2.3), then we will have 6 center points.
As the direct classification, these center points do not belong to the collection of the
approximation coefficients. Hence we consider the nearest point to the center point
as a new center point, denoted by C(j), j = 1, · · ·, 6. Finally there is an image Xj, for
all j, so that
DWT2(Xj) = C(j), j = 1, . . . , 6.
The 6 new center points of the images are the standard images, denoted X(2)j , j =
1, . . . , 6.
We give the values of the distance d(k) and D(k) in the following Table, we denote
by d2(k) and D2(k).
2.2.5 The classification method based on the reconstruction
images
In this section, we consider the classification method based on the reconstruction
images. That is, we classify the reconstruction images. we have already presented
the image decomposition using the MRA in 1.2.3. Now we introduce to the general
de-noising procedure that involves three steps:
1. Decompose the image
Choose a wavelet and a level N. Compute the wavelet decomposition of 2-D
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Figure 2.2: The optimal number of clusters based on 2-D discrete wavelet transform
method
signal at level N.
2. Threshold the detail coefficients
For each level from 1 to N , select a threshold and apply hard threshold to the
detail coefficients.
3. Reconstruct
Compute wavelet reconstruction using the original approximation coefficient of
level N and modified detail coefficient of level from 1 to N.
Three parameters should be selected: wavelet, decomposition level and threshold. In
this chapter, we choose the haar wavelet and decomposition level N = 3 and auto-
threshold (using the function “ddencmp” in Matlab). By classifying the reconstruction
image with K-means, we have seen that k = 6 is the number of the optimal clusters
according to (2.3). As the first method, The 6 new center points of reconstruction
image are the standard images, noted X(3)j , j = 1, . . . , 6. We will predict the behavior
of some day according to these typical representatives and compute their errors.
We give the values of the distance d(k) and D(k), we denote by d3(k) and D3(k).
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Table 2.3: The values of distance d3(k) and D3(k)
k 2 3 4 5 6 7 8
d3(k) · 103 2.5137 2.5027 2.2060 2.1121 1.9716 1.8235 1.7208
D3(k) · 103 1.4363 1.5450 1.8988 1.9530 2.0121 2.2366 2.2956
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Figure 2.3: The optimal number of clusters based on the reconstruction images clas-
sification
2.3 Forecast error
2.3.1 Local and global forecasts
For each of the three different methods, we have k kinds of standard speed images
X
(i)
j ∈ F i, i ∈ 1, 2, 3, j = 1, . . . , k. These three sets, F1, F2 and F3, represent the
archetypes of the daily vehicle speed resulting, respectively, from the three different
methods. Our aim is to use these standard speed images to forecast. We give two
kinds of forecasting methods: local and global forecasts.
Let Jn0 be the observation day. In order to forecast, we compare the incoming data
of the day Jn0 before t0, i.e. XJn0 (t, s),∀t < t0, with all the images of F1 or F2 or F3,
then we choose the nearest image. For this, we define for all i ∈ 1, 2, 3, for all Xj ∈ F i,
X t0−1j = (X
s
j (1), . . . , X
s
j (t0 − 1)), and X t0−1Jn0 = (XsJn0 (1), · · · , XsJn0 (t0 − 1)). Where
Xsj (t) = (Xj(t, 1), . . . , Xj(t, S))
′, and XsJn0 (t) = (XJn0 (t, 1), . . . , XJn0 (t, S))
′,t ≤ t0 − 1
where Z ′ is the transpose of Z.
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Define the distance between X t0−1Jn0 and X
t0−1
j by
d(X t0−1Jn0 , X
t0−1
j ) =
√
tr((X t0−1Jn0 −X
t0−1
j )
′(X t0−1Jn0 −X
t0−1
j )).
Hence, after having chosen one of the three methods, F = F1, or F2 or F3, let Xjˆ
be given:Xjˆ = arg min
Xj∈F
(d(X t0−1Jn0 , X
t0−1
j ))
• (1) For the local forecast.
The vehicle speed can be local forecasted at t ≥ t0 by the following model is:
XˆsJn0 (t) = X
s
jˆ
(t)
We select
t = t0 + h, t0 = 7H, 9H, 11H, 15H, 17H, 19H, h = 6, 30, 60, 120min
• (2) For the global forecast
The vehicle speed can be global forecasted after t0 by the following model is:
Xˆ t+lJn0
= X t+l
jˆ
,
t = t0 + h, h = 6, 30, 60, 120min
where,
Xˆ t+lJn0
= (XˆsJn0 (t), Xˆ
s
Jn0
(t+ 1), . . . , XˆsJn0 (t+ l)), t ≥ t0
X t+l
jˆ
= (Xsjˆ(t), X
s
jˆ
(t+ 1), · · · , Xs
jˆ
(t+ l)), t ≥ t0
In this study, there are 30% of all the days which are forecasted with the local and
global forecast methods of Jn0 .
2.3.2 Average relative error result for the local forecast
The relative error of the local forecast for the day Jn0 is defined by
error1Jn0 =
d(XˆsJn0 (t), X
s
Jn0
(t))√∥∥∥XsJn0 (t)∥∥∥2
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Table 2.4: The average relative error value of the local forecast for h = 6min.
Methods Error t0 = 7h t0 = 9h t0 = 11h t0 = 15h t0 = 17h t0 = 19h
1 ARE 0.3142 0.3504 0.2435 0.2060 0.4816 0.4324
2 ARE 0.3294 0.3159 0.2425 0.2246 0.2568 0.3025
3 ARE 0.2509 0.2095 0.2416 0.2580 0.1985 0.2008
Table 2.5: The average relative error value of the local forecast for h = 30min.
Methods Error t0 = 7h t0 = 9h t0 = 11h t0 = 15h t0 = 17h t0 = 19h
1 ARE 0.6603 0.3191 0.3233 0.2222 0.5724 0.5128
2 ARE 0.5233 0.3289 0.3146 0.2500 0.5150 0.5010
3 ARE 0.2846 0.2614 0.2983 0.2401 0.3220 0.1908
Table 2.6: The average relative error value of the local forecast for h = 60min.
Methods Error t0 = 7h t0 = 9h t0 = 11h t0 = 15h t0 = 17h t0 = 19h
1 ARE 0.3142 0.3504 0.2435 0.2060 0.4816 0.4324
2 ARE 0.3294 0.3159 0.2425 0.2246 0.2568 0.3025
3 ARE 0.1542 0.2132 0.2342 0.3154 0.5022 0.2808
The average relative error of the local forecast is defined by
error1 =
1
n
n∑
i=1
error1i
For the three different methods, we give the average relative error result for the
local forecast at different times ( n = 139 ).
The average relative errors from three different methods are compared in the above
tables, we can obtain the following results:
In most of periods, the average relative errors show that the method based discrete
Table 2.7: The average relative error value of the local forecast for h = 120min.
Methods Error t0 = 7h t0 = 9h t0 = 11h t0 = 15h t0 = 17h t0 = 19h
1 ARE 0.5719 0.3330 0.2404 0.2568 0.3425 0.2024
2 ARE 0.4778 0.3080 0.2269 0.2918 0.3759 0.3306
3 ARE 0.1939 0.1543 0.2491 0.1691 0.2800 0.1736
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Table 2.8: The average relative error value of the global forecast for h = 6min.
Methods Error t0 = 7h t0 = 9h t0 = 11h t0 = 15h t0 = 17h t0 = 19h
1 ARE 0.3941 0.3787 0.3714 0.4671 0.4463 0.3518
2 ARE 0.3781 0.3585 0.3433 0.4028 0.3782 0.2906
3 ARE 0.3549 0.3024 0.3274 0.3916 0.3681 0.2842
Table 2.9: The average relative error value of the global forecast for h = 30min.
Methods Error t0 = 7h t0 = 9h t0 = 11h t0 = 15h t0 = 17h t0 = 19h
1 ARE 0.3955 0.3802 0.3728 0.4863 0.4430 0.3348
2 ARE 0.3787 0.3509 0.3648 0.4275 0.3908 0.2516
3 ARE 0.3555 0.3420 0.3274 0.4071 0.3612 0.2665
wavelet transform is slightly better than the direct classification method. But the
classification method based on the reconstruction images is the best method in three
different methods. That is, the method by wavelet decomposition and reconstruction
reduces the forecast error.
2.3.3 Average relative error result for the global forecast
The relative error of the global forecast is defined by
error2Jn0 =
d(Xˆ t+lJn0
, X t+lJn0
)√∥∥∥X t+lJn0∥∥∥2
t = t0 + h, h = 6, 30, 60, 120min, s = 1, . . . , S.
The average relative error of the global forecast is defined by
error2 =
1
n
n∑
i=1
error2i
For the three different methods, we give the relative error result of the global forecast
at different times ( n = 139 ).
For the global forecasting, from the above tables, we can obtain the following
results:
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Table 2.10: The average relative error value of the global forecast for h = 60min.
Methods Error t0 = 7h t0 = 9h t0 = 11h t0 = 15h t0 = 17h t0 = 19h
1 ARE 0.3960 0.3819 0.3718 0.5001 0.4334 0.3126
2 ARE 0.3775 0.3572 0.3326 0.3256 0.3164 0.2513
3 ARE 0.3552 0.3430 0.3250 0.3871 0.3489 0.2444
Table 2.11: The average relative error value of the global forecast for h = 120min.
Methods Error t0 = 7h t0 = 9h t0 = 11h t0 = 15h t0 = 17h t0 = 19h
1 ARE 0.3976 0.3841 0.3719 0.4939 0.4005 0.2377
2 ARE 0.3608 0.3512 0.3225 0.4563 0.2607 0.2243
3 ARE 0.3546 0.3434 0.3117 0.4026 0.2568 0.2042
In the global forecast, the result is similar to the result of the local forecast. We
find that the classification method based on the reconstruction images is the best in
the three methods. It reduces the estimation error.
2.4 Conclusion
With shorter of the time interval of forecasts, the uncertainty of traffic velocity is
stronger. Thus, the forecast of short-term traffic velocity is very difficult to get a
accurately the effect of predict. Experiments with real-world data show that the
approach based on wavelet decomposition and reconstruction improves the forecast
veracity.
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Abstract
The purpose of this chapter is to study density estimation using penalized log-likelihood
method. We aim at building an adaptive estimator in the sense that it converges at the
optimal rate of convergence without prior knowledge on the density regularity. For this, we
penalize the log-likelihood by a function, which depends on the roughness of the density: the
l1 norm of the wavelet coefficients of the log-density. In this setting, we prove adaptivity for
L2 norm over a certain class of sets, Besov spaces.
Keywords: Density estimation, Penalty, Besov space.
This chapter is a joint work with Loubes J-M and will be published in International
Journal of Applied Mathematics and Statistics Vol.14, No.J09, June 2009..
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CHAPTER 3. PENALIZED MAXIMUM LIKELIHOOD ESTIMATION WITH L1
PENALTY
Introduction
Consider the estimation of a probability density f0 on a bounded domain X based
on independent samples Xi, i = 1, . . . , n. In classical parametric estimation, some
parametric model is often assumed of f(x) and the model is fitted to the observations
by maximum likelihood. But when little is known about the law of the data, non-
parametric methods are to be considered. In this work, we propose a new method,
a penalized maximum likelihood with a l1 penalty. We build an adaptive estima-
tor, in the sense that it achieves the optimal rate of convergence without any prior
smoothness assumption.
Nonparametric density estimation has been tackled by many authors. Indeed,
there are many routes to density estimation, including kernel methods ([10]), smoothed
histograms ([13]), spline methods ([67]), wavelet basis ([23]) or maximum likelihood
methods ([60], [32], [34], [33]). In this work, we will concentrate on maximum penalized
likelihood method. Good and Gaskins ([32]) were the first to introduce the idea of
roughness penalty estimation. Indeed, a naive application of maximum likelihood
method may lead to a too rough estimates. Hence, it is necessary to add a penalty over
the complexity of the estimator in order to restrict the set of admissible estimators.
Complexity here means that we can either control the size of an approximation set
or the regularity of the solution space. In a sieve type methodology, the penalty is of
order the dimension of the approximating space, see for instance the work by Birgé
and Massart ([7]). In our work, we will focus on smoothness type penalties. Given the
observations X1, . . . , Xn, we assume that the density f0 belongs to a class of functions
F , which is usually a subset of a smoothness set such as Sobolev or Besov spaces.
Then, the penalized log-likelihood estimator is defined as
fˆn = argmax
f∈F
(
1
n
n∑
i=1
log f(Xi)− λ2nI(f)
)
, (3.1)
where I(.) is a penalty and λ2n is a sequence of positive numbers decreasing to zero,
which balances the two terms of (3.1). The smaller λ2n, the closer to the data is the
estimator. Hence the smoothing sequence must decrease to zero but not too fast, such
that the regularization effect occurs.
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Choosing the penalty as well as the decay of the smoothing sequence determine
the asymptotic behavior of fˆn. Several choices have been investigated for the penalty:
in the original paper by Good and Gaskins ([32]), the authors propose to use the
function such as I(f) = 2
∫ (
f
′′)2 or I(f) = 2 ∫ (√f ′)2 ([51]). Silverman chose
I(f) =
∫ (
[log f ](3)
)2 ([60]). Other authors, see for instance Tapia and Thompson
in ([59]), have discretized the problem. Projection methods onto different bases and
penalty over the coefficients provide good estimators. Stone or Barron and Sheu
consider log-splines bases ([62], [2]). For a general review of penalization methods
for density estimation ([25]). Van de Geer provided a theorem for general penalties
([66]). Under the assumption that there exists m > 0 such that f0 lies in a Sobolev
space Hm([0, 1]) and for a choice of penalty I(f) =
∫ 1
0
(f (m))2(t)dt, the consistency in
Hellinger distance h(., .) follows. More precisely it is proven that
h(fˆn, f0) = OP (λn)(1 + I(f0))
provided that the smoothing parameter decreases at the following rate:
λ−1n = OP (n
m
2m+1 )(1 + I(f0))
1
2 .
As a result, the estimator achieves the optimal rate of convergence but the prior
knowledge of its regularity m is needed for its construction.
Hence, the asymptotic behavior of the estimates depends on an optimal choice of
the smoothing parameter λ2n. When the optimal value relies on the prior knowledge
of the regularity of the class of functions F , the estimator is called non adaptive.
Looking for adaptive methods is an important task in nonparametric statistics. Here,
we propose a l1 penalty whose sparsity property is a key to adaptation ([46]). More
precisely, under the assumption that the log-density belongs to a Besov space with
regularity s, choosing for penalty the l1 norm of the wavelet coefficients of the log den-
sity, leads to an estimator converging at the minimax rate of convergence
(
n
logn
)− 2s
2s+1
for the L2 norm.
The chapter falls into 4 main parts. In Section 3.1, we recall definitions and set
notation for later use, that is, some equivalent definitions of Besov spaces. In Section
3.2, we provide the main theorem which describes the behavior of the estimator. All
the technical lemmas are stated and the proofs are gathered Section 3.3. In Section
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3.4, we present two main examples of the performance of the l1 penalized density
estimator and we give some simulations.
3.1 Besov spaces and wavelets
In this section, we recall definitions and set notation for later use. Some equivalent
definitions of Besov spaces, which shed further light on their relevance to density
estimation.
3.1.1 The problem of adaptation
Let X1, . . . , Xn be n i.i.d. random variables following an unknown density f : R→ R+
to estimate. Let us define the minimax risk Rn(α) associated to the problem (Lpi, Vα)
of the estimation for the loss function Lpi, 1 ≤ pi ≤ ∞, and for densities belonging to
some subsets of functional spaces denoted Vα, α ∈ A:
Rn(α) = inf
fˆn
sup
f∈Vα
E ‖ fˆn − f ‖pipi . (3.2)
We say that an estimate fˆn is adaptive for the problem (Lpi,A) if and only if :
∃C > 0,∀α ∈ A,∀f ∈ Vα, E ‖ fˆn − f ‖pipi≤ CRn(α).
3.1.2 Multi-resolution analysis and wavelets
Let us recall that one can construct a function φ such that:
(1) the sequence {φ(x− k), k ∈ Z} is an orthonormal family of L2(R). Let V0 be the
subspace spanned.
(2) ∀j ∈ Z, Vj ⊂ Vj+1 if Vj denotes the space spanned by φjk, k ∈ Z, where φjk =
2
j
2φ(2jx− k).
Then we have ∩j∈ZVj = Φ and furthermore, if φ ∈ L2(R) = ∪j∈ZVj and φ is
called the multi-scale function of the multi-resolution analysis (Vj)j∈Z .
(3) Various and regularity properties can be required of φ, we shall here assume that
φ is of class Cr, φ and every derivative up to order r is rapidly decreasing. In
this case, the analysis is said to be regular.
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Under these conditions, define the space Wj by
Vj+1 = Vj ⊕Wj.
There exists a function ψ (the “wavelet”) such that
(1) {ψ(x− k), k ∈ Z} is an orthonormal basis of W0.
(2) {ψjk, k ∈ Z, j ∈ Z} is an orthonormal basis of L2(R), where ψjk = 2 j2ψ(2jx− k).
(3) ψ has the same regularity properties as φ.
In addition, we have the decomposition
L2(R) =
⊕
j∈Z
Wj
That is, for all f ∈ L2(R),
f =
∑
jk
βjkψjk
where
βjk =
∫
f(x)ψjk(x)dx
3.1.3 Besov spaces
We recall here the definition of Besov spaces in terms of wavelet coefficients. Besov
spaces depend on three parameters s > 0, 1 ≤ p ≤ ∞ and 1 ≤ q ≤ +∞ and are
denoted Bs,p,q. For 1p < s < r, we will say that f ∈ Bs,p,q if only if
‖f‖s,p,q = (
∑
j
(2j(s+
1
2
− 1
p
) ‖ βj. ‖p)q)
1
q <∞
(we have set ‖uj.‖p = (
∑
k |ujk|p)
1
p ).
When q =∞,
‖f‖s,p,q = sup
j
(2j(s+
1
2
− 1
p
) ‖ βj. ‖p)
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3.2 Main results
Consider an independent random sample X1, . . . , Xn with unknown probability den-
sity with respect to Lebesgue measure, denoted `, f0 = dPd` on [0, 1]. Assume that there
is a functional set F such that f0 ∈ F . For a given penalty I, define the penalized
maximum likelihood estimator fˆn
fˆn = argmax
f∈F
(
1
n
n∑
i=1
log f(Xi)− λ2nI(f)
)
. (3.3)
This estimator is well studied in [66] and is not adaptive. Hence we propose the
following procedure.
We now reparametrize the density f by way of γ = log f − ∫ log(f)dP and denote
I(f) accordingly by J(γ). So, to every density f ∈ F , we associate the variable γ in the
correspondent functional class Γ. Indeed, often in the literature of density estimation,
it is more convenient to assume some regularity properties over the logarithm of the
density, moreover it ensures positivity of the estimator. From now on, the smoothness
condition will hold over the space Γ.
Since the density integrates to one, we have the useful relation
γ = log f + b(γ)
where
b(γ) := −
∫
log(f)dP = log
∫
eγ(x)d`(x). (3.4)
Moreover we have
b(γ)− b(γ0) = K(f,f0) (3.5)
where K(., .) is the Kullback-Leibler information. The two distance are linked by the
following inequality:
h2(f, f0) ≤ 1
2
K(f, f0).
Hence, the penalized maximum log-likelihood estimator (3.3) can be written as follows
γˆn = argmax
γ∈Γ
(
1
n
n∑
i=1
γ(Xi)− b(γ)− λ2nJ(γ)
)
. (3.6)
In order to obtain an adaptive procedure, we do not consider a penalty depending
directly on the regularity of the unknown function, but, using ideas analogous to the
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ones developed by Loubes and van de Geer ([46]), we consider the l1-norm of coef-
ficients of the function γ in a well chosen basis. More precisely, we assume that γ0
lies in a Besov space Bsp∞([0, 1]) with s >
1
p
. In the literature on density estimation,
one often considers so-called Besov spaces Bsp,q([0, 1]). Such spaces are intrinsically
connected to the analysis of curves since the scale of Besov spaces yields the oppor-
tunity to describe the regularity of functions, with more accuracy than the classical
Hölder scale. The notation Bsp,q([0, 1]) refers to the case of functions on [0, 1], with
“smoothness” s, and where p and q refer to Lp and Lq norms with respect to Lebesgue
measure. In our framework, the main parameter is s, which stands for the regular-
ity of the density to be estimated. Consider a compactly supported wavelet basis
(ψjk), j ≥ 0, k = 0, . . . , 2j − 1 of Bsp∞([0, 1]) with respect to Lebesgue measure, with
enough regularity r > s. Enough means here that the wavelet must have at least,
r > s vanishing moments, which corresponds to the regularity of the wavelet. We
recall that a wavelet regularity is expressed through its number of vanishing moments
([40], [49]). Now for every function in this Besov space, there are coefficients (βjk)j,k
called the wavelet coefficients such that we can write γ =
∑
jk βjkψjk. Then a Besov
norm for s > 1/p is equivalent to an appropriate norm in the sequence space, that is,
the space of the wavelet coefficients ([22], [23]).
So decompose the log-density onto a wavelet basis and write γ0 =
∑
(j,k) β
0
jkψjk.
For all resolution level j1 = j1(n), consider the approximation space Vj1 defined by
Vj1 = Span{ψjk, j < j1, k = 0, . . . , 2j − 1}. Write also γ1 =
∑
j<j1
∑2j−1
k=0 βjkψjk,
the projection of γ0 onto the space Vj1 . Now we consider the following penalty for all
γ ∈ Γ
J(γ) =
∑
j<j1
∑
k
|βjk|.
With this choice of penalty, we can prove the following theorem describing the asymp-
totic behavior of the penalized M-estimator (3.6) with respect to the L2 norm, denoted
‖.‖.
Theorem 3.1. Assume that ∃0 < C < ∞, supγ∈Γ |γ| ≤ C. For j1 such that 2j1 =
O
(
n
logn
)
, and the smoothing sequence such that λ2n ≥ c
√
logn
n
, c is a constant, hence
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the penalized log-likelihood estimator defined for γ0 ∈ Bsp∞([0, 1]) as
γˆn = arg max
γ=
∑
j<j1
∑2j−1
k=0 βjkψjk∈Γ
(
1
n
n∑
i=1
γ(Xi)− b(γ)− λ2n
∑
j<j1
∑
k
|βjk|
)
,
is such that
‖γˆn − γ0‖2 = OP
(
n
log n
)− 2s
2s+1
.
The proof of this theorem relies on empirical process theory. It is postponed to
the section 3.3.2.
Remark 3.1. The condition supγ∈Γ |γ| ≤ C, is similar to the usual condition in log-
likelihood estimation where a lower bound for the density is required, or at least the
non negativity. ∃η0 > 0, f = dPd` ≥ η20.
Remark 3.2. Throughout the chapter, we are not concerned with the issue of the
existence of a solution to the maximization problem (3.6), and we make the assump-
tion that a solution always exists. If not, consider the following approximation for a
sequence ²n → 0:
γ˜n = argmax
γ∈Γ
(
1
n
n∑
i=1
γ(Xi)− b(γ)− λ2nJ(γ) + ²n
)
.
For a choice ²n = O( 1n), the estimator γ˜n has the same asymptotic rate of convergence
as γˆn.
The penalized log-likelihood estimator is pseudo-adaptive over the Besov class of
functions Γ = {Bsp∞([0, 1]), s > 1/p} since it is convergent at the minimax rate of
convergence up to a logarithmic factor for a quadratic loss and its unknown regularity
is not used in its definition. The l1 penalty provides adaptivity in density estimation
in the same way as in the regression scheme, where the equivalence between l1 penalty
and a soft-thresholded estimator is obvious. In density estimation, soft-thresholded
estimators and penalized maximum likelihood estimator with l1 penalty are not equiv-
alent. Nevertheless the sparsity constraint over the coefficients is of the same type,
leading to similar asymptotic behaviors and turning maximum likelihood estimator
into an adaptive estimator.
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3.3 Proof of lemma and theorem
3.3.1 Technical lemmas
In this section, we recall several results that are at the starting point of the proof of
Theorem 3.1. The proofs can be found ([46]).
Throughout all this chapter, for a given set A, we will use the notation #A for the
cardinality of the set A. For m = (j, k), consider the penalty J(γ) =
∑
m∈Λ |βm|, for
a finite set. Let In be any subset of Λ and define
Nn = #In, JN(γ) =
∑
m∈In
|βm|, JM(γ) =
∑
m/∈In
|βm|.
Hence we have
J(γ) = JN(γ) + JM(γ) =
∑
m∈Λ
|βm|.
Consider the set of functions γ =
∑
m∈Λ βmψm, for which∑
m∈Λ
|βm|ρ ≤ 1,
for some 0 ≤ ρ ≤ 2. We may think of ρ as a roughness parameter: if ρ = 0, we assume
the convention x0 = 1 if x is non zero and 00 = 0. As a consequence we get∑
m∈Λ
|βm|0 = #{βm, βm 6= 0}
So for ρ = 0 the function γ may have at most 1 non-zero coefficient, whereas, on the
other extreme, ρ = 2 only requires that γ lies inside the n-dimensional unit ball. We
can point out that the sets ρ is related to the roughness of the function γ since the
sets {β, ∑m∈ |βm|ρ ≤ 1} get larger as ρ increases. Thus, the smaller ρ, the “smoother”
γ will be.
The following lemma provides upper bound for the penalty term when the objective
function γ belongs to a space with roughness ρ.
Lemma 3.1. Suppose that ∑
m∈Λ
|βm|ρ ≤ 1,
for some 0 ≤ ρ < 1. Take In = {m : |βm| > λ2n}. Then
Nn ≤ λ−2ρn JM ≤ λ2(1−ρ)n ,
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and
λ2nN
1
2
n + λnJ
1
2
M ≤ 2λ2−ρn .
Proof. because Nn = #In = {m : |βm| > λ2n} and
∑
m∈Λ |βm|ρ ≤ 1, Then,
1 ≥
∑
m∈Λ
|βm|ρ ≥
∑
m∈In
|βm|ρ =
∑
|βm|>λ2n
|βm|ρ > λ2ρn Nn
Hence, Nn ≤ λ−2ρn .
JM =
∑
m/∈In
|βm| =
∑
|βm|≤λ2n
|βm|1−ρ|βm|ρ ≤ λ2(1−ρ)n
∑
|βm|ρ ≤ λ2(1−ρ)n .
So, λ2nN
1
2
n + λnJ
1
2
M ≤ 2λ2−ρn .
For γ0 =
∑
j
∑
k βjkψjk ∈ Bspq, we get for J > 0: J∑
j=1
2j((2s+1)
p
2
−1) q
p

2j∑
k=1
|βjk|p

q
p

1
q
≤ 1. (3.7)
This quantity is equivalent to the Besov semi-norm. Throughout, we assume s ≥ 0,
p ≥ 1, and q ≥ 1. In the Besov space interpretation, Bspq (with J = ∞) corresponds
(in the sense of norm equivalence) to a Besov ball in the space Bspq([0, 1]).
Lemma 3.2. Suppose that β = (βjk) satisfies (3.7), with ρ = 2/(2s+ 1) ≤ min(p, q),
and J <∞. Then
J∑
j=1
2j∑
k=1
|βj,k|ρ ≤ J
q−ρ
q . (3.8)
3.3.2 Some proofs
Proof of Lemma 3.2:
By Hölder’s inequality, for a sequence a1, . . . , aL, and for t ≥ 1,
L∑
l=1
|al| ≤ L t−1t
(
L∑
l=1
|al|t
) 1
t
. (3.9)
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Apply this first with L = J , |aj| =
∑2j
k=1 |βjk|ρ, and t = q/ρ. Then we find
J∑
j=1

2j∑
k=1
|βjk|ρ
 ≤ J q−ρq
 J∑
j=1

2j∑
k=1
|βjk|ρ

q
ρ

ρ
q
. (3.10)
Next, apply (3.9) with L = 2j, |aj,k| = |βjk|ρ, and t = p/ρ. This yields
2j∑
k=1
|βjk|ρ
 ≤
2 j(p−ρ)p (
2j∑
k=1
|βjk|p)
ρ
p
 .
Do this for each j = 1, . . . J , and insert the result in (3.10):
J
q−ρ
q
 J∑
j=1

2j∑
k=1
|βjk|ρ

q
ρ

ρ
q
≤ J q−ρq
 J∑
j=1
2 j(p−ρ)p (
2j∑
k=1
|βjk|p)
ρ
p

q
ρ

ρ
q
= J
q−ρ
q
 J∑
j=1
2j(
p−ρ
p
) q
ρ

2j∑
k=1
|βjk|p

q
p

ρ
q
≤ J q−ρq ,
since (
p− ρ
p
)
q
ρ
=
(
(2s+ 1)
p
2
− 1
) q
p
.
Proof of Theorem 3.1:
Set γ1 the projection of γ0 onto the approximation space Vj1 . The estimation error
can be split in two terms: a stochastic term and an approximation error.
||γˆn − γ0|| ≤ ||γˆn − γ1||+ ||γ1 − γ0||.
>From the property of the wavelet basis and the choice of the level j1 we have, since
γ0 ∈ Bsp∞([0, 1]):
||γ1 − γ0|| ≤ 2−j1s ≤
(
n
log n
)−s/2
.
Such upper bound only involves the regularity of the log-density γ0, measured in terms
of Besov spaces.
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Now we turn on the stochastic error. The proof involves a concentration inequality
for the empirical process, as it is stated ([66]). The following upper bound stands for
all γ ∈ Γ,
|
∫
(γ − γ1)d(Pn − P )| = |
∫ ∑
m
(βm − β0m)ψmd(Pn − P )|
≤ sup
m
∣∣∣∣∫ ψmd(Pn − P )∣∣∣∣ J(γ − γ1).
We must derive a concentration inequality over
∣∣∫ ψmd(Pn − P )∣∣, from a Bernstein
type inequality. Recall that for ξ1, . . . , ξn i.i.d bounded random variables such that
Eξi = 0, Eξ2i ≤ σ2, |ξi| ≤ ‖ξ‖∞ <∞, then:
P
(
| 1
n
n∑
i=1
ξi| > λ
)
≤ 2 exp
(
− nλ
2
2(σ2 + ‖ξ‖∞λ/3)
)
, ∀λ > 0.
Previous inequality gives here the following upper bound:
P
(
|
∫
ψmd(Pn − P )| > Tn
)
≤ 2 exp(− nT
2
n
2(σ2 + 3/2||Y ||∞))
where Yi = ψm(Xi) − E(ψm(Xi)) are independent random variables with zero mean.
Here σ2 ≤ ||f0||∞ and ||Y ||∞ ≤ 2j/2M. So, using Bernstein inequality, there exists a
finite constant A such that,
P (sup
m
|
∫
ψmd(Pn − P )| > Tn) ≤ 2 exp(−A((nT 2n) ∧ (nTn))).
Using this inequality we obtain:
P (
∑
m∈Λ
|
∫
ψmd(Pn − P )| > Tn) ≤
∑
m∈Λ
2 exp(−AnT 2n)
≤ |Λ|2 exp(−AnT 2n).
If we choose Tn = c
√
logn
n
then if the set of indices is polynomial in n, for c large
enough we have
P (sup
m∈Λ
|
∫
|ψm|d(Pn − P )| > Tn) ≤ 2 |Λ|
nAc2
→ 0.
Now recall our model: we consider a wavelet basis m = (j, k) and we begin to approx-
imate the log-density by its projection onto the space Vj1 for the convenient choice of
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j1 that. Moreover, we have made the assumption that the log-density belongs to a
Besov space Bsp∞([0, 1]) and is bounded in the supremum norm. As a result,
P ( sup
0≤j≤j1,k
|
∫
ψjkd(Pn − P )| ≥ Tn) ≤
j1∑
j=0
∑
k
P (|
∫
ψjkd(Pn − P )| ≥ Tn)
≤
j1∑
j=0
∑
k
2 exp(−Aj((nT 2n) ∧ (nTn)))
≤ 2
j1∑
j=0
2j exp(−AnT 2n)
for a choice of Tn and j1 such that Tn = c
√
logn
n
and 2j1 ≤ 1/c
√
n
logn
, we have
P ( sup
0≤j≤j1,k
|
∫
ψjkd(Pn − P )| ≥ Tn) ≤ 22j1 exp(−AnT 2n)
≤ 2/cn
1/2−Ac2
√
log n
.
As soon as we have chosen c large enough, the last quantity tends to zero as n increases.
The condition over the choice of the constant c can be written as:
c2 ≥ max(||f0||∞, 2/3||ψ||∞).
Then on an event of probability one we can write that for every λ2n ≥ c
√
logn
n
we have
sup
(j,k)∈Λ
|
∫
ψjkd(Pn − P )| ≤ λ2n.
The following inequality is a direct consequence of the definition of the M-estimator
(3.6).
b(γˆn)− b(γ1) + λ2nJ(γˆn) ≤
∫
(γˆn − γ1)d(Pn − P ) + λ2nJ(γ1).
As a matter of fact, recalling the definition of γˆn and using the fact that γ is, by
construction, a centered variable, we get that:
∀γ ∈ Γ,
∫
γˆndPn − b(γˆn)− λ2nJ(γˆn) ≥
∫
γdPn − b(γ)− λ2nJ(γ)∫
γˆndPn − b(γˆn)− λ2nJ(γˆn) ≥
∫
γ1dPn − b(γ1)− λ2nJ(γ1)∫
(γˆn − γ1)dPn + λ2nJ(γ1) ≥ b(γˆn)− b(γ1) + λ2nJ(γˆn)∫
(γˆn − γ1)d(Pn − P ) + λ2nJ(γ1) ≥ b(γˆn)− b(γ1) + λ2nJ(γˆn)
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Now, consistency of the estimator and a Taylor’s expansion of b(γ) lead to:
b(γˆn)− b(γ1) = E‖γˆn(X1)− γ1(X1)‖2/(1 +O(1)). (3.11)
But since dP
d`
≥ η20, we have
||γˆn − γ1||2
1 +OP (1)
+ λ2nJ(γˆn) ≤
∫
(γˆn − γ1)dPn + λ2nJ(γ1). (3.12)
As a result, for the stochastic term, we have the following inequality:
||γˆn − γ1||2
1 +OP (1)
+ λ2nJ(γˆn) ≤ λ2nJ(γˆn − γ1) + λ2nJ(γ1).
Set Λ = {j < j1, k = 0, . . . , 2j − 1}. Or
||γˆn − γ1||2
1 +OP (1)
+ λ2nJM(γˆn) ≤ λ2nJN(γˆn − γ1) + λ2nJM(γˆn − γ1)
+λ2n(JN(γ1)− JN(γˆn)) + λ2nJM(γ1)
≤ 2‖γˆn − γ1‖λ2nN
1
2
n + λ
2
nJM(γˆn) + 2λ
2
nJM(γ1),
or
‖γˆn − γ1‖2 ≤ 2‖γˆn − γ1‖λ2nN
1
2
n + 2λ
2
nJM(γ0).
So we obtain, using Lemma 3.1 and Lemma 3.2 with ρ = 2/(2s + 1) and In = {m =
(j, k), |βm| > λ2n}:
||γˆn − γ1|| ≤ O
(
λ2nN
1/2
n + λnJ
1/2
M
)
≤ O
(
log n
n
)2−ρ
≤ O
(
log n
n
) s
2s+1
.
And, by comparison of the two rates of convergence, we have, for C2 a positive finite
constant:
||γˆn − γ0|| ≤ C2
(
log n
n
) s
2s+1
,
which concludes the proof.
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3.4 Simulations
In this section, we present two main examples of the performance of the l1 penalized
density estimator. The data sets were obtained by simulations by making use of
Matlab routines. The first data set is drawn from a Gaussian distribution, while the
second data set is made of a sample of a mixture of Gaussian variables. The data are
shown in Figure 3.1. The sample is taken of size 200.
The wavelet used to build our estimator is the Daubechies wavelet. We compare
the performance of our estimator with respect to the following three estimators : a
Gaussian kernel estimator called in the Figures kernel which bandwith is chosen by
cross-validation, a log-spline estimator called spline and a smoothing spline estimator
optimized by cross validation, called CV spline. The performance of the four esti-
mators as well as the true density function are displayed for the two data sets in the
figures, Figure 3.2 for the unimodal Gaussian estimation and in Figure 3.3 for the
bimodal density estimation.
In both cases, we can see that the other estimators are either outperformed by the
estimator we propose or of the same order of performance. When dealing with the
estimation of a Gaussian density, the best estimators are the Gaussian kernel estima-
tor and the l1 penalized estimator. But, this estimator behaves badly when facing
a bimodal density where the best estimators are, in this case again the l1 penalized
estimator and the spline estimator for which the optimal smoothing parameter is com-
puted by cross-validation. However, spline technics involve the choice of the numbers
and the locations of knots, hence the l1 penalized estimator is superior in terms of
speed computational cost.
As a conclusion, it appears that adding a l1 constraint to the maximum likeli-
hood estimator provides, in the simulations, a good control over the trade-off between
goodness-of-fit and smoothness. Moreover, this estimate is proven to achieve the best
theoretical rate of convergence. Consequently this penalized estimator appears to be
useful for estimating densities with more complicated structure and still in an adaptive
way, which makes it an interesting tool in density estimation.
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Figure 3.2: Performance of estimators with Gaussian distribution
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Abstract
The purpose of this chapter is to study the calibration methods in survey sampling. By
viewing calibration as an inverse problem, we extend the calibration technique by using a
maximum entropy method. Finding the optimal weights is achieved by considering random
weights and looking for a distribution which maximizes an entropy under the calibration
constraint. This method points a new path for the computation of such estimates and the
investigation of its statistical properties.
Keywords: Survey sampling, Maximum entropy method, Calibration.
This chapter is a joint work with F. Gamboa and J-M. Loubes.
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CHAPTER 4. MAXIMUM ENTROPY METHOD ON THE MEAN FOR SURVEY
SAMPLING
Introduction
Calibration is a method to improve estimation in survey sampling when auxiliary
information is available. It works by modifications of survey weights such that known
population characteristics are reproduced from the sample. Relationships between the
variables are crucial to improve estimation whether the data are stratified or not, as
studied in ([52], [71]). Using auxiliary information enables to obtain estimators that
are approximately unbiased with a variance smaller than that of Horvitz-Thompson
estimator. The weights of sampled units obtained through calibration are as close as
possible to the Horvitz-Thompson weights, with respect to a chosen distance, while
satisfying a certain constraint called the calibration equation. This method was first
described by Deville and Särndal in ([18]), extending an idea of ([17]). For general
references about calibration in survey sampling, we refer to ([61], [71] or [72]) for an
extension to variance estimation.
Finding the solution to a calibration equation involves minimizing an energy with
respect to a constraint. Let y be the vector of variables of interest, x be the auxil-
iary variable whose information is summarized by a value tx, and d be the standard
sampling weights equal to the inverse of the probabilities of the units being included
in the sample. For a chosen distance K(., .), the weights w are sought minimizing
K(w, d) and such that w′x matches a given constraint of the form w′x = tx. More
generally, the possibility of no solution to the calibration equation can be considered.
Indeed among the set of minimizers of the distance, the estimates are sought in a ball
around tx. This issue can be view as an inverse problem as seen in ([64]).
One of the main goal of this section is to show that the method of calibration
can be solved as a particular application of maximum entropy method, leading to
a better understanding of the choice of the distance and sharper properties on the
weights. Indeed, Maximum Entropy Method on the Mean (MEM) aims at finding
a measure minimizing an entropy under some constraints. Such problem occurs in
many areas of physical sciences, tomography, astronomy etc. It has been extensively
studied over the years, see for instance ([9], [35], [41], [27], [30] or [28]). MEM appears
to be a regularization technics different from the usual methods used in the statistical
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literature of inverse problems ([26]).
So, it is natural to apply MEM to calibration in survey sampling within the fol-
lowing framework. The weights w are randomly chosen with a prior distribution
that conveys the information that they must be close to the inverse of the inclusion
probabilities. Then, the distribution is chosen by minimizing the entropy under the
restriction that, under this distribution, the calibration constraint is satisfied on the
mean. Introducing MEM provides a general Bayesian frame to fully understand the
calibration procedure in survey sampling, where the different choices of distances ap-
pear as different choices of prior distribution. This probabilistic point of view enables
also to get more flexible constraints over the weights and to prove other kinds of prop-
erties for the resulting calibration estimate. The solution of the minimization is also
computable more efficiently in this framework.
This point of view is also close in econometrics to empirical likelihood methods
and Generalized Moment Method (GMM) models defined in ([11] or [42]).
Indeed, empirical likelihood methods aim at estimating the unknown distribution
µ from an observed sample z1, . . . , zn satisfying a moment condition of the form
E[g(z, θ)] =
∫
g(z, θ)dµ = 0, θ ∈ Θ ⊂ Rk, (4.1)
where g is a known function and θ an unknown parameter. This issue can be seen as an
application of maximum entropy method, where µ is thought close to the empirical
distribution µˆn = 1/n
∑n
i=1 δzi , to match the data, under the constraint that the
moment condition (4.1) is satisfied. This topic will be tackled in a forthcoming work.
The chapter falls into 4 main parts. Section 4.1 recalls estimation of the finite pop-
ulation mean and total. Section 4.2 is devoted to the construction of the MEM survey
estimator. Section 4.3 deals with the properties of such estimator and gives a stochas-
tic interpretation for calibration and simulations. Conclusions and generalizations are
drawn in Section 4.4.
66
CHAPTER 4. MAXIMUM ENTROPY METHOD ON THE MEAN FOR SURVEY
SAMPLING
4.1 Estimation of the finite population mean and
total
The purpose of sampling is to reduce the cost of collecting data about a population by
gathering information a subset instead of the entire population. Sample surveys are
often the most feasible means of gathering the data required. But, In sample surveys,
auxiliary information on the finite population is often used at the estimation stage to
increase the precision of estimators of the finite population mean. Now, we review the
auxiliary information from surveys.
Auxiliary information from surveys
In sample surveys, auxiliary information on the finite population is often used at
the estimation stage to increase the precision of estimators of the finite population
mean. In the simplest settings, customary ratio and regression estimators incorporate
known finite population means of auxiliary variables. For more general situations,
there have been three main methods proposed in the literature which can be cat-
egorized as model-assisted approaches: the generalized regression estimator (GRE)
([12]); calibration estimators ([18]); and more recently empirical likelihood methods
([14], [15]). All of these methods have only been discussed in the context of a linear
regression working model and essentially incorporate the auxiliary variables through
their known population means even when the auxiliary variables are known for every
unit in the population. We now briefly review these developments and address some
related issues. First, the general setting and notation are described.
The finite population
Suppose that the finite population consists of N identifiable units. Associated with
the i-th unit are, the study variable, yi, and a vector of auxiliary variables, x i. The
values x 1, x 2, · · · , xN are known for the entire population but yi is known only if the
i-th unit is selected in the sample. Let U = {(yi, x i) : i = 1, 2, · · · , N} be the set of
units for the finite population and S = {(yi, x i) : i = 1, 2, · · · , n} be the set of units
in the sample.
Parameters of interest
Although the parameters of interest can be formed more generally, throughout
this work, we will only consider the estimation problem for the finite population mean
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Y¯ = 1
N
∑N
i=1 yi, total Y =
∑N
i=1 yi.
The use of a superpopulation model
In survey sampling theory, the model-assisted approach considers only those es-
timators which are design-consistent and also approximately model-unbiased under
what is termed a working model. This approach attempts to provide valid conditional
inferences under the assumed model and at the same time protects against model
misspecifications in the sense of proving valid design-based inferences irrespective of
the population y-values ([58]).
We will briefly review three model-assisted approaches that incorporate auxiliary
information into the estimation of the finite population mean and total. They are: (i)
The generalized regression estimator (ii) The calibration estimator (iii) The pseudo-
empirical maximum likelihood estimator.
Notation
(a) pii = P (i ∈ S) denote the inclusion probabilities of a complex sampling scheme,
di =
1
pii
denote the basic design weights.
(b) In the absence of supplementary population information, the design-unbiased
Horvitz-Thompson estimator
ˆ¯YHT =
1
N
∑
i∈S
diyi
or
YˆHT =
∑
i∈S
diyi
are typically used. This estimator, which could possibly incorporate auxiliary
information at the design stage, uses no auxiliary information at the estimation
stage.
4.1.1 The generalized regression estimator
In many sampling situations, the population mean of auxiliary variables are known.
This information may not have been used in the sampling design, and it is highly
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desirable to incorporate this information into the estimation procedure. Among com-
monly used procedures, the generalized regression estimator (GRE) ([12]). is the most
general one in that the GRE is easy to compute and can handle multiple auxiliary
variables, continuous or discrete.
Suppose that the finite population was generated from an underlying superpopu-
lation described by a linear regression model,
yi = x
′
iθ + ²i, i = 1, 2, · · · , N (4.2)
where ²i’s are independent and identically distributed with E(²i) = 0, V (²i) = σ2
and θ the unknown superpopulation parameters. A design-based estimator, θˆ, of the
regression coefficients θ can be obtained using sample observations {(yi, x i), i ∈ S}.
The fitted values of yi’s are yˆi = x
′
iθˆ, i = 1, 2, · · · , N.
The total prediction error from the model is
N∑
i=1
ei =
N∑
i=1
yi −
N∑
i=1
yˆi (4.3)
which is itself a finite population total that can be estimated by a Horvitz-Thompson
type estimator ∑
i∈S
diei =
∑
i∈S
diyi −
∑
i∈S
diyˆi (4.4)
This yields
ˆ¯YGRE =
ˆ
1
N
N∑
i=1
yi
=
1
N

ˆN∑
i=1
ei +
N∑
i=1
yˆi

=
1
N
{∑
i∈S
diyi +
N∑
i=1
yˆi −
∑
i∈S
diyˆi
}
= ˆ¯YHT +
{
X¯− ˆ¯XHT
}′
θˆ
(4.5)
where X¯ = 1
N
∑N
i=1 x i and
ˆ¯XHT = 1N {
∑
i∈S dix i}
The generalized regression estimator can be motivated appealing to a superpopu-
lation model. For instance, it is a calibration estimator under a chi-square distance
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measure ([18]). However, the effectiveness of ˆ¯YGRE depends on how strongly the y
variable is linearly related to x variable. Note that, the above construction of ˆ¯YGRE
uses all the fitted values yˆi = x
′
iθˆ for i = 1, 2, · · · , N , but the resulting estimator needs
only the known X¯ to be implemented.
4.1.2 The calibration estimator
One can also study the use of auxiliary information directly by revising the basic
design weighs, di, to satisfy certain benchmark constraints. That is, the sample sum
of a weighted average of the auxiliary variables, using the revised weights, wi, should
equal the known population totals (or means) for auxiliary variables. Deville and
Särndal ([18]) proposed a general method of deriving so called calibration estimators
by first choosing a distance measure ΦS between the basic design weights and the
revised calibration weights and then minimizing this distance subject to specified
benchmark constraints.
The most commonly used distance measure is the chi-square distance,
ΦS =
∑
i∈S
(wi − di)2
diqi
(4.6)
where the qi’s are known positive weights unrelated to di. The uniform weights
qi = 1 are used in most applications, but unequal weights can also be motivated as in
Example 1 of Deville and Särndal ([18]).
The calibration estimator of Y¯ is constructed as ˆ¯YC = 1N
∑
i∈S wiyi, where the
calibration weights, wi , are chosen to minimize ΦS subject to the constraint
∑
i∈S
wix i = X (4.7)
For the chi-square distance, the resulting calibration estimator is
ˆ¯YC =
1
N
∑
i∈S
wiyi =
ˆ¯YHT + (X¯− ˆ¯XHT )′ βˆ (4.8)
where ˆ¯XHT = 1N
∑
i∈S dix i and βˆ = {
∑
i∈S diqix ix
′
i}−1
∑
i∈S diqix iyi
Several interesting points are observed here. First, the motivation for calibration
estimator does not require an assumed superpopulation model. Second, the calibration
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weights, wi, give perfect estimates when applied to the auxiliary variables. Deville
and Särnal ([18]) argued that “weights that perform well for the auxiliary variable
also should perform well for the study variable”. However, it is an implicit underlying
assumption that y and x are linearly related that makes this a valid argument. For
example, in the case of scalar x with x ′i = (1, xi) used in 4.7, it is clear that yi =
β0 + β1xi implies ˆ¯YC = Y¯ .
4.1.3 The pseudo-empirical maximum likelihood estimator
The nonparametric empirical likelihood for independent random variables has been
extensively studied by Owen ([55], [56]) and other subsequent authors. The use of em-
pirical likelihood in the survey context was considered by Chen and Qin ([14]). They
show that, for simple random sampling without replacement, auxiliary information in
the form of known population mean or quantile can be incorporated into the so called
empirical maximum likelihood estimator through proper constraints on the maximiza-
tion of the empirical likelihood. They show that the empirical maximum likelihood
estimator is asymptotically equivalent to the customary regression estimator
However, the idea of using a likelihood approach in surveys goes back to Hartley
and Rao ([37]). Recently, Chen and Sitter ([15]) extend the empirical likelihood ap-
proach from simple random sampling to general sampling schemes through a pseudo-
empirical likelihood approach. First, the whole finite population {yi, i = 1, 2, · · · , N}
can be viewed as iid observations from a certain underlying distribution, F. The cor-
responding empirical likelihood would then be L(F ) =
∏N
i=1 pi with log-likelihood
function
l(p) =
N∑
i=1
log(pi) (4.9)
where pi = p(yi) is the density or probability mass at observation yi. To overcome
the difficulty of not knowing yi for the entire population, they view the log-likelihood
function l(p) in 4.9 as a finite population total. A design unbiased estimator of l(p)
is then available, namely
lˆ(p) =
∑
i∈S
di log(pi) (4.10)
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where di is the basic design weight and Ep{
∑
i∈S di log(pi)} =
∑N
i=1 log(pi). Recall
that Ep denotes the expectation with respect to the sampling design. lˆ(p) is termed
the pseudo-empirical log-likelihood. Auxiliary information of the known population
means can be incorporated into the estimation of Y¯ by using the Pseudo-empirical
Maximum Likelihood Estimator (EL), ˆ¯YEL =
∑
i∈S pˆiyi, where pˆi’s maximize the
pseudo-empirical log-likelihood lˆ(p) subject to∑
i∈S
pi = 1,
∑
i∈S
pi(x i − X¯) = 0(0 ≤ pi ≤ 1) (4.11)
One of the surprising facts about the pseudo-empirical maximum likelihood estimator
is that ˆ¯YEL is asymptotically equivalent to the generalized regression estimator ˆ¯YGRE.
It is surprising since the likelihood-type motivation underlying EL is so different from
that of GRE or calibration. On the other hand, it is not surprising if we look at
the way auxiliary information is used here. The pˆi’s are the revised weights and the
constraint
∑
i∈S pi(x i − X¯) = 0 is identical to the calibration equation. We may also
view −lˆ(p) = −∑i∈S di log pi > 0 as a distance measure between di’s and pi’s (It is
not a true distance measure, since pi = di for all i does not imply −lˆ(p) = 0). Thus,
much like the calibration method, there is implicit use of a linear relationship between
y and x , and a regression type estimator is expected in such situations.
We have presented the three main model-assisted estimation procedures for finite
population mean and total. All of these methods have only been discussed in the
context of a linear regression working model and essentially incorporate the auxiliary
variables through their known population mean even when the auxiliary variables
are known for the entire population. The generalized regression estimator, ˆ¯YGRE, has
(4.2) as its base model. The calibration estimator and the pseudo-empirical maximum
likelihood estimator can be motivated from different perspectives without assuming
a model. However, their effectiveness does rely on the implicit assumption that y
and x are linearly related. They are both asymptotically equivalent to the GRE, and
calibration on x variables directly requires a linear working model to justify.
To answer the fundamental question “how can complete auxiliary information be
effectively used at the estimation stage”, we need to use more sophisticated modeling.
It is the model structure (relationship between y and x ) that determines how the
auxiliary information should best be used. x variables do not necessarily provide
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direct information for population quantities of y, they provide relevant information
through a model.
4.1.4 A further study of the calibration estimator
Consider a finite population U = {1, . . . , k, . . . , N} and a characteristic y with value yk
for every unit k. So y = (y1, . . . , yN) ∈ Θ ⊂ RN is the unknown parameter. Our aim
is to estimate
∑N
i=1 yi or in an equivalent way tY =
1
N
∑N
i=1 yi, the mean characteristic
over the whole population.
Let s ⊂ U be a sample of size |s| = n and p(.) be a probability distribution defined
on U , called sampling design. The observed data are
y(s) = {yi, i ∈ s}.
Define the inclusion probability as
∀k ∈ U , pik = p(k ∈ s).
Assume that pik > 0, so dk = 1pik are well defined. Under the sample design, an
estimator of tY is given by Horvitz-Thompson estimator defined as
tˆY =
1
n
∑
i∈s
κn
pii
yi, (4.12)
where κn := n/N . This estimator has the property of being unbiased, hence it is
widely used for practical cases. This estimator is well studied ([17]). However, the
influence of sample selection is high.
Hence, assume there exists an auxiliary variable x = (x1, . . . , xN), such that
tx =
1
N
N∑
i=1
xi
is known a priori. In order to prevent biased estimation due to bad sample selection,
in the sense that 1
n
∑
i∈s
κn
pii
xi is far from tx, some technics have been introduced to
add different weights for the individuals chosen in the sampling. One of the main
methodology used to correct this effect is the calibration method. For this, consider a
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class of weights estimators 1/n
∑
i∈s κnwixi where the weights w = (wi)i∈s are selected
such that w = (wi)i∈s is close to d := (di)i∈s, under the constraint
1
n
∑
i∈s
κnwixi = tx. (4.13)
The objective is to derive new weights that modify as little as possible the original
sampling weights dk = 1/pik, which have the desirable property of yielding an unbi-
ased estimate of the mean. So there are two basic components in the construction
of calibration estimators, namely a dissimilarity and a set of calibration equations.
The choice of the dissimilarity is less crucial since the resulting estimators are all
asymptotically equivalent to the one obtained by using a chi-squared dissimilarity
with a certain choice of smoothing parameters as shown ([18]). Calibration equations
are routinely used by many survey organizations and are referred to as benchmark
constraints. So, consider a dissimilarity between the weights and the inverse of the
inclusions probabilities R(·, d), the weights are chosen to minimize R(·, d) under the
constraint (4.7).
A typical dissimilarity choice between the original weights and the new weights is
given by the quadratic distance (wk − dk)2/dkqk for qk > 0 a smoothing sequence. So
the new estimator is defined as 1/n
∑
i∈s κnwˆixi, where the weights wˆi are the solution
of wˆ ∈ argmin{(wi), i=1,...,n}
1
n
∑
i∈s κn
(wi−di)2
diqi
,
1
n
∑
i∈s κnwˆixi = tx.
(4.14)
This choice provides as the solution to the minimization problem, the following esti-
mator
Yˆ = Y˜ + (x¯− x˜)βˆ,
where
βˆ = (
∑
i∈s
diqix
2
i )
−1∑
i∈s
diqixiyi
xˆ = 1
N
∑
i∈swixi, while Y˜ =
1
N
∑
i∈s diyi and x˜ =
1
N
∑
i∈s dixi are respectively the
Horvitz-Thompson estimators of Y¯ = 1
N
∑N
i=1 yi and x¯. So a quadratic distance leads
to a generalized regression estimator. Nevertheless, it is natural to consider alternative
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measures which are given ([18]). We first point out that the existence of a solution to
the constrained minimization issue depends on the choice of the dissimilarities. Then,
the different choices can lead to weights with different characteristics, and different
ranges of values that the weights can take and that the users of the survey may find
unacceptable.
Hence, we propose a interpretation of the methodology where choices can be given a
probabilistic interpretation which highlights the properties of the resulting estimators.
4.2 Maximum entropy method on the mean
4.2.1 Exponential family and some properties
The exponential family is a set of probability distributions whose probability density
(with respect to some given measure µ) can be expressed as:
pη(x) = exp{ηTT (x)− A(η)}
(1) η is the canonical parameter, a vector of parameters.
(2) A(η) is the cumulative generating function.
(3)A(η) = log
∫
exp{ηTT (x)}dµ(x).
Where η(θ) is the canonical parameter or natural parameter, θ is the parameter vector
of some distribution that can be written in the form of the exponential family.
The cumulative generative function A(η) has some very important properties:
∇ηA(η) = E(T (X))
That is, the first derivative of the function A(η) at the particular value of η is the
same as the expected value of T (X) for that given η. This means that we can find this
expected value (which normally needs an integration) by differentiating the function
A(η).
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4.2.2 Maximum entropy method and Kullback-Leibler infoma-
tion
In the section, we first introduce the concept of entropy and define the relative entropy.
Definition 4.1. Let X be a random variable with the distribution P , the entropy of
X is defined
H(P ) = −
∫
log(
dP (x)
dx
)dP (x)
Definition 4.2. The relative entropy or Kullback information between two probability
measure P,Q on an abstract probability space (Ω,A) is setK(P,Q) =
∫
Ω
log dP
dQ
dP if P ¿ Q and log dP
dQ
∈ L1(P ),
= +∞ otherwise.
(4.15)
We will show that the previous minimization program (4.14) has in most practical
cases a stochastic interpretation. Indeed, it appears to be fit in the frame of gener-
alized moment problem with convex constraints. For this kind of problem a strong
stochastic machinery, called maximum entropy on the mean, has been developed ([30],
[28]). Roughly speaking, the weights w are seen as expectation of random variables
W , drawn from a probability measure close to a prior µ0. This prior probability
distribution conveys the information that w must be close to d.
Observe that this last quantity is not symmetric. Hence, to avoid confusion we
will call it the relative entropy of P with respect to Q. Note also that, among the
literature in optimization, the relative entropy is often defines as the opposite of the
entropy defined, which explains the name of maximum entropy method, while with
our notations, we consider the minimum of the entropy.
Now we recall the general theorem on Kullback minimization of ([16]).
Lemma 4.1. If Π ⊂ Λ is defined by
Π =
{
P :
∫
fidP ≥ 0, i = 1, · · · , k
}
(4.16)
where f1, · · · , fk are given measurable functions on (S, β), for a probability measure
Q ∈ Λ, we have D = D(Π ‖ Q) <∞ iff there exists a P ∈ Π with P ¿ Q. Then the
generalized Kullback information P ∗ of Q on the Π has Q−density of form
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
dP ∗
dQ
= exp{D +∑ki=1 v∗i fi, on{s : f1(s), · · · , fk(s) ∈M}
= 0 otherwise.
(4.17)
where M is a linear subspace of Rk and v∗ = (v∗1, · · · , v∗k) ∈ Rk+. When M = Rk,
i.e., P ∗ belongs to the exponential family {Pv : v ∈ Θ} defined by
dPv
dQ
=
exp
∑k
i=1 vifi∫
exp(
∑k
i=1 vifi)dQ
, ; Θ =
{
v = (v1, · · · , vk) :
∫
exp(
k∑
i=1
vifi)dQ <∞
}
(4.18)
iff there exists a P ∈ Π with P≡ Q,where≡ designates mutual absolute continuity.
Under the last condition
D = D(Π ‖ Q) = max
v∈Rk+
[− log
∫
exp(
k∑
i=1
vifi)dQ] (4.19)
where the maximum is attained iff Pv = P ∗
Notation
D(Π‖Q) = inf
P∈Π
K(P,Q)
Now, our calibration issue consists in finding the probability measure µ? minimiz-
ing K(·, µ0) under the constraint that the calibration constraint holds in mean:
µ? ∈
{
µ : Eµ
[
1
n
∑
i∈s
κnWixi
]
= tx
}
. (4.20)
We now explain how we build the prior probability µ0. Let Fi, i ∈ s be given proba-
bility measures on Rs and let
ψi(τ) := log
∫
exp(τw)Fi(dw), (τ ∈ R), i ∈ s
be the cumulant generating function of Fi and call D(Fi) the set where ψi is finite.
In the sequel, we will always assume that ψi is essentially smooth (see [65]), strictly
convex and that Fi is not concentrated on a single point. The last assumption means
that if we denote the interior of D(Fi) by ] −∞, αi[ (αi ≤ +∞) then ψ′i(τ) goes to
+∞ whenever αi < +∞ and τ goes to αi. We also denote by SFi the interior of the
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convex hull of the support of Fi. Under the last condition, it is well known see for
example ([1]) that for any ξ ∈ SFi there exits a unique τξ such that ψ′i(τξ) = ξ. That
is ψ′i is an increasing bijection between the interior of D(Fi) and SFi . This means that
the member of the exponential family
Fi,τξ(dw) := exp (wτξ − ψ(τξ))Fi(dw),
has mean ξ.
Calibration method for survey sampling appears as a maximum entropy method
with the following framework. Let di = 1/pii, i ∈ s. Assuming that, for all i = 1, . . . , n,
di lies in SFi , define the prior as
µ0 :=
n⊗
i=1
Fi,τdi .
Recall now more precisely our optimization problem. We wish to minimize the cross
entropy with respect to the prior µ0 under the restriction
Eµ
[
1
n
∑
i∈s
κnWixi
]
= tx. (4.21)
4.2.3 The solution of the optimization problem
Before giving the solution of the previous optimization problem let us give a definition.
Definition 4.3. We say that the optimization problem is feasible if there exists num-
bers (δi)i∈s all lying in ⊗i∈sSFi such that:
1
n
∑
i∈s
κnδixi = tx. (4.22)
Using Kullback minimization lemma 4.1 , we easily obtain:
Proposition 4.1. Assume that the optimization problem is feasible. Then, µ? exists
and is unique. Further
µ?(dw1, . . . , dwn) =
exp
(
λ?
∑
i∈swixi
)
Wn(λ?) µ0(dw1, . . . , dwn), (4.23)
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where the partition function Wn is defined by
Wn(λ) := Eµ0
[
exp
(
λ
∑
i∈s
Wixi
)]
=
∏
i∈s
exp (ψi [τi + λxi]− ψi [τi]) ,
where we set, for i = 1, . . . , n τi := τdi Moreover, λ? is the unique minimizer of the
dual objective function
Hn(λ) :=
κn
n
logWn(λ)− txλ
=
1
n
∑
i∈s
κn (ψi [τi + λxi]− ψi [τi])− txλ.
A direct calculation leads to the fact that the sampling weights associated to µ?
are easily tractable:
Corollary 4.1. Under the assumption of the last proposition the weights w? = (w?i )i∈s
associated to µ? are
w?i = ψ
′
i [τi + λ
?xi] , i ∈ s. (4.24)
Hence, we point out that calibration using maximum entropy framework turns into
a general convex optimization program, which can be easily solved. Indeed, computing
the new weights wi, i ∈ s, only involves a two steps procedure. First optimizing a
scalar convex function and then computing the weights using formula (4.24).
In the next section, we turn on the particular properties of the weights given by
MEM construction and their relationships with classical calibration estimates.
4.3 Properties of MEM survey construction
4.3.1 Interpretation of MEM solution
A quite nice result is that the previous probabilistic solution of our survey sampling
problem has the property to minimize some dissimilarity criteria with d. For a weight
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sequence w = (wi)i∈s, note ψ = (ψi)i∈s and let
Dψ(w, d) := 1n
∑
i∈s κn
[
wi
(
ψ′−1i (wi)− ψ′−1i (di)
)− ψi(ψ′−1i (wi)) + ψi(ψ′−1i (di))] ,
whenever, for all i ∈ s, wi lies in the closure of SFi ,
:= +∞, otherwise.
(4.25)
The following Lemma is proved in [29] and will be useful in the sequel.
Lemma 4.2. Dψ(·, ·) is non negative and is vanishing if and only if the two arguments
of the function coincide.
Theorem 4.1 (Interpretation of MEM solution). Assume that the assumption of
Proposition 4.1 is satisfied. Then, (w?i )i∈s is the only minimizer of Dψ(·, d) under the
restriction (4.13).
Proof. Let (wi)i∈s be any weights sequence satisfying (4.13). Without loss of generality
we may assume that Dψ(w, d) < +∞. Then on one hand,
Dψ(w?, d) = 1
n
∑
i∈s
κn
[
w?i
(
ψ′−1i (w
?
i )− ψ′−1i (di)
)− ψi(ψ′−1i (w?i )) + ψi(ψ′−1i (di)]
=
1
n
∑
i∈s
κn [w
?
i λ
?xi − ψi(λ?xi + τi) + ψi(τi)] = −Hn(λ?).
On the other hand the same kind of calculus leads to
Dψ(w,w?) = Hn(λ?) +Dψ(w, d).
So that, we obtain the identity
Dψ(w, d) = Dψ(w?, d) +Dψ(w,w?). (4.26)
Now we may conclude using Lemma 4.2.
As a consequence the asymptotic properties of the corresponding calibration es-
timator remain unchanged, since to each choice of prior for the MEM calibration
estimator, namely for any ψ, corresponds a choice of distance for Dψ(w, d) that can
be used to define the calibration as in ([18]).
In the classical presentation, calibration methods heavily rely on a distance choice.
Here this choice corresponds to different prior measures F = ⊗i∈sFi. So, we can now
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see some examples of MEM construction obtained by various choices of F , each one
corresponding to a particular choice of distance between the new weights and the
Horvitz-Thompson weights.
4.3.2 Examples of MEM for survey sampling calibration weights
Examples of MEM construction for survey sampling calibration weights
1. Gaussian prior.
Let ∀i ∈ s, Fi = F be the Gaussian distribution N (0, 1). In this case, we obtain
D(F ) = R,
∀τ ∈ R, ψ(τ) = τ
2
2
,
∀y ∈ R∗+, ψ∗(y) =
y2
2
.
So the corresponding contrast which is minimized by the weights is given by
D1(w, d) = 1
n
∑
i∈s
κn(wi − di)2.
We recover the usual quadratic distance for weights construction.
2. Generalized Gaussian prior.
This example is a case where the prior measure is not constant. For a given
positive sequence qi, i ∈ s, let ∀i ∈ s, Fi be the Gaussian distribution N (0, diqi).
We get
D(Fj) = R
∀τ ∈ R, ψi(τ) =
τ 2j diqi
2
,
∀y ∈ R∗+, ψ∗i (y) =
y2
2diqi
.
Finally, the weights minimize the following criterion
D2(w, d) = 1
n
∑
i∈s
κn
(di − wi)2
diqi
.
So, we recover the χ2 distance like given in (4.14), which is one of the main
distance used in survey sampling. The choice of the qi’s can be seen as the choice
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of the variance of the Gaussian prior. The larger the variance, the less stress
is laid on the distance between the weights and the original Horvitz-Thompson
weights.
3. Poisson prior.
If we choose for prior Fj = F, ∀i ∈ s the Poisson distribution of parameter 1
P(1), then we obtain
D(F ) = R,
∀τ ∈ R, ψ(τ) = eτ − 1
∀y ∈ R∗+, ψ∗(y) = y log y − y + 1.
So we have the following contrast
D3(w, d) = 1
n
∑
i∈s
κn
(
wi log
wi
di
+ di − wi
)
.
4. Bernoulli prior.
Consider the simplest reference probability which undergoes the assumptions,
that is for b > 0,
∀i ∈ s, Fi(dy) = F (dy) = 1
2
δ0(y) +
1
2
δb(y),
then we have
D(F ) = R,
∀τ ∈ R, ψ(τ) = log e
bτ + 1
2
∀y ∈ R∗+, ψ∗(y) =
y
b
log
y
b
+ (1− y
b
) log(1− y
b
) + log 2.
In this case, we get the following between weights distance
D4(w, d) = D3(w, d) +D3(b− w, d− w),
where we have set b− w = (b− wi)i∈s. Hence, we obtain a smoothed version of
previous dissimilarity D3, where b is a trade-off parameter to be chosen by the
user. Again, we recover a well-used between weights distance.
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Remark 4.1.
∀y ∈ R∗+, ψ∗i (y) = sup
τ
(yτ − ψi(τ)) (4.27)
The MEM construction for calibration weights provides also the following relation
between the optimal weights and any candidate. Indeed, the proof of Theorem 4.1
leads directly to:
Theorem 4.2 (Pythagoras relation). Assume that the assumption of Proposition 4.1
is fulfilled. Let (wi)i∈s be any weights sequence satisfying (4.13). Then
Dψ(w, d) = Dψ(w?, d) +Dψ(w,w?). (4.28)
4.3.3 Simulations
We give a limited simulation study to investigate the finite sample performance of the
estimators of Y¯ . A finite population consisting of N = 2, 000 units is generated as
an i.i.d. sample from (X,Y ), where X ∼ N(0, 1), Y ∼ N(0, 1) and the correlation
coefficient between Y and X is ρ. Four different finite populations were used by
choosing different values of ρ, such that the correlation coefficients between Y and X
are 0.95, 0.8 and 0.5.
For each fixed finite population, two simple random samples of size n = 200, 1000
are respectively taken and we consider the prior probability for each fixed finite pop-
ulation. Estimators ˆ¯Y is computed using the sample data. The process was repeated
B = 100 times.
The performance of the estimator is measured by percentage Relative Error (RE).
RE = 100×B−1
B∑
i=1
| ˆ¯Y − Y¯ |
Y¯
,
Remark: For the prior distribution Bernoulli, we choose b = 1, that is ,
∀i ∈ s, Fi(dy) = F (dy) = 1
2
δ0(y) +
1
2
δ1(y).
In these simulations, we can obtain:
• (1) the RE values are all within a reasonable range.
• (2) ˆ¯Y performs better when the relationship between Y and X is stronger.
• (3) the number n is larger, the RE value is smaller for the different populations.
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Population ρ Prior probability
N(0,1) Poisson(1) Bernoulli
Percentage Relative Error (RB)
1 0.95 4.1 6.3 8.2
2 0.8 7.5 8.9 9.6
3 0.5 12.5 13.7 12.9
Table 4.1: Percentage Relative Error (RE) for n = 200
Population ρ Prior probability
N(0,1) Poisson(1) Bernoulli
Percentage Relative Error (RE)
1 0.95 3.8 6.1 7.9
2 0.8 7.8 8.6 9.4
3 0.5 11.7 14.2 13.5
Table 4.2: Percentage Relative Error (RE) for n = 1000
4.4 Concluding remarks
Calibration of survey sample estimators using maximum entropy method first gives a
explanation to the arbitrary choice of distance between the weights. It corresponds to
different choices for the prior used to draw the weight sample with a natural interpre-
tation. Existence of solutions to the minimization issue are also now well established,
while the algorithms used to compute the new weights are well known and very ef-
ficient within this framework. Moreover, previous results can be easily generalized
either to higher dimension parameters or to different kinds of calibration constraints.
On the one hand, in the general case, Y ∈ RN×d is the parameter of interest,
while X ∈ RN×p stands for the auxiliary variables. Let A be the diagonal matrix of
sampling weights equal to the inverse of the inclusion probabilities. For c ∈ RN a
vector of known constants, the goal is to estimate Y ′c by Y ′sws where ws ∈ Rn are
chosen in order to minimize a distance d(ws, Ascs) under the constraint X ′sws = X ′c.
Here again the distance has to be properly chosen. For instance consider a matrix
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U ∈ RN×N and set
‖V ‖2Us = α′Usα.
Hence weights are chosen solution of the constrained minimization program
min
{ws, X′sws=X′c}
‖ws − Ascs‖2Us .
This is an inverse problem and the solution is given by a Tikhonov regularization
estimator. Maximum Entropy Method can be easily generalized to higher dimensions
and the results still hold.
On the other hand, the constraint may be weakened into a quadratic constraint of
the form
| 1
n
∑
i∈s
κn
pii
xi − tx|2 ≤ ²
for ² > 0 a given small constant. Using Maximum Entropy construction enables to
state that previous results still holds. Indeed let C² denote the ball of radius ² and
center tx (or any convex set which stands for the desired constraints), then the weak
moment condition can be obtained by adding this convex constraint to the MEM
construction, by setting
µ? ∈
{
µ : Eµ
[
1
n
∑
i∈s
κnWixi
]
∈ C²
}
. (4.29)
Results from MEM theory enables to conclude that previous results still hold, only
by changing Hn(λ) in Proposition 4.1 by the following function
H˜n(λ) :=
κn
n
logWn(λ)− sup
x∈C²
txλ.
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Appendix
MATLAB Program
Some programs in chapter 4
Gaussian prior
We give the programs for the computations of calibration weights and percentage Rel-
ative Error for the Gaussian prior in the three finite populations.
x=normrnd(0,1,2000,2);
X1=x(:,1);
Y1=x(:,2);
meanX1=(1/2000)*(sum(X1));
y1=0.95*X1+sqrt(1-0.952) ∗ Y 1;
y2 = 0.8 ∗X1 + sqrt(1− 0.82) ∗ Y 1;
y3 = 0.5 ∗X1 + sqrt(1− 0.52) ∗ Y 1;
meany1 = (1/2000) ∗ (sum(y1));
meany2 = (1/2000) ∗ (sum(y2));
meany3 = (1/2000) ∗ (sum(y3));
N = length(X1);
n = input(′lengthofsubvectors(itmusbe <= N !!) :′);
nbvect = input(′numberofvectors :′);
d1 = 1./(n ∗ ((abs(y1))/(sum(abs(y1)))));
d2 = 1./(n ∗ ((abs(y2))/(sum(abs(y2)))));
d3 = 1./(n ∗ ((abs(y3))/(sum(abs(y3)))));
vectX1 = zeros(n, nbvect);
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vecty1 = zeros(n, nbvect);
vecty2 = zeros(n, nbvect);
vecty3 = zeros(n, nbvect);
vectd1 = zeros(n, nbvect);
vectd2 = zeros(n, nbvect);
vectd3 = zeros(n, nbvect);
omega1 = zeros(n, nbvect);
omega2 = zeros(n, nbvect);
omega3 = zeros(n, nbvect);
fork = 1 : nbvect
order = randperm(N);
newX1 = X1(order);
newy1 = y1(order);
newy2 = y2(order);
newy3 = y3(order);
newd1 = d1(order);
newd2 = d2(order);
newd3 = d3(order);
vectX1(:, k) = newX1(1 : n);
vecty1(:, k) = newy1(1 : n);
vecty2(:, k) = newy2(1 : n);
vecty3(:, k) = newy3(1 : n);
vectd1(:, k) = newd1(1 : n);
vectd2(:, k) = newd2(1 : n);
vectd3(:, k) = newd3(1 : n);
end;
localmeanX1 = zeros(1, nbvect);
localmeany1 = zeros(1, nbvect);
localmeany2 = zeros(1, nbvect);
localmeany3 = zeros(1, nbvect);
lambda1 = zeros(1, nbvect);
lambda2 = zeros(1, nbvect);
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lambda3 = zeros(1, nbvect);
fork = 1 : nbvect
localmeanX1(k) = (1/N) ∗ sum(vectd1(:, k). ∗ vectX1(:, k));
localmeanX2(k) = (1/N) ∗ sum(vectd2(:, k). ∗ vectX1(:, k));
localmeanX3(k) = (1/N) ∗ sum(vectd3(:, k). ∗ vectX1(:, k));
lambda1(k) = (meanX1− localmeanX1(k))/sum(vectX1(:, k). ∗ vectX1(:, k));
lambda2(k) = (meanX1− localmeanX2(k))/sum(vectX1(:, k). ∗ vectX1(:, k));
lambda3(k) = (meanX1− localmeanX3(k))/sum(vectX1(:, k). ∗ vectX1(:, k));
omega1(:, k) = vectd1(:, k) + lambda1(k). ∗ vectX1(:, k);
omega2(:, k) = vectd2(:, k) + lambda2(k). ∗ vectX1(:, k);
omega3(:, k) = vectd3(:, k) + lambda3(k). ∗ vectX1(:, k);
localmeany1(k) = (1/N) ∗ sum(omega1(:, k). ∗ vecty1(:, k));
localmeany2(k) = (1/N) ∗ sum(omega2(:, k). ∗ vecty2(:, k));
localmeany3(k) = (1/N) ∗ sum(omega3(:, k). ∗ vecty3(:, k));
end;
globalmeany1 = 100 ∗ (1/nbvect) ∗ sum((localmeany1−meany1)/meany1);
globalmeany2 = 100 ∗ (1/nbvect) ∗ sum((localmeany2−meany2)/meany2);
globalmeany3 = 100 ∗ (1/nbvect) ∗ sum((localmeany3−meany3)/meany3);
Poisson prior
We give the programs for the computations of calibration weights and percentage Rel-
ative Error for the Poisson prior in the three finite populations.
x=normrnd(0,1,2000,2);
X1=x(:,1); Y1=x(:,2);
meanX1=(1/2000)*(sum(X1));
y1=0.95*X1+sqrt(1-0.952) ∗ Y 1;
y2 = 0.8 ∗X1 + sqrt(1− 0.82) ∗ Y 1;
y3 = 0.5 ∗X1 + sqrt(1− 0.52) ∗ Y 1;
meany1 = (1/2000) ∗ (sum(y1));
meany2 = (1/2000) ∗ (sum(y2));
meany3 = (1/2000) ∗ (sum(y3));
N = length(X1);n = input(′lengthofsubvectors(itmusbe <= N !!) :′);
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nbvect = input(′numberofvectors :′);
d1 = 1./(n ∗ ((abs(y1))/(sum(abs(y1)))));
d2 = 1./(n ∗ ((abs(y2))/(sum(abs(y2)))));
d3 = 1./(n ∗ ((abs(y3))/(sum(abs(y3)))));
d4 = 1./(n ∗ ((abs(y4))/(sum(abs(y4)))));
vectX1 = zeros(n, nbvect);
vecty1 = zeros(n, nbvect);
vecty2 = zeros(n, nbvect);
vecty3 = zeros(n, nbvect);
vectd1 = zeros(n, nbvect);
vectd2 = zeros(n, nbvect);
vectd3 = zeros(n, nbvect);
omega1 = zeros(n, nbvect);
omega2 = zeros(n, nbvect);
omega3 = zeros(n, nbvect);
order = randperm(N);
newX1 = X1(order);
newy1 = y1(order);
newy2 = y2(order);
newy3 = y3(order);
newd1 = d1(order);
newd2 = d2(order);
newd3 = d3(order);
vectX1(:, k) = newX1(1 : n);
vecty1(:, k) = newy1(1 : n);
vecty2(:, k) = newy2(1 : n);
vecty3(:, k) = newy3(1 : n);
vectd1(:, k) = newd1(1 : n);
vectd2(:, k) = newd2(1 : n);
vectd3(:, k) = newd3(1 : n);
end;
localmeanX1 = zeros(1, nbvect);
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localmeany1 = zeros(1, nbvect);
localmeany2 = zeros(1, nbvect);
localmeany3 = zeros(1, nbvect);
lambda1 = zeros(1, nbvect);
lambda2 = zeros(1, nbvect);
lambda3 = zeros(1, nbvect);
fork = 1 : nbvect
localmeanX1(k) = (1/N) ∗ sum(vectd1(:, k). ∗ vectX1(:, k));
localmeanX2(k) = (1/N) ∗ sum(vectd2(:, k). ∗ vectX1(:, k));
localmeanX3(k) = (1/N) ∗ sum(vectd3(:, k). ∗ vectX1(:, k));
functionff1 = @(lambd1)sum(vectd1(:, k). ∗ exp(lambd1 ∗ vectX1(:, k)). ∗ vectX1(:
, k))− 2000 ∗meanX1;
lambda1(k) = fzero(ff1, 1);
functionff2 = @(lambd2)sum(vectd2(:, k). ∗ exp(lambd2 ∗ vectX1(:, k)). ∗ vectX1(:
, k))− 2000 ∗meanX1;
lambda2(k) = fzero(ff2, 1);
functionff3 = @(lambd3)sum(vectd3(:, k). ∗ exp(lambd3 ∗ vectX1(:, k)). ∗ vectX1(:
, k))− 2000 ∗meanX1;
lambda3(k) = fzero(ff3, 1);
omega1(:, k) = vectd1(:, k). ∗ exp(lambda1(k). ∗ vectX1(:, k));
omega2(:, k) = vectd2(:, k). ∗ exp(lambda2(k). ∗ vectX1(:, k));
omega3(:, k) = vectd3(:, k). ∗ exp(lambda3(k). ∗ vectX1(:, k));
localmeany1(k) = (1/N) ∗ sum(omega1(:, k). ∗ vecty1(:, k));
localmeany2(k) = (1/N) ∗ sum(omega2(:, k). ∗ vecty2(:, k));
localmeany3(k) = (1/N) ∗ sum(omega3(:, k). ∗ vecty3(:, k));
end;
globalmeany1 = 100 ∗ (1/nbvect) ∗ sum((localmeany1−meany1)/meany1);
globalmeany2 = 100 ∗ (1/nbvect) ∗ sum((localmeany2−meany2)/meany2);
globalmeany3 = 100 ∗ (1/nbvect) ∗ sum((localmeany3−meany3)/meany3);
Bernoulli prior
We give the programs for the computations of calibration weights and percentage Rel-
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ative Error for the Bernoulli prior in the three finite populations.
x=normrnd(0,1,2000,2);
X1=x(:,1); Y1=x(:,2);
meanX1=(1/2000)*(sum(X1));
y1=0.95*X1+sqrt(1-0.952) ∗ Y 1;
y2 = 0.8 ∗X1 + sqrt(1− 0.82) ∗ Y 1;
y3 = 0.5 ∗X1 + sqrt(1− 0.52) ∗ Y 1;
meany1 = (1/2000) ∗ (sum(y1));
meany2 = (1/2000) ∗ (sum(y2));
meany3 = (1/2000) ∗ (sum(y3));
N = length(X1);
n = input(′lengthofsubvectors(itmusbe <= N !!) :′);
nbvect = input(′numberofvectors :′);
d1 = 1./(n ∗ ((abs(y1))/(sum(abs(y1)))));
d2 = 1./(n ∗ ((abs(y2))/(sum(abs(y2)))));
d3 = 1./(n ∗ ((abs(y3))/(sum(abs(y3)))));
vectX1 = zeros(n, nbvect);
vecty1 = zeros(n, nbvect);
vecty2 = zeros(n, nbvect);
vecty3 = zeros(n, nbvect);
vectd1 = zeros(n, nbvect);
vectd2 = zeros(n, nbvect);
vectd3 = zeros(n, nbvect);
omega1 = zeros(n, nbvect);
omega2 = zeros(n, nbvect);
omega3 = zeros(n, nbvect);
fork = 1 : nbvect
order = randperm(N);
newX1 = X1(order);
newy1 = y1(order);
newy2 = y2(order);
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newy3 = y3(order);
newd1 = d1(order);
newd2 = d2(order);
newd3 = d3(order);
vectX1(:, k) = newX1(1 : n);
vecty1(:, k) = newy1(1 : n);
vecty2(:, k) = newy2(1 : n);
vecty3(:, k) = newy3(1 : n);
vectd1(:, k) = newd1(1 : n);
vectd2(:, k) = newd2(1 : n);
vectd3(:, k) = newd3(1 : n);
end;
localmeanX1 = zeros(1, nbvect);
localmeany1 = zeros(1, nbvect);
localmeany2 = zeros(1, nbvect);
localmeany3 = zeros(1, nbvect);
lambda1 = zeros(1, nbvect);
lambda2 = zeros(1, nbvect);
lambda3 = zeros(1, nbvect);
fork = 1 : nbvect
localmeanX1(k) = (1/N) ∗ sum(vectd1(:, k). ∗ vectX1(:, k));
localmeanX2(k) = (1/N) ∗ sum(vectd2(:, k). ∗ vectX1(:, k));
localmeanX3(k) = (1/N) ∗ sum(vectd3(:, k). ∗ vectX1(:, k));
functionff1 = @(lambd1)sum(2 ∗ (vectd1(:, k)./(2 − vectd1(:, k))). ∗ exp(lambd1 ∗
vectX1(:, k))./(1 + (vectd1(:, k)./(2 − vectd1(:, k))). ∗ exp(lambd1 ∗ vectX1(:, k))). ∗
vectX1(:, k))− 2000 ∗meanX1;
lambda1(k) = fzero(ff1, 1);
functionff2 = @(lambd2)sum(2 ∗ (vectd2(:, k)./(2 − vectd2(:, k))). ∗ exp(lambd2 ∗
vectX1(:, k))./(1 + (vectd2(:, k)./(2 − vectd2(:, k))). ∗ exp(lambd2 ∗ vectX1(:, k))). ∗
vectX1(:, k))− 2000 ∗meanX1;
lambda2(k) = fzero(ff2, 1);
functionff3 = @(lambd3)sum(2 ∗ (vectd3(:, k)./(2 − vectd3(:, k))). ∗ exp(lambd3 ∗
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vectX1(:, k))./(1 + (vectd3(:, k)./(2 − vectd3(:, k))). ∗ exp(lambd3 ∗ vectX1(:, k))). ∗
vectX1(:, k))− 2000 ∗meanX1;
lambda3(k) = fzero(ff3, 1);
omega1(:, k) = 2 ∗ (vectd1(:, k)./(2 − vectd1(:, k))). ∗ exp(lambda1(k). ∗ vectX1(:
, k))./(1 + (vectd1(:, k)./(2− vectd1(:, k))). ∗ exp(lambda1(k). ∗ vectX1(:, k)));
omega2(:, k) = 2 ∗ (vectd2(:, k)./(2 − vectd2(:, k))). ∗ exp(lambda2(k). ∗ vectX1(:
, k))./(1 + (vectd2(:, k)./(2− vectd2(:, k))). ∗ exp(lambda2(k). ∗ vectX1(:, k)));
omega3(:, k) = 2 ∗ (vectd3(:, k)./(2 − vectd3(:, k))). ∗ exp(lambda3(k). ∗ vectX1(:
, k))./(1 + (vectd3(:, k)./(2− vectd3(:, k))). ∗ exp(lambda3(k). ∗ vectX1(:, k)));
localmeany1(k) = (1/N) ∗ sum(omega1(:, k). ∗ vecty1(:, k));
localmeany2(k) = (1/N) ∗ sum(omega2(:, k). ∗ vecty2(:, k));
localmeany3(k) = (1/N) ∗ sum(omega3(:, k). ∗ vecty3(:, k));
end;
globalmeany1 = 100 ∗ (1/nbvect) ∗ sum((localmeany1−meany1)/meany1);
globalmeany2 = 100 ∗ (1/nbvect) ∗ sum((localmeany2−meany2)/meany2);
globalmeany3 = 100 ∗ (1/nbvect) ∗ sum((localmeany3−meany3)/meany3);
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