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Optoelectronic parallel-matching architecture:
architecture description, performance estimation,
and prototype demonstration
Keiichiro Kagawa, Kouichi Nitta, Yusuke Ogura, Jun Tanida, and Yoshiki Ichioka
We propose an optoelectronic parallel-matching architecture ~PMA! that provides powerful processing
capabilities in global processing compared with conventional parallel-computing architectures. The
PMA is composed of a global processor called a parallel-matching ~PM! module and multiple processing
elements ~PE’s!. The PM module is implemented by a large-fan-out free-space optical interconnection
and a PM smart-pixel array ~PM-SPA!. In the proposed architecture, by means of the PM module each
PE can monitor the other PE’s by use of several kinds of global data matching as well as interprocessor
communication. Theoretical evaluation of the performance shows that the proposed PMA provides
tremendous improvement in global processing. A prototype demonstrator of the PM module is con-
structed on the basis of state-of-the-art optoelectronic devices and a diffractive optical element. The
prototype is assumed for use in a multiple-processor system composed of 4 3 4 PE’s that are completely
connected through bit-serial optical communication channels. The PM-SPA is emulated by a complex
programmable device and a complementary metal-oxide semiconductor photodetector array. On the
prototype demonstrator the fundamental operations of the PM module were verified at 15 MHz. © 2001
Optical Society of America
OCIS codes: 200.4650, 200.2610, 070.4560, 200.3050.
1. Introduction
Parallel distributed processing is an effective method
for advancing the performance of computing sys-
tems.1 The performance of parallel-computing
systems is dominated by many factors such as net-
work topology, communication bandwidth, task-
scheduling methods, and memory architectures.2 In
particular, the bandwidth of the network is critical.
However, the performance of parallel-computing
systems that are embodied by conventional elec-
tronic technologies has been limited because of the
bottlenecks associated with electronic planar-
interconnection technologies.
For clearing the bottlenecks photonic networks
based on three-dimensional free-space optical inter-
connection ~FSOI! and optoelectronic VLSI ~OE-
VLSI! have become a significantly promising option
for parallel computers.3,4 An OE-VLSI, or what is
called a smart-pixel array ~SPA!, is an optoelectronic
device equipped with high-density optical input–
output ports on VLSI electronic circuitry, which can
provide ultrahigh-speed and dense interconnection,
utilizing the large space–bandwidth product and the
high-speed propagation of free-space optics. For ex-
ample, operating speeds greater than 1 GHz5,6 and
integration of more than 1000 pixels on a chip3 have
been reported.
Recently several demonstrators such as an optical
backplane,7 an optoelectronic crossbar network,8 an
optical multimesh hypercube,9 and the FAST-Net10
were presented to exploit the potential applicability
of the smart-pixel-based FSOI to parallel computers.
These demonstrators aimed to show high capabilities
of global interconnection with wide communication
bandwidths in parallel-computing systems. In most
FSOI systems the communication mechanism is im-
plemented by the combination of optical data fan-out,
shuffle, and electronic selection.8,9 To make the best
use of the excellent features of large fan-outs and the
parallel data shuffle of the FSOI, one should consider
the processing algorithm in the system design.
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From the viewpoint of the system architecture the
existing demonstrators do not necessarily utilize op-
tical data fan-out in an effective manner because
most of the fanned-out information is discarded.
In this paper we focus on a bandwidth mismatch
between the bandwidth of local processing at process-
ing elements ~PE’s! and the required bandwidth of
inter-PE communication in global processing, which
is a problem that emerges when a photonic network is
introduced into parallel-computing systems. Here
we define global processing as the types of operations
that require multiple data from multiple PE’s. Be-
cause communication among the PE’s and processing
are implemented separately in the conventional
parallel-computing architectures, N data from N
slave PE’s are transferred to the master PE through
a network hub to execute global processing. During
the procedure the traffic of the communication path
between the master PE and the slave PE’s is N times
as large as the bandwidth of the communication path
between the network hub and the PE’s. This situa-
tion constitutes the bandwidth mismatch, which re-
duces the throughput of the parallel computing
system. This bottleneck caused by the bandwidth
mismatch cannot be eliminated by a simple increase
in the communication capacity of the network. We
can conclude that the conventional parallel-
computing architectures are not always suitable for
global processing. The existing photonic network
demonstrators also inherently have this bottleneck.
We believe that the smart-pixel-based FSOI ap-
proach is attractive not only for global data switching
but also for global data processing. It has the po-
tential capability to improve the processing perfor-
mance of parallel-computing systems by use of global
processing. The effective method that we propose to
eliminate the bottleneck is to integrate the network
hub with the master PE by use of the smart-pixel-
based FSOI. In this paper we call the hybrid master
PE a global processor. Because a huge amount of
the data from multiple PE’s is processed at once by
smart pixels, the input and the processing band-
widths of the global processor will become much
larger than the simple master PE. Consequently,
the bandwidth of processing at the global processor
and the data rate of the fanned-in data become com-
parable, which means that there is no bandwidth
mismatch. This configuration is based on an opto-
electronic heterogeneous architecture previously pre-
sented by Tanida et al.11
As an instance of the optoelectronic heterogeneous
architecture, we propose an optoelectronic parallel-
matching architecture ~PMA!, which is an effective
parallel-computing architecture that is suitable for
global processing. A system that is based on the
PMA has the ability to execute global processing
without degrading the throughput of the whole sys-
tem. Detection of the PE’s that satisfy a given con-
dition and a given summation of absolute differences
over the multiple PE’s are typical examples of the
global processing. The global processor of the PMA
is called a parallel-matching ~PM! module and con-
sists of a large-fan-out FSOI and a parallel-matching
smart-pixel array ~PM-SPA!. In Section 2 the con-
cept of the PMA and the functions of the PM module
are described. In Section 3 an optoelectronic embod-
iment of the PM module is presented. In Section 4
the performance of the PMA is evaluated theoreti-
cally and compared with other optoelectronic net-
works. In Section 5 the design of the components of
the prototype demonstrator is explained. The ex-
perimental results of the prototype are presented in
Section 6. In Section 7 several issues of the PMA are
discussed.
2. Parallel-Matching Architecture
A. Distributed Optimization Problems
We assume a multiple-instruction–multiple-data
stream parallel-computing system consisting of N
PE’s that are embodied as OE-VLSI’s. The PE’s are
connected to each other through a photonic network
with a specific network topology. A heuristic opti-
mization algorithm based on the distributed algo-
rithm is a good application of the parallel computing
systems. The genetic algorithm12 is an example of
the distributed heuristic optimization algorithms.
A heuristic optimization algorithm can be applied to
a wide range of problems that do not always have a
rigorous method of solution.
A general procedure of the distributed optimization
algorithm is composed of distribution of the data,
parallel processing ~local processing!, and integration
of the calculated data ~global processing!. Initially,
the contents of the candidates of solutions are set at
random to cover the wide volume of solution space.
After the candidates of solutions are distributed to
the PE’s, each PE locally updates the contents of the
candidate and calculates its fitness function. To
choose the good candidates requires that all the can-
didates on the multiple PE’s be globally compared
with each other on the basis of the values of the
fitness function. This procedure is repeated until
the solutions with the required fitness are obtained.
In this procedure parallel processing of the calcula-
tion of the candidates of solutions will reduce the
total processing time. However, as was mentioned
in Section 1, global processing composed of data in-
tegration and selection of good candidates will lead to
processing bottlenecks in conventional parallel com-
puters without a global processor.
B. Architecture
Figure 1 shows the system compositions for the dis-
tributed algorithms by the conventional multiple-
instruction–multiple-data stream parallel-computing
system and the PMA. The conventional architecture
has a hierarchy composed of a master PE and multiple
slave PE’s, as shown in Fig. 1~a!. The roles of the
master PE are data distribution, data integration, and
global processing. Because the amount of network
traffic for the data distribution and integration is N
times as large as the processing capacity of the proces-
sor, these procedures can become processing bottle-
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necks. On the other hand, the PMA has a different
composition, as shown in Fig. 1~b!. Because global
processing is executed inside the PM module, the PE’s
in the system have the same priority; that is, the sys-
tem has a flat hierarchy. As a result, there is no
bottleneck in the proposed architecture with respect to
global processing.
Another important feature of the proposed archi-
tecture is its flexibility in selecting its network topol-
ogy. Because the PMA does not specify its network
topology, arbitrary network topologies can be
adopted. This feature enables system designers to
choose the best network topology to fit their require-
ments for the parallel-computing system. We be-
lieve that the complete connection is promising
because the diameter of the network is unity, which
means that every PE can communicate directly with
arbitrary PE’s without relaying the communication
packets. Hence we assume complete connection as
the network topology of the PMA.
C. Parallel-Matching Operations
We define the datum from each PE as the reference
datum and that from the other PE’s as the objective
datum, as shown in Fig. 2. A set of the reference
datum and the objective datum to be compared is
called a matching pair. The PM module tests the
reference datum and each of the objective data for the
following conditions: ~1! the reference datum is
equivalent to the objective datum, ~2! the reference
datum is smaller than the objective datum, and ~3!
the reference datum is larger than the objective da-
tum. The result of the global comparison is ex-
pressed by a set of logical values. When the
condition is satisfied, the returned value is 1 ~true!;
otherwise, it is 0 ~false!. Operations 1, 2, and 3 are
called PM operations and are denoted by pEQU,
pMORETHAN, and pLESSTHAN, respectively. The prefix
“p” means parallel to distinguish an operation from
that for a single data pair. We also define a fourth
PM operation: summation of the absolute differ-
ences, denoted by pDIFF. This operation provides the
summation of the absolute difference between the
reference datum and the objective data. Using the
pDIFF operation allows each PE to obtain a quantita-
tive measure of the difference. As the primitive op-
erations that constitute the PM operation are
performed, a set of matching operations is defined.
They execute one-to-one data comparison and return
1-bit logical values, or the absolute difference. They
are denoted by EQU, MORETHAN, LESSTHAN, and DIFF.
Figure 3 shows a schematic diagram of PM with
five PE’s. The numbers in the boxes that represent
PE’s are the output data from the PE’s. In the
figure PE-A, PE-B, and PE-C obtain 4-bit binary
values that represent the results of PM: pEQU,
pMORETHAN, and pLESSTHAN, respectively. PE-D ob-
tains the result of the pDIFF operation. The oper-
ating mode of PE-E is different from that of the
others. It is the communication mode in which the
data from PE-C are sent to PE-E transparently.
Fig. 1. Configurations of parallel-computing architectures: ~a! a
conventional master–slave architecture and ~b! the PMA.
Fig. 2. Reference datum and objective data in PM: d1, d2, and d3
denote the output data of PE 1, PE 2, and PE 3, respectively.
Fig. 3. Fundamental operations of the PM architecture. Mux,
multiplexer.
10 January 2001 y Vol. 40, No. 2 y APPLIED OPTICS 285
The output data from the PE’s are fanned out and
shuffled. They are concurrently compared by the
PM operations in the PM module. Then one of the
PM results or the objective datum is selected by the
multiplexer on request from the PE’s. In general,
for an m-bit data format as many as ~m 1 1! PE’s
can be compared at the same time. Finally, the
selected result is sent back to each PE.
D. Optoelectronic System Composition
Figure 4 shows the system composition of the PMA.
For example, the parallel-computing system consists
of 4 3 4 PE’s that are connected to the other PE’s
through the PM module. The PE’s are located on a
two-dimensional grid, and each PE is connected to
the PM module by an optical fiber bundle. It is ef-
fective to embody the PM module with a large-fan-out
optical interconnection and a SPA called a PM-SPA
because the PM module requires a large number of
high-speed interconnections. Each PE is also em-
bodied by an OE-VLSI coupled with the optical fiber
bundle to put multiple bits in and out simulta-
neously. As is mentioned in Section 3 below, the
photonic network is implemented by optical data fan-
out and shuffle. With the optically fanned-out sig-
nals the PM operations and the processing for
inter-PE communication are executed by the PM-
SPA. The resulting data are transmitted from the
PM-SPA and returned to the PE’s through the optical
fiber bundles. In the PM module input and output
fiber-bundle arrays are located on the same plane.13
Wavelength-division multiplexing is useful for
communication between the PE’s and the PM module
and can enable the replacement of the optical fiber
bundle with a single fiber without degrading the
communication bandwidth. The introduction of
wavelength-division multiplexing will bring the fol-
lowing advantages: The interconnection costs be-
tween the PE’s and the PM module can be reduced,
and easy handling can be achieved because of wiring
flexibility. Another advantage is simplification of
the optical system of the PM module. Because rota-
tion of the optical fibers does not affect the alignment
of the optical system, it is possible to omit most of the
alignment mechanisms. Consequently, the volume
of the PM module can be reduced significantly.
3. Optoelectronic Parallel-Matching Scheme
The fundamental idea of the proposed optoelectronic
implementation of the PM module is that global pro-
cessing be decomposed into multiple operations on a
two-dimensional plane and executed by the same
number of smart pixels simultaneously. PM is com-
posed of multiple-element matching operations that
can be executed potentially in parallel. A promising
technology for embodying the PM module is the
smart-pixel-based FSOI because of its huge and
dense connectivity. Using the FSOI, we can gener-
ate all the matching pairs on an image plane imme-
diately. The PM-SPA then concurrently compares
them. Thus a huge number of the operations can be
processed at the same time.
The design of the PM-SPA is restricted by various
limitations of the VLSI fabrication. Among them,
we focus on the device layout of the VLSI. Compli-
cated VLSI wiring consumes the chip area and causes
signal latency, so the data processing should be lo-
calized to avoid unnecessary wiring complexity. For
the OE-VLSI the data shuffle by optical interconnec-
tion can be used to satisfy the requirement. After
the shuffle, the photodetectors on the OE-VLSI detect
the data, and the operations can be executed without
complex wiring. On the basis of this idea several
optoelectronic systems such as the sorting system14
and the optical multimesh hypercube9 have been
demonstrated.
In the embodiment of the PM module the matching
pair should be located adjacent to each other on the
PM-SPA plane. We propose a specific optical inter-
connection scheme for PM by using two different in-
terconnection patterns. In the proposed scheme the
output data from the PE’s are fanned out to generate
images of the reference and the objective data. For
locating the adjacent matching pair for processing on
the PM-SPA the fanned-out data are shuffled and
overlapped. These procedures can be achieved effec-
tively by optical fan-out elements such as phase-only
computer-generated holographic ~CGH! filters.15
Figure 5 shows an example of a schematic of opto-
electronic PM in which example values are also
shown. As shown in Fig. 5~a!, =N 3 =N PE’s are
aligned on a two-dimensional grid. PEi, j indicates
the PE at the position ~i, j!. We assume a complete
connection in which each PE monitors all the other
PE’s. The number of the monitorable PE’s is N 2 1.
Figure 5 shows the case for N 5 4, and the number of
monitorable PE’s is 3.
The output datum of PEi, j is expressed by di, j.
The output data from all the PE’s are transferred to
the PM module and arranged on a grid at the en-
trance of the PM module, as shown in Fig. 5~b!.
We define the procedures for generating reference
and objective data as reference and objective dupli-
cations, respectively. In the complete connection
N 2 1 matching pairs are required for the PM of one
PE. Therefore the image generated by reference
Fig. 4. Target prototype system of the PMA.
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duplication is composed of N sets of N 2 1 copies of
the datum of each PE in total. The objective-
duplication image consists of N copies of Fig. 5~b!.
Note that each copy of the objective duplication does
not contain the datum that is identical to the ref-
erence datum ~depicted by the shaded boxes in Fig.
5! because comparison of the datum with itself is
meaningless. After two images are shuffled to in-
terleave them, the matching pair is located adja-
cently, as is shown in Fig. 5~d!. For example, the
matching pairs for PE1,1, $d1,1, d1,2%, $d1,1, d2,1%, and
$d1,1, d2,2%, are generated.
Multiple matching nodes are located on the surface
of the PM-SPA, as is shown in Fig. 5~e!, to detect the
matching pairs for the matching operations. The set
of matching nodes whose destination PE’s are iden-
tical is called a PM cluster. Note that the reference
data are identical in the same PM cluster and that
the PM clusters work independently of each other.
The PM-SPA chip is an array of PM clusters and
contains at least one PM cluster. The matching
nodes execute the matching operations concurrently
and put out 1-bit matching results from the light
emitters. We express the matching results for the
reference PEi, j and the objective PEk,l as mi, j
~k,l !; the
spatial arrangement of the matching results is shown
in Fig. 5~f !. The PM result for one PE is a set of
matching results in the same PM cluster. For ex-
ample, the PM result for PE1,1 is composed of three
bits: m1,1
~1,2!, m1,1
~2,1!, and m1,1
~2,2!. The matching results
for the same PE are sent back to the PE through the
optical communication channel, as shown in Fig. 5~g!.
Figure 6~a! shows a block diagram of the matching
node. From the matching pair of the reference da-
tum di, j and the objective datum dk,l four kinds of
matching results are calculated by the matching
units. Each matching node has multiple photode-
tectors and a light emitter. In the figure, di, j
~p! de-
notes the pth bit of di, j in binary representation.
Because the bit lengths of the resultant data are
different, two data paths are prepared. The results
of the EQU, the MORETHAN, and the LESSTHAN operations
are 1 bit long; from among these results mi, j
~k,l ! is
selected by the multiplexer. Then the matching re-
sult is put out from the local light emitter. For the
pDIFF operation the absolute difference is sent to the
accumulator through a local shared bus for the dif-
ference summation. As is shown in Fig. 6~b!, each
matching node is connected to an accumulator. The
summation of the absolute differences is returned to
the matching nodes through the local shared bus.
Each bit of the summation is received by a matching
node, and the value is sent back to the PE by the light
emitters of the multiple matching nodes in parallel.
In the communication the local shared bus is also
used to send the selected objective datum to the
matching nodes.
4. Performance Evaluation
To compare the performance of the PMA with the
other parallel-computing systems that have various
network topologies, we constructed an evaluation
model and estimated the performance. The estima-
tion is based on the effective communication band-
width of the network and the processing bandwidth of
the processor. Although the evaluation model is
simple, it is useful for clarifying the characteristics of
the proposed architecture. As examples of the fun-
damental global processing used in the distributed
algorithms, we evaluated global data matching, de-
tection of the maximum ~minimum! value, and rank-
ing of the data.
A. Evaluation Model
We evaluate the performance of parallel-computing
systems on the basis of the processing bandwidth a
@in bits per second ~bps!# and the amount of the data
for processing b ~in bits! for several basic jobs. For
simplicity the other overheads such as memory ac-
cess are neglected in the evaluation. For these
quantities the processing time t ~in seconds! is ob-
tained from bya. Communication time is also ex-
Fig. 5. Schematic diagram of the optoelectronic PM procedure:
~a! PE’s arranged on a two-dimensional grid, ~b! the output data
displayed on a light-emitter array, ~c! the reference-duplication
and the objective-duplication optical patterns, ~d! the shuffled op-
tical pattern, ~e! the PM-SPA, ~f ! the optical output pattern of the
PM results, and ~g! the PE’s that receive the optical signals.
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pressed by the same representation if a and b mean
the bandwidth of communication and the amount of
transferred data, respectively. Therefore we treat
both processing and communication in the same
manner. The basic jobs considered in the evaluation
are classified into two groups: local processing at a
PE and inter-PE communication. Inter-PE commu-
nication is further classified into single communica-
tions, multiple communications, single broadcasts,
and multiple broadcasts, as discussed below.
We introduce a cost function for the performance of
the system. The processing time t is used to derive
the cost function. The amount of processed data is
the product of the bit length of the data w and the
required steps s in the algorithm. The cost function
is defined as
Cost~job; s! 5
ws
ajob
, (1)
where job indicates the job type, w is common to all
jobs, and ajob is relevant to the first parameter, job.
The total cost T is given by the summation of the cost
functions for all types of jobs:
T 5 (
job
Cost~job; s!. (2)
We consider three networks: a mesh network, a
completely connected network, and the PMA. Al-
though the PMA is applicable to various types of
interconnection, in this study, we assume that the
network topology of the PMA is complete connection.
The networks’ bandwidths are expressed by ajob
~mesh!,
ajob
~cc!, and ajob
~pma!, respectively. In this notation the
superscript and the subscript mean the network to-
pology and the job type, respectively.
All these networks are assumed to be embodied by
the optoelectronic technologies. To utilize the re-
sources of the system requires that the processing
Fig. 6. Structures of ~a! a matching node and ~b! an array of matching nodes for a PE.
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capability of the processor and the communication
capabilities of the network be comparable.
We also adopt the following assumptions to sim-
plify the discussion below:
• A parallel-computing system is composed of N
PE’s.
• Each PE has only one process to execute a given
task.
• The data format treated by the PE’s is fixed a w
bit long ~w $ N!.
• Each PE has a sufficient number of registers.
• The communication port to and from the net-
work is treated as a register.
• The required number of steps of the operations
on the PE are assumed to be one except for the con-
ditional jump of two.
• The overheads for accessing the memory and
the network are neglected.
Table 1 lists the PE’s operations and their required
number of steps.
B. Communication Bandwidth
We evaluate the effective bandwidths of several kinds
of fundamental inter-PE communications: single
communications ~as.comm!, multiple communications
~am.comm!, single braodcasts ~as.bcast!, and multiple
broadcasts ~am.bcast!. Figure 7 shows the configura-
tions of these types of communication. In single
communication a single PE in the system puts the
data out to another PE @Fig. 7~a!#. Data transfer
between a slave PE and the master PE is an example
of single communication. In multiple communica-
tion multiple PE’s put data out to another PE simul-
taneously @Fig. 7~b!#. Note that a PE cannot be
assigned as both the source and the destination at the
same time. In the single broadcast a single PE in
the system broadcasts the data to all the other PE’s
@Fig. 7~c!#. For example, this kind of communication
is used when multiple PE’s obtain the same data from
one PE. On the other hand, in multiple broadcasts
multiple PE’s broadcast data to the others simulta-
neously @Fig. 7~d!#. This type of communication is
required when each PE obtains data from the other
PE’s.
The clock frequency of the optical data transfer
between the PE and the network hub is denoted by r,
and the maximum bandwidth of the data path is
equal to wr. First, the effective bandwidths of the
complete-connection network and the PMA are con-
sidered. Because a data path is used by only one PE,
as.comm
~cc! , as.comm
~pma! , am.comm
~cc! , am.comm
~pma! , as.bcast
~cc! , and as.bcast
~pma!
are equal to wr. However, when a data path is
shared by multiple PE’s the effective bandwidth is
equal to the maximum bandwidth divided by the
number of the PE’s in conflict. Therefore am.bcast
~cc!
and am.bcast
~pma! are equal to wry~N 2 1!.
The effective communication bandwidths of the
mesh network are calculated on the basis of the av-
erage communication bandwidth am.comm
~mesh! , which is
expressed by
am.comm
~mesh! 5
wr
˛N , (3)
as derived in Ref. 16, provided that the packet size is
equal to the data-path width and collisions between
the packets are neglected. Because the amount of
data flow for multiple communication is equal to that
of the broadcast from a single PE to the others,
am.comm
~mesh! is identical to as.bcast
~mesh!. Although the actual
values of am.comm
~mesh! are smaller than those obtained
with Eq. ~3! because of packet collision, we neglect the
Fig. 7. Communication types: ~a! single communication, ~b!
multiple communication, ~c! single broadcast, and ~d! multiple
broadcast.
Table 1. Elemental Operations of the PE and the Required Number of
Steps per Operation
Operation
Number of
Steps
Load data to register 1
Store data to register or memory 1
Increase register 1
Decrease register 1
Add to register 1
Count the number of value-1 ele-
ments contained in the register
1
Compare the contents of two registers 1
Jump 1
Conditional jump 2
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collisions for simplicity. Thus the communication
bandwidth for single communication is the same as in
Eq. ~3!. In multiple broadcasts the number of total
packets is N 2 1 times as large as that in multiple
communications. Therefore am.bcast
~mesh! is expressed by
wry@~N 2 1!=N#. The resultant throughputs of the
networks are summarized in Table 2.
C. Estimation of Fundamental Global Processing
We evaluate the performance of several kinds of fun-
damental global processing. Because the PMA has
quite a different architecture from the others, it is
considered separately in the following evaluation.
We explain the outline of the operations. Funda-
mental global processing comprises the global data
matching, the detection of the maximum ~minimum!
data, and the ranking of the data, and these opera-
tions are evaluated. These are the essential opera-
tions in the distributed optimization algorithms.
Table 3 summarizes the total costs of the operations.
1. Global Data Matching
Non-parallel-matching architectures. When an
optoelectronic network with a wide communication
bandwidth is available a distributed method is prac-
tical for this task, even for the conventional parallel-
computing architectures. In the distributed method
each PE obtains the data of the other PE’s by use of
the multiple broadcast to compare the local data at
each PE. After the multiple broadcast each PE has
complete copies of the data from the other PE’s.
Each PE locally compares the obtained copies with
the local data. Finally, each PE obtains the global-
matching result.
Parallel-matching architectures. Because the
PMA has the mechanism for global data matching,
this task can be executed by the multiple-
communication operation to the PM module without
local processing at the PE. The process of global
data matching is achieved in one frame cycle of the
network.
2. Detection of the Maximum ~Minimum! Data
Non-parallel-matching architectures. The maxi-
mum ~minimum! data can be detected by a sequential
search over the data of all the PE’s. It is effective to
use a master PE in this case. The procedure is as
follows: The data from all the PE’s are transferred
to the master PE. Then the master PE sequentially
searches the maximum ~minimum! data locally
through the received data. Finally, the obtained
maximum ~minimum! data are returned from the
master PE to each PE by single broadcast.
Parallel-matching architecture. This task can be
executed concurrently by the PM operations. Each
PE can check whether its local data are the maximum
~minimum! by the result of the pLESSTHAN ~pMORE-
THAN! operation. For detecting the maximum data
the pLESSTHAN operation is performed. If the data of
a certain PE are the maximum the matching result of
the pLESSTHAN operation does not contain any values
of 1. The PE with the maximum data broadcasts its
data to the other PE’s by single broadcast. The pro-
cedure for minimum detection can be executed in the
same manner by use of the pMORETHAN operation.
3. Ranking
Non-parallel-matching architectures. It is effec-
tive to use the master PE to rank the data. The data
collected in the master PE from all the slave PE’s are
sorted to obtain their ranking. Then the rank is
returned to each PE by single communication. Fast
sorting algorithms that can be used17 are the quick
sort, the merge sort, and the heap sort. It is known
that the average number of operations required in
these sorting algorithms is approximately linear to N
log2 N.
Fig. 8. Schematic diagram of the data-ranking process for the
PMA.
Table 2. Throughputs of the Networks
Network
Topology as.comm am.comm as.bcast am.bcast
Mesh wry=N wry=N wry=N wry~N 2 1!=N
Complete
connection
wr wr wr wry~N 2 1!
PMA wr wr wr wry~N 2 1!
Table 3. Processing Costs for the Fundamental Matching Operations
Operation Non-PMA PMA
Global data matching Cost~local; 5N 2 4! 1 Cost~m.bcast; 1! Cost~m.comm; 1!
Maximum ~minimum!
detection
Cost~local; 6N 2 4! 1 Cost~s.comm; N 2 1! 1 Cost~s.bcast; 1! Cost~local; 4! 1 Cost~m.comm; 1! 1
Cost~s.bcast; 1!
Ranking Cost@local; S~N!# 1 Cost~s.comm; 2N 2 2! Cost~local; 1! 1 Cost~m.comm; 1!
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Parallel-matching architecture. The procedure
for ranking is shown schematically in Fig. 8. The
rank of the data can be obtained by the results of the
pLESSTHAN or the pMORETHAN operation. For ascent-
ordered ranking pMORETHAN is used, whereas for
descent-order ranking pLESSTHAN is used. The result
of the pLESSTHAN ~pMORETHAN! operation of a certain
PE indicates the number of PE’s that have more ~less!
data than the PE. The number of value-1 elements
included in the PM result shows the rank of the PE.
Note that the number representing the rank starts
from 0. As shown in Fig. 8, the ranks of PE’s with
the same values have an identical value.
D. Comparison
We find that the PMA shows excellent processing
performance compared with the other architectures
that do not have a global processor, as is shown in
Tables 2 and 3. Table 4 shows the order estimation
of the processing time. For the ranking the sorting
time is approximately gN log N, where g is a propor-
tionality constant that is equal to 2 when the number
of data comparisons in sorting is considered. Be-
cause the cost functions of the PMA are independent
of the scaling factor N, the PMA can execute the tasks
in constant time. The counterpart of the PMA is the
completely connected network owing to the same net-
work topology. Judging from these architectures,
we can conclude that a great advantage is generated
by the PMA in global processing.
The communication ratio is defined as the commu-
nication time normalized by the total processing
time; this ratio can be used for evaluating the load of
the network. Table 5 shows approximations of the
communication ratios for large N in fundamental
global processing. The communication ratio of the
PMA is independent of N because the processing time
is constant. Communication ratios for the mesh net-
work increase in maximum data detection and rank-
ing as N increases. The results show that
communication dominates the total processing time
owing to its narrow effective communication band-
width. In this architecture most of the processing
time is wasted on communication. However, the
PMA for all tasks and the complete-connection archi-
tecture for global data matching and maximum data
detection have communication ratios that converge to
constant values of less than 1 as N increases. This
trend shows that the communication capability is suf-
ficient for the data traffic of the given tasks.
5. Prototype Embodiment
We constructed a prototype of the PM module to dem-
onstrate its fundamental operations. In designing
the prototype, we assumed that the multiprocessor
system was of the type shown in Fig. 4. The
parallel-computing system consists of 4 3 4 PE’s,
which are completely connected through the PM mod-
ule. Because of the limitations of the optoelectronic
devices used in the prototype, there are some changes
in the specifications from the setup shown in Fig. 4.
Each PE is assumed to communicate with the PM
module in a bit-serial format, and a vertical-cavity
surface-emitting laser ~VCSEL! array instead of a
fiber array is placed directly at the input plane of the
PM module. Objective duplication is not executed
optically but electronically in the PM-SPA. The op-
tical system for sending the optical signals of the
results back to the PE’s is not implemented because
the image field of the optical system is not large
enough to accommodate both a VCSEL and a photo-
detector chip for bidirectional communication.
A. Parallel-Matching Scheme in the Prototype
Figure 9 shows a schematic diagram of the optoelec-
tronic complete-connection architecture. Because of
the device limitations, the system is simplified from
the original shown schematically in Fig. 5. As
shown in Fig. 9~a!, the optical signals from the 4 3 4
PE’s in the bit-serial format are assumed to be
aligned on a two-dimensional grid as an input image
to the PM module. Because the whole image of the
light signals is required for one PE, 4 3 4 replica
images, shown in Fig. 9~b!, were prepared for the 4 3
4 PE’s. Figure 9~c! shows a magnified image of the
replica for PE1,4. The replica image is detected by
the SPA with 4 3 4 photodetectors and converted to
electrical signals. In the PM cluster the reference
datum is electronically fanned out to the PM nodes.
Then the processing for parallel data matching and
the inter-PE communication are executed on the
nodes. Because the data are transferred in a bit-
serial format in the prototype, the PM result is read
out bit by bit from the matching nodes. Therefore
there is only one light emitter in a PM cluster. As a
result, the output image from whole PM clusters is
composed of 4 3 4 pixels, as shown in Fig. 9~d!.
Table 4. Order of the Operation Time Required for Fundamental Global
Processing
Operation Mesh
Complete
Connection PMA
Global data detection N3y2 N 1
Maximum detection N3y2 N 1
Ranking N3y2 N log N 1
Table 5. Approximated Values of the Communication Ratios of Large N
Operation Mesh Complete Connection PMA
Global data detection 1 2 5y=N 1y6 1
Maximum detection 1 2 6y=N 1y7 1y3
Ranking 1y~1 1 g log Ny2=N! 1y~1 1 g log Ny2! 1y2
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B. Configuration of Prototype System
Table 6 summarizes the devices used in the proto-
type system. An 8 3 8 VCSEL array ~Micro Opti-
cal Devices, Model Gigalase with an emitting
wavelength of 850 nm! is used to send the data
toward the PM-SPA. The VCSEL array emits the
data from the PE’s. In the prototype the function
of the PM-SPA is emulated by a complex program-
mable logic device ~CPLD! ~Cypress, Model
FLASH374i! that is coupled with a 4 3 4 comple-
mentary metal-oxide semiconductor photodetector
~CMOS-PD! array ~Model N73CGD! supplied by the
U.S.–Japan Optoelectronic Project ~U.S.–JOP!.
Owing to the element number of the photodetector
array the effective size of the VCSEL array is lim-
ited to 4 3 4 pixels.
For large-fan-out optical interconnection a conven-
tional 4f optical correlator is adopted. We con-
structed a Fourier transform lens system13,18 whose
focal length was 160.0 mm for a wavelength of 850
nm by combining commercially available lenses.
For the optical fan-out element that generates the
complete-connection pattern shown in Fig. 9~b!, we
fabricated a phase-only CGH filter with two-level
Fig. 9. Schematic diagram of an optoelectronic complete-connection architecture: ~a! the output data displayed on the VCSEL array, ~b!
the replica images of the VCSEL array for the complete-connection network composed of 4 3 4 PE’s, ~c! a replica of the VCSEL image for
PE1,4, and ~d! the output data.
Table 6. Devices Used in the Prototype
Product Supplier Array Size Pixel Pitch Pixel Size Maximum Operating Speed Other
VCSEL array
~Model Gigalase!
Micro Optical
Devices
8 3 8 250 mm f15 mm Maximum of 3 mW
l 5 850 nm
VCSEL driver
~Model CLDA2!
JOP 32 input–output
channels
150 MHz
CMOS-PD array JOP 4 3 4 250 mm 120 mm 15 MHz
~at 100 mW and l 5 850 nm!
CPLD ~Model
FLASH374i!
Cypress 125 MHz 128 macrocells
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phase modulation by using electron-beam ~EB! li-
thography.
C. Emulation of a Parallel-Matching Cluster
The functions of the PM cluster, such as the pEQU,
pLESSTHAN, and pMORETHAN operations and the
inter-PE communication, are implemented by the
CPLD. The CPLD puts the electrical signals de-
tected by the CMOS-PD array in with the control
signals and puts the resultant data out. Although
the control signals, such as the clock signal and the
timing signals for reading out the PM results,
should be generated from the reference and the
objective data inside the CPLD, in the prototype
module they are fed into the system from outside
the CPLD to simplify the configuration of the cir-
cuits. The PM cluster is composed of 15 matching
nodes ~MN 0 to MN 14! and one reference node and
operates in two functional modes: a PM mode and
a communication mode, each of which is selected by
the control signal.
Figure 10~a! shows the timing chart of the PM
operations. The circuits of the CPLD are synchro-
nized with the clock signal. The output datum of the
PM result and the communication datum are read
out from the CPLD. Two timing signals determine
the timing of resetting and reading out the PM result.
The word length w of the target data is variable and
is determined by the timing signals. In reading out
the PM results, the matching results are output se-
quentially from matching node 0 to matching node
14. The timing chart in the communication mode is
shown in Fig. 10~b!. In this case the datum from the
source PE that is specified by the selection signals is
output directly after a short delay that is as long as
the latency of the digital circuits.
D. Design of the Optical System
The magnification and the focal length of the Fourier
transform lens system are 1.0 and 160.0 mm, respec-
tively. The first Fourier transform lens is an
achromatic-doublet lens ~Melles Griot, Model
01LAO149y076! with a diameter of 30.0 mm and a
focal length of 160.0 mm. Because the maximum
height of the input image is as small as 1.4 mm
~which corresponds to a 1° field of view!, third-order
aberrations are negligible.
On the other hand, the objective height of the out-
put interconnection pattern is as large as 17 mm,
which corresponds to a 6° field of view on the second
Fourier transform lens. The aberrations of the
above achromatic-doublet lens are not corrected for
such a large field of view. We designed the Fourier
transform lens system by combining commercially
available lenses with a heuristic method. In the de-
sign, we used CodeV ~Optical Research Associates!.
We sought a good combination of commercial lenses
from the database supplied by CodeV. For the final
design, we used the combination of an achromatic-
doublet lens ~Melles Griot, Model 06LAI015y076!
with a diameter of 50.0 mm and a focal length of
190.0 mm and a positive-meniscus lens ~Melles Griot,
Model 01LMP015! with a diameter of 50.0 mm and a
focal length of 175.0 mm. The designed Fourier
transform lens system provides sufficient optical
qualities when used with the CGH filter described
below.
E. Design and Fabrication of the Computer-Generated
Holographic Filter
We designed the CGH filter for a complete-connection
network composed of 4 3 4 PE’s with a bit-serial
optical channel. Figure 11~a! shows the mapping of
the output plane of the interconnection optics. The
output pattern contains 16 copies of the VCSEL im-
age arranged on a grid. Because the equipment
used to fabricate the CGH filter does not have an
accuracy that is high enough to eliminate zero-order
diffraction, the copied images are located so that they
do not overlap with the zero-order diffraction image
in the design. As shown in Fig. 11~a!, each quadrant
contains 2 3 2 copies of the VCSEL image. Each
copy corresponds to input-image signals: the refer-
ence datum and the object data of the PM cluster.
Although only 4 3 4 pixels of the VCSEL array are
effective in the current prototype, the filter is de-
signed for the entire 8 3 8 pixels of the VCSEL array
for future extension of the optical communication
bandwidth. The period of each copy of the VCSEL
image is 2.5 mm. The margin between adjacent cop-
Fig. 10. Timing charts of ~a! the PM procedure and ~b! the
inter-PE communication. si denotes the discrimination number
of the data-source PE in the communication mode. CLK, clock
signal; REF, reference datum; OBJ 0–10, objective data; OUT,
output read out from the CPLD; RSTP, timing signal for resetting
the PM result; RSTD, timing signal for reading out the PM result;
w, word length; SEL, selection signal for determining the type of
PM operation in the PM mode; OUT, signal for the PM results;
MN, matching node.
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Fig. 11. ~a! Designed optical interconnection pattern for a complete-connection network composed of 4 3 4 PE’s. ~b! Part of the obtained
CGH filter with two-level phase modulation. The pixel size is 8.5 mm, and the filter size is 17.408 mm. ~c! Experimental results of the
optical interconnection by the CGH filter.
Fig. 12. Schematic diagram of the experimental prototype system: ~a! configuration and ~b! top view of the optical setup. BS, beam
splitter.
294 APPLIED OPTICS y Vol. 40, No. 2 y 10 January 2001
ies is 0.5 mm for 8 3 8 VCSEL’s or 1.5 mm for 4 3 4
VCSEL’s.
We used a design method based on the Gerchberg–
Saxton algorithm to calculate the filter pattern.19
To quantify the phase, we used a stepwise quantiza-
tion method.20 In our filter design the pixel size, the
number of pixels, and the pattern size were set to 8.5
mm 3 8.5 mm, 2048 3 2048 pixels, and 17 mm 3 17
mm, respectively. This filter can cover the entrance
pupil of the second Fourier transform lens system.
The size of the reconstructed plane is 16 mm 3 16
mm, which is large enough for the interconnection
pattern. Figure 11~b! shows part of the obtained
filter pattern.
We fabricated the CGH filter with EB lithography.
The positive-type photoresist ~Nippon Zeon Co., Ltd.,
Model ZEP-520-22! was spin coated onto a SiO2 sub-
strate with a thickness of 5000 Å. The EB writer
~JOEL, Model JBX-5000I! was used to expose the
filter pattern on the photoresist. After development
the relief profile of the photoresist was copied to the
glass substrate by plasma dry etching ~ULVAC Ja-
pan, Ltd., Model NLD-800!. The etching gas was a
compound of CH2F2 and C4F8. To obtain a phase
modulation of p, we determined the required target
etch depth to be 850 nm. The actual etch depth was
measured to be 864 nm with a white-light interferom-
eter ~Zygo Co., Model New-View5020!.
The CGH filter was incorporated into the 4f optical
correlator. Figure 11~c! shows the reconstructed in-
terconnection pattern of the fabricated CGH filter for
4 3 4 VCSEL’s. The results show a good optical
quality that is sufficient for detection by the photo-
detectors. The diffraction efficiency was measured
to be 68%. The percentages of the zero-order diffrac-
tion and the higher-order light were 6% and 26%,
respectively. The zero-order diffraction comes from
the etch-depth error.
6. Experiments
To verify the fundamental operations of the prototype
system, we executed several experiments. Figure
12 shows the experimental setup. The signal source
was two data generators: one ~Tektronix, Model
DG2020A! with an operating speed of 200 MHz and
36 output channels for which another data generator
~Tektronix, Model DG2030! with an operating speed
of 400 MHz and four channels supplied the master
clock and the start trigger. To monitor the function
of the PM-SPA prototype, we used a logic analyzer
~Tektronix, Model TLA704! with an operating speed
of 500 MHz and 68 input channels.
A. Operation Speeds of the Vertical-Cavity
Surface-Emitting Lasers and the Complementary
Metal-Oxide Semiconductor Photodetectors
To determine the operating speed of the prototype, we
measured the maximum operating speeds of the VC-
SEL array and the CMOS-PD array. The VCSEL
driver ~JOP, Model CLDA2! puts the driving current
out to the VCSEL’s. The swing of the output current
was controlled by two voltages: the modulation volt-
age and the bias voltage. Through the imaging sys-
tem, the waveform of the optical signal for the
square-wave input was measured by an avalanche-
photodiode module ~Hamamatsu Photonics, Model
S5331-01! with a bandwidth of 100 MHz.
The maximum operating speed was 50 MHz for
return-to-zero signals. Figure 13~a! shows the opti-
cal signal emitted by the VCSEL at 50 MHz. The
modulation and the bias voltages were 3.146 and
2.495 V, respectively. The optical power of the VC-
SEL that was measured at the output plane was
approximately 700 mWypixel. The optical loss of the
imaging system that was caused by the finite aper-
tures of the lenses and the reflection at the lens sur-
faces was 42%.
A beam splitter was inserted into the optical sys-
tem to monitor the light spots of the VCSEL image on
the detector areas of the CMOS-PD array by obser-
vation of the CCD image. Because of the optical loss
at the beam splitter, the optical power per pixel de-
creased by one half to 350 mW. For the incident
optical power the maximum speed of the CMOS-PD
was 15 MHz. Figure 13~b! shows the waveform of
the output signal from the CMOS-PD. The pho-
tocurrent is amplified and binarized by a series of two
comparators in the CMOS-PD. The threshold-
signal level can be controlled by two external volt-
ages, which are threshold voltages to the first and the
second comparators. These voltages were 1.825 and
1.833 V, respectively. The voltage of the power sup-
ply was 3 V. At operational speed’s higher than 15
MHz, we could not obtain a common threshold volt-
age for all the optical channels. We suppose that the
problem is caused by nonuniformity of the light in-
tensities of the VCSEL’s.
B. Parallel-Matching Operations
We operated the prototype system at 15 MHz without
the CGH filter to verify the operation of a single PM
Fig. 13. Observed waveforms of ~a! the optical signal emitted by
the VCSEL for a rectangular input signal at 50 MHz and ~b! the
output of the CMOS-PD for the optical signal from the VCSEL at
15 MHz.
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cluster. Figure 14 summarizes the experimental re-
sults of the PM and the inter-PE communications.
Because the data transfer is in the bit-serial format,
the reference and the objective values and the PM
result are expanded on the transverse axis in the
figure. The voltages applied to the VCSEL driver
and the CMOS-PD array were the same as in the
experiments described in Subsection 6.A. The word
length w was 4 bits.
To analyze the results of the PM operations easily,
we set OBJ 0 to OBJ 14 to 1 ~0001 in binary repre-
sentation! and to 15 ~1111!, respectively. The refer-
ence datum was 5 ~0101! in the PM mode. For the
pEQU operation, the OUT signal indicated 1 for OBJ 4
and 0 for the others because only OBJ 4 was equal to
5. In this case the PM result was expressed by
000010000000000 ~indicated in the row labeled pEQU
in Fig. 14! in which the most significant bit corre-
sponds to OBJ 0. The OUT signal for the pMORETHAN
operation was 111100000000000 because OBJ 0 to
OBJ 3 were less than 5. On the other hand, the
OUT signal for the pLESSTHAN operation showed
000001111111111. In the communication mode the
reference PE was assumed to communicate with PE
8 so that OBJ 8 was selected by the SEL signal. The
OUT signal had a value of 9 ~1001!, which was equal
to OBJ 8, as shown in the row labeled COM in the
figure.
We verified that the fundamental operations of the
prototype were executed exactly at 15 MHz. The bit
rate of communication per PE and the total bit rate of
the prototype were 15 Mbps and 240 Mbps, respec-
tively. In this case the frequency of the data switch-
ing was 3 MHz. The frequencies of the PM
operation for each PE and for the whole system were
0.68 megaoperationsys and 11 megaoperationsys, re-
spectively.
7. Discussion
Scalability is an important factor in parallel-
computing systems. In this paper a complete con-
nection was assumed for the network topology of the
PMA. However, when we consider the scalability of
the parallel-computing system, the complete connec-
tion is not always the best network topology. Add-
ing a new PE to an N-PE architecture requires the
redesign of the PM module. As was shown in Ref. 9,
to solve the unscalability problem, it is effective to
embed the unscalable network in a scalable network,
e.g., bus, mesh, and ring networks. This technique
is also effective for the PMA because the proposed
architecture can be combined with arbitrary network
topologies. As a result, the PMA can be scalable.
One method of extending the PM module is to in-
crease the number of functions. The extension of
the functions is restricted mainly by the number of
transistors available for the digital circuits of the
PM-SPA. In designing, we must note the following
things: The length of the data format of a processor
does not increase as fast as does the clock frequency,
Fig. 14. Experimental results of the PM operations and the inter-PE communication. Data separately measured by the logic analyzer
are merged into a single figure.
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and the degree of the PMA’s network topology should
be as large as the data-format length to monitor the
other PE’s effectively. The area for digital circuits is
restricted by that of the photodetecting and the light-
emitting circuits. Because the length of the data
format is almost constant for several years, the num-
ber of photodetectors and light emitters in a match-
ing node and that of the matching nodes in a PM
cluster do not change during that period. When the
maximum size of the photodetector is dominated by
the diffraction limit of the optical system the area
consumed by the photodetectors is almost constant
for the same data-format length. Consequently, the
number of transistors for the extended functions will
increase in proportion to the density of the transis-
tors.
Discussion of the performance evaluation for the
general cases remains a future issue. In the perfor-
mance evaluation, we did not evaluate the case in
which the numbers of data are larger than the num-
bers of PE’s. However, if the processing data were
divided into several clusters that could be processed
by the PMA in a single frame cycle the treatment
presented in this paper could be applied. For rigor-
ous evaluation the estimation model must be im-
proved. We should take into account the latencies of
the memory access and the network to obtain an
accurate speed-up ratio.
The operational speed of the prototype was limited
by the CMOS-PD array. The performance can be
improved by use of high-speed photodetectors with
high sensitivity such as metal–semiconductor–metal
photodetectors7 coupled with transimpedance photo-
amplifiers. With high-speed photodetectors of 8 3 8
pixels the bit rate of inter-PE communication and the
frequency of the PM operation of the whole prototype
are expected to improve to as high as 9.6 Gbps and 2.4
gigaoperationsys, respectively, when operated at 150
MHz.
8. Conclusion
We have proposed an optoelectronic PMA as an ef-
fective parallel-computing architecture. This archi-
tecture is composed of multiple PE’s and a global
processor called a PM module, which has a specific
mechanism for concurrent data comparison over mul-
tiple PE’s. The fundamental operations of the PMA
are four kinds of PM: pEQU, pMORETHAN, pLESSTHAN,
and pDIFF. The PM operations accelerate the execu-
tion of distributed algorithms. It has been shown
that the smart-pixel-based large-fan-out free-space
optical interconnection was effective for the embodi-
ment of the PM module. The performance evalua-
tion has shown that the proposed architecture can
reduce the execution time for fundamental global
data processing, i.e., global data matching, detection
of the maximum ~minimum! data, and ranking of the
data, compared with other conventional architec-
tures that have photonic networks.
A prototype system of the PM module has been
constructed to demonstrate the fundamental global
operations on the basis of state-of-the-art optoelec-
tronic devices and a phase-only CGH filter. In the
prototype the PM-SPA, which is the core device of the
PM module, was emulated by the CPLD and the
CMOS-PD array. The prototype module was as-
sumed to be used with 4 3 4 PE’s that are completely
connected through bit-serial optical channels. For
optical interconnection of the prototype a Fourier
transform lens system was designed. For a fan-out
element a phase-only CGH filter with two-level phase
modulation was designed based on the Gerchberg–
Saxton algorithm and was fabricated by EB lithogra-
phy. We have shown that the prototype performed
the fundamental PM operations and the inter-PE
communication at 15 MHz. For the whole system
the bit rate of the inter-PE communication and the
frequency of the PM operation were 240 Mbps and 11
megaoperationsys, respectively.
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