Abstract. We prove the existence of front solutions for the Ginzburg-Landau equation
Introduction

We consider the Ginzburg-Landau equation (GL) d t u(x, t) = d 2 x u(x, t) + (1 -\u(x, t)\
2 )u(x, t) , (1.1)
where u is a complex-valued function of x e R and ίeR+. This equation has time-independent periodic solutions of the form u q (x) = J\ -<? W** , (1.2)
where q e [ -1,1] and φ e R. These stationary solutions are known to be unstable for small amplitudes (q 2 > 1/3) and marginally stable for large amplitudes (q 2 < 1/3) (Eckhaus stability, cf. [CE] ). Our aim is to show the existence of front solutions of Eq. (1.1) interpolating between two stationary solutions (1.2). By this, we mean solutions of the form u(x 9 1) = U (x,x -ct) , where U(x, ξ) is a complex function which converges to one of the stationary solutions (1.2), say u qo (x) 9 as ξ -> -oo and to another one, say u qi (x) , as ξ -> + oo . Such solutions typically look like a fixed envelope moving to the right with constant velocity c > 0, while leaving a periodic pattern (the function u qo ) behind and destroying another one (u qι ) in front, as shown in Fig. 1 .
In the case where u qι = 0 (q γ = ± 1), solutions of this form are easily shown to exist, see e.g., [CE, B] . Indeed, inserting in Eq. (1.1) the ansatz u(x 9 t) we can write Eq. (1.3) as a one-dimensional complex Hamiltonian system with Hamiltonian H and (complex) dissipation coefficient c + 2ίq 0 ; the fixed points are thus given by the local extrema of the "potential" term in Eq. (1.4). It follows that Eq. (1.3) has a stable fixed point F x at υ = 0, and a circle F 2 of unstable ones (v = ^/l -q%e iφ ) which corresponds to the stationary solutions (1.2). In view of the "dissipation law" dH/dξ= -c|t/| 2^O , any trajectory entering the region \v\ 2 < 1 -go, H < J(l -go) 2 > will stay there and converge to the origin. In particular, F 2 is on the boundary of this region, and its unstable manifold intersects this region. Therefore, we can conclude the existence of fronts for Eq. (1.1) connecting any solution (1.2) -no matter whether stable or not-to the origin.
The case where both stationary solutions u qo9 u qi are non-zero is harder. As a matter of fact, we cannot make the ansatz w(x, t) = v o (x -ct)e iqox + v 1 (x -ct) e ιqix , for as soon as u contains a superposition of any two different wave-numbers q 0 , q u the non-linear term \u\ 2 u in Eq. (1.1) produces all the "harmonics" q n = q 0 + n(q 1 -q 0 ), n ε Z. So, the simplest expression we can hope for is u( Remark. The problem of constructing front solutions is phase covariant in the following sense. The system Eq. (1.6) has two continuous symmetries, which reflect the phase and translation invariance of the GL-equation Eq. (1.1). Indeed, defining the transformation Rφ by (R φ C) n = e iφ C n , we see from Eq. (1.7) that FoR φ = R φ F for all <pe [0,2π] . Similarly, F commutes with T δ , where (T δ C) n = e inδ C n . As a consequence, as soon as any pair of points of F 2 and F 3 are connected by an orbit of Eq. (1.6), the same is true for any other pair, since the two operations R and T allow to rotate the circles F 2 , F 3 independently.
We shall briefly comment on the range of validity of the theorems (in q 0 , q^). First of all, a nice application of the Maximum Principle for parabolic equations shows that, if u(x, t) is any solution of Eq. (1.1), the number of zeros of RQ (U(X, t) ) is (locally in x) non-increasing in time [A] . This means that front solutions can only is invariant under the complex conjugation u -> w*, there is no loss in generality in assuming that q 1 > \q o \. Finally, some genericity considerations which will be explained at the end of Sect. 4.2 lead us to suppose that (q 0 -qι) 2 
< 6q
2 -2. Combining these conditions we obtain the shaded region in Fig. 2 . Now, let us choose q o ,qi in this shaded region and consider the sequence of wave-numbers q n = q 0 + n(qi -q 0 ). If the difference q ί -q 0 is sufficiently small, many q n lie in the interval [ -1, 1] and, by Eq. (1.2), there corresponds to each of them a stationary solution u qn . Thus, as well as between u qo and u qi , one can imagine fronts between u q _ ι and u qi9 u q _ 2 and u qί , . . . , all of them being solutions of the same system Eq. (1.6) with different boundary conditions (1.8). So, to avoid inessential complications, we restrict ourselves to the case q 0 ^ 0 in which there is only one possibility of constructing a front solution, namely between u qo and u qι . In this situation, we expect this solution to exist for all q 0> q x in the shaded region, and this is well confirmed by numerical simulations. However, the domain in which we prove it (Theorem 1.1, Theorem 1.2) is much smaller: it is the black region in Fig. 2. 
Preliminaries
We begin our analysis of the dynamical system Eq. (1.6) by diagonalizing the linear part of the right-hand side. The corresponding operator is already block diagonal with 2x2 blocks labelled by neZ; the n th block is just the linear part of the equation for (C M , D n \ and its eigenvalues are given by 
it is easy to see that w(x, t) defined by the sum (1.5) is c € 1 in x and ί, and verifies the GL-equation Eq. (1.1).
The space ffl is mapped into itself by the non-linear term (1.7). Indeed, a standard result in Sobolev space theory (see e.g., [CE] ) says that convolution is a continuous bilinear map from ^f x $? into 2tf. This means that there exists a K > 0 such that \\A*B\\ ^ K\\A\\ \\B\\ for all A, B e tf. Now, F(C) is nothing but the double convolution C*C*C, where ~\ #P -> ffl is the antilinear isometry defined by (C) π = (C_ π )*. So, F: Jf -• ^f is ^°° and Figures 3 and 4 show the real part of the spectrum (2.1), plotted as a function of the wave-number q. The points where q = q n = q 0 + n(q 1 -q 0 ) for some neZ correspond to the eigenvalues of the system. The two branches ( + and -) cross at q = 0 if c < 2; otherwise, they are separated by a distance growing like c as c -• oo . In all cases, eigenvalues with zero real part only occur if q n = ±1 for some neZ. In view of these spectral properties, our strategies for the proofs of Theorem 1.1 and Theorem 1.2 are very natural. In the "unstable-unstable case" (Sect. 3), we fix α G (0,1/2), c > 0, and define q o = -1 + ε, q γ = 1 -αε for some (small) ε > 0. The spectrum (2.1) thus contains two "central" eigenvalues (that is, ReA 0 + and ReA 1 + are Θ(ε)) 9 while the real parts of all the other ones are bounded away from zero as ε -• 0. Using this information, we consider the evolution of the system (2.3) on the local invariant manifold corresponding to these two central directions. Applying the general theory reported in Appendix A, we shall prove the existence of such a center manifold in a neighborhood of the origin whose size does not depend on ε. Since the circles F 2 , F 3 shrink to zero as ε -• 0, all these fixed points will belong to the center manifold if ε is sufficiently small. As a consequence, we shall prove the existence of front solutions connecting F 2 to F 3 by simply studying the resulting flow on the center manifold.
In the "stable-unstable case" (Sect. 4), we choose q o ,qi such that q\ < 1/3, ί/y/3 < <h < 1. We do not follow the same procedure as above, because the fixed point F 2 corresponding to q 0 is no longer close to zero, so that we have no guarantee that it would lie on the local center manifold which we would construct. We rather consider the evolution of the system (2.3) on the (infinite-dimensional) invariant manifold corresponding to the upper branch (labelled " + ") of the spectrum. Using c as a parameter, we shall prove the existence of such a centerunstable manifold in a neighborhood of size Θ(c) of the origin, thus containing the fixed points F 2 , F 3 if c is sufficiently large. We shall then study the resulting semiflow on the manifold, and prove the existence of front solutions.
Proof of the Unstable-Unstable Case
As indicated, we fix α e (0,1/2), c > 0, and define q 0 = -1 + ε, q γ = 1 -αε for some small ε > 0. To avoid complications, we assume from the outset that ε ^ 1/10.
Spectral Properties.
We first describe in detail the spectrum (2.1) by performing perturbation theory in ε. All calculations are omitted, being straightforward. We find for the two central directions and for the other eigenvalues
Moreover, using the identity λ n+ -λ n -= -Jc 2 -4 + 4icq n , we obtain 1 2 -, neZ. (3.3)
Finally, for n = 0,1, we also have Combining the two lemmas we obtain the existence, if r < r 2 , of the local center manifold Γ r = { (A, B) eM ?2 \A = (a, g(a) ), B = h(A) , a e 0& r <= Jf o } Furthermore, the projection onto Jfo of the flow defined on Γ r by Eq. (2.3) verifies the differential equation
where a = (A o , Aγ)e^r c j^0 and k: Jf 0 ^ ^ is defined by the identity (a, g(a)) + ft(α, g(a)) = a + k(α). So, k is phase covariant, k(0) = 0, Dk(0) = 0, and Lip(k) ^ /(r/r 2 ) 2 for some / > 0. We now complete the proof of Proposition 3.1. Consider the fixed points (2.4). Using Eqs. 
.
We shall study these equations in the next subsection, and come back to the case ε > 0 in Sect. 3.4.
The Limiting
Case ε = 0. We now study the reduced system (3.8) and show that it has front solutions. This system has two circles of fixed points corresponding to Eq. (2.4): The equations for the phases ψ 0 , \jj x can be explicitly integrated and yield the relations p 0 = C o e c^o/2 , p γ = C 1 e~c xltι12 , where C o , C x are positive constants determined by the initial conditions. We next eliminate the parameter c from Eq. Since 0 < α < 1/2 and r 0 ^ 0, r ί ^ 0, it is straightforward to verify that Eq. (3.10) has exactly three fixed points: F 1 = (0,0) (a source), F 2 = 0^/2,0) (a sink), and F 3 = (0, Jϊa) (a saddle).
We now prove the existence of a trajectory (r 0 , r^iη) of Eq. (3.10) leaving F 3 at η = -oo and reaching F 2 at η = + oo. We will do this by showing that the (one-dimensional) unstable manifold IV of F 3 lies in the basin of attraction of F 2 . In order to do that, we consider the (closed) domain D in R+ x R+ bounded by the two curves Remark. The condition α < 1/2 is essential in this argument: if 1/2 < α < 2, both fixed points F 2 , F 3 are stable, so that no connection can occur between them. Note that the slope of the tangent to the curve (q 0 -q γ ) 2 = 6q 2 -2 at q 0 = -1, q γ = 1 is exactly i, see Fig. 2. 3.4. The Case ε > 0. We now come back to the full equations (3.7) and prove, by a perturbation argument, the existence of front solutions for sufficiently small ε, i.e., Theorem 1.1. Although this could be done by direct estimates in this simple finite-dimensional case, we shall use the general methods of Appendix A, as a preparation for the infinite-dimensional situation of Sect. 4.
The perturbation argument is a comparison of the flows Φ The main steps of the proof are:
i) The flows depend continuously on ε at ε = 0.
ii) The stable and unstable manifolds of F|, F| are continuous in ε at ε = 0.
We begin by comparing the flows.
Proposition 3.6. There exists a K 3 > 0 such that 11) for all x 9 y e 0$ R a jf 0 and all η e R+.
Proof. We first note that χ ε , χ° are close to each other in the Lipschitz norm:
The proof is a calculation which can be found in Appendix B. We next write Eq. (3.7) in the form x' = χ°(x) + Δχ(x\ regarding Δχ as an additional non-linear term. From this point of view, the systems (3.7), (3.8) have the same linear part, with spectrum contained in the half-plane Re(z) ^ 2c/(c 2 + 4). The non-linear part of χ° has (in &2R) a Lipschitz constant bounded by C/(c + 2), for some C > 0, and by Lemma 3.7 the same is true for χ ε = χ° + Δχ, with C replaced by C + K 4 (ε/ε c ). So, setting S cs = 3JT θ9 S u = {0}, λ cs = 2c/(c 2 + 4), D = ί 9 and ί cs {2R) = (C + X 4 )/(c + 2), we can apply Theorem A.I to both systems simultaneously, the condition (A.4) 
where again Lip(#) ^ Cp/(c + 2) in J* 2p c ^o Recalling that α < 1/2, one verifies that the linear part has one stable, one zero and two unstable eigenvalues. The gap between the center-stable and the unstable part of the spectrum is equal to (2 -4α) 
In view of Lemma 3.8, this means that Φ ε η (P ε ) -> F| as ?/->oo, while Φ ε (P ε ) -• j ε GF| as ?y -> -00 since P ε ej; ε + Ί^ε. Thus, we have shown the existence of a solution of Eq. (3.7) connecting y ε eF ε 3 to some point of F 2 . The various assumptions on ε can be summarized by the single condition ε ^ ε^c), where 
The Stable-Unstable Case
We now study the more interesting case where one of the stationary solutions is (Eckhaus) stable and the other unstable, i.e., we choose two wave-numbers q 0 , qι such that q% < 1/3, 1/^/3 < q x <\. We follow the procedure announced in Sect. 2.2. Since λ n+ + λ n -= -(c + 2iq n \ it follows that Re λ n -^ -c + 2, so that the gap between the two branches of the spectrum is greater than c -2λ = yjc 2 -4. As a consequence, we have for all n e Z, This proposition reduces the proof of Theorem 1.2 to the study of the system (3.5) in the ball & R c j«f. In order to extract the leading terms as c -• 00, we rescale the time ξ by setting ξ = -cη. We thus obtain A' n = a n (cM n -v M (c)F n μ + ftμ)), A 6 ^κ cz jf , 
Reduction to the
The Limiting Case c = oo.
We now study the reduced equations (4.6) and show that they have front solutions. Of course, this system is still infinitedimensional, so that we cannot hope to show the existence of front solutions just by a simple argument as in Sect. 3.3. For convenience, we suppose from now on that -1/^/3 < q 0 ^ 0 and that q x = ^/l -ε 2 for some ε ^ ε 0 = 1/10 (Fig. 2, black region) . Then, recalling that q n = q 0 + n(q 1 -q 0 ) and a n = 1 -g 2 , we see that α 0 , OL X (and perhaps α_J are positive, whereas oc n < 0 for all \n\ > 1. This means that most of the variables A n are exponentially damped by Eq. (4.6), so that only a few modes (A-u A o , A x ) will be relevant in our analysis.
We first consider the behavior of the system in a neighborhood of the two circles of fixed points F 2 , F 3 corresponding to Eq. (2.4):
The following results will be proven in Sect. 4.3:
i) The circle F 2 has an annular neighborhood si which is attracted to F 2 by Eq.
(4.6) and whose size does not depend on ε. ii) Any point PeF 3 has a local unstable manifold iK P of (complex) dimension 1, which is nearly parallel to the 0-direction (i.e., the direction defined by A o = 1, A n = 0 for all n Φ 0), and whose size does not depend on ε.
To prove that front solutions exist for c = 00 we now show that the continuation of the local unstable manifold W F under the semiflow defined by Eq. (4.6) intersects the attractive annular neighborhood J/, if ε is sufficiently small. This has to be done by direct estimates; for the sake of clarity, we just explain here the main steps of the calculation, and defer the proofs to Appendix C. First of all, we write any A e 2tf as A\\ + A l9 where A\\ = {A-u A o , A x ) and A± = (A n )\ n \ >1 ; the corresponding decomposition of Jf will be denoted by Jtr n ®Jtr ± . We also define the domain D ε = {A n \\A 0 \ ^ 1,1^1 ^2ε 9 \A-x \ ^ 2ε} c jfj|, and note that the fixed points F 2 , F 3 lie in D ε , see Fig. 6 Proof If iΓ P is the local unstable manifold of P e F 3 , we can choose A e ^P n D ε such that I A o \ ^ ε 3 . This is always possible if ε is sufficiently small, because ΊV F is nearly tangent to the O-direction and its size does not depend on ε. So, denoting by A(η) (η ^ 0) the evolution of A under Eq. (4.6), we know from the preceding lemmas that A(η) remains in D ε and is driven along the O-direction with non-vanishing velocity until |4 0 (*?)l = vα o (l -ε). But, as is easily verified, this last point lies in D the annular neighborhood si of the circle F 2 , if ε is sufficiently small.
Remarks. 1) If A(η) is a solution of Eq. (4.6) and if u(x, t)=Σ
A n (t)e*» x , then it is easy to see that w(x, t) verifies the GL-equation (1.1). So, Proposition 4.5 shows the existence of solutions of Eq. (1.1) satisfying
uniformly in x (unlike the front solutions). 2) Let n be the (real) dimension of the unstable manifold of any point of F 3 , and let m be the (real) codimension of the stable manifold of the circle F 2 . For q o ,q ί in the range of Theorem 1.2, we have seen that n = 2 and m = 0, so that the intersection of the two manifolds is generic in the sense that n> m. For other values of q 0 , q_γ, it is not difficult to show that this genericity condition is fulfilled if and only if (q 0 -q γ ) 2 < 6q\ -2. This is the shaded region in Fig. 2. 4.3. The Full Case c < oo. We now come back to the full equations (4.5) and show, by the same perturbation argument as in Sect. 3.4, the existence of front solutions for sufficiently large c ^ c 0 . To simplify the forthcoming expressions, we rewrite Eqs. (4.5), (4.6) in the form Now, we want to use Theorem A.2 to compare the semiflows Φ c , Φin& R a jήf. Before doing this, let us remark that, although (by Eq. (4.1)) tx n (c) = -cλ n + converges to ot n = 1 -ql for all n as c -> oo, the convergence is not uniform in n: in fact, |α π (c)| grows like y/n as n -> oo and |α n | like n 2 , so that || A c -A \\ = oo for all c. On the other hand, the conditions (A.5) do not involve the operators themselves, but the associated semigroups e ΛC \ e Λ \ in which the large n components are exponentially small if t > 0. So, we can hope that e AC \ e Λt are close to each other if c is sufficiently large and t strictly positive. Indeed, we find: It is clear from the proof (see Appendix C) that Lemma 4.9 remains true if c = 00, that is, for the system (4.6 r ). Indeed, if A e F 2 verifies ,4 0 = v^o and if yl = A + X, then Eq. (4.6') for X is simply X' n = (α n -2α o )X n -α 0 X* " + R n (X) 9 (4.9) which can be rewritten as In this appendix, we recall (for easy reference) some results of center manifold theory in infinite-dimensional Banach spaces. Proofs of these statements can be found in the companion paper by one of us [G] . They are an extension of results of [EW] , Appendix A. Under these hypotheses, the center-stable manifold theorem asserts the existence, in a small neighborhood of the fixed point 0, of a Ή 1 * * manifold Γ which is tangent to the subspace S cs at the origin, is left invariant by Eq. (A.I) and contains all the trajectories which stay near 0 for all t e R +. We shall give here an explicit formulation of this theorem, because in our applications to the system (2.3), we need to know exactly how the manifold depends on the parameters ε and c.
In For a proof in the case δ = 0, see [G] , Sect. 2.3. The general case is easily proved along the same lines.
for some C 3 > 0. Finally, the two remaining terms in (C.6) 
The maximum (C.14)
Recalling that \\X\\ ^ K 2 ε 2 , we thus obtaiñ 
