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INTRODUCTION 
Les nouvelles technologies! Une véritable obsession pour tout scientifique, mais aussi 
homme politique ou journaliste qui se veut à la page. Il est vrai que le monde industrialisé s'est 
résolument tourné vers la recherche de nouveaux créneaux susceptibles de redorer le blason quelque 
peu terni de son économie. Et dans cette gigantesque course, l'Europe, tentant d'éviter les erreurs 
commises au cours des vingt dernières années, tient absolument à se trouver dans le peloton de tête. 
Nous en voulons pour preuve le foisonnement de projets (ESPRIT, RACE, BRITE, EURAM, ... ) 
lancés et subsidiés (du moins en partie) par la CEE depuis maintenant trois à quatre ans et qui visent 
à combler le retard qu'accusent nos pays en matière de technologies de demain. 
Un point assez remarquable, nous semble-t-il, est que le caractère innovateur de ces 
investigations a très souvent pour essence une complète interdisciplinarité tant au niveau du type des 
moyens mis en oeuvre (universitaires ou industriels) que dans la qualification des personnes 
engagées dans ces recherches (ingénieurs, physiciens, chimistes, biologistes). Le succès rencontré 
par les programmes européens montre qu'un dialogue régulier entre chercheurs universitaires et 
industriels facilite et même accélère le développement de nouveaux secteurs. D'autre part, ces 
mêmes programmes sont autant d'ex'.emples de collaboration entre firmes chimiques, firmes 
d'électronique et laboratoires universitaires de recherche fondamentale ou appliquée. 
Une discipline dont le développement est indispensable à celui des i:iouvelles technologies 
est la science des matériaux nc;>uveaux. En effet, des progrès importants dans les domaines de 
pointe, tels que la microélectronique ou les télécommunications par exemple, ne peuvent être 
envisagés qu'à travers l'amélioration des propriétés des matériaux actuels ou mieux, par la recherche 
de nouveaux matériaux possédant les propriétés bien spécifiques et indispensables à la mise en 
oeuvre des applications envisagées. 
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De manière tout à fait générale, on distingue les matériaux suivant leur composition 
chimique: les organiques (ou composés du carbone) et les inorganiques (regroupant tous les 
autres). Si actuellement, dans les applications technologiques basées sur les propriétés électroniques 
des composés, les matériaux inorganiques (métaux, semi-conducteurs, supra-conducteurs ... ) sont 
le plus souvent utilisés, l'avenir paraît plus spécialement réservé aux composés organiques. D'une 
part, ils ont montré ces dernières années des propriétés très intéressantes dans des domaines 
jusqu'alors réservés aux seuls inorganiques. Nous pensons par exemple à la conductivité électrique 
élevée ou aux propriétés supraconductrices de certains polymères conjugués et cristaux 
moléculaires. D'autre part, et c'est là le point le plus attrayant, la nature même du carbone et 
l'ensemble de la chimie organique qui en découle offrent des possibilités de synthèse pratiquement 
infinies et laisse donc entrevoir des possibilités également sans limite de modification et 
d'amélioration des matériaux en fonction de la propriété recherchée. Il n'est donc pas utopique 
d'envisager une véritable ingénierie à l'échelle moléculaire avec comme but l'obtention de composés 
toujours plus performants. 
Pour qu'une telle ingénierie moléculaire soit tout à fait efficace, il s'agit de ne négliger 
aucune source d'information. C'est ainsi que la chimie théorique en général et la chimie quantique 
en particulier peuvent jouer un rôle non négligeable dans l'élaboration de nouveaux composés. Les 
résultats de calculs effectués sur des systèmes hypothétiques peuvent guider la synthèse dans telle 
ou telle voie qui paraît plus prometteuse. Par ces prédictions, ils permettent d'éviter bon nombre de 
manipulations coûteuses (synthèse et détermination des propriétés physicochimiques). D'autre part, 
la chimie quantique peut aider à la compréhension de certains phénomènes apparaissant dans ces 
nouveaux composés et, par là, aider les recherches d'amélioration. Notre travail est à inscrire 
directement dans cette voie. L'objet de notre thèse de doctorat est l'étude, par des méthodes de 
chimie quantique, des paramètres essentiels favorisant l'apparition dans les composés organiques 
d'effets optiques particuliers, appelés phénomènes d'optique non linéaire. 
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L'optique non linéaire est une discipline actuellement en pleine expansion. La raison en est 
que de nouveaux développements dans les domaines de l'informatique ou des télécommunications 
nécessitent la mise au point de systèmes intégrés traitant les signaux optiques. Ordinateurs, 
interrupteurs et systèmes de _communication purement optiques opèrent avec de plus grandes 
vitesses de transmission que les systèmes électroniques traditionnels. En effet, ils évitent les 
opérations de conversion photon-électron ou électron-photon qui représentent des étapes limitantes 
de vitesse. Dans ce cadre également, il s'avère que le développement de systèmes purement 
optiques dépend de l'invention de nouveaux matériaux possédant des non-linéarités plus 
performantes. 
Il ne nous apparaît pas opportun de décrire de manière détaillée la théorie de 
l'électromagnétisme correspondant aux phénomènes d'optique non linéaire. Elle a été présentée par 
ailleurs à de multiples reprises [l.l] et beaucoup mieux que ce que nous pourrions écrire. Dans le 
premier chapitre, nous présentons les principes physiques de base, les applications potentielles qui 
en résultent et les intérêts particuliers que présentent les composés organiques dans le domaine de 
l'optique non linéaire. Le cadre de notre travail de thèse de doctorat ainsi défini, nous terminons ce 
chapitre par une description précise des buts poursuivis et par un plan de cet ouvrage. 
00000 
00000 
00000 
ChampF= 0 
00000 
00000 
00000 
Champ F appliqué 
Figure 1.1: Représentation schématique de l'action d'un champ électrique sur un cristal. 
Les points symbolisent les noyaux tandis que les cercles représentent la densité 
électronique de chaque "atome". 
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CHAPITRE 1 
PHENOMENES D'OPTIQUE NON LINEAIRE 
1. CONCEPTS DE BASE [1.1-1.41 
Imaginons un matériau diélectrique (ou isolant) soumis à un champ électrique statique (entre 
deux plaques d'un condensateur, par exemple) (fig. 1.1). Sous l'action du champ électrique F, les 
électrons et les noyaux sont déplacés, les uns dans la direction opposée au champ, les autres dans la 
direction de F. Il apparaît une pol~sation P dans le matériau. Nous pouvons aisément imaginer 
que la polarisation induite dans le matériau est d'autant plus importante que le champ électrique 
appliqué est intense: 
(1.1) P = P(F) 
Le cas le plus simple correspond à une dépendance linéaire de la polarisation par rapport au champ. 
On écrit habituellement cette dépendance de la façon suivante: 
(1.2) p = EoXe F 
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où Eo représente la permittivité du vide et Xe, la susceptibilité électrique du matériau. Remarquons 
que la polarisation induite par le champ extérieur s'ajoute à la polarisation permanente P0 si elle 
existe. ·Les matériaux possédant une telle polarisation permanente sont appelés électrets: ils sont 
l'analogue des molécules polaires ou encore, en magnétisme, des aimants permanents. 
La relation (1.2) n'est correcte que pour les matériaux isotropes (ou de symétrie cubique), 
pour lesquels la susceptibilté électrique Xe est une quantité scalaire. Cela implique que P et F ont 
toujours la même direction, auquel cas chaque composante Pi de P s'écrit 
(1.3) P.= e ,., F. 
1 o"'e 1 i = X, y OU Z 
Dans le cas des matériaux anisotropes, les mêmes composantes Pi s'expriment comme une 
combinaison linéaire des trois composantes Fj du champ électrique: 
(1.4) P1. ,:;, eo· ""' X .. F. 
,"-,/ C,lJ J ij = x, y ou z 
j 
ou 
Xe,ij symbolise les neuf (3x3) composantes du tenseur de susceptibilité électrique Xe· 
Une question que l'on peut se poser est de savoir si la susceptibilité électrique ne dépend 
pas elle-même de l'intensité du champ électrique appliqué. Dans ce cas, la relation (1.5) s'écrit: 
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En définissant E() Xe par le symbole X (que nous appellerons également, par abus de langage, 
susceptibilité électrique) et en exprimant la dépendance de X vis-à-vis de F par un développement en 
série de puissances de F, . 
(1.7) X= xO> + x<2> · F + x<3> .. FF + ... 
nous obtenons pour la polarisation totale, polarisation intrinsèque incluse, 
(1.8) P = Po + x<1) · F + x<2) .. FF + x<3> ... FFF + ... 
où x<1> est la susceptibilité linéaire du matériau. x<2), x<3), ... , représentent les différentes 
susceptibilités non linéaires (respectivement du deuxième et du troisième ordre). C'est par ces 
tenseurs que sont décrits les effets optiques non linéaires. 
Les relations (1.1 - 1. 8) correspondent à la réponse macroscopique du matériau à un champ 
électrique. De façon tout à fait parallèle, nous pouvons écrire le même type de relations pour décrire 
la réponse à un champ au niveau microscopique, c'est-à-dire à l'échelle moléculaire. A la 
polarisation (macroscopique) P du matériau correspond le moment dipolaireµ de la molécule. 
L'équivalent moléculaire de la susceptibilité linéaire est la polarisabilité a . La relation (1.4) devient 
alors 
(1.9) µ . - µo• + <X··F· 1 - 1 lJ J i,j = x, y ou z. 
où µ0 représente l'éventuel moment dipolaire permanent de la molécule. Remarquons qu'en 
notation tensorielle, par convention, on omet généralement de reprendre explicitement les 
sommations sur les différents indices (dans ce cas sur l'indice j). Tout comme pour la susceptibilité 
macroscopique, on développe en série chaque composante du tenseur de polarisabilité afin de 
prendre en compte sa dépendance vis-à-vis du champ électrique. Nous obtenons finalement 
l'analogue de la relation (1.8): 
(1.10) µ = µo + a · F + ~ ·· FF + î ··· FFF + ... 
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où~ et y sont les tenseurs d'hyperpolarisabilité (ou polarisabilité non linéaire) du deuxième et du 
troisième ordre. 
Avant d'inspecter brièvement les applications pratiques des différents termes (linéaire et non 
linéaires) de la polarisation, rappelons que: 
-) L'optique étudie le comportement de la lumière, c'est-à-dire de la portion du spectre des 
radiations électromagnétiques s'étendant de 102 Â (région ultra-violet) à 106 Â (infra-rouge 
lointain) en passant par le domaine du visible (4000 à 7000 Â). Ces radiations sont 
caractérisées par la combinaison d'un champ électrique (F) et d'un champ magnétique (H) 
variant tous deux en fonction du temps. Le comportement ondulatoire de ces champs dans 
un matériau est décrit par la même équation d'onde de Maxwell: 
(1.11) 
-) Dans cette équation: - µ = ~~ représente la perméabilité magnétique du matériau où ~ est 
la perméabilité du vide et ~, la perméabilité relative du matériau. 
- e = Fif-r est la permittivité du matériau (fr en est la permittivité 
relative et est définie comme étant égale à 1 + Xe). 
- 1C est la conductivité du matériau(= 0 pour les diélectriques). 
-) L'analyse des équations de Maxwell montre que les champs électriques et magnétiques 
vibrent dans des plans perpendiculaires entre eux et, de plus, perpendiculairement à la 
direction de propagation de l'onde lumineuse. La solution la plus simple que l'on puisse 
imaginer à l'équation (1.11) pour le champ électrique se propageant dans un diélectrique (K 
= 0) est une onde plane, 
(1.12) F = Fo ei(kr - mt) 
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où k est le vecteur d'onde; k (= lkl) = ro (µe) 112 = ro/v. ro est la vitesse angulaire de l'onde 
(ro = 21tv). v est la vitesse de propagation de l'onde dans un matériau (v= (eµ)-112), 
. différente de la vitesse de propagation dans le vide c (= (Eo~)-112). L'indice de réfraction n 
du matériau est donné par 
(1.13) n = c(v-1) = (ei-~)112 = (ei-)112 pour un composé non magnétique(~= 1). 
-) Dans la discussion de phénomènes optiques, nous sommes souvent confrontés au problème 
de plusieurs ondes agissant en un même point. Dans les cas simples, nous pouvons 
appliquer le principe de superposition. Ce principe stipule que le champ électrique résultant 
de l'action simultanée, en un même point de l'espace et au même moment, de deux ou 
plusieurs ondes sinusoïdales, est égal à la somme algébrique des champs électriques des 
ondes individuelles. Cela signifie notamment que la résultante de deux ondes de même 
fréquence ayant la forme (1.12) est une onde de fréquence identique. Nous verrons plus 
loin dans ce chapitre que ce principe n'est pas vérifié dans les cas qui nous préoccupent 
Grâce à ces quelques notions, il est possible de comprendre les effets engendrés par chaque 
terme de la relation (1.8). 
A. Terme linéaire 
La polarisation linéaire (P(l) = x<1>·F) est responsable des phénomènes familiers d'optique 
linéaire en présence de matériaux que sont la réfraction et l'atténuation. D'une part, dans le cas d'un 
diélectrique, nous avons vu que l'indice de réfraction n est égal à l'inverse de la racine carrée de la 
permittivité relative ei- (éq. 1.13). Dès lors, par définition de er, on obtient 
(1.14) n = (1+ Xe)l/2 
Vide Conducteur 
Figure 1.2: Atténuation d'une onde sinusoïdale dans un matériau conducteur. 
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ou, dans le domaine linéaire, 
(1.15) n = [l+ (X(l)/EQ)]112 
On constate que l'indice de réfraction du milieu est déterminé de façon univoque par sa susceptibilité 
électrique linéaire. 
D'autre part, si le matériau étudié est conducteur (K * 0), la solution de l'équation de 
Maxwell n'est plus un simple onde plane (1.12), mais une onde de forme 
(1.16) F = Fo ei(k'r- rot) 
où k' est un nombre complexe (que nous posons égal à k1 + iki). En effet, si on substitue la forme 
(1.12) dans l'équation complète (1.11), on obtient 
(1.17) k2 = µero2 + iKµro 
Cela signifie que l'indice de réfraction et la susceptibilité linéaire sont également des grandeurs · 
complexes. Ce caractère complexe de Xe, n et k implique que la forme de l'onde au sein du 
conducteur devient 
(1.18) 
Le dernier facteur exponentiel réel a pour effet l'atténuation de l'onde au sein du conducteur (fig. 
1.2). Cette atténuation est d'autant plus importante que la conductivité du matériau K et la fréquence 
ro du rayonnement sont élevées (k2 cc ro1eµ). Dans le domaine des ondes radio de haute-fréquence, 
cet effet est appelé "effet de peau" (skin effect): les courants se propagent uniquement à la surface 
des matériaux. Dans le cas de la lumière (fréquence encore plus élevée), on peut considérer que le 
champ s'annule à ia surface du conducteur. L'onde est alors réfléchie en changeant de signe: c'est la 
réflexion métallique. 
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Remarquons que ces phénomènes optiques linéaires ont des intérêts technologiques non 
négligeables: le principe des fibres optiques, par exemple, est basé sur la différence d'indices de 
réfraction entre le milieu extérieur et le matériau constituant la fibre (du verre par exemple). 
B. Terme non linéaire du deuxième ordre 
a) Processus de génération de deuxième harmonique 
Lorsque Franken et ses collaborateurs projetèrent à travers un cristal de quartz un faisceau 
optique intense de longueur d'onde de 6943 A, ils observèrent, à la sortie du cristal, un 
rayonnement de longueur d'onde deux fois plus courte (3472 Â) que celle du faisceau incident [1.51. 
Ils étaient les premiers à observer le phénomène actuellement bien connu de génération de deuxième 
harmonique (Second Harmonie Generation, SHG). Son principe est le doublement de la fréquence 
d'un rayonnement optique par un matériau. Schématiquement, il peut être représenté par la relation: 
(1.19) ro + ro • 2ro 
où ro représente la fréquence du rayonnement incident. Ce phénomène (et d'autres que nous 
décrirons par la suite), qui n'obéit pas au principe de superposition des ondes de l'optique linéaire 
puisqu'il y a production d'ondes de fréquence différente de celle de l'onde initiale, peut être expliqué 
de façon simple en détaillant la polarisation non linéaire p(2) ( = x<2) ·· FF). 
Considérons une onde sinusoïdale monochromatique de fréquence co. La polarisation non 
linéaire p(2) induite par cette onde dans le matériau s'écrit: 
(1.20) p(2) = x,(2) (F O sin rot)2 
= x,(2) (F 0)2 sin2 rot 
= x,(2) (Fo)2 112 (1 - cos 2rot) 
sin rot 
t 
cos 2 rot 
t 
t 
ptotale 
t 
Figure 1.3. Décomposition de Fourier de la polarisation (totale) asymétrique en la 
composante fondamentale de fréquence co, celle de fréquence double 2co (la 
deuxième harmonique) et la composante constante (Fo2). 
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La polarisation totale (limitée au deuxième ordre) s'écrit 
(1.21) P = pO) + pC2) 1 (2) F2 (1) F . 1 (2) F2 2 = 2 X O + X O sm rot - 2 X O cos rot 
Cette polarisation se décompose en trois termes bien distincts: le premier correspond à un champ 
électrique statique. Ce phénomène est appelé redressement optique. La deuxième produit une onde 
de même fréquence ro que l'onde incidente et le troisième correspond à la génération de deuxième 
harmonique (de fréquence 2 ro) observée pour la première fois par Franken. Ces trois composantes 
sont représentées à la figure 1.3, de même que leur somme (c'est-à-dire la polarisation totale). 
La génération de deuxième harmonique n'est observée que dans les milieux ne possédant 
pas de centre d'inversion (on parle encore de milieux non centrosymétriques). En effet; la présence 
d'un centre d'inversion signifie que si un champ statique F produit une polarisation P, un champ de 
même intensité mais de signe opposé-F induit une polarisation également de même grandeur et de 
signe opposé -P. Ecrivons tout d'abord la polarisation totale (iusquau deuxième ordre) pour le 
champ positif F: 
(1.22) P(F) = x;(l) F + x;(2) p2 
La polarisation induite par le champ négatif -'.F s'écrit quant à elle 
(1.23) P(-F) = -x;(l) F + x(2) p2 = -P(F) = -x<I) F - x<2) p2 
D'où il vient que 
(1.24) x<2> F2 = - x<2> p2 ou x<2> = o 
Il en est de même pour tous les tenseurs de susceptibilité ou d'hyperpolarisabilité d'ordre pair. Dès 
lors, un matériau possède une susceptibilté d'ordre 2 non nulle si, d'une part, ses constituants (les 
molécules) présentent une hyperpolarisabilité p non nulle (et donc ne sont pas centrosymétriques) et 
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si, d'autre part, leur orientation relative dans la phase condensée (cristal, film, ... ) maintient cette 
propriété au niveau macroscopique (X(2) :#- 0), en donnant lieu à un structure également sans centre 
d'inversion. Cette condition réduit considérablement le nombre de composés susceptibles de 
présenter le phénomène de génération de deuxième harmonique (seulement 20 % des cristaux 
moléculaires connus ne_ sont pas centrosymétriques). 
Un point important à considérer est le rendement qui peut être obtenu lors de ce processus 
(et de tous les phénomènes d'optique non linéaire en général). Le premier facteur qui influence la 
conversion en deuxième harmonique est l'intensité du rayonnement incident Avant l'apparition des 
lasers, les phénomènes d'optique non linéaire étaient regardés comme des curiosités théoriques, 
sans espoirs d'application. En effet, l'intensité du champ d'une onde lumineuse provenant du soleil 
est d'environ 100 Vm-1 et celle produite par des sources de lumière thermiques ne dépasse pas 105 
Vm-1. Par contre, l'intensité des champs électriques régnant à l'intérieur des cristaux est de l'ordre 
de 1011 Vm-1. Il est évident que l'intensité lumineuse produite par ces sources classiques est loin 
d'être suffisante pour faire varier les propriétés optiques du milieu irradié. Actuellement, on obtient 
aisément des intensités laser de l'ordre de 1010 Vm-1. Le champ d'onde lumineuse est donc 
comparable aux champs internes de la matière et les effets non linéaires deviennent observables. 
L'inspection de l'équation (1.21) montre que l'intensité de l'onde de fréquence double est 
directement proportionnelle à l'intensité incidente (F 0). 
Le deuxième facteur à prendre en considération est ce qui est appelé l'accord de phase. 
Dans l'expérience initiale réalisée par Franken, l'efficacité de la conversion était de l'ordre de 
10-5 %. Ce très faible rendement a pour origine les interférences destructives qui s~ produisent entre 
la lumière fondamentale et celle de fréquence double. Il faut savoir que toutes les caractéristiques 
optiques de la matière (indice de réfraction, permittivité relative, vitesse de propagation, 
susceptibilité, ... ) varient en fonction de la fréquence du rayonnement électromagnétique (nous 
reviendrons par la suite sur la variation - encore appelée dispersion - en fréquence des 
(hyper)polarisabilités). Par exemple, l'indice de réfraction du dihydrogénophosphate de potassium 
(KDP) est de 1.5019 pour une longueur d'onde Â. de 8000 A et passe à 1.4802 pour la fréquence 
double (Â. = 4000 Â). Par conséquent, dans le problème de génération d'harmoniques par exemple, 
la vitesse de propagation du rayonnement fondamental (v1 = C/n(ro)) est différente de c~lle du 
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rayonnement de fréquence double (v2 = e1 n(2ro)). Dès lors, il y a un déphasage périodique entre les 
. deux ondes entraînant des interférences destructives et le très faible rendement observé. On définit 
la longueur de cohérence (le) comme étant la longueur séparant deux déphasages complets. Dans 
l'exemple cité plus haut du KDP, le vaut environ 10-s m. Toutefois, le phénomène de biréfringence 
propre aux cristaux anisotropes permet de réaliser l'accord de phase (ou l'égalisation des vitesses) 
entre les deux ondes. La biréfringence est le fait qu'il existe deux indices de réfraction (ordinaire, 11a 
et extraordinaire, ne) dans les cristaux uniaxiaux (c'est-à-dire ne possédant qu'un axe optique). Or il 
se fait que, si les deux indices varient avec la fréquence de l'onde lumineuse, seul l'indice 
extraordinaire varie avec la direction de propagation de l'onde (plus précisément avec l'angle que 
forment la direction de propagation et l'axe optique du cristal). Il peut donc, dans certains cas, y 
avoir égalité entre l'indice ordinaire pour le rayonnement laser et l'indice extraordinaire pour 
l'harmonique (n0 (ro) = ne(2ro)), ce qui définit une direction d'accord de phase. Dans ce cas, la 
longueur de cohérence augmente de plusieurs ordres de grandeur pour atteindre quelques 
centimètres. Et donc, dans des cristaux de cette dimension, toutes les interférences sont 
constructives et le rendement de conversion monte au-delà de 50 % et approche même 100 % si le 
matériau non linéaire est placé dans la cavité laser [1.6J. 
Le troisième facteur important influençant le rendement de tout phénomène d'optique non 
linéaire est la valeur des susceptibilités ou des hyperpolarisabilités. C'est à lui qu'est consacré notre 
travail. Nous y reviendrons dès le paragraphe suivant, lors de la discussion sur les différents 
matériaux étudiés dans ce domaine. 
L'application principale de la génération de deuxième harmonique est évidemment la 
fabrication de doubleurs de fréquence efficaces. Ils pemettent d'étendre le domaine des longueurs 
d'onde des lasers vers le bleu et l'ultraviolet, régions pauvres en radiations laser naturelles. Les 
avantages de disposer de rayonnement laser dans le visible, l'ultraviolet ou même dans le domaine 
des rayons X (par générations de deuxième harmonique successives) sont multiples, notamment 
pour l'holographie et l'étude des macromolécules [1.6]. D'autre part, les photorécepteurs 
xérographiques sont habituellement plus sensibles dans la partie bleue du spectre [1.71. Des sources 
donnant dans le bleu sont aussi très utiles pour les communications sous-marines par satellites CI-71. 
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Une autre application importante faisant intervenir ce procédé est la fusion nucléaire induite par laser 
dont l'efficacité semble supérieure pour des fréquences optiques plus élevées [1.3]. 
b) Autres procédés du deuxième ordre 
La génération de deuxième harmonique n'est qu'un des multiples effets optiques non 
linéaires du deuxième ordre observés jusqu'à présent. Nous les présentons brièvement, ainsi que 
leurs applications potentielles. 
i) Effet Pockels 
On n'a pas attendu l'invention des lasers pour étudier l'influence d'un champ électrique 
statique sur les propriétés optiques de la matière: c'est le domaine de l'électro-optique. En réalité, 
l'effet Pockels est un des phénomènes de l'électro-optique qui peut également être interprété comme 
un phénomène d'optique non linéaire. Imaginons une onde monochromatique (F 01 sin rot) 
envoyée sur un milieu non centrosymétrique en présence d'un champ électrique statique (qui peut 
être assimilé à une onde de fréquence nulle d'amplitude F 02). La polarisation totale induite dans le 
matériau s'écrit 
(1.25) P = x<1> (F01 sin rot+ F02) + x<2> (F01 sin rot+ F02)2 
D'où la polarisation de fréquence CO, pro, devient 
(1.26) pro= [ :x<I) + 2 Fo2 :x<2)] Foi sin rot 
Tout se passe comme si la susceptibilité linéaire :x<l) était modifiée d'un montant linéairement 
proportionnel à la susceptibilité du deuxième ordre :x(2) et à l'intensité du champ statique appliqué 
Fo2• Par conséquent, suivant la relation (1.15), l'indice de réfraction pour la fréquence co est 
également modifié suivant l'intensité du champ statique. Les principales applications de cet effet 
sont, dans le domaine des systèmes de communication optique, la modulation d'amplitude et de 
SHG 
Â. = 1.06 µm 
(û 
Â = 1.06 µm 
et 0.529 µm 
Filtre 
Four 
Contrôle de température 
Â= 0.529 µm 
T 
sortie 
accordable 
Figure 1 .4: Montage utilisé lors de la première mesure de l'effet paramétrique dans le 
niobate de lithium LiNb03 [I.8] et exemple de courbe obtenue. 
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phase de faisceaux lasers [1.2] et, en optique intégrée, la fabrication de portes et interrupteurs 
optiques [I,3J. 
ü) Amplification paramétrique 
La génération de deuxième harmonique est un cas particulier du phénomène de transposition 
de fréquence pour lequel l'équivalent de la relation (1.19) s'écrit 
(1.27) 
Ce phénomène a comme principale application les mélangeurs optiques. Mais l'effet inverse est 
encore plus intéressant Il est symbolisé par la relation 
(1.28) 
Il consiste en la production, à partir d'un faisceau laser de fréquence fixée '°3, de deux nouvelles 
ondes de fréquences plus faibles ro1 et 0>2. Les fréquences 0>1 et 0>2 sont déterminées par les 
conditions d'accord de phases, elles-mêmes fixées par l'orientation du cristal ou la température. 
Cette technique, appelée amplification paramétrique, permet de disposer d'une source cohérente 
accordable dans une large gamme de longueurs d'onde. La figure 1.4 montre le schéma du montage 
de la première réalisation de cette expérience réalisée par Giordmaine et Miller en 1965 [I.BJ. On 
constate qu'ils utilisèrent deux applications d'optique non linéaire (génération de deuxième 
harmonique et amplification paramétrique). A la même figure est représentée une courbe typique de 
sortie d'un oscillateur paramétrique. Dans le cas du niobate de lithium (un des composés 
inorganiques les plus utilisés en optique non linéaire) irradié par un laser à néodyme (Â. = 1.06 
µm), l'amplification paramétrique permet de couvrir le domaine de 1.4 à 4 µm [1.6]. Habituellement, 
l'amplüication paramétrique est réalisée dans une cavité résonante ou interféromètre de Fabry-Pérot , 
ce qui permet d'obtenir des rendements de conversion de l'ordre de 50 % [I.3]. 
Les applications possibles de cet effet sont nombreuses en photochimie (par exemple en 
séparation is~topique), en spectroscopie à haute résolution [I.3] ou pour la détection et l'identification 
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de polluants atmosphériques en temps réels [I.61. Les spectres d'absorption de·la plupart des 
polluants gazeux (CO, C02, S02) présentent des raies caractéristiques dans l'infrarouge moyen. Il 
est donc possible de les identifier en sondant l'atmosphère à l'aide d'oscillateurs paramétriques 
délivrant des impulsions puissantes, monochromatiques et accordables. On peut ainsi obtenir en 
quelques minutes une carte complète des polluants atmosphériques dans un rayon de plusieurs 
kilomètres. Il existe aussi des applications possibles dans le domaine des communications optiques, 
comme moyen d'amplification par exemple. 
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C. Terme non linéaire du troisième ordre · 
Les effets d'optique non linéaire du troisième ordre (ou effets cubiques) sont ceux décrits 
par le terme p(3) = x<3) FFF. Rappelons que, au contraire de la susceptibilité quadratique x<2), tous 
les composés possèdent un :x(3). Parmi les effets cubiques, on trouve les correspondants des 
processus du deuxième ordre: la_ génération de troisième harmonique (co + co + co • 3co), l'effet 
Kerr ou effet électro-optique quadratique, co + 0 - 0 • co) et les phénomènes de mélanges à quatre 
ondes (co1 ± ~ ± COJ • C04). 
a) Génération de troisième harmonique 
Si on développe la polarisation p(3) induite par une onde sinusoïdale F O sin rot, on obtient: 
(1.29) p(3) = x<3) (Fo sin rot)3 
= x<3> (F0)3 (sin cot)2 sin rot 
= 112 x<3> CFo)3 (1 - cos 2rot) sin rot 
= 1,2 x<3) (F0)3 sin rot - 1,2 x<3> (F0)3 cos 2cot sin rot 
En utilisant la formule trigonométrique de Simpson: 
(1.30) . . 2 . p-q p+q smp-smq= sm- cos--2 2 
on déduit que 
(1.31) sin rot cos 2cot = 1/ 2 (sin 3cot - sin rot) 
D'où 
(1.32) p(3) = 1,2 x<3) (Fo)3 sin rot+ 1,4 x<3) (Fo)3 sin rot - 1,4 x<3) (F0)3 sin 3cot 
= 3t4 x<3) (Fo)3 sin rot - t14 x<3) (Fo)3 sin 3cot 
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Outre un terme de fréquence co, il apparaît dans p(3) un terme oscillant à la fréquence triple de la 
fondamentale. Il y a donc génération de troisième harmonique. Cette technique est, elle aussi, 
utilisée pour produire des sources cohérentes dans des domaines de fréquence où il n'existe pas de 
lasers intrinsèquesl. Elle est utilisée régulièrement comme méthode de détermination de 
susceptibilité x<3) ou hyperpolarisabilité y [I.1,I.10,I.11]. 
b) Effet Kerr 
Nous nous souvenons que l'effet Pockels est une modification proportionnelle à la première 
puissance du champ électrique statique, de la susceptibilité linéaire apparente d'un matériau. C'est 
pourquoi on l'appelle aussi effet électro-optique linéaire. Déduisons à présent le résultat de l'action 
d'une onde monochromatique (Fo1 sin rot) et d'un champ statique (Fov dans p(3): 
(1.33) p(3) = x<3) CF01 sin rot+ Fo2)3 
= x<3) [(Fo1)3 sin3 rot+ (Fo2)3 + 3 CF01)2 Fo2 sin2 rot+ 3 Foi (Fov2 sin rot] 
Ne retenons que le dernier terme: 
(1.34) P<3>(co) = 3 Fot (F 02)2 sin rot 
Dans ce cas, la susceptibilité linéaire apparente devient 
1 Nous n'étudions pas les processus d'ordre supérieur à trois dans ce travail. Notons toutefois que 
ce n'est pas parce qu'ils n'existent pas. Au contriare, la génération de septième harmonique, par 
exemple, a été observée en 1983 et a permis de produire le laser ayant la plus petite longueur d'onde 
obtenue jusqu'à présent (Â. = 35.5 nm) [I.9]. 
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(1.35) x<1)' = x<1) + 3 x<3) CF02)2 
On remarque que x(l) (et donc l'indice de réfraction n) est modifiée d'une quantité dépendant du 
carré de l'intensité du champ statique, F 02, et de la susceptibilité du troisième ordre. C'est l'effet 
électro-optique quadratique. Ses applications possibles sont nombreuses et importantes, notamment 
pour la fabrication de portes optiques ultra-rapides. Les temps de réponse de n au champ statique 
sont souvent inférieurs à la picoseconde (lQ-12 s), alors que les temps de commutation d'une porte 
logique utilisant les semiconducteurs inorganiques varient d'une à mille nanosecondes [1.3]. On 
conçoit aisément l'avantage à retirer de dispositifs optiques utilisant l'effet Kerr. 
c) Effet Kerr optique 
Il est aisé de montrer que l'indice de réfraction varie également en fonction de l'intensité du 
faisceau de fréquence co au travers de la susceptibilité x(3). Cette dépendance est généralement écrite 
de la façon suivante: 
(1.36) 
où n0 est l'indice de réfraction pour de faibles intensités l(co) (1 oc F2) et n2, l'inclice de réfraction 
non linéaire. La valeur de n2 est déterminée en remplaçant Xe par son développement non linéaire 
(relation (1. 7)) dans l'expression de la permittivité relative ei,: 
Faisceau incident 
Faisceau réfléchi 
Faisceau réfracté Faisceau de retour 
CAVITE 
Miroir partiellement 
réfléchissant 
Figure 1.5: Interféromètre de Fabry-Pérot 
/!lill 
,1--_F_ai_,·,_,sc_e_a_u_transmis 
1 
111::: 
tm 
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(1.37) 
.!_ .!_ (1) (3) -2 .!_ 
2 2 X +X r 2 
n = (Er) = (1 + Xe) = (1 +----) 
Eo 
Le fait que l'indice de réfraction du milieu non linéaire varie en fonction de l'intensité incidente (Io) 
est à la base du transistor optique qui pourrait révolutionner d'ici quelques années le monde de 
l'ordinateur électronique [I.9,I.12-I.15]. Considérons une cavité avec de part et d'autre un miroir 
partiellement réfléchissant: on appelle cette cavité interféromètre de Fabry-Pérot (voir figure 1.5). 
Chacun des miroirs réfléchit une partie de la lumière incidente et transmet l'autre partie. Pour une 
longueur d'onde incidente fixée (Â()), suivant la longueur de la cavité (L), il y a interférences 
constructives ou destructives à l'intérieur de la cavité entre le faisceau réfléchi par le second miroir 
(faisceau de retour) et le faisceau transmis par le premier (faisceau réfracté) (voir figure 1.5). 
L'intensité transmise par le deuxième miroir (IJ varie donc fortement avec la longueur de la cavité: si 
les interférences sont complètement destructives, l'intensité transmise est quasi nulle, si elles sont 
constructives, It peut valoir jusque 100 % de l'intensité du faisceau incident. En réalité, il y a 
résonance si 
(1.38) 
L'étape suivante est d'insérer un matériau optiquement non linéaire dans la cavité. Le critère à 
observer ne concerne plus la longueur de la cavité mais bien la longueur optique (1) définie comme le 
produit de L par l'indice de réfraction n: 
(1.39) l=Ln 
1 ------------ ---------------------- --------------
Â, (N + 1) 0 / 2 l 
Figure 1.6: Evolution de la transmission d'un interféromètre de Fabry-Pérot en fonction 
de la longueur optique 1 du matériau. 
Intensité incidente 10 
Figure 1.7: Variation de l'intensité transmise It par un interféromètre de Fabry-Pérot en 
fonction de l'intensité incidente Jo. 
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Ceci s'explique par le fait que la longueur d'onde dépend de l'indice de réfraction du milieu traversé: 
(1.40) C Â.0 Â.(n)=- =-
ron n 
La condition de résonance dans la cavité devient (voir figure 1.6) 
(1.41) 
ou 
(1.42) 
Imaginons à présent qu'au moment où on illumine la cavité, l'indice de réfraction soit tel 
que l'on se trouve juste à gauche d'un des pics de résonance de la figure 1.6. L'intensité à 
l'intérieur de la cavité (le) est faible, de même que celle transmise en dehors (IJ. Si on augmente 
quelque peu Io et si le matériau est fortement non linéaire, le va être suffisante pour modifier l'indice 
de réfraction ( et donc la longueur optique), de telle sorte que la condition de résonance ( éq. 1.42) va 
être subitement satisfaite, le va augmenter très rapidement, de même que It. Cela donne lieu à une 
courbe de It en fonction de Io (figure 1.7) très semblable à la courbe caractéristique de transfert d'un 
transistor électronique: les valeurs de Io pour lesquelles It est faible représentent l'état binaire 0, 
celles pour lesquelles It est grand, l'état binaire 1. Ce phénomène de bistabilité optique (possession 
de deux états stables) est utilisé pour la construction d'ordinateurs purement optiques. Les 
.avantages d'un tel ordinateur sont multiples: 
-) tout comme pour l'effet Kerr, les temps de commutations (de passage de l'état O à l'état 1 et 
inverséinent) sont considérablement plus faibles (d'environ un facteur 100) pour un transistor 
optique que pour un transistor électronique. 
(a) (b) 
miroir orçlinaire miroir conjugué 
Figure 1.8: Processus de réflexion sur un miroir: (a) situation ordinaire; (b) conjugaison 
de phase. 
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-) le transfert de l'information sous forme de rayons lumineux est plus rapide que le déplacement du 
courant électrique dans un conducteur. De plus, il n'est accompagné d'aucune perte d'énergie sous 
forme de chaleur. 
-) en utilisant des dispositifs optiques, on n'est plus limité à une seule bistabilité comme c'est le cas 
actuellement pour les dispositifs électroniques. On peut en effet imaginer utiliser plusieurs 
résonances succesives (N=l,2, ... ). Cela entraînerait la mise au point d'une nouvelle forme logique 
informatique (qui ne serait plus basée sur l'algèbre booléen). 
-:) les dispositifs optiques ont la capacité de traiter plusieurs informations parallèlement sans qu'il y 
ait interférence entre elles. L'exploitation de cet avantage modifierait le traitement des données en 
vigueur actuellement dans les calculateurs électroniques~ 
d) Conjugaison de phase 
Le quatrième phénomène optique non linéaire du troisième ordre que nous présentons est 
appellé conjugaison de phase [I.16-1.18]. Considérons-un miroir ordinaire que vient frapper une onde 
divergente suivant un angle 8 avec la normale à la surface. L'onde se réfléchit sur le miroir de telle 
sorte qu'elle le quitte avec un angle -8 et continue bien évidemment à diverger (figure 1.8a). Au 
contraire, la même onde frappant un miroir "conjugué" est transformée en une onde convergente qui 
prend exactement le chemin de l'onde incidente (figure 1.8b). En fait, si l'onde incidente est de la 
forme F0 exp i(kr-cot+<p), l'onde conjuguée en phase s'écrit F0 exp -i(kr+cot-<p). Elle possède la 
même dépendance temporelle que l'onde incidente mais sa dépendance spatiale est le complexe 
conjugué de celle de l'onde initiale. De façon équivalente, l'onde conjuguée en phase peut être 
considérée comme étant de partie spatiale inchangée et de signe du temps t inversé. Ainsi, la 
conjugaison de phase est un processus d'inversion du temps. 
En réalité, ce phénomène est un cas particulier de l'effet général de mélange à quatre ondes; 
il peut être symbolisé par la relation: 
Milieu 
non linéaire 
Figure 1.9: Schéma représentant le phénomène de mélange à quatre ondes utilisé pour 
réaliser la conjugaison de phase. 
(1) 
(2) 
(2') 
H+ 1 
1 
• 
• 
tH • , 
• 
fü 
Miroir ordinaire , 
Miroir conjugué 
Figure 1.10: Illustration de la correction de distorsion d'une onde par conjugaison de 
phase: 1) création de la distorsion; 2) réflexion sur un miroir ordinaire et 
doublement de la distorsion; 2') réflexion conjuguée en phase et correction 
de la distorsion. 
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(1.43) 
Ce processus, schématisé à la figure 1.9, est expliqué par le fait que l'interférence des faisceaux de 
fréquence ro1 et roi produit des franges d'interférence d'intensités différentes, créant une "grille" 
d'indices de réfraction (par action dans le milieu non linéaire). Le passage de l'onde -roi sur cette 
grille restitue l'onde ro1 conjuguée en phase. 
Il serait illusoire de vouloir citer toutes les applications possibles de cet effet. Elles 
proviennent essentiellement du fait qu'une onde ayant subi une altération quelconque, après 
réflexion conjuguée en phase, subit une nouvelle altération qui annule la première (alors que 
l'utilisation d'un miroir ordinaire donne lieu à un doublement de la distorsion de l'onde (voir figure 
1.10)). Ceci est très intéressant pour l'élimination de distorsions de toute nature, notamment lors de 
communications par fibres optiques, en photolithographie et en fusion nucléaire lors de 
l'amplification des rayonnements, ou encore lors de la transmission de radiations de haute puissance 
(provenant de la transformation d'énergie solaire) d'une station spatiale vers la terre [1.3,1.16-1.19]. 
Le deuxième type important d'applications de la conjugaison de phase est l'holographie 
[I.17]. Ce phénomène permet d'éviter l'étape de développement de l'hologramme. C'est la raison 
pour laquelle on associe généralement conjugaison de phase et holographie dynamique ou 
holographie en temps réel. 
e) Génération de deuxième harmonique induite par un champ électrique statique 
Le dernier effet que nous présentons, s'il ne trouve pas d'application technologique 
importante, est par contre largement utilisé pour la détermination des hyperpolarisabilités 'Y de 
molécules organiques en phase gazeuse ou liquide. Son principe [1.20] est de mesurer l'intensité à la 
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fréquence 2ro lorsque l'échantillon est illuminé à la fréquence ro en présence d'un champ électrique 
statique CF02): 
(1.44) ro+ro+0 • 2ro 
Pour une molécule non polaire (ou centrosymétrique), la polarisation oscillant à la fréquence 2ro est 
proportionnelle à la susceptibilité x(3) (ou encore à y): 
(1.45) 
Il faut prêter une certaine attention au cas des molécules polaires qui possèdent une 
hyperpolarisabilité f3 non nulle. Dans la situation où on enlève le champ statique, il n'y a pas 
production de deuxième harmonique (d'origine f3) puisque la structure du liquide donne lieu à 
l'annulation du x<2> macroscopique. Lorsque le champ statique est appliqué, il tend à orienter les 
molécules de façon à aligner leur moment dipolaire dans le même sens. Cette orientation induit une 
polarisation macroscopique non nulle. En conséquence, l'hyperpolarisabilité2 observée ('Yobs) est 
composée de deux termes: 
(1.46) 
'Yobs = 'Yél + 'Yor 
où 'Yél est l'hyperpolarisabilité intrinsèque de la moléèule et 'Yor est donné par 
2 Il a été montré [1.20b] que les hyperpolarisabilités b et g (que nous appellerons valeurs moyennes) 
mesurées par cette technique sont reliées aux composantes des tenseurs Pijk et 'Yijkl par les relations 
suivantes (x, y et z représentent les axes moléculaires, x étant aligné sur le moment dipolaire): 
P = Pxxx + Pxyy + Pxzz 
'Y= 1/5 ('Yxxxx + 'Yyyyy + 'Yzzzz + 2'Yxxyy + 2'Yxxzz + 2'Yyyzz) 
La valeur moyenne de la polarisabilité a s'écrit quant à elle 
a= l/3 (Œxx + 0-yy + Œzz) 
(1.47) 'V - J!..Ji_ 
'or- 5kT 
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k est la constante de Boltzmann et T symbolise la température. Ce terme d'orientation a donc une 
origine équivalente à la polarisabilité d'orientation (équation de Langevin et Debye): 
(1.48) 
2 
ex -..L. 
or- 3kT 
Cette technique permet de: 
- mesurer Îél si 13 = 0 [I.211 ou si 13 est connu par une autre méthode. Sinon, il est 
possible d'éviter le problème posé par le terme d'orientation en déterminant 'Yobs en fonction de 
l'inverse de la température. On obtient ainsi une droite dont l'ordonnée à l'origine donne la valeur 
de 'Yél [I.22]. 
- mesurer 13 si 'Y est connu d'autre part [1.23,1.24] ou à partir du coefficient angulaire de la 
droite 'Y= 'Y ( 1/f). Dans ce cas, on peut déterminer 13 et 'Y au cours de la même expérience [1.25-
1.30]. 
Nous profitons de l'occasion pour signaler le problème concernant la comparaison entre des 
hyperpolarisabilités mesurées à partir d'effets différents. Tout d'abord, il peut exister une ambiguïté 
lors de la définition des relations (1.8) ou (1.10). La convention que nous adoptons tout au long de 
notre travail est différente de celle proposée par Buckingham qui définit µ tel que [l.3l] 
(1.49) 
D'autre part, les relations exprimant la polarisation en fonction des susceptibilités x<2> ou 13 (éq. 
(1.21) et (1.26)) et x<3) ou y (éq. (1.32), (1.34) et (1.45)) montrent que les hyperpolarisabilités 
effectives (définies comme les facteurs multipliant les champs électriques) sont équivalentes à une 
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constante près, constante qui dépend de l'effet mesuré. Il faut en tenir compte pour la comparaison 
non seulement de valeurs expérimentales entre elles, mais aussi de valeurs mesurées et calculées. 
Un autre problème, qui ne concerne pas directement notre étude mais qu'il est bon de 
soulever, concerne le lien existant entre les hyperpolarisabilités microscopiques (a, ~. y) et les 
susceptibilités macroscopiques (x<1>, x<2>, x<3)). La relation entre y et x<3) la plus utilisée est du 
type (pour la génération de troisième harmonique) [1.20]: 
(1.50) x<3) = N y f(ro)3 f(3ro) 
où N est le nombre de molécules par unité de volume (ou, chimiquement parlant, la concentration), 
et f(ro), f(3ro) sont les facteurs de champ local. Ces facteurs rendent compte de la différence entre le 
champ macroscopique appliqué par l'expérimentateur et celui effectivement ressenti par la molécule à 
l'échelle microscopique. Ce dernier est égal au champ appliqué additionné de ceux créés par tous les 
dipoles induits par ce même champ aux alentours de la molécule considérée. Pour des liquides non 
associatifs ou considérés comme tels, les facteurs correctifs sont déterminés par la relation 
d'Onsager [I.20]: 
(1.51) 
où 
(1.52) 
(E + 2) E 
00 (O. 
f(ro.) = 1 
1 
. . 
(E00 est la permittivité du liquide à très haute fréquence et est égale au carré de l'indice de réfraction). 
Dans le cas particulier des fréquences optiques pour lesquelles e00 = Eooi, f(roi) est donné par la 
relation plus simple de Lorentz: 
(1.53) 
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Dans le cas des susceptibilités quadratiques x(2), il convient de modifier la relation (1.50) 
pour rendre compte de la symétrie du cristal [1.32]: 
(1.54) 
D . 
xgk = N f1(ro) fi(ro) fK(2ro) I, I, cos(I, i(s)) cos(J, j(s)) cos(K, k(s)) f3ijk(s) 
S=l ij,k 
N est alors le nombre de cellules par unité de volume, n,le nombre de molécules dans une cellule. 
I, J, K représentent le système d'axes de référence cristallin, i, j, k, le sytème d'axes de référence 
moléculaire. 
(a) 
(b) 
(c) 
VVV°"-+ 
hv t 
--=-:-TE2 
~1- Etatvirtuel 
hv E 
1 
~ -f--
hv 1 __ L_ "\.fVV'-..+ 
VV\f'-.+ hv 2 
hvl ------- E1 
Figure 1.11: Diagrammes de niveaux d'énergie représentant (a) l'absorption à un 
photon, (b) l'absorption à deux photons et (c) le processus de génération 
de deuxième harmonique. 
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D. Ori2ine quantique des phénomènes d'optique non linéaire [1.21 
Au début de ce chapitre, nous avons décrit l'optique non linéaire de façon purement 
classique en utilisant le caractère ondulatoire de la lumière. Cela nous paraît la description la plus 
intuitive et donc la plus simple. Toutefois, ces phénomènes peuvent et, dans certaines situations, 
doivent être décrits d'un point de vue quantique, en considérant l'aspect particulaire (ou photonique) 
de la lumière. Dans ce cadre, aux différents processus optiques sont associés des transitions 
quantiques. Ces transitions sont dites optiques car elles s'accompagnent d'émission et d'absorption 
d'un nombre déterminé de photons. Les transitions non optique~ sont celles qui se produisent en 
l'absence de rayonnement optique. 
Si la transition optique ne met en jeu qu'un seul photon, elle est appelée processus 
(absorption, émission spontanée, émission stimulée) à un photon. Dans le cas de l'absorption par 
exemple (fig. 1.lla), un électron passe du niveau d'énergie E1 au niveau d'énergie E2 et il y a 
' 
destruction d'un photon d'énergie hv. La loi de conservation de l'énergie nous dit que 
(1.55) 
Dans le cas des processus à plusieurs photons, on fait appel à la notion d'état virtuel. A la 
différence des niveaux réels, les niveaux virtuels occupent une position arbitraire sur l'échelle 
d'énergie et peuvent être disposés dans les domaines de valeurs interdites d'énergie du système 
macroscopique. De plus, aucune mesure ne peut détecter un système microscopique dans un état 
virtuel. La figure 1.11 b montre un processus d'absorption à deux photons. Il y a destruction de 
deux photons d'énergie hv lors du passage d'un électron du niveau E1 au niveau E2, Dans ce cas, 
(1.56) 
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Remarquons que les processus à n photons doivent être considérés comme des processus uniques, 
indissociables dans le temps. Ils n'admettent aucune division en étapes temporelles: c'est là que 
réside la différence entre un processus à n photons et n processus à un photon. 
On distingue généralement deux cas limites pour l'origine quantique des phénomènes 
d'optique non linéaire. Dans le cas où le composé n'absorbe pas le rayonnement incident (situation 
appelée non résonante), on associe ces effets aux processus cohérents à plusieurs photons. Dans 
ces processus, l'état quantique ne subit aucun changement, il y a juste destruction et création de 
photons accompagnées de transitions virtuelles. La figure 1.1 lc décrit la génération de deuxième 
harmonique (processus à trois photons). Il y a absorption de deux photons d'énergie hv 1 et 
émission d'un photon de fréquence double (hv2). En vertu de la loi de conservation de l'énergie 
(1.57) 
De plus, ce processus obéit à la loi de conservation de l'impulsion pour les photons: 
(1.58) 2 hk1 = hk2 
Notons que la relation (1.58) n'est rien d'autre que la condition d'accord de phase (n(ro1) = n(roi)) 
exprimée en termes d'impulsions des photons absorbés ou émis. Un tel mode de pensée montre que 
dans les processus cohérents, il y a interaction directe entre les ondes incidentes et émises, 
manifestée par un échange d'énergie entre les ondes, par l'apparition de certaines ondes entraînant 
l'affaiblissement d'autres, ce qui est en complète contradiction avec le principe de superposition de 
l'optique linéaire. Par opposition au régime résonant, les non-linéarités non résonantes sont dues à 
la réaction quasi-instantanée des électrons au champ électrique. Elles sont appelées non-linéarités 
intrinsèques et donnent lieu, en raison de leur nature purement électronique, à des temps de réponse 
extrêmement courts (de l'ordre de la femtoseconde = lQ-15 s). 
L'autre cas limite se présente lorsque la fréquence du rayonnement correspond à une énergie 
d'excitation électronique du composé. Le rayonnement est absorbé jusqu'à ce que toutes les 
n = Ilr + i ni 
1 
(0 
Figure 1.12: Dispersion en fréquence de l'indice de réfraction dans la région d'une 
résonance (en roo). 
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molécules soient excitées. Il y a alors saturation de l'absorption et le matériau (que l'on appelle 
absorbant saturable) devient transparent à cette fréquence précise. La différence essentielle avec les 
non-linéarités intrinsèques est que, en régime résonant, les excitations sont réelles et non pas 
virtuelles comme en régime non résonant. Le temps de réponse est fonction de la cinétique de 
désexcitation du matériau. De plus, il est bien établi actuellement que de telles photoexcitations font 
intervenir les phonons (les vibrations), surtout dans les composés organiques pour lesquels le 
couplage électron-phonon (mesurant l'influence d'une modification de la densité électronique sur la 
configuration nucléaire) est importatnt. En effet, dans ces composés, le passage de l'état 
fondamental à un état excité (électronique) s'accompagne très souvent d'une modification non 
négligeable de la structure nucléaire. Ce type de comportement est notamment à la base de 
l'in~erprétation des phénomènes de (photo)conductivité électrique dans les polymères organiques 
conjugués [1.33]. Ce couplage avec les phonons a pour conséquence d'augmenter le temps de 
réponse du matériau (qui est de l'ordre de la picoseconde) et donc les non-linéarités résonantes sont 
a priori moins intéressantes pour la réalisation de traitements ultra-rapides des signaux optiques. 
Le traitement quantique est aussi absolument nécessaire si l'on veut rendre compte de 
l'évolution des propriétés optiques de la matière en fonction de la fréquence du rayonnement (dans 
les régimes situés entre les deux cas limites présentés plus haut). On constate une variation des 
susceptibilités, des permittivités, ... comparable à celle présentée à la figure 1.12 pour l'indice de 
réfraction. On observe que, loin des résonances, n est relativement constant. La dépendance den 
en fonction de co (encore appelée dispersion) augmente lorsque co se rapproche d'une fréquence de 
transition électronique co0. De plus, n devient alors une grandeur complexe. Lorsqu'il y a 
résonance, la partie réelle den s'annule pour devenir négative: c'est la dispersion anomale. La partie 
imaginaire, qui rend compte de l'absorption, est quant à elle maximale pour co = coo. 
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La dépendance des propriétés optiques (linéaires et non linéaires) vis-à-vis de la fréquence a 
certaines conséquences importantes. Tout d'abord, elle entraîne que, pour des fréquences proches 
de fréquences de résonances, la valeur des susceptibilités non linéaires (ou hyperpolarisabilités) 
varie suivant le phénomène étudié. Par exemple, la susceptibilité décrivant la génération de 
deuxième harmonique (X(2) (2ro = ro + ro)) est différente de la susceptibilité décrivant l'effet Pockels 
(x<2> (ro = ro + 0)), les fréquences mises en jeu étant différentes. Cela rend la comparaison entre les 
mesures extrêmement délicate: il convient de spécifier le type de mesure effectué et la fréquence 
incidente utilisée. Une autre conséquence de la dispersion en fréquence des susceptibilités est que, 
comme l'indique la figure 1.12, on peut songer à augmenter la non-linéarité du composé en 
travaillant à une fréquence proche (mais différente pour éviter l'absorption) d'une résonance. 
Toutefois, comme nous l'avons signalé, cette augmentation de non-linéarité s'effectue souvent aux 
dépens d'une augmentation du temps de réponse. Finalement, ajoutons que la dispersion anomale 
est à l'origine des polarisabilités négatives. En effet, si l'existence de polarisabilités négatives est 
inimaginable classiquement, par contre, lors du phénomène de résonance, la partie réelle de la 
polarisabilité s'ànnulant puis devenant négative, cette éventualité est possible. 
1-------
:MNA 
m-NA;MAP 
POM 
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GaAs 
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Figure 1.13: Coefficients de génération de deuxième harmonique {ô) et d'effet Pockels (f) 
pour quelques matériaux inorganiques (LiNb03, LiI03, ADP, KDP, CdS, 
Quartz, GaAs) et organiques (MNA, m-NA, MAP, POM) [I.42]. 
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2. MATERIAUX UTILISES EN OPTIQUE NON LINEAIRE 
Comme nous l'avons déjà évoqué plus haut, les· matériaux utilisés actuellement dans les 
applications d'optique non linéaire sont des matériaux inorganiques tels le niobate de lithium 
(LiNb03), le dihydrogénophosphate de potassium (KH2P04, KDP) (déjà utilisé dans les 
applications de piezoélectricité par exemple), ou les semiconducteurs ID-V: GaAs, InSb, InP. On 
les rencontre notamment dans la fabrication de doubleurs de fréquence (LiNb03, KH2P04) [1.6), de 
guides d'onde dans des dispositifs d'optique intégrée (LiNb03) [1.34], d'oscillateurs paramétriques 
CKH2P04) [I.3], de dispositifs bistables (InSb) [I.12-I.lS], etc. Un autre matériau inorganique étudié 
plus récemment pour son ·x,<2> est le métaborate de ~-barium [1.35]. 
Les derniers développements des recherches _de matériaux inorganiques concernent la 
famille des structures à puits quantiques multiples (Multiple Quantum-Well Structures, MQWS) 
[I,361. Ces structures sont composées de couches ultraminces (10 à 100 À) de semiconducteurs 
ayant des compositions différentes et disposées alternativement (GaAs/AlGaAs, par exemple). Ce 
type de structure a pour effet de moduler la position des niveaux énergétiques dans la direction 
normale aux couches. Ces modifications font que les propriétés électroniques et optiques de ces 
matériaux sont très différentes de celles des semiconducteurs isolés correspondants. Les propriétés 
optiques non linéaires des structures à puits quantiques multiples sont très prometteuses, notamment 
pour la génération, le traitement et la transmission de signaux optiques. 
Toutefois, vers 1970, des mesures effectuées systématiquement en URSS [I.3?] puis en 
France [1.38] établissaient la forte réponse non linéaire de certains composés organiques, parfois 
supérieure de quelques ordres de grandeur à celle des meilleurs composés minéraux connus. La 
figure 1.13 [1.39] reprend quelques exemples de composés organiques et inorganiques en comparant 
leur efficacité dans deux phénomènes du deuxième ordre: la génération de deuxième harmonique et 
l'effet Pockels. 
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Les travaux réalisés depuis [l.40,I.411 tendent à démontrer que les composés organiques sont 
les matériaùx d'optique non linéaire de demain. Les avantages des matériaux organiques sur les 
matériaux inorganiques peuvent être résumés en quatre points. 
- Le plus élémentaire, est, comme nous l'avons dit, qu'ils possèdent des non-linéarités 
optiques comparables sinon supérieures à celles des matériaux inorganiques. Nous 
reviendrons sur l'origine de ces non-linéarités et sur les recherches d'amélioration qui sont 
entreprises. 
- Le deuxième avantage des matériaux organiques, comme évoqué dans l'introduction, vient 
des innombrables possibilités qu'offre la chimie organique en terme de synthèse de 
composés. Comme nous le verrons, cela permet de rechercher des matériaux à grande 
hyperpolarisabilité mais aussi de modifier les composés de manière à ce qu'ils répondent à 
d'autres critères (comme la non-centrosymétrie) spécifiques à chaque type d'application. 
- Le troisième avantage est lié au fait que, très souvent, les matériaux organiques possèdent 
un seuil de dégradation optique plus élevé que les composés inorganiques. Le seuil de 
dégradation optique est la puissance lumineuse maximale supportée par le matériau avant 
qu'il y ait altération ou destruction. Ce point est important puisque, dans les applications, 
ces matériaux sont appelés à recevoir des densités de rayonnement laser importantes. On 
observe que, si LiNbO3 résiste à des puissances derordre de 15 MW/cm2, les cristaux 
moléculaires organiques résistent à des puissances pouvant atteindre 2 GW /cm2 et les 
polymères organiques, 50 GW /cm2. 
- Un dernier avantage des composés du carbone est leur relative facilité de mise en oeuvre 
sous différentes formes (cristaux, cristaux liquides, films et couches minces, fibres, ... ), 
toutes présentant des intérêts en optique d'ondes libres ou guidées. On connaît également 
les avantages habituels des matériaux polymériques: faible densité, malléabilité, bonnes 
propriétés mécaniques. 
F 
Temps 
Figure 1.14: Polarisation P induite par un champ oscillant F sur la molécule de benzène. 
H2?1 <-> ~Üi ... •1------1..,• H2N-O NO, ... • 1----11•~ H2~ (_) ~Üi 
A B C 
Figure 1.15: Structures limites de résonance de la paranitroaniline. 
3. ORIGINE DES NON-LINEARITES OPTIQUES DANS LES COMPOSES 
ORGANIQUES 
A. Non-linéarités quadratiques 
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Vu qu'en régime non résonant, le comportement non linéaire provient de l'ampleur de la 
réaction instantanée des électrons au champ électrique, on s'attend à ce que ce soient les composés 
organiques conjugués, ayant des électrons délocalisables, qui possèdent les plus hautes 
hyperpolarisabilités. La première classe de molécules à avoir été étudiées pour leur x<2> est celle des 
dérivés du benzène [l.4Z-I.45]. C'est aussi pour ces composés que les premiers efforts d'ingénierie 
moléculaire ont été réalisés dans le but d'augmenter les performances des matériaux [1.46]. Un 
premier stade dans ces recherches est l'optimalisation de la non-linéarité moléculaire p. L'étude 
réalisée sur la famille des benzènes substitués à ce sujet montre l'importance de la délocalisation des 
électrons d'une part, de l'asymétrie de la densité électronique d'autre part, pour l'obtention d'une 
valeur de P non nulle. 
Prenons tout d'abord la molécule de benzène: elle possède un centre d'inversion et pas de 
moment dipolaire. L'effet d'un champ oscillant sur les électrons de cette molécule (fig. 1.14) est 
une polarisation équivalente quel que soit le sens du champ appliqué. 
Examinons à présent le cas d'un benzène substitué par un groupement attracteur d'électrons 
(NO2 par exemple) et, en position para, par un groupement donneur d'électrons {NHz): c'est la 
para-nitroaniline. Ses différentes formes de résonance sont représentées à la figure 1.15. Des deux 
formes limites A et C, c'est la seconde qui est la plus naturelle (ou ·la plus stable) puisqu'elle 
correspond à la situation où le groupement donneur a perdu un électron tandis que le groupement 
accepteur est chargé une fois négativement. De plus, on sait que l'état fondamental est décrit de 
façon prépondérante par la structure B avec toutefois un peu .de structure C (donnant lieu au moment 
dipolaire non nul). Le premier état excité, quant à lui, est principalement composé de la structure C 
(avec une charge de O. 7 électron sur les substituants). Ce phénomène est connu sous le nom de 
transfert de charge. Imaginons à présent, comme pour le benzène, l'effet d'un champ oscillant (fig. 
Temps 
Figure 1.16: Polarisation P induite par un champ oscillant F sur la molécule de 
paranitroaniline. 
Table 1.1: Hyperpolarisabilité f3 mesurée par génération de deuxième harmonique 
sous champ statique de benzènes substitués R1-C(ill4-R2 [1.47]. Les valeurs 
sont données en lQ-40 m4y-1 (Â. = 1.318 µm). 
H H 0 
N02 H 8.2 
NH2 H 3.31 
NH2 N02 (ortho) 26.8 
NH2 N02 (méta) 17.6 
NH2 N02 (para) 88.3 
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1.16). Il apparaît une dissymétrie dans la polarisation. En effet, un champ négatif tend à faire 
évoluer la molécule vers la forme limite la plus défavorisée. L'amplitude de la polarisation des 
électrons dans cette situation est dès lors plus faible que lorsque le champ (positif) tend à augmenter 
le poids de la forme limite C (favorisée) dans la molécule. 
Nous remarquons finalement que la forme de la polarisation en fonction du temps est tout à 
fait comparable à celle présentée à la figure 1.3, correspondant à la génération de deuxième 
harmonique. De plus, l'analyse des formules quantiques d'hyperpolarisabilité montre qu'un facteur 
déterminant pour l'obtention d'un f3 élevé dans ces composés à transfert de charge est la différence 
de moment dipolaire entre l'état fondamental et le premier état excité qui doit être aussi grande que 
possible. En réalité, l'effet est déjà visible sur les benzènes monosubstitués (table 1.1). Mais on 
constate qu'il n'est en rien additif: la valeur de f3 de la pàranitroaniline (88.3 lQ-40 m4V-1) est 
largement supérieure à la somme des f3 de l'aniline (3.31 lQ-40 m4V-1) et du nitrobenzène (8.2 lQ-40 
m4V-1). La non-additivité des non-linéarités dans les molécules conjuguées est un fait maintenant 
bien établi que nous avons également étudié en détail pour d'autres systèmes (cfr. chapitre IV). 
L'importance de la délocalisation est évidente lorsque l'on compare l'hyperpolarisabilité des 
trois nitroanilines (l'ortho, la méta et la para) (table 1.1 ). On constate que le composé para possède 
la plus haute valeur de f3 (88.3 lQ-40 m4V-1), suivie de l'ortho (26.8 lQ-40 m4V-1) et de la méta 
(17.6 10-40 m4V-1). La dernière place de la métanitroaniline s'explique par le fait qu'il est 
impossible d'écrire des formes de résonance telles que celles présentées à la figure 1.15 pour la 
paranitroaniline. La délocalisation des électrons est donc nettement moins importante, ce qui se 
traduit par une valeur de f3 largement inférieure. L 'hyperpolarisabilité plus faible du composé ortho 
a pour origine un transfert de charge moins important (surtout dans le premier état excité) que dans 
le composé para. Il en résulte une moins grande dissymétrie de la densité électronique et une moins 
grande non-linéarité du deuxième ordre. 
D'autres grandes familles de composés étudiés pour leur non-linéarité du deuxième ordre 
sont également basées sur le groupement phényie: ce sont les styrènes substitués (figure 1.17a), les 
phénylbutadiènes (figure 1.17b) et les stilbènes substitués (figure 1.17c) [1.40,1.471. L'intérêt de ces 
·composés provient du fait que la longueur de conjugaison électronique y est de plus en plus longue. 
a 
b 
C 
1 
0 
R3 R2 11 
d e R1, _.....C......_ _....R3 
b N N 
N 1 1 
l R2 R4 
0 
f 
g 0 J-
Figure 1.17: Exemples de molécules d'intérêt en optique non linéaire: a) styrène; b) 
phénylbutadiène; c) stilbène; d) pyridine-N-oxyde; e) urée; f) quinodiméthane; 
g) mérocyanine. 
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D'autres composés intéressants dérivent de la pyridine-N-oxyde [l.44,r.4s1 et de l'urée [1.44] (figure 
1.17d,e). Notons qu'un oscillateur paramétrique optique utilisant un cristal d'urée a récemment été 
mis au point [1.48]. Il couvre un domaine allant de 249 nm à 1.23 µm de longueur d'onde. De plus, 
l'urée est très fréquemment utilisée comme référence pour la mesure de J3 sur de nouveaux 
composés et est par ailleurs étudiée en tant que prototype simple de cristal moléculaire à ponts 
hydrogène [1.49]. 
D'autres systèmes ont montré des valeurs de J3 très prometteuses, tels les quinodiméthanes 
[1.50,I.Sl] (fig. 1.17f), comportant des cycles phényles dans une configuration quinoïdique, ou 
certains colorants et mérocyanines (fig. 1.17g). Malheureusement, ces derniers systèmes peuvent 
~ifficilement être cristallisés, ce qui empêche leur utilisation pratique actuellement [1.44]. Ce point 
nous amène à faire remarquer qu'une grande partie des efforts d'ingénierie moléculaire est consacrée 
à l'amélioration de la mise en phase condensée de molécules à hautes hyperpolarisabilités. Citons, 
entre autres, les travaux du CNET [1.46] concernant la production de cristaux moléculaires sans 
centre d'inversion pour des molécules dérivées de la paranitroaniline et de la pyridine-N-oxyde, en 
jouant respectivement sur la chiralité des molécules et sur la suppression du moment dipolaire total. 
D'autres groupes ont tenté d'inclure des molécules fortement non linéaires dans une matrice hôte (de 
copolymères sous forme de cristaux liquides, par exemple) avec une orientation suffisante (qui peut 
être induite par un champ électrique extérieur) [l.52-I.55]. D'autres ont obtenu un arrangement 
favorable des molécules non linéaires en les utilisant comme substituants des polymères hautement 
ordonnés que sont les polydiacétylènes [I.Sl]. Dans ce cas précis, on observe une exaltation de 
l'effet de génération de deuxième harmonique avec le degré d'avancement de la polymérisation. 
Cette entrée en matière sur les polymères nous amène à discuter des non-linéarités cubiques pour 
lesquelles les polymères sont les matériaux organiques les plus prometteurs. 
• 
Figure 1.18: Structures limites de résonance des polydiacétylènes . 
... 
Figure 1.19: Schéma représentant le mécanisme de polymérisation des polydiacétylènes en 
phase condensée. 
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B. Non-linéarités cubigues 
Il est révélateur de constater que les ouvrages traitant des non-linéarités cubiques dans les 
composés organiques [1.40,1.41] n'abordent généralement qu'un type de système: les 
polydiacétylènes (PDA). Comme le nom l'indique, les polydiacétylènes proviennent de la 
polyaddition de diacétylènes (ou butadiynes) substitués: Ri-C=C-OsC-R2. Le polymère peut être 
représenté sous deux formes limites de résonance (fig. 1.18). La première est caractérisée par la 
succession d'une liaison triple, d'une liaison simple, d'une liaison double et à nouveau d'une liaison 
simple. Cette structure est généralement appelée structure acétylénique. La cellule-unité de la 
seconde forme de résonance comporte une liaison simple suivie de trois liaisons doubles. C'est la 
structure butatriénique du polydiacétylène. Quelle que soit la forme adoptée dans la réalité, les PDA 
font donc partie de la famille des polymères organiques conjugués. L'intérêt particulier des PDA. en 
optique non linéaire vient du type de polymérisation qui permet d'obtenir des structures 
extrêmement bien ordonnées [1.56]. En effet, les cristaux de PDA sont obtenus par polyaddition en 
phase solide. Pour des radicaux R1 et R2 bien particuliers, il est possible de cristalliser le 
diacétylène. Sous l'action d'un traitement thermique ou d'une radiation, a lieu une transition de 
phase au cours de laquelle le monomère solide est transformé, de manière homogène, en polymère 
cristallin, sans passage par la phase liquide. La figure 1.19 illustre le mécanisme probable de 
polymérisation qui n'est réalisable que si le cristal de monomère répond à certains critères 
géométriques, eux-mêmes déterminés par la nature des substituants R1 et R2. Le produit de la 
polymérisation est un cristal pratiquement sans défaut, formé de chaînes dont le degré de 
polymérisation atteint 10000. 
La mesure de x(3) par génération de troisième harmonique sur un cristal de PTS 
(paratoluène sulfonate, R1 = R2 = -CH20S02-cp-CH3) donne une valeur de (8.5 ± 5) 10-10 esu, ce 
qui est la plus haute· valeur observée sur un matériau organique [1.57]. De plus, cette valeur est tout à 
fait comparable aux valeurs obtenues sur les semiconducteurs inorganiques (1 10-10 esu pour Ge) 
avec l'avantage signalé d'un temps de réponse très court [1.58]. 
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Une autre facette de l'intérêt des polydiacétylènes est qu'ils peuvent être synthétisés en 
couches minces par la technique de Langmuir-Blogett [1.59], Le principe de cette technique consiste, 
dans un premier temps, à greffer comme substituants du diacétylène, d'une part, un groupement 
hydrophile (par exemple -(-CH2-)n-COOH) et d'autre part, un groupement hydrophobe (CH3-(-
CH2-)m->· Ces molécules sont alors répandues à· la surface d'une cuve remplie d'eau. Elles 
s'orientent à l'interface eau-air avec leur extrémité hydrophobe pointant vers le haut Ensuite ce film 
ordonné de diacétylène est polymérisé sous }'action d'une radiation ultra-violette par exemple: on 
obtient ainsi un film cristallin de polydiacétylène qui est ensuite déposé sur un substrat solide 
(d'argent) en plongeant ce dernier dans la cuve perpendiculairement à la surface de la solution. Si le 
substrat est bien adapté (suffisamment hydrophobe), on peut contrôler minutieusement l'épaisseur 
du film déposé en jouant sur le nombre d'immersions du substrat et donc sur le nombre de couches 
déposées. Ce type de matériau est particulièrement bien adapté à la .réalisation de guides d'ondes 
optiques par exemple. 
L'origine des non-linéarités cubiques dans les polymères conjugués tel le polydiacétylène 
est loin d'être éclaircie. Au départ, les temps de réponses extrêmement courts observés ont été 
attribués, suivant les raisonnements exposés plus haut, à des processus purement électroniques. 
Toutefois, l'analyse de la dispersion du x<3) observé en génération de troisième harmonique révèle 
l'existence d'augmentations de la susceptibilité par résonance dues à la présence de bandes 
excitoniques dans le matériau polymérique [1.58]. 
D'autre part, tout récemment, deux groupes ont proposé une autre origine aux non-linéarités 
\ 
tant résonantes que non résonantes des polymères organiques conjugués (polydiacétylène, 
polyacétylène, polythiophène) [I.ro-I.63]. Le principe suggéré théoriquement par Flytzannis [1.39] est 
plus proche du phénomène d'absorption saturable décrit plus haut, avec couplage entre les 
excitations optiques et les défauts structuraux (exciton, polariton, soliton, polaron, ... ) rencontrés 
dans les chaînes carbonées conjuguées. Au lieu de la saturation de l'excitation électronique 
interbande, il se produit une saturatjon dans la formation d'excitons dans le cas des processus 
résonants, d'exciton-polariton dans le cas d'excitations non résonantes .. Le même genre de 
mécanisme est proposé pour le polyacétylène (avec la formation de solitons au lieu d'excitons) et 
pour le polythiophène (où seraient formés des bipolarons). 
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Ces mécanismes ont l'avantage de rendre compte assez fidèlement des valeurs de x<3) et 
des temps de réponse obtenus expérimentalement tant pour le polydiacétylène PTS que pour le 
polyacétylène (pour lequel la valeur de x(3) mesurée est une des plus hautes jamais observée: 
environ 16 10-10 esu). 
Remarquons finalement que l'efficacité de longues chaînes conjuguées a aussi été testée 
avec succès pour le ~-carotène [1.64,1.65) et le résorcinol, en tant qu'obturateurs optiques (application 
basée sur l'effet Kerr optique) par exemple [I.66). 
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4. CADRE DE NOTRE TRAVAIL DE DOCTORAT 
Nous avons présenté quelques-uns des créneaux intéressants de l'optique non linéaire et des 
travaux réalisés dans l'élaboration de matériaux organiques susceptibles d'application pratique. Il 
faut toutefois faire remarquer qu'il reste un long chemin à parcourir avant la commercialisation de 
dispositifs incluant ces matériaux. Cela ressort très nettement d'une étude faite récemment aux 
Etats-Unis [l.67] où il est dit que "the field of organic and polymeric nonlinear optical materials is 
still only minimally developed". Pour notre part, nous pensons et ne sommes d'ailleurs pas les 
seuls de cet avis [l.68-1.102], que les méthodes théoriques peuvent aider le développement de ces 
nouveaux matériaux. 
A. Apport des méthodes théorigues en optigue non linéaire 
Ces dernières années, plusieurs groupes ont utilisé les méthodes de chimie quantique 
comme outil de compréhension et de prédiction des propriétés optiques non linéaires des matériaux 
organiques. 
Concernant la première hyperpolarisabilité f3 , des calculs de type semi-empirique ont été 
effectués au CNET (Centre National d'Etude des Télécommunications, France) en vue de l'étude 
des dérivés du benzène et du stilbène [I.68-1.70]. A la suite des résultats encourageants obtenus sur 
ces systèmes, l'investigation a été étendue au niveau ab initio et les potentialités de l'urée en tant que 
molécule isolée d'une part, et cristal moléculaire d'autre part [1.49] ont été étudiées. Une autre 
approche semi-empirique incluant en partie la corrélation électronique a été développée à l'université 
de Pennsylvannie (U.S.A.) pour l'étude des non-linéarités quadratiques de composés du type para-
nitroaniline et quinodiméthanes [I.71,I.72,l.51]. L'importance de certains états électroniques dans les 
réponses non linéaires de ces molécules a été établie. Plus récemment, un groupe anglais de I.C.I., 
reprenant la même méthodologie, a étudié systématiquement un grand nombre de molécules 
organiques pour leur hyperpolarisabilité f3 [1.73]. Parallèlement au calcul de f3, ces cherch_eurs 
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anglais utilisent des moyens informatiques graphiques et des banques de données structurales pour 
construire de nouveaux cristaux moléculaires organiques à fortes non-linéarités macroscopiques 
[I.74]_ Plus récemment encore,1 une troisième approche semi..;empirique a été proposée pour la 
prédiction de ~ de molécules apparentées au benzène et au stilbène [I. 75], 
Un des premiers groupes à avoir abordé le calcul des susceptibilités du troisième ordre de 
molécules intéressantes en optique non linéaire est celui d'Hameka et de ses collaborateurs 
(Université de Pennsylvannie, U.S.A.). Par des calculs simples (du type Hückel notamment), ils 
ont étudié des chaînes conjuguées [I.76,I.77] et des composés polycycliques aromatiques substitués 
(par des groupements nitriles par exemple) [I.78-I.81]. Ils prédirent par leur calcul de très ,fortes 
réponses non linéaires pour les cyanobenzo- et cyanonaphto-quinodiméthanes (un exemple étant le 
célèbre TCNQ) [l.80]. L'étude du calcul d'(hyper)polarisabilités cubiques de molécules 
d'application pratique a également été faite ces dernières années par Nicolaïdes et ses collaborateurs. 
Utilisant une approche semi-empirique, ils ont parcouru un grand nombre de structures: alcanes 
[I.82], polyènes [I.83], polyynes [I.84], aromatiques [I.85], anions et cations organiques [I.86-I.91]. De 
plus, ils ont envisagé l'influence de la substitution [I.92-1.96] et des interactions entre molécules [I.97] 
sur les hyperpolarisabilités. 
L'étude théorique des non-linéarités cubiques de polymères a principalement été menée au 
Laboratoire d'Optique Quantique de l'Ecole, Polytechnique d'Orsay (France). Tout d'abord, par la 
méthode de l'électron libre, Rustagi et Ducuing ont étudié la contribution des électrons 7t à 
l'hyperpolarisabilité de chaînes conjuguées [I.98]. Ils ont pu ainsi reproduire la non-additivité de ces 
contributions, comme cela avait été observé expérimentalement auparavant. Ensuite, appliquant 
l'approche de Genkin et Mednis [I.99,I.ldJ, Flytzanis et ses collaborateurs ont analysé l'influence de 
la délocalisation électronique sur les propriétés optiques linéaires et non linéaires du troisième ordre 
de polyacétylènes, polydiacétylènes et polyacènes [I.100-1.102,1.39]. 
42 
B. But et plan de notre travail 
Le but initial de notre travail est de déterminer, par calcul théorique ab initio et de façon plus 
systématique que ce qui a été fait auparavant, les facteurs importants favorisant de fortes réponses 
non linéaires cubiques dans les chaînes organiques conjuguées. 
Dans le chapitre II, nous définissons le cadre théorique général dans lequel nous avons 
effectué notre étude. Nous rappelons succintement la déduction de la méthode de Hartree-Fock et 
présentons les méthodes de calcul de propriétés autres que les (hyper)polarisabilités que nous avons 
étudiées: géométrie optimale, charges atomiques, moments dipolaires et énergie de première 
transition optique. Nous décrivons ensuite les différentes bases de fonctions utilisées en pratique. 
Le chapitre III est consacré à l'étude formelle que nous avons réalisée sur le calcul 
d'(hyper)polarisabilités au niveau ab initio. Nous explicitons les méthodes utilisées: la méthode du 
champ fini (basée sur le principe variationnel) d'une part et la technique de somme sur les .états 
(provenant de la théorie des perturbations) d'autre part Nous exemplifions les problèmes posés par 
chacune d'elles lors du calcul de a et de y et lors de l'extension de ces méthodes aux systèmes 
infinis (polymères). Nous analysons en détail l'influence de la base sur la qualité des 
hyperpolarisabilités et présentons le résultat des recherches que nous avons menées sur un type de 
bases particulièrement bien adaptées à ces calculs: les bases dépendant du champ électrique. Nous 
proposons ensuite une analyse des lacunes en les situant dans la théorie de Hatree-Fock perturbée. 
Finalement, nous détaillons les différentes tentatives d'amélioration que nous y avons apportées. 
Nous présentons l'étude de la réponse électrique de différentes chaînes organiques 
conjuguées dans le chapitre IV. Nous montrons la grande influence qu'ont différents facteurs 
(nature, structure et longueur de chaîne) sur les (hyper)polarisabilités de ces sytèmes. Cela nous 
permet de définir des orientations pour les recherches pratiques en synthèse de composés 
susceptibles d'application en optique non linéaire. 
Le dernier chapitre reprend les conclusions principales de notre travail et quelques 
perspectives d'avenir dans ce domaine si prometteur. 
43 
CHAPITRE Il 
ASPECTS DE CHIMIE QUANTIQUE 
Dans ce chapitre, nous présentons le cadre théorique dans lequel s'inscrit notre étude. Dans 
un premier temps, nous décrivons la méthode de Hartree-Fock (sur laquelle sont basés tous nos 
calculs) et les différentes approximations qui lui sont inhérentes. Ayant été amenés à calculer des 
proprétés autres que les hyperpolarisabilités, nous présentons ensuite les méthodes de détermination 
de structures plausibles de molécules (par optimisation de géométrie), de charges atomiques (par 
analyse de population de Mulliken), de moments dipolaires et de propriétés électroniques (potentiels 
d'ionisation et énergie de transition optique). 
1. METHODE DE HARTREE-FOÇK [11.11 
A. L'équation de Schrôdin2er 
Suivant la mécanique quantique, la plupart des propriétés (dont l'énergie) d'un état 
stationnaire d'une molécule peuvent être obtenues en résolvant l'équation de Schrôdinger [Il.2] non 
relativiste indépendante du temps 
(2.1) H 'P = E'P 
H est l'opérateur hamiltonien, un opérateur différentiel représentant l'énergie totale de la molécule. 
E est la valeur numérique de l'énergie de l'état considéré. 'P est la fonction d'onde. Elle d_épend des 
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coordonnées spatiales (pouvant prendre des valeurs allant de -oo à +oo) et des coordonnées de spin 
(qui peuvent prendre seulement un nombre fini de valeurs correspondant aux composantes du 
moment angulaire de spin dans une direction particulière). Le carré du module de la fonction d'onde 
l'Pl2 est interprété en mécanique quantique comme une mesure. de la probabilité de trouver les 
particules dans une configuration donnée. 
L'opérateur hamiltonien H, comme l'énergie en mécanique classique, est la somme d'une 
partie cinétique Tet d'une partie potentielle V: 
(2.2) H=T+ V 
L'opérateur d'énergie cinétique T est une somme d'opérateurs différentiels: 
(2.3) 
La sommation suri agit sur toutes les particules (noyaux et électrons) et mi est la masse de la 
particule i. 
L'opérateur d'énergie potentielle décrit l'interaction coulombienne entre les particules: 
(2.4) 
où ei représente la charge de la particule i (-e pour un électron et Zie pour un noyau de nombre 
atomique Zj_) et rij, la distance séparant les deux particules i et j: 
Table 2 .1: Facteur de conversion entre le système international (S.I.) et le système 
d'unités atomiques (u.a.) pour quelques grandeurs utiles. 
Quantité physique 
Longueur 
Masse 
Charge 
Energie 
Moment dipolaire 
Polarisabilité 
Hyperpolarisabilité J3 
Hyperpolarisabilité y 
Champ électrique 
1 u.a. = 
5.2918 10-11 m 
9.1095 l0-31 Kg 
1.6022 10-19 C 
4.3598 10-18 J (= 27.2 eV) 
8.4784 l0-30 Cm(= 2.5418 D) 
1.6488 lQ-41 c2 m2 J-1 (= 1.4819 10-31 m3) 
3.2063 l0-53 C3 m3 J-2 
6.2352 10-65 C4 m4 J-3 
5.1423 1011 V m-1 
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Ajoutons que, l'hamiltonien étant un opérateur hennitique, ses valeurs propres sont réelles 
et ses fonctions propres sont orthogonales. 
Tout au long des chapitres suivants, nous utiliserons très souvent le système d'unités 
atomiques en raison de sa simplicité. La table 2.1 reprend les facteurs de conversion entre le 
système international (S.I.) et le système d'unités atomiques (u.a.) pour quelques grandeurs. 
Dans ce système, la masse et la charge de l'électron valent l'unité. L'opérateur hamiltonien 
s'écrit alors : 
(2.6) 
N l M V2 N M z N M l M M z 2a H=T+V=-L-v:-r~-r L2-+ L L-+ L L-A-
. 1 2 A 1 2mA . riA . . . r.. RAB I= = l=l A=l I J>I IJ A B>A 
où N désigne le nombre total d'électrons et M, le nombre total de noyaux. 
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B. Approximation de Born-Oppenheimer [11.31 
Cette approximation est centrale en chimie quantique. Elle correspond à la séparation des 
mouvements électroniques et nucléaires. Cette séparation est justifiée par le fait que, en raison de 
leur masse beaucoup plus importante que celle des électrons (la masse d'un proton= 1831 * la 
masse d'un électron), les noyaux bougent beaucoup plus lentement. Autrement dit, les électrons 
ajustent leur distribution de façon quasi instantanée (ou adiabatique) à tout changement de 
configuration nucléaire. On peut donc considérer en bonne approximation que les électrons sont en 
mouvement dans le champ des noyaux fixes. 
Dans cette approximation, le deuxième terme de la relation (2.6) (l'énergie cinétique des 
noyaux) est négligé et le dernier terme (la répulsion entre noyaux) est considéré comme constant. Le 
reste de l'opérateur est appelé opérateur hamiltonien électronique, ~1ec= 
(2.7) 
Nl NMz NM 
Hélec = · L - v:- L L 2-+ L L 2_ 
· 1 2 ·1 A 1 riA · 1 · · r .. 1= 1= = 1= J=l,>1 lJ 
L'équation de Schrôdinger électronique s'écrit: 
(2.8) Hélec 'I'étec = ~lec 'Pélec 
où 
dépend explicitement des coordonnées électroniques et de façon paramétrique des coordonnées 
nucléaires. L'énergie électronique 
(2.10) 
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dépend également de façon paramétrique des coordonnées nucléaires. L'énergie totale &> est la 
somme de l'énergie électronique et du terme de répulsion nucléaire: 
(2.11) 
Si l'opérateur hamiltonien électronique n'est fonction que des coordonnées spatiales des 
électrons, la fonction d'onde électronique dépend, en plus, des coordonnées de spin, qui, dans le 
cas d'un électron, peuvent prendre les valeurs 1/2 ou -1/2 (en unités atomiques). De plus, par le fait 
que les électrons sont des fermions, une fonction d'onde à plusieurs électrons doit être 
antisymétrique par rapport à l'inversion des coordonnées de deux électrons: 
(2.12) 
C'est le principe d'antisymétrie encore appelé principe d'exclusion de Pauli. Il porte le nom 
de principe d'exclusion car il entraîne l'annulation de la probabilité que deux électrons aient les 
mêmes coordonnées (spatiales ou de spin). En effet, suivant la relation (2.12), 
(2.13) 
Table 2 2: Polynômes associés de Laguerre et de Legendre. 
type d'orbitale n 1 L21 + l(x) 
n +1 1 m ~(x) 
ls 1 0 -1! 0 0 1 
2s 2 0 2x-4 1 0 y 
2p 2 1 -3! 1 1 (1 _ x2)112 
3s 3 0 -3x2 + 18x - 18 2 0 1/2 (3x2 - 1) 
3p 3 1 24x- 96 2 1 3x (1 _ x2)112 
3d 3 2 -5! 2 2 3 (1 - x2) 
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C. Résolution de l'équation de Schrôdin~er 
L'atome d'hydrogène, les atomes hydrogénoïdes (c'est-à-dire ne possédant qu'un seul 
électron) et la molécule H2+ sont les seuls systèmes chimiques pour lesquels l'équation de 
Schrôdinger électronique est soluble rigoureusement. Dans le cas d'un atome hydrogénoïde de 
nombre atomique ZA, cette équation devient: 
(2.14) 1 2 ZA (--V. --)'l'=E'I' 
2 i riA 
Sa résolution conduit à une fonction d'onde 'I' n, 1, m (r, 0, q,), qui, par définition, est appelée 
orbitale: 
(2.15) 'l'n, 1, m (r, 0, <I>) = Rn, 1 (r) 01, m (8) <I>m (q,) 
r, 8 et q, sont les coordonnées polaires du système; n, 1 et m sont des nombres entiers respectivement 
appelés: nombre quantique principal, azimutal et magnétique (1 Sn S oo, 0 S 1 S (n-1), -1 Sm S 1 ). 
Rn, 1 (r) représente la partie spatiale de l'orbitale [II.4]: 
Zr 
(2.16) R 1 (r) = n, 
3 --
4(n-1-l)!Z c2zr)1e n11o L21+1c2zr) 
34 3 na_ n+l na [(n+l)!]n a0 " o 
où ao est le rayon de la première orbite de Bohr(= 1 u.a.) et L(x) sont les polynômes associés de 
Laguerre (voir Table 2.2). E>1,m(8) et <I>m(4>), les dépendances angulaires de 'I', valent 
respectivement 
(2.17) E> (8) = P1ml(cos 8) 1, m 1 
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(2.18) 
où p1m(x) sont les polynômes associés de Legendre (voir table 2.2). 
L'énergie totale E correspondant à la fonction (2.15) ne dépend que du seul nombre 
quantique principal: 
(2.19) i-. E(n) = __ .=A. 
2n2 
Chaque niveau d'énergie de l'atome d'hydrogène (excepté le niveau fondamental, n = 1) est donc 
dégénéré. 
Pour des systèmes comprenant plus d'un électron, la résolution de l'équation de 
Schrodinger électronique nécessite l'adoption d'approximations supplémentaires. 
a) Le Modèle Indépendant (Ml) 
En réalité, le terme gênant de l'hamiltonien à N électrons (2. 7) est celui décrivant la 
répulsion électronique. En effet, il dépend des coordonnées de deux électrons sans possibilité de 
séparation des variables. 
Imaginons que ce terme soit purement et simplement supprimé. L'opérateur devient alors: 
(2.20) 
N N M z 
HMI = - L _!_ v: -L L 2. 
i 2 i A riA 
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Cet opérateur traduit une situation de N particules indépendantes, sans interaction entre elles. Dans 
ce cas, H peut s'écrire comme une somme d'opérateurs dépendants des coordonnées d'un seul 
électron: 
(2.21) 
. M z 
MI ~ ~ 1 2 ~ A H = k,,,/ hi= k,,,/ (- - Vi - k,,,/ -) 
i i 2 A riA 
La solution de l'équation de Schrôdinger impliquant cet opérateur s'écrit comme un produit 
d'orbitales (fonctions à un seul électron) 'l'i ne dépendant des coordonnées que d'un seul électron: 
(2.22) 
'l'i(i) est noté pour 'l'i(xi, Yi, Zï, roi) où roi représente la coordonnée de spin. L'indice O indique que 
nous nous préoccupons de l'état propre d'énergie la plus basse, c'est-à-dire de l'état fondamental. 
L'équation de Schrôdinger revient alors à écrire une série d'équations monoélectroniques: 
(2.23) i = 1, ... , N 
où f:ï est la valeur propre de l'opérateur hiMl et a les dimensions d'une énergie. C'est pourquoi on 
l'appelle énergie monoélectronique ou énergie d'orbitale. 
L'énergie électronique totale s'exprime comme la somme des énergies monoélectroniques 
(2.24) 
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Cependant, une fonction d'onde du type (2.22) ne vérifie pas le principe d'antisymétrie. 
Pour assurer l'antisymétrie, les orbitales doivent être arrangées sous forme d'un déterminant, appelé 
déterminant de Slater [II.6]; 
(2.25) 
mMI _ 1 
TQ - (N!)l/2 
'1'1C1> '1'1 (2) ... '1'1 (N) 
'l'i1) 'l'i2) ··· '1'2CN> 
Le facteur (N!)-112 est un facteur de normalisation assurant que le produit scalaire <\J'oM1 1 \J'oM1> 
vaut l'unité. Ajoutons qu'une orbitale 'l'j(i), dépendant à la fois des coordonnées spatiales (ri) et de 
, spin (coi), peut être factorisée: 
(2.26) 
où cpj(ri) est la partie spatiale de l'orbitale et gj(coi) , la partie de spin. Généralement, 'l'j(i) est 
appelée spin-orbitale, le terme d'orbitale étant réservé à la partie spatiale cpj(ri). La partie de spin 
prend la valeur ex( coi) pour un spin de + 1/2 et (3( coi) pour un spin de -1/2. 
Dans le cas d'un système à couches fermées, c'est-à-dire qui ne possède pas d'électron non 
apparié, on construit habituellement le déterminant de Slater, pour l'état fondamental, en assignant 
un électron de spin ex et un électron de spin (3 à chaque orbitale cpj(i). Cela donne comme 
déterminant: 
(2.27) cp1(1) ex(l) cp1 (2) ex(2) cpl (N) ex(N) 
cpl (1) (3(1) cp1 (2) (3(2) cpl (N) (3(N) 
q,MI _ 1 
<?il) ex(l) 0 - (N!)l/2 
cpN(l) (3(1) cpN(N) (3(N) 
- -2 2 
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b) Méthode de Hartree-Fock 
Nous avons vu que la fonction d'onde (2.27) est la solution d'une équation où l'opérateur 
n'est pas l'opérateur hamiltonien complet. Le principe de la méthode de Hartree-Fock [Il.7,11.8) est 
d'utiliser une fonction <I> de forme (2.27) avec l'opérateur hamiltonien complet, y compris les termes 
de répulsion électronique. Nous savons qu'une telle fonction n'est pas une fonction propre de 
Hélec· Toutefois, il est toujours permis de calculer une quantité E ayant les dimensions d'une 
énergie: 
(2.28) E = <<l>I l41ec l<I>> 
Rappelons que la fonction <I> est normalisée à l'unité. 
A ce stade intervient le théorème des variations. Ce théorème stipule que, si F est une 
fonction quelconque, on a: 
(2.29) E' = <FI !41ec IF> ~ Eo = <'1'ol !41ec l'Po> 
où E0 et '1'0 sont l'énergie totale et la fonction d'onde exactes. Cela signifie en clair que l'énergie E 
(2.28), construite sur un déterminant de Slater, est toujours supérieure (ou égale si <I> = 'Po) à 
l'énergie exacte Eo. 
En plus d'une simple indication sur la valeur de E ou sur la qualité de la fonction <I>, ce 
théorème peut être appliqué pour la recherche de la meilleure fonction <I> possible. En effet, on peut 
imaginer optimiser <I> de façon à minimiser la quantité E, le théorème des variations nous assurant 
que cette dernière sera toujours supérieure (ou égale dans le meilleur des cas) à E0. 
La seule flexibilité à notre disposition dans la fonction d'onde (2.27) est le choix des 
orbitales <?i• C'est pourquoi on minimise E en imposant: 
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(2.30) i = 1, ... , N/2 
tout en maintenant l'orthonormalité des orbitales, à savoir: 
(2.31) 
On déduit ainsi une équation appelée équation de Hartree-Fock dont la solution fournit les meilleures 
orbitales. Cette équation de Hartree-Fock est une équation aux valeurs propres de la forme 
(2.32) ho(i) <?i = Eï <?i 
où h0(i) est un opérateur monoélectronique appelé opérateur de Fock: 
(2.33) 1 ~ z HF h0(i) = - -2 V~ -- L ---A.+ v (i) 
i A riA 
où le potentiel de Hartree-Fock vHF(i) s'écrit pour un système à couches fermées: 
N/2 
(2.34) VHF(i) = ~ (2J. - K.) ~ J J j=l 
Jj est appelé opérateur de Coulomb et est tel que 
(2.35) J cp~(r.) cp.(r.) • J J J J J.(1) cp.(r.) = ~-'---'----dr. cp.(r.) J 1 1 r.. J 1 1 
. lJ 
Kj est l'opérateur d'échange: 
54 
(2.36) 
Ce dernier résulte directement de la propriété d'antisymétrie de <l>. Le potentiel de Hartree-Fock 
vHF(i) peut être considéré comme le potentiel moyen ressenti par l'électron i, créé par la présence 
des autres électrons. On constate que vHF(i) dépend, au travers des opérateurs Ij et Kj, des orbitales 
des autres électrons et donc que l'opérateur de Fock dépend de ses propres solutions. L'équation 
(2.32) doit donc être résolue de façon itérative. C'est la méthode du champ self-consistant (Self-
Consistent-Field, SCF). 
La résolution de l'équation (2.32) fournit un jeu d'orbitales orthonormées { <Pk} et 
d'énergies d'orbitale correspondantes {Ek}. Les N/2 orbitales de plus basse énergie {<pa} sont 
appelées orbitales moléculaires (O.M.) occupées. Le déterminant de Slater construit sur ces 
orbitales est la fonction d'onde de Hartree-Fock de l'état fondamental et est la meilleure 
approximation, au sens du théorème des variations et sous forme d'un seul déterminant, de l'état 
fondamental du système. Les orbitales de plus hautes énergies {<pr} sont appelées orbitales 
virtuelles ou inoccupées. Leur nombre est en principe infini. 
L'énergie électronique totale de l'état fondamental s'écrit: 
N/2 N/2 N/2 
(2.37) EéHFl = 2 """ E. - """ """ (2J.. - K .. ) ec .L..J 1 .L..J .L..J lJ lJ 
i=l i j 
où Jij et Kij sont des intégrales de la forme: 
(2.38) J . J cp~(r.) cp.(r.) · J.. = cp. (r.) J J J J dr. cp.(r.) dr. 
lJ 1 1 r.. J 1 1 1 
lJ 
(2.39) J • J cp~(r.) cp.(r.) K. = cp. (r.) J J 1 J dr. cp.(r.) dr. 
lJ 1 1 r.. J J 1 1 
lJ 
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Remarquons que 
- l'opérateur de Fock ho(i) diffère de l'opérateur monoélectroniq~e hiMI du modèle 
indépendant (2.21) par la présence du terme vHF(i) décrivant l'interaction moyenne entre 
les électrons. 
- cette interaction moyenne entre électrons fait apparaître une correction à l'énergie totale 
(2.37) par rapport à l'énergie totale du modèle indépendant (2.24). 
- à ce stade, la seule approximation de la méthode de Hartree-Fock se trouve dans la forme 
(déterminant de Slater) de la fonction d'onde. 
- habituellement, pour des raisons pratiques, les orbitales <i>i sont considérées comme 
réelles. 
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c) Méthode LCAO de Roothaan. 
La résolution de l'équation de Hartree-Fock peut être faite soit de façon numérique, soit de 
façon analytique. Dans le premier cas~ la résolution passe par l'intégration numérique de l'équation 
différentielle (2.32). Cette pratique est courante pour les calculs atomiques et de plus en plus 
fréquente pour les molécules diatomiques. Des recherches basées sur une formulation des équations 
dans l'espace des impulsions sont effectuées actuellement pour étudier des molécules polyatomiques 
et des chaînes infinies [II.9]. Toutefois, l'état de développement de ce type de résolution est encore à 
un stade trop préliminaire pour les molécules organiques qui nous intéressent. 
Un remède à ces difficultés a été proposé par Roothaan [li.10] qui a montré que, en 
introduisant un jeu de fonctions de base connues, l'équation différentielle peut être convertie en un 
jeu d'équations algébriques et être résolue par les techniques matricielles habituelles. 
Soit {Xq(r)} un jeu de co fonctions de base (réelles) sur lequel sont développées les orbitales 
moléculaires (inconnues) {<pi(r)}: 
(2.40) <p.=~ c. X 
1 L 14 4 
q=l 
Habituellement, on choisit éomme fonctions de base des orbitales atomiques centrées sur les 
noyaux, d'où le nom de LCAO (Linear Combination of Atomic Orbitais). Pour qu'une base soit 
complète et que le développement (2.40) soit exact, le nombre code fonctions Xq(r) doit être infini. 
Malheureusement, en pratique, ro est limité à un nombre fini. Dès lors, la méthode de Roothaan 
constitue une approximation supplémentaire dans la résolution de l'équation de Schrôdinger. 
Les nouvelles inconnues du problème sont les coefficients Ciq développant les <pi. En 
substituant (2.40) dans l'équation de Hartree-Fock (2.32), en multipliant scalairement à gauche les 
deux membres par <Xpl, on obtient: 
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(2.41) L ciq <Xpl h0 IX4> = Ei L ciq <XplX4> 
q q 
En définissant - <Xpl ho IXq> = Fpq, c'est-à-dire un élément de la matrice carrée (ro * ro) de Fock 1P 
- <XplXq> = Spq, c'est-à-dire un élément de ~a matrice carrée (ro * ro) de recouvrement 
s, 
la relation (2.41) devient: 
(2.42) ~ F c. = E. ~ S c. 
~pq1q 1~pq1q 
q q 
ou, sous forme matricielle, 
(2.43) 
où C est la matrice carrée (ro * ro) des coefficients LCAO et e, la matrice diagonale des ro énergies 
d'orbitales Ej_. En méthode LCAO, la condition de normalisation (2.31) devient 
(2.44) 
{Xq}: 
(2.45) 
où 
(2.46) 
et S C =li. 
La matrice de Fock est donc la représentation matricielle de l'opérateur ho dans la base des 
F pq = <Xpl h0 IX4> 
M 
= Tpq - L ZA VpqCA) + L L Drs [2(pqlrs) - (prlqs)] 
A r s 
1 2 T = <"i 1 - - V IX > pq "'P 2 1 q 
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est une intégrale monoélectronique d'énergie cinétique, 
(2.47) 1 V (A)= <'Y 1-IX > 
pq "'P rlA q 
est une intégrale monoélectronique d'attraction nucléaire, 
N/2 
(2.48) D =~/c 
rs ~ ar as 
a=l 
est µn élément de la matrice densité D, 
(2.49) 
est une intégrale biélectronique d'interaction électronique (Coulomb et échange). 
Dans les programmes de calcul, la résolution de l'équation matricielle (2.43) passe tout 
d'abord par une transformation des matrices lF et S au moyen d'une matrice X: 
(2.50) xt lF X = lF' 
(2.51) xt S X= 1 
(2.52) x-1 C = C' ou C = X C' 
En substituant (2.52) dans (2.43) et en multipliant les deux membres par xt, on obtient: 
(2.53) xt lF X (C' = xt s XC' e 
ou 
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(2.54) F' C' = C' e 
qui est la représentation matricielle d'un système aux valeurs propres. Les solutions C' sont 
obtenues en diagonalisant la matrice F. Les coefficients initiaux C sont calculés ensuite par la 
relation (2.52). L'énergie totale de la molécule est calculée comme suit: 
(2.55) 
Terminons la description de cette méthode par deux remarques importantes pour la suite de 
notre travail: 
- la matrice F dépendant de ]D) et donc des coefficients Cïp• la résolution de (2.43) nécessite 
un processus itératif. En pratique, on considère que le calcul a convergé lorsque la 
variation des éléments de ]D) d'une itération à l'autre n'excède pas un certain seuil (que 
nous avons fixé à 10-8 dans les calculs que nous discuterons par la suite). Le test de 
convergence sur la matrice densité ]D) apporte beaucoup plus de précision à la fonction 
d'onde que le test de convergence sur l'énergie totale. En effet, l'énergie totale est 
beaucoup moins sensible à une erreur sur la fonction d'onde que la matrice densité. 
- les matrices Cet e sont des matrices de dimension ro * ro. Le calcul SCF-LCAO fournit 
donc ro orbitales moléculaires dont les N/2 plus basses en énergie sont occupées tandis que 
les autres (au nombre de ro - N/2) sont inoccupées. 
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D. Limitations de la méthode de Hartree-Fock, 
La méthode que nous venons de décrire brièvement porte le nom complet de méthode de 
Hartree-Fock restreinte et s'applique aux systèmes à couches fermées (c'est-à-dire à nombre pair 
d'électrons) (Closed Shell - Restricted Hartree-Fock, CS-RHF). Le terme "restreinte" signifie que 
nous utilisons N/2 fonctions (orbitales) pour les N électrons du système en peuplant chaque orbitale 
de deux électrons de spin antiparallèle. Il faut considérer cette approche comme une restriction de la 
flexibilité de la méthode de Hartree-Fock générale. En effet, si on attribue des fonctions spatiales 
différentes pour les électrons à spin a et les électrons à spin ~. on peut constater un abaissement de 
l'énergie totale. C'est la méthode de Hartree-Fock non restreinte (Unrestricted Hartree-Fock, 
UHF). 
La limitation principale de la méthode de Hartree-Fock est l'erreur dite de corrélation. Elle 
provient du fait que la fonction d'onde électronique n'est décrite que par un seul déterminant de 
Slater. Cette forme de la fonction d'onde se traduit par l'apparition dans l'équation de Hartree-
Fock, d'un potentiel rnczyen d'interaction entre électrons. L'erreur de corrélation est due au fait que 
la méthode de Hartree-Fock ne traite pas les interactions instantanées entre les électrons. Une 
mesure de cette erreur est l'énergie de corrélation (Ecorr)- Elle est définie comme étant la différence 
entre l'énergie exacte non relativiste du système (Bo) et l'énergie de Hartree-Fock (Eo): 
(2.56) Ecorr = Bo · Eo 
En raison du théorème des variations, cette énergie CEcorr) est toujours négative. 
Il existe plusieurs techniques de prise en compte de la corrélation électroni4ue [Il.l]. Parmi 
.celles-ci citons la méthode d'interaction de configuration (Configuration Interaction, Cl), la méthode 
,du champ self-consistant multiconfigurationnel (Multiconfiguration Self Consistent Field, MCSCF) 
et l'approche perturbatrice de Moller-Plesset (MP). 
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Sans entrer dans aucun détail, précisons que la première (CI) consiste à construire la 
fonction d'onde électronique comme une combinaison linéaire de déterminants'. Ces déterminants 
sont l'état fondamental cl>0 (ne contenant que les orbitales occupées) et tous les déterminants 
résultant de l'excitation d'un ou plusieurs électrons d'une O.M. occupée vers une O.M. virtuelle. 
On trouve donc parmi ceux-ci les monoexcitations 4>l, résultant de l'excitation d'un électron de 
l'orbitale cpa vers l'orbitale cpr, les diexcitations (J)abrs, etc. La fonction d'onde électronique s'écrit 
alors: 
(2.57) 
Le principe de la méthode est de déterminer les coefficients c0, cl, cabrs, ... par application du 
processus variationnel. 
Si la base était infinie, et donc si le nombre d'orbitales moléculaires virtuelles était infini, on 
disposerait d'un nombre infini de déterminants et la fonction d'onde (ainsi que l'énergie) serait 
exacte. En pratique, le nombre d'orbitales moléculaires virtuelles est limité et on ne peut, par cette 
méthode, calculer qu'une fraction de l'énergie de corrélation . 
La méthode MCSCF est basée sur le même principe. La différence résulte du fait que l'on 
utilise le principe variationnel pour déterminer à la fois les coefficients de la relation (2.57) et les 
orbitales (ou les coefficients LCAO) à utiliser dans le développement d'interactions de configuration. 
La troisième méthode citée (MP) consiste à introduire un hamiltonien électronique généralisé 
(2.58) 
où HHF est la somme des opérateurs monoélectroniques de Hartree-Fock: 
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(2.59) 
et Â V est la perturbation définie comme suit: 
(2.60) Â V = Â CHétec - HHF) 
où ~lec est l'opérateur hamiltonien électronique exact (2.7). Â est un paramètre sans dimension. Si 
Â = 0, H,., = HHF. Si Â = 1, H,., = ~lec· Il est facile de voir à partir de relations (2.7) et (2.33) que: 
(2.61) 
N N N 
HF ~ ~ 1 ~ HF. 
Hélec - H = ,L./ ,LJ - - ,LJ v (1) 
. . .. r.. . 
1 J>l lJ 1 
On applique alors la méthode des perturbations indépendantes du temps (sur laquelle nous 
reviendrons par la suite) pour aboutir à une expression approximative de l'énergie de corrélation du 
deuxième ordre de la forme: 
(2.62) 
N/2 N/2 E~~ = 2 L L (arlbs) (ralsb) _ L L (arjbs) (rblsa) 
ab rs Ea + Ei, - Er - E8 ab rs Ea + Ei, - Er - E5 
Un des avantages de la méthode de Moller-Plesset (MP) par rapport à la méthode 
d'interaction de configuration (Cl) est qu'elle est cohérente en taille. Cela signifie que 
(2.63) 
EMP 
1im --=a N-.- N 
où a est une valeur finie non nulle. Ce n'est malheureusement pas le cas de la méthode d'interaction 
de configuration pour laquelle 
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(2.64) 
En clair, pour le traitement de la corrélation dans les chaînes infinies (polymères), la méthode 
d'interaction de configuration n'est d'aucun secours. Il faut donc utiliser d'autres techniques 
comme la méthode Môller-Plesset 
Figure 2 .1: Illustration schématique d'une sutface de potentiel. 
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2. CALCUL DE PROPRIETES AUTRES QUE LES HYPERPOLARTSABTLITES 
A. Eneq::ie totale 
L'énergie totale électronique est la valeur attendue de l'hamiltonien électronique: 
(2.65) 
Rappelons que Eélec dépend de façon paramétrique des distances intermoléculaires. 
Une fois résolu le problème électronique, on peut résoudre le problème du mouvement des 
noyaux. Pour cela, on forme un hamiltonien nucléaire décrivant le mouvement des noyaux dans le 
champ moyen des électrons, en remplaçant, dans (2.6), les coordonnées électroniques par leur 
valeur attendue, moyennée sur la fonction d'onde électronique: 
(2.66) 
M M M z 2a 
Hnucl = - L 2~ v! + <<l>ol Hélec l<l>o> + L L-R_A_ 
A A A B>A AB 
L'énergie totale Eo( {RA}) fournit donc un potentiel pour le mouvement des noyaux. Cette fonction 
constitue ce qu'on appelle une surface d'énergie potentielle, comme montrée schématiquement à la 
figure 2.1. 
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Les solutions de l'équation de Schrôdinger nucléaire: 
(2.67) Hnucl <I>nucl = E <I>nucl 
décrivent les mouvements de vibration, de rotation et de translation de la molécule. 
Ce qui est plus intéressant pour nous, c'est qu'il est possible de déterminer la structure 
d'équilibre de la molécule par la recherche du minimum de la fonction Eo( {RA}). C'est ce que l'on 
appelle l'optimisation de géométrie. 
Pratiquement, la méthode la plus simple pour optimiser la structure d'une molécule est de 
calculer l'énergie totale pour plusieurs configurations nucléaires, d'interpoler numériquement ces 
résultats et de déterminer la configuration la plus stable. Malheureusement, cette procédure se révèle 
d'une grande lourdeur du point de vue du temps de calcul. C'est pourquoi les chimistes théoriciens 
ont mis au point des stratégies qui permettent d'accélérer la procédure d'optimisation de géométrie. 
Actuellement, la procédure de routine comprend deux ~tapes. La première consiste à calculer des 
forces f qui agissent sur les noyaux dans leur configuration initiale. Ces forces sont obtenues par 
dérivation de l'énergie totale par rapport aux différentes coordonnées nucléaires: 
(2.68) 
La seconde étape correspond à la minimisation de ces forces, ce qui fournit une nouvelle 
configuration nucléaire. Le calcul Hartree-Fock est alors effectué sur cette nouvelle configuration et 
la même procédure est répétée jusqu'à ce que les forces sur les atomes soient inférieures à un certain 
seuil fixé au départ. Tout en étant encore relativement lourde à effectuer, cette technique 
d'optimisation s'avère très utile, surtout lors du calcul sur des molécules non encore synthétisées ou 
pour lesquelles il n'existe pas de données cristallographiques fiables. 
Notons que la géométrie optimisée correspond à la géométrie de la molécule dont les 
noyaux seraient au repos. Elle ne correspond pas à la réalité puisqu'en fait, les noyaux sont 
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perpétuellement en mouvement, même à la température de O K, en raison du point zéro de vibration. 
On peut toutefois considérer que la géométrie optimisée représente une bonne approximation de la 
structure moyenne telle qu'elle peut être obtenue par la méthode de diffraction des rayons X. 
B. Char2:es atomiques, 
La densité de charge p(r), 
N/2 
(2.69) p(r) = 2 2, lcpaCr)l2 
a 
est définie de. manière à ce que p(r) dr soit la probabilité de trouver un électron dans l'élément de 
volume dr situé en r. L'intégrale de la densité de charge sur tout l'espace n'est rien d'autre que le 
nombre total d'électrons: 
(2.70) 
(2.71) 
En méthode.LCAO, p(r) devient: 
p(r) = 2 ~ ~ D X (r) X (r) kJkJ pqp .q 
p q 
où Dpg_ est un élément de la matrice densité (2.48). L'intégration de p(r) donne: 
(2.72) J p(r) dr = 2 2, 2, Dpq J Xp(r) xq<r) dr = 2 2, 2, Dpq Spq = N 
p q p q . 
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Il est parfois souhaitable de répartir les électrons sur différentes parties de la molécule 
(atomes, liaisons, ... ). Par exemple, il peut être utile de définir la charge électronique totale d'un 
atome au sein de la molécule afin de pouvoir quantifier les mouvements de densité électronique. 
Mulliken a proposé une manière d'effectuer ces "découpages" de la densité électronique: c'est 
l'analyse de population de Mulliken [11.11]. Il définit tout d'abord la population nette DPP qui 
représente le nombre d'électrons associés à une fonction de base Xp: c'est le terme diagonal de la 
sommation (2.72) (pour lequel SPP = 1). Les composantes hors-diagonales de (2.72) représentent 
chacune la moitié de la population de recouvrement Qpq entre les orbitales Xp et Xq: 
(2.73) 
Le nombre total d'électrons s'écrit en terme des Dpq et Qpq de la façon suivante: 
(2.74) N=2["" D +"" ""Q ] ~ pp ~ ~ pq 
p p q>p 
Il est également possible de partitionner la charge totale en contributions appartenant toutes à 
une seule fonction Xp (et non à une paire de fonctions comme Qpq): c'est la population globale Clp 
(2.75) 
et 
(2.76) 
Si on effectue la sommation des qp pour les orbitales Xp appartenant à un seul atome A, on obtient la 
population atomique globale: 
(2.77) 
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La charge nette de l'atome A au sein de la molécule s'écrit alors 
(2.78) 
Remarquons que ce schéma d'analyse de population n'est ni absolu, ni unique. Il en existe 
d'autres (comme par exemple celui de Lôwdin [Il.l]) qui sont tout aussi arbitraires. De toute façon, 
il faut faire preuve de beaucoup de prudence dans l'interprétation physique des résultats de ces 
analyses. Par exemple, il est absolument nécessaire que les bases de fonctions soient bien 
balancées, c'est-à-dire réparties équitablement sur tous les atomes de la molécule, pour que tel ou tel 
atome ne soit pas artificiellement favorisé du point de vue de la représentation. Dans notre travail, 
nous utiliserons les charges atomiques nettes et les populations de recouvrement comme mesure de 
la délocalisation électronique dans les chaînes conjuguées (voir chapitre N). 
C. Moment dipolaire 
Comme nous le verrons dans le chapitre suivant, une des propriétés que nous avons 
évaluées à maintes reprises est le moment dipolaire de la molécule. Un des moyens de déterminer 
cette quantité est de calculer la valeur attendue de l'opérateur qui y correspond. Ce dernier s'écrit 
(en unités atomiques): 
(2.79) 
Le moment dipolaire de la molécule est donné par: 
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(2.80) 
L'opérateur moment dipolaire électronique (-Lri) est une somme d'opérateurs 
monoélectroniques. Il est aisé de montrer que tout élément de matrice <<l>oli'}l<l>o> (où <l>o est un 
déterminant de Slater construit à partir de N/2 orbitales cpa et 1'} = l: h(i) est une somme d'opérateurs 
monoélectroniques) vaut: 
N N/2 
(2.81) <<l>ol 1'} l<l>o> = <<l>ol 2,h(i) l<l>o> = 2 2, <<pal h I cpa> 
i a 
Appliqué à notre cas, cela donne pour le moment dipolaire: 
(2.82) 
N/2 
µélec = <<l>ol - 2, ri l<l>o> = - 2 2, <<pal r lcpa> 
a 
Dans le cadre de la méthode LCAO, après substitution de cpa par la relation (2.40), le moment 
dipolaire électronique devient: 
(2.83) . 
de sorte que le moment dipolaire total s'écrit: 
(2.84) 
Nous verrons dans le chapitre suivant qu'il existe une autre manière de calculer le moment dipolaire, 
qui, pour des bases standard, est identique à celle-ci. 
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D. Potentiel d'ionisation, électroaffinité et énen:ie de transition optique 
Nous avons évalué ces quantités en nous basant sur le théorème de Koopmans. Soit un 
déterminant de Hartree-Fock à N électrons N<1>0• Le potentiel d'ionisation, c'est-à-dire l'énergie 
nécessaire pour extraire un électron de l'orbitale occupée <?a (et donc passer à un déterminant à (N -
1) électrons (N - l)<I>a avec les mêmes orbitales) vaut l'opposé de l'énergie de l'orbitale <?a(= - E a>· 
De même, l'électroaffinité, c'est-à-dire l'énergie nécessaire pour ajouter un électron dans l'orbitale 
virtuelle <?r (et donc passer à un déterminant à (N +1) électrons (N +l)<I>r avec les mêmes orbitales) 
vaut -Er· Ce théorème est aisément démontré en effectuant la différence entre les énergies de l'état 
fondamental et des états ionisés calculées à partir de la relation (2.37). L'application de ce théorème 
est toutefois une approximation. En effet, la fonction d'onde de Koopmans de l'état ionisé (positif 
ou négatif) ne correspond pas à la fonction d'onde Hartree-Fock optimale de cet état. L'énergie des 
états ionisés peut être abaissée si l'on redétermine complètement cette fonction d'onde. Dans ce 
dernier cas, la distribution électronique peut se relaxer autour du trou ou autour de l'électron 
supplémentaire, ce qui stabilise le système. On peut donc supposer que le théorème de Koopmans 
fournit un potentiel d'ionisation plus élevé que celui calculé comme la différence entre les énergies 
de Hartree-Fock de l'état ionisé et de l'état fondamental. 
Toutefois, la correspondance entre les potentiels d'ionisation calculés par le théorème de 
Koopmans et les potentiels d'ionisation expérimentaux est parfois relativement bonne, en raison des 
corrections de corrélation électronique qui vont dans le sens opposé aux corrections de relaxation. 
En effet, l'énergie de corrélation est plus importante pour les systèmes à plus grand nombre 
d'électrons, et donc pour l'état fondamental (par rapport aux états ionisés positivement). Par 
conséquent, l'effet d'abaissement de l'énergie de l'état ionisé par relaxation est compensé 
partiellement par la surestimation de l'énergie de l'état fondamental par erreur de corrélation. 
Nous avons aussi calculé l'énergie de première transition optique(~) comme la différence 
entre les énergies de la dernière orbitale moléculaire occupée (HOMO) et la première non occupée 
(LUMO): 
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(2.85) 
Spécifions que les chiffres que nous obtenons de la sorte sont sans aucune signification physique en 
raison même de la nature des orbitales moléculaires virtuelles obtenues par la méthode de Hartree-
Fock. En effet, comme nous l'avons vu ci-dessus, ces orbitales virtuelles doivent être associées à 
un système à (N + 1) électrons et non à un état excité à N électrons. Il s'en suit que les énergies de 
ces orbitales et particulièrement de la première sont systématiquement trop hautes pour pouvoir 
donner une idée de l'énergie réelle de transition entre l'état fondamental et les états excités. Nous 
avons fait ce travail uniquement pour comparer quelques systèmes entre eux en présupposant que 
l'évolution déduite de ces valeurs correspond à l'évolution des énergies de transition expérimentales. 
Limite de Hartree-Fock Résultat exact 
Interaction de configuration 
complète 
Nombre de déterminants de Slater 
inclus dans la fonction d'onde 
Figure 2.2: Représentation schématique des modèles théoriques, montrant l'influence de 
l'amélioration de la base (verticalement) et de la corrélation électronique 
(horizontalement). 
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3. BASES DE FONCTIONS 
La résolution de l'équation de Hartree-Fock nécessite, en méthode de Roothaan, le choix 
d'une base de fonctions sur laquelle sont développées les orbitales moléculaires. Ce choix est d'une 
importance considérable dans la pratique des calculs: la base détermine en effet la qualité des 
résultats obtenus mais aussi le prix (c'est-à-dire le temps de calcul) à payer pour obtenir ces 
résultats. La figure 2.2 reprend un schéma bien connu représentant l'effet sur la qualité du calcul, 
de l'amélioration de la base d'une part et de la corrélation d'autre part. On constate que l'importance 
de la base est quasi équivalente à celle de la corrélation électronique pour l'obtention de résultats de 
grande qualité. Cela signifie qu'introduire de la corrélation dans un calcul qui, par ailleurs, est 
effectué avec une mauvaise base ne paraît pas être une solution. Pour notre part, nous sommes 
partisans d'augmenter la qualité de la base avant d'augmenter la qualité de la méthode. 
Au moment du choix de la base, il faut être conscient du fait qu'une base adéquate pour une 
propriété donnée ne l'est pas nécessairement pour une autre propriété. C'est la raison pour laquelle, 
dans cette section, nous nous limitons à la description générale des bases standard que nous avons 
utilisées au cours de notre thèse. Nous reviendrons sur la motivation du choix de chacune d'elles en 
fonction de la propriété étudiée au moment où nous discuterons précisément cette propriété. 
Toutes les bases que nous avons utilisées (à quelques exceptions près) sont les bases 
proposées par Pople et ses collaborateurs [II.12-II.14]. Elles sont toutes constituées de fonctions 
gaussiennes (primitives) gv contractées en différentes orbitales atomiques Xp: 
(2.86) X (r) = ~ d g (a , r) 
p L..J pV V V 
V 
Il faut savoir que les fonctions de base les plus appropriées à la description de la densité 
électronique sont, sans nul doute, les fonctions de Slater. La fonction de type ls de Slater s'écrit: 
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(2.87) 
3 
Sl (Ç, r) = ( _l )l/2 e- Çirl 
s 7t 
Leur forme est directement déduite des orbitales solutions des atomes hydrogénoïdes (2.16). 
Malheureusement, elles sont très peu pratiques car elles donnent lieu à des intégrales extrêmement 
lourdes à résoudre. C'est pourquoi on préfère utiliser des fonctions gaussiennes gv de forme 
(gaussienne ls): 
(2.88) 2a 314 -a 1ri2 g (Cl , r) = ( _v ) e v 
V V 7t 
En effet, grâce à la propriété remarquable que le produit de deux gaussiennes redonne une 
gaussienne, les intégrales multiélectroniques sont relativement faciles à évaluer. Toutefois, la 
comparaison des relations (2.80 et 2.87) montre que la dépendance des deux types de fonctions vis-
à-vis de lrl diffère assez nettement Tout d'abord, la dérivée en lrl = 0 a une valeur finie dans le cas 
d'une fonction de Slater et vaut zéro dans le cas d'une gaussienne. Ensuite, à de grandes valeurs de 
lrl, la gaussienne décroit beaucoup plus rapidement que la fonction de Slater. 
Un remède à ce mauvais comportement des fonctions gaussiennes est d'utiliser une 
combinaison linéaire de plusieurs gaussiennes pour représenter une fonction de Slater (2.86). La 
longueur du développement, les coefficients de contraction dpv et les exposants Cly, peuvent être 
ajustés de façon à ce que la fonction Xp(r) reproduise au mieux une fonction de Slater. 
Dans le cas de la base ST0-30 [II.121, chaque orbitale est une combinaison linéaire de trois 
fonctions gaussiennes primitives qui sont ajustées pour reproduire les différentes orbitales de Slater. 
Par exemple, la fonction 1 s de l'atome d'hydrogène optimisée pour reproduire la fonction de Slater 
ls d'exposant Ç = 1.24 est donnée par: 
(2.89) SID-3G Xis = 0.444635 g18 (0.168856) + 0.535328 g18 (0.623913) + 0.154329 g18(3.42525) 
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La base ST0-3G est appelée base minimale par le fait qu'elle ne comprend que les orbitales 
atomiques des atomes isolés (ls pour l'atome d'hydrogène, ls, 2s, 2px, 2py et 2p2 pour l'atome de 
carbone). Ajoutons que cette base a été optimisée pour que certaines propriétés telle la géométrie 
moléculaire soient bien reproduites. 
La deuxième base que nous avons utilisée est la base 4-31G [II.13]. Au contraire de la base 
ST0-3G, la base 4-31G n'est plus une base minimale. En effet, les fonctions décrivant les électrons 
de valence (2s et 2p pour l'atome de carbone) sont doublées. La première de ces fonctions résulte 
de la contraction de trois fonctions gaussiennes, la seconde n'est constituée que d'une seule 
primitive. Les orbitales de cœur (ls pour le carbone) sont une contraction de quatre gaussiennes. 
Dans le cas de l'atome d'hydrogène, l'orbitale ls est également doublée, la première fonction étant le 
résultat de la contraction de trois primitives gaussiennes et la deuxième ne comprenant qu'une seule 
gaussienne. La base 6-31G est semblable à la base 4-31G sinon que les fonctions de cœur sont 
représentées par 6 gaussiennes (au lieu de 4). Par l'apport de ces fonctions supplémentaires, la 
flexibilité de ces deux bases est augmentée par rapport à celle de la base minimale ST0-3G. Nous 
aurons notamment à les comparer quant à leur efficience pour le calcul des (hyper)polarisabilités. 
Finalement nous avons effectué quelques calculs au moyen de bases de type 6-31G 
augmentées par des fonctions de polarisation, c'est-à-dire des fonctions de nombre quantique 
azimutal supérieur à celui des orbitales occupées dans les atomes isolés (de type p pour l'hydrogène, 
de type d pour le carbone). C'est notamment la base 6-31G** [11.14]. Si la présence de telles 
fonctions apporte plus de flexibilité à la base, notamment pour la description des déplacements de 
charges loin des centres nucléaires, elle augmente aussi fortement les temps de calcul. Il s'agit de 
réaliser continuellement un compromis entre la qualité souhaitée pour les résultats et le prix à payer 
pour les obtenir. 
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4. CONCLUSION 
Il existe deux grandes classes de calculs (Hartree-Fock ou autre) en chimie quantique. Ce 
sont les calculs "ab initio" d'une part et semi-empiriques d'autre part. Les calculs de type ab initio 
sont caractérisés par le fait qu'aucune approximation n'est effectuée lors de l'évaluation des 
(nombreuses) intégrales. Les seules données du calcul sont la géométrie et la base de fonctions. 
Par contre, dans les approches semi-empiriques, diverses approximations sont introduites lors du 
calcul des intégrales. De plus les termes négligés sont remplacés par des données expérimentales ou 
par des expressions semi-empiriques contenant des paramètres numériques qui sont ajustés pour 
reproduire certains résultats expérimentaux. 
L'avantage des méthodes semi-empiriques réside dans le fait qu'elles peuvent fournir de 
bons résultats dans des temps de calculs bien inférieurs à ce que demandent les calculs ab initio 
produisant la même qualité. Toutefois, une certaine qualité ne peut être obtenue que si les 
paramètres introduits dans le calcul sont choisis pour donner ces résultats. En clair, si on souhaite 
évaluer telle propriété, on est amené à optimiser les paramètres de telle sorte que le calcul reproduise 
des valeurs expérimentales connues de cette propriété. Ensuite le calcul peut être effectué sur des 
molécules non encore testées expérimentalement 
Pour notre part, nous décelons deux dangers à cette approche. Tout d'abord, les paramètres 
optimisés sur une propriété spécifique fournissent des résultats peu probants pour d'autres 
propriétés. Il est souvent nécessaire de réaliser l'optimisation de ces paramètres pour chaque 
propriété étudiée. Dès lors, il est difficile d'obtenir une série de propriétés à un même niveau de 
qualité comme cela peut être _le cas par des calculs ab initio. D'autre part, lors de l'analyse de 
résultats de calculs semi-empiriques, il est parfois délicat de distinguer un effet chimique nouveau et 
intéressant d'une faiblesse ou d'une incohérence de la méthode. Nous préférons l'utilisation des 
méthodes ab initio par lesquelles il nous paraît plus aisé et surtout plus fiable de tirer des 
enseignements sur l'évolution de certaines propriétés. Spécialement lorsque ce qui est recherché 
Table 2.3: Structure du programme GAUSSIAN 82. 
LINK 
Ll0l 
L102 
L202 
L301 
L302 
L303 
L311 
IA0l 
L501 
L601 
L702 
} 
L703 
fonction 
Lecture de la géométrie sous forme de distances 
et d'angles de liaison 
Contrôle de l'optimisation de géométrie 
Transformations en coordonnées cartésiennes 
Calcul des distances interatomiques 
Recherche du groupe de symétrie 
Génération de la base 
Calcul des intégrales monoélectroniques 
Calcul des intégrales moment dipolaire 
Calcul des intégrales biélectroniques 
Génération des coefficients LCAO de départ 
Partie du champ self-consistant 
Calcul de l'énergie totale 
Calcul du moment dipolaire 
Analyse de population de Mulliken 
Optimisation de géométrie 
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n'est pas la reproduction quantitative de résultats expérimentaux connus mais bien des tendances 
semi-quantitatives susceptibles d'orienter les travaux de synthèse. 
Terminons en mentionnant que l'ensemble de nos calculs ont été réalisés au moyen des 
programmes de calcul ab initio GAUSS!~ 80 et 82 de la Carnegie-Melon University [Il.l5]. Ces 
programmes sont composés d'une série de.sous-programmes indépendants (appelés LINKS) qui 
effectuent chacun une partie bien précise du calcul Hartree-Fock. La table 2.3 reprend l'ensemble. 
des LINKS appelés lors de la réalisation d'un calcul standard. Elle nous permettra de situ~r 
exactement les modifications que nous y avons apportées. 
CHAPITRE . Ill 
ETUDE FORMELLE DU CALCUL 
D'(HYPER)POLARISABILITES 
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Dans ce chapitre, nous présentons l'ensemble des travaux effectués sur l'aspect formel du 
calcul des polarisabilités et hyperpolarisabilités. Cette étude a comme double but d'analyser et de 
comparer certaines méthodes de calcul de ces grandeurs et d'autre part de définir et de développer 
des améliorations à inclure à ces méthodes pour qu'elles donnent les résultats les plus fiables tout en 
restant pratiquables sur des systèmes d'intérêt en optique non linéaire. 
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1. PRINCIPE GENERAL DU CALCUL QUANTIQUE DES POLARISABILITES 
ET HYPERPOLARISABILITES 
Les (hyper)polarisabilités sont des quantités qui décrivent la réponse du système à un champ 
électrique. Ce champ électrique (F), quel qu'il soit, doit être considéré comme un agent perturbateur 
du système étudié. De plus l'importance de la perturbation ressentie par la molécule est directement 
proportionnelle à l'intensité du champ. C'est pourquoi on écrit l'hamiltonien de la molécule en 
présence du champ électrique coinme étant: 
(3.1) H(F) =Ho+ F H' 
A champ nul, H est égal à l'hamiltonien non perturbé Ho, l'ampleur de la perturbation augmentant 
avec l'intensité du champ appliqué. Il faut à présent définir la nature de H'. Il doit être tel que F H' 
représente l'énergie d'interaction entre le champ électrique et la molécule. 
On sait que, par définition: 
(3.2) F(r) = - V V(r) 
où V est le potentiel (scalaire) électrostatique. Choisissons une composante Fz du vecteur F. Cette 
composante s'écrit: 
(3.3) 
L'intégration de cette équation donne: 
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Considérons à ce stade que le champ Fz est constant sur le domaine d'intégration, c'est-à-dire sur les 
dimensions de la molécule. Dans ce cas: 
(3.5) V = - Fz z 
Or, l'énergie W d'une particule chargée dans un potentiel V est donnée par la relation 
(3.6) · W = q V(r) 
où q est la charge de la particule et r, son vecteur position. D'où, en utilisant le relation (3.5), 
On peut généraliser les expressions (3.6) et (3. 7) pour un ensemble de charges qf 
(3.8) 
(3.9) 
W=""" q.V(r.) ~ J J j 
W = -F """ q. z. z~ J J j 
Or, par définition, la composante suivant z du moment dipolaire s'écrit 
(3.10) µ = """ q. z. z ~ l J j 
Dès lors, l'énergie d'interaction entre le champ Fz et l'ensemble des charges qj devient: 
(3.11) 
En toute généralité: 
(3.12) W = - F . µ = - F . """ q. r. 4' J J 
J 
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Nous devons revenir sur les implications de l'hypothèse d'un champ constant que nous 
avons introduite pour obtenir l'équation (3.5). Elle peut signifier que le champ appliqué est un 
champ statique homogène, créé par les deux plaques d'un condensateur plan par exemple. Dans le 
cas d'un champ électrique associé à une onde électromagnétique, la validité de cette hypothèse 
dépend de la longueur d'onde du rayonnement. La longueur d'onde des rayonnements optiques 
varie entre 102 et 106 Â tandis que les dimensions moléculaires sont de l'ordre de quelques 
angstroms. On peut donc admettre que l'intensité du champ électrique optique varie peu sur le 
domaine moléculaire et que l'hypothèse de départ est fondée. Vu que l'énergie d'interaction (et 
d'autres propriétés) s'exprime alors en terme de moment dipolaire, cette hypothèse est appelée 
approximation dipolaire. Sous certaines conditions, elle peut ne plus être vérifiée. Il faut alors 
inclure les termes d'ordre supérieur dans l'énergie d'interaction (moment quadripolaire * dérivée du 
champ, etc.) [lll.1]. 
Lorsque l'approximation est justifiée, l'hamiltonien total perturbé est donné par: 
(3.13) 
En séparant la sommation sur j en une sommation sur les électrons et une sommation sur les 
noyaux, on obtient, en unités atomiques: 
. . . 
(3.14) 
ou encore 
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N M 
(3.15) H' = L, ri - L, zA RA 
A 
Traitons à présent le cas idéal où: 
(3.17) H(F) 'l'(F) = E(F) 'l'(F) 
Particularisons à un champ dirigé dans la direction z. Le développement de l'énergie E(Fz) en série 
de Taylor par rapport au champ électrique Fz autour du point Fz = 0 donne (E(O) = Eo): 
(3.18) 
Prenons la dérivée de E(F) par rapport à Fz: 
(3.19) 
Or, d'après (3.17): 
De plus, le théorème d'Hellmann-Feynman établit que: 
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(3.21) 
= <'P(F )1 - µ l'P(F )> z z z 
Nous reviendrons plus loin dans ce chapitre sur les conditions précises d'application de ce 
théorème. Signalons dès à présent qu'il est aisément démontrable dans le cas où 'I' est une fonction 
propre de H. 
En appliquant ce théorème à la relation (3.19), on obtient: 
(3.22) dE cf'E 1 rTE 2 1 cfE 3 <µ > = - ( - ) - ( - ) F - - ( - ) F + - ( - ) F + ... 
z dF0 20z2 30z 6 40z 
z dFZ dFZ dFZ 
Lors de la définition de la polarisabilité et des hyperpolarisabilités, nous avons vu que (1. 10) 
(3.23) 
La comparaison des relations (3.22) et (3.23) donne: 
(3.24) 
(3.25) 
(3.26) 
dE(F) 
µOz= - ( dF )o 
z 
2 
Œ = _ ( d E(F)) 
zz 2 0 
dFZ 
3 
R = - ..!.. ( d E(F) ) 
Pzzz 2 3 0 
dFZ 
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(3.27) 
D'où l'expression de l'énergie totale en présence du champ (3.18) devient: 
(3.28) 1 2 1 3 1 4 E(F) = E - µ F - - a F - - A F - -"' F O Oz z 2 zz z 3 1-'zzz z 4 1zzzz z • • • 
On constate que, lorsque le théorème d'Hellman-Feynman est vérifié, on dispose de deux relations 
équivalentes définissant les hyperpolarisabilités: l'une faisant intervenir l'énergie totale, l'autre, le 
moment dipolaire. Par exemple: 
(3.29) 
De manière générale, on obtient: 
·(3.30) 
1 ëlµi 1 °ilE 
'Yijkl = 6 C aFj aFk aFl ) = - 6 C aFi aFj aFk aFl )o 
Nous savons à présent comment déduire les (hyper)polarisabilités. Encore faut-il pouvoir 
résoudre l'équation de Schrôdinger perturbée (3.17). Il existe deux grands types de méthodes de 
résolution du problème perturbé: la méthode variationnelle et la méthode perturbationnelle. Dans 
notre travail, nous avons étudié deux techniques, une de chaque type, basées sur l'approximation de 
Hartree-Fock. Nous avons mis en évidence leurs qualités mais aussi leurs défaillances. Grâce à 
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l'analyse formelle que nous avons effectuée, nous avons pu comprendre ces défaillances et élaborer 
des méthodes d'amélioration en vue du calcul d'hyperpolarisabilités fiables. 
Notons que ces deux méthodes fournissent des propriétés statiques, c'est-à-dire pour un 
champ statique (de fréquence nulle). C'est évidemment une restriction dans le contexte de 
l'ingénierie en optique non linéaire. En effet, comme nous l'avons montré dans le premier chapitre, 
les fréquences incidentes et émises peuvent avoir. une influence considérable sur la valeur de la non-
linéarité optique d'un matériau. Toutefois, il faut faire remarquer que: 
(3.31) 
- dans les régimes complètement transparents, les non-linéarités optiques sont très proches 
des valeurs statiques. La dépendance vis-à-vis des fréquences est surtout importante dans 
les zones de quasi-résonance. De plus, de façon approximative, une susceptibilité x(ro) 
peut être exprimée comme le produit d'un facteur indépendant de la fréquence X(O) et d'un 
facteur contenant la dispersion en fréquence G(ro): 
x(ro) = x(O) G(ro) 
Les méthodes que nous avons étudiées fournissent des estimations du x(O). 
- nous venons de voir au chapitre précédent que la méthode de Hartree-Fock ab initio ne 
permet pas le calcul d'états excités ayant une signification physique réelle. Par 
conséquent, quand bien même on effectuerait des calculs d'hyperpolarisabilités 
dynamiques (c'est-à-dire dépendant de la fréquence), les valeurs obtenues pour des 
fréquences proches des zones de résonance seraient certainement très éloignées des valeurs 
expérimentales puisque ces résonances seraient disposées à des énergies beaucoup trop 
élevées. Il s'agit donc de disposer d'une méthode de calcul décrivant de façon précise les 
états excités avant d'entreprendre le calcul d'hyperpolarisabilités dynamiques. 
- l'analyse que nous avons faite sur ces méthodes statiques, et les améliorations que nou·s 
avons envisagées, surtout concernant la deuxième d'entre elles, restent entièrement 
d'application pour les méthodes dynamiques correspondantes. 
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2. METHODE VARIATIONNELLE 
La première méthode que nous avons abordée pour le calcul des polarisabilités et 
hyperpolarisabilités consiste, dans son principe, à minimiser l'énergie totale de la molécule en 
présence du champ électrique. 
A. Calcul de la polarisabilité de l'atome d'hydro~ène 
Afin de faire sentir l'esprit de la méthode, nous traitons, dans un premier temps, le cas de 
l'atome d'hydrogène [IIl.2]. L'énergie à minimiser s'écrit: 
(3.32) 
où 
(3.33) 
E = <'Pl H l'i'> 
<'i'l'i'> 
Dans cet exemple, nous limitons la forme de la fonction d'onde 'i' à 
(3.34) '11 = 1s + a 2pz 
a étant un paramètre variationnel à optimiser. Il est aisé de montrer que n'utiliser que la fonction 1s 
comme orbitale atomique aboutit à une polarisabilité nulle. En effet, pour des raisons évidentes de 
symétrie, l'opérateur z Fz n'a aucune action sur une orbitale sphérique et donc l'énergie totale sous 
champ est .égale à l'énergie sans champ. Pour des raisons de simplicité, nous nous limitons à une 
seule fonction supplémentaire (2pz). Le même calcul peut être réalisé en augmentant le nombre de 
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fonctions. Notons toutefois que les fonctions 2px et 2py ne contribuent pas à la composante CXzz de 
la polarisabilité. 
Insérant (3.33) et (3.34) dans (3.32), on obtient: 
(3.35) E = <ls + a 2pzl H0 + z Fz Ils+ a 2pz> = N 
<ls + a 2p Ils+ a 2p > D z z 
Développons le dénominateur D de cette relation: 
(3.36) D = <lslls> + 2a <lsl2pz> + a2 <2pzl2pz> 
Les orbitales ls et 2pz étant orthonormées, (3.36) devient: 
(3.37) D = 1 + a2 
Le numérateur N peut se simplifier également: 
(3.38) N = <ls + a 2pzl [ Ho Ils>+ a Ho 12pz> + z Fz Ils>+ a z Fz 12pz>] 
Or, 
(3.39) Ho Ils>= E1s Ils> 
(3.40) 
D'où il vient 
(3.41) N = E1 <lslls> + a E2 <2p Ils>+ F <lsl z Ils>+ a Fz<lsl z 12pz> s Pz z z 
2 2 
+ a E2 <2p Ils>+ a E2 <2p 12p >+a F <2p I z Ils>+ a Fz<2pzl z 12pz> Pz z Pz z z z z 
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Pour les mêmes raisons d'orthonormalité que dans le cas du calcul de D, et par le fait que, par 
symétrie 
(3.42) <lsl z Ils>= 0 = <2Pzl z 12pz> 
on aboutit à la relation 
(3.43) 
où 
(3.44) z12 = <lsl z 12pz> 
Et donc E s'écrit: 
(3.45) 
2 
E1s + a E2p.,_ + 2a F2 z12 E = ____ ..;:__ __ _ 
2 l+a 
La condition (nécessaire mais pas suffisante) pour que E soit minimale est que sa dérivée 
par rapport à a soit nulle: 
(3.46) 
ou, (1 + a2)"1 étant strictement positif, 
(3.47) 
Cette équation, du deuxième degré en a, a pour racines·: 
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(3.48) 
=--------------------
dont on choisit la solution avec le signe - pour que, si Fz tend vers 0, a tende vers O et non vers 
l'infini. 
Pour une valeur de champ de l'ordre de 10-3 u.a. (valeur prise habitu~llement, comme nous 
le verrons plus loin), 
(3.49) 4 10~ 4 10-
6 
-5 
= =410 << 1 (.!_ __ !->2 10-1 
2 8 
Nous pouvons, dès lors, appliquer le développement suivant: 
(3.50) 
Etant limité aux deux premiers termes, il donne pour a: 
(3.51) 
et pour 'P: 
(3.52) 
Le moment dipolaire µz induit dans la direction z vaut 
(3.53) <'Pl z l'P> 2 a z12 µz = ----= - 2 = -2 a z12 
<'l'l'P> 1 + a 
Après substitution de a par sa valeur, il devient: 
(3.54) 
Et donc, 
(3.55) 
2 
2 zl2 
a =----
zz E -E 
2pz 1s 
2 (a << 1) 
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On aboutit à une valeur numérique pour CXz.z de 4.89 1Q-4l C2 m2 J-1 ou, après division par 41Œc), de 
4.39 lQ-31 m3 (la valeur expérimenta.le est de 6.6 IQ-31 m3). En considérant 'P = ls + a 2pz + b 
3pz, on trouve 4.56 IQ-31 m3. 
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B. Méthode du champ fini 
Nous présentons dans ce pragraphe la première méthode que nous avons utilisée en 
pratique. Comme nous allons le voir, elle découle directement de l'application de la méthode 
variationnelle. 
a) Méthodologie 
Dans le cadre d'un hamiltonien perturbé à N électrons, 
( 3.56) 
Nl N Mz N N l N 
H = - L-v~ -L r ~+ L L-+ L ri. F 
. 2 . riA . . . r.. . 
1 1 A 1 · J>l lJ 1 
l'application du processus variationnel à l'énergie <<l>I H l<l>>, Cl> étant un déterminant de Slater, 
aboutit à une équation de Hartree-Fock dont l'opérateur s'écrit: 
(3.57) h=ho+r.F 
où ho est l'opérateur en l'absence de champ électrique (2.33). 
La présence du champ électrique ne modifie en rien la déduction de l'équation de Roothaan 
(2.43). Un élément de matrice de Fock Fpq entre deux fonctions de base :Xp et :Xq devient: 
M 
(3.58) F (F) = T . -~ zA V (A)+ M (F) + ~ ~ D (F) [ 2 (pqlrs) - (prlqs)] pq pq L./ pq pq L./ LJ rs 
A r s 
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On note la présence d'un terme supplémentaire CMpq(F)) par rapport au cas non perturbé (2.45). Il 
représente le terme d'interaction électron-champ et est donné par 
(3.59) 
où <Xplr!Xq> est un élément de matrice équivalant à ceux nécessaires au calcul de la valeur attendue 
du moment dipolaire (2.83). Le calcul de Mpq(F) nécessite également le choix d'une valeur 
numérique pour chaque composante du champ électrique. 
Le terme d'interaction électron-champ dépend des coordonnées d'un seul électron: il est 
donc inclus dans la partie monoélectronique de l'élément Fpq · Ajoutons que le calcul de ces 
éléments de matrice constitue la seule modification importante qu'il faille apporter au code d'un 
programme standard. Dans le cas du programme GAUSSIAN, cette modification intervient au 
niveau du LINK 303. 
En plus de ce terme supplémentaire, il existe une autre différence par rapport à la: situation 
non perturbée: la dépendance des éléments de la matrice densité Dpq vis-à-vis du champ électrique F, 
qui apparaît au fur et à mesure de l'avancement du processus itératif. Cette dépendance, intervenant 
dans la partie biélectronique de l'élément FJXI, traduit le phénomène de réorganisation électronique 
induite par la présence du champ électrique. Nous reviendrons sur l'importance de cet effet par la 
suite. 
Un tel calcul fournit, après self-consistance, la densité électronique de la molécule perturbée 
par le champ (de valeur fixée au départ). On extrait ensuite la valeur de l'énergie totale de l'état 
fondamental Eo(F) et les composantes du moment dipolaire µi(F) grâce aux formules présentées 
plus haut ((2.55) et (2.84)) en ajoutant, pour l'énergie, le terme d'interaction entre le champ et les 
noyaux (-I, ZA RA). Il n'est évidemment plus possible, comme dans le cas de l'atome 
d'hydrogène, de déduire une forme analytique analogue à (3.54) et ( 3.55) pour le moment dipolaire 
ou la polarisabilité. Cette dernière doit être déterminée de façon numérique. 
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Cette méthode, que nous symboliserons dorénavant par les lettres FF (Finite-Field) a été 
introduite au départ par Cohen et Roothaan [111.31. Ils la développèrent pour le calcul de la 
polarisabilité d'atomes à couches fermées. Pople et al. [III.4] l'ont reprise à leur compte en la 
détaillant quelque peu. Depuis lors, elle a été utilisée fréquemment pour le calcul de polarisabilités et 
d'hyperpolarisabilités multipolaires [111.5-ill.13]. 
Signalons, à ce stade de la description, que, comme Bishop et Solunac l'ont récemment 
montré [Ill.141, des problèmes de convergence peuvent survenir lors du calcul Hartree-Fock perturbé 
par un champ fini. Ces problèmes ont pour ori.gine le fait que l'opérateur d'interaction champ-
électron, - r.F, n'est pas borné et que dès lors, la méthode variationnelle ne peut en principe donner 
aucun minimum d'énergie stable. La méthode du champ fini ne doit son succès qu'au fait que le 
calcul variationnel effectué en pratique n'est jamais complet, que la région de l'espace où le 
comportement de l'opérateur est pathologique (à très grand lrl) est mal (pour ne pas dire pas du tout) 
décrite par les bases utilisées, et que les valeurs de champ introduites sont très faibles. Tout calcul 
pratique revient, en réàlité, à considérer un champ électrique qui s'annule brusquement à grande 
distance (simulant par exemple les limites matérielles d'un condensateur). 
Afin de contourner cette difficulté, Bishop et al. [111.15-ill.21] introduisent une modification 
dans la méthode. Au lieu d'appliquer un champ électrique homogène, ils disposent autour de la 
molécule des charges ponctuelles qui créent un champ électrique et effectuent le calcul Hartree-Fock 
sans perturbation sur ce système. Ils déduisent ensuite les (hyper)polarisabilités par dérivation de 
l'énergie totale. 
L'objection majeure que nous voyons à cette méthode est que le champ créé par les charges 
ponctuelles n'est ni constant ni homogène sur toute la molécule, ce qui fait que l'approximation 
dipolaire est mise en défaut et qu'il faut tenir compte des termes d'ordre supérieur (quadripolaires, 
octopolaires, ... ) dans le développement de l'énergie. 
Suivant la relation (3.29), deux approches sont possibles pour le calcul des composantes 
d'(hyper)polarisabilités: soit par dérivation du moment dipolaire, soit par dérivation de l'énergie 
totale. Rappelons qu'il y a équivalence entre les deux procédés pour autant que le théorème de 
f(x) (a) 
X 
f(x) (b) 
X 
Figure 3.1: Comparaison de la convergence des dérivées numériques obtenues par 
l'opérateur D0p(h) (a) et D'0p(h) (b). 
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Hellmann-Feynman soit vérifié. Nous verrons que le choix entre ces possibilités est motivé 
uniquement par des considérations de pratique du calcul. 
Les dérivées intervenant dans la relation (3.29) sont effectuées en pratique en utilisant 
l'opérateur de différence divisée symétrique D0p(h) défini comme suit: 
(3.60) df(x) = D (h) f( ) = f(x + h) - f(x - h) dx - op X 2h 
Cet opérateur est, en fait, plus efficace que l'opérateur D'0p(h): 
(3.61) df(x) = D' (h) f(x) = f(x + h ) - f(x) dx op h 
formellement plus proche de la définition classique de la dérivée d'une fonction: 
(3.62) df(x) = lim dx Ax--+O 
f(x + ~) - f(x) 
~ 
En effet, la convergence des valeurs numériques vers la valeur exacte lorsque l'intervalle h est 
successivement réduit de moitié est plus rapide si on utilise D0p(h) que D'0 p(h). Ceci est illustré par 
la figure 3.1. Dans notre situation particulière, l'opérateur D0 p(h) est à appliquer au moment 
dipolaire pour obtenir la polarisabilité. Par exemple, une composante diagonale Clïi s'exprime 
comme suit: 
(3.63) 
ëJµ.(F.) µ.(+F.) - µ.(-F.) 
a -( 1 1 ) _ 1 1 1 1 
ii - '.'.\F. o-a 1 2 Fi 
L'obtention de la même composante ail à partir de l'énergie nécessite le calcul de la dérivée seconde 
de cette énergie par rapport au champ. Numériquement, la dérivée seconde est obtenue en 
appliquant deux fois l'opérateur D0p(h) sur la fonction f(x): 
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(3.64) 
2 
d f(x) = 0 2 (h) f(x) = D (h)( f(x + h) - f(x - h)) 
2 op op 2h 
dx 
__ 1_ f(x + 2h) - f(x) - f(x) + f(x - 2h)) 
-2h( 2h 
f(x + 2h) - 2 f(x) + f(x - 2h) = __ __;,_ _ _;__ _ _ 
(2h/ 
f(x +h') - 2 f(x) + f(x - h') 
= 
Transposé au calcul de aii, cela donne: 
(3.65) 
ëJ~0 E0(F.) - 2 E0(0) + Eo(-F.) 
a .. = _ (--) = _ 1 1 
11 ":\20 ....2 
oF. .l"'. 
1 1 
De même, les composantes ~iii du tenseur de première hyperpolarisabilité sont obtenues soit comme 
la dérivée seconde du moment dipolaire, 
(3.66) 
2 1 ëJ µ. µ.(F.) - 2 µ.(O) + µ.(-F.) 
A _ -(--1) == 1 1 1 1 1 
.., ... - 0 -
lll 2 ëJF~ 2 Y. 
1 1 
soit comme la dérivée troisième de l'énergie: 
(3.67) 
Finalement, une composante 'Yiiii est indifféremment obtenue comme la dérivée troisième du moment 
dipolaire: 
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(3.68) 
3 . 
1 êJ µ. µ.(3F.) - µ.(-3F.) - 3[µ.(F.) - µ.(-F.)] y .... =-(--1): l l l l l l l l 
1111 6 :'l 3 0 .....3 
uF. 48r. 
l l 
ou en dérivant quatre fois l'énergie totale: 
(3.69) 
Les autres composantes utiles CPïjj, 'Yiijj) sont calculées de la même façon: 
(3.70) 
2 1 êJ µ. µ.(F.) - 2 µ.(0) + µ.(-F.) p ... = -(--1 ) : l J l l J 
lJJ 2 :'l 2 0 .,,.2 
uF. 2 l". 
J J 
3 
1 êJ Eo 
= - 2 ( êJF. êJF.2 )o 
l J 
EO(Fi + Fj) + EO(Fi - Fj) - Eo(-Fi + Fj) - Eo(-Fi - Fj) - 2[EO(Fi) - Eo(-F)] 
4 Fi if 
(3.71) 
µ.(F. + F.) + µ .(F. - F.) - µ .(-F. + F.) - µ .(-F. - F.) - 2[µ .(F.) - µ .(-F.)] 
11 J 11 J 11 J 11 J 11 11 
2 12 F.F. 
l J 
4 
1 a Eo 
=--(--) 
6 êJF~ êJF~ o 
1 J 
= - EO(Fi + Fj) + Eo(Fi - Fj) + Eo(-Fi + Fj) + Eo(-Fi - Fj) 
- 6~Ff 
2[EO(Fi) - 2Eo(0) + Eo(-Fi)] - 2[EO(Fj) - 2Eo(0) + Eo(-Fj)] 
6 F7-if 
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Comme nous l'avons signalé, la seule modification apportée au code du programme pour 
l'application de la méthode du champ fini se situe dans la partie calculant les intégrales 
monoélectroniques. Il est donc tout à fait inutile de recalculer les intégrales biélectroniques pour 
chaque valeur de champ nécessaire aux dérivations numériques. C'est pourquoi nous avons inséré 
dans le programme GAUSSIAN une procédure de boucle nous permettant d'éviter plusieurs 
passages dans le LINK 311 et faisant ainsi gagner un temps de calcul considérable. 
Un problème rencontré lors de l'application de ces différentes formules concerne le choix de 
la valeur du champ à utiliser. Cette valeur détermine, en effet, l'erreur absolue commise lors du 
calcul de chaque composante de a,~ et y. Pour nous en persuader, analysons brièvement les 
origines de l'erreur absolue '1Clïi accompagnant la composante Clü· Lorsque Clïi est calculé à partir 
du moment dipolaire, elle est donnée par la relation: 
(3.72) 
.ôµ.(F.) + .ôµ.(-F.) 
A(l = l l l 1 
o ii 2 F. 
1 
où ..1µi représente l'erreur sur le moment dipolaire calculé par la méthode de Hartree-Fock. Cette 
erreur peut être estimée à partir de la différence entre la valeur de µi obtenue après convergence du 
calcul SCF (n itérations) et la valeur que l'on aurait obtenue après (n+l) itérations: 
(3.73) ..1µi = 1 µi (n+l itérations) - µi (n itérations) 1 
Au vu de la relation (3.72), il apparaît que plus Fi est grand, moins l'erreur ..1aii est 
importante. Toutefois, rappelons que ail est défini comme la dérivée du moment dipolaire à champ 
nul. L'opérateur de différence divisée symétrique n'est qu'une approximation, d'autant meilleure 
que le champ électrique choisi (Fi) est proche de O. Il s'agit donc de trouver un compromis entre 
une valeur de champ suffisamment faible que pour donner lieu à un résultat proche de la dérivée à 
champ nul mais pas trop faible pour ne pas augmenter l'imprécision commise lors du calcul de au-
La littérature et notre expérience montrent qu'une valeur de lQ-3 u.a. pour le champ constitue un 
choix raisonnable. 
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De plus, ce problème peut être partiellement pallié en appliquant la méthode de Romberg. 
Cette méthode numérique est basée sur le principe d'extrapolation à la limite de Richardson [III.22]. 
Supposons que l'on désire calculer une dérivée dont la valeur exacte est 1. Soit I1 une 
première valeur calculée pour un intervalle h1 (intervenant lors de l'application de D0 p(h)): 
(3.74) 
où la sommation représente l'erreur. Ici, on présuppose que l'erreur peut s'écrire comme une série 
convergente des puissances paires de l'intervalle h1. Dans la plupart des situations pratiques, on ne 
connaît évidemment pas la forme de l'erreur et donc ce choix est tout à fait arbitraire. Imaginons que 
l'on effectue le calcul pour un autre intervalle h2: 
(3.75) 
Le but poursuivi est d'enlever le premier coefficient de la série décrivant l'erreur (qui, si la 
série est convergente, est le terme le plus élevé) et ainsi d'obtenir un meilleur résultat pour I. 
Multiplions (3.74) par h22 et (3.75) par h12, soustrayons ensuite (3.74) de (3.75). Il en résulte une 
expression (3. 76) où le coefficient a 1 est nul: 
(3.76) 
Si h2 est tel que: 
(3.77) 
' 
' 
' 
' 12 o -- I 1 1 
' ' 
' ' 
' ' 
' ' l30---121--- l12 
' ' ' 
' ' ' 
' ' ' 
' ' ' 140---l31--- 1 22---l13 
Figure 3 .2: Schéma représentant le processus de Romberg. 
et donc si I2 est une meilleure approximation de I que 11, la nouvelle estimation de I s'écrit: 
(3.78) 
2 
h2 T -~I ~ 4 1 
I:::-----
2 
h2-~ 
4 
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Le nouveau résultat est une combinaison des deux approximations initiales avec un poids plus 
important pour la meilleure des deux. 
La méthode de Romberg consiste à appliquer systématiquement ce principe de manière 
itérative. Soient Io, 1, Io,2, ... les différentes approximations de I obtenùes par réductions 
successives de l'intervalle d'un facteur 2. La combinaison des Io,i avec les Io,i+l en appliquant la 
formule (3.78) donne une série de nouvelles approximations Ii,i qui sont à nouveau combinées entre 
elles pour donner à nouveau de. meilleures estimations, etc. La formule générale pour la 
combinaison de ces approximations est: 
(3. 79) 
4P I - I I _ p-1, k+l p-1, k 
p, k - 4P - 1 
Cela donne lieu à un schéma de combinaisons représenté à la figure 3.2. 
Pour que cette méthode soit fiable, il faut que les différences entre les Ij,l successifs 
convergent Dans le cas contraire (si des oscillations sont constatées dans ces différences), c'est que 
les erreurs d'arrondis deviennent trop importantes ou que l'hypothèse de départ sur la forme de 
l'erreur n'est pas appropriée. 
19.59278923 
(0.008) \. 
19.~i.i~r~1959826574'\. 
19}6.1~~;48~ 1959827110~ 19.59827146 '\. 
19 .59817945 ~ 19.59826343 ~ l 9 59826292 ~ 1959826278 
(0.001) 
Figure 3 .3; Application de la méthode de Romberg au calcul de la polarisabilité 
longitudinale de la molécule d'éthylène; les valeurs entre parenthèses sont 
les valeurs de champ électrique. Toutes les données sont exprimées en unité 
atomique. 
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b) Calcul de polarisabilités 
1) Généralités 
Le calcul des composantes du tenseur de polarisabilité par la méthode du champ fini pose en 
réalité peu de problèmes. Comme le montre la relation (3.63), le calcul d'une composante <Xï.i 
nécessite la réalisation d'un calcul Hartree-Fock pour deux valeurs de champ électrique (Fi et -Fi). 
De plus, pour les molécules centrosymétriques, il suffit de connaître le moment dipolaire pour la 
seule valeur Fi puisque, dans ce cas précis, µi(-Fi) = -µi(Fi). L'expression (3.63) devient alors: 
(3.80) 
En outre, l'expérience montre que l'application de la méthode de Romberg ne s'avère pas 
indispensable pour obtenir une valeur raisonnable. Nous présentons à la figure 3.3 les résultats de 
calcul (avec application de la méthode de Romberg) de la polarisabilité longitudinale de la molécule 
d'éthylène obtenus en base STO-3O. La composante longitudinale de la polarisabilité ( a.11) dans les 
chaînes organiques est celle pour laquelle i représente l'axe de délocalisation maximale. Dans le cas 
de l'éthylène, il correspond évidemment à la direction de la liaison C=C. Le calcul de a.11 est donc 
réalisé à partir de la composante suivant cet axe du moment dipolaire induit par un champ dirigé le 
long de la liaison. La composante longitudinale de la polarisabilité est normalement la plus élevée 
puisque c'est dans cette direction que les électrons ont le plus de liberté de répondre au champ 
électrique. 
On remarque que l'application du processus de Romberg sur 4 valeurs de champ (0.008, 
0.004, 0.002 et 0.001 u.a.) fait gagner trois chiffres significatifs (stabilisés numériquement) par 
rapport à la valeur obtenue pour un champ de 0.001 u.a .. Toutefois, ce gain de précision n'est pas 
indispensable pour le but que nous recherchons. Dans le cadre de prédictions semi-quantitatives, on 
peut se limiter au calcul pour une seule valeur de champ (nous choisirons habituellement 0.001 
u.a.). 
Table 3.1: Energie totale (Eo), moment dipolaire (µz) de la molécule d'hydrogène 
(calculés en base ST0-30) en fonction du champ appliqué CFz) dans l'axe 
(z) de la liaison ainsi que la polarisabilité longitudinale (<Xzz) calculée à partir 
de ces données. Toutes les données sont exprimées en unités atomiques. 
0.0 - 1.11671432517 0.0 
. 0.001 - 1.11671586111 0.30718927 10-2 
3.07188 3.0718927 
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D'autre part la polarisabilité peut également être calculée à partir de l'énergie totale (3.65). 
Ce calcul requiert, dans le cas d'une molécule symétrique, la connaissance de l'énergie pour un 
champ Fi <EoCFi) = E0(-Fi)) mais aussi à champ nul (Eo(0)). La relation (3.65) s'écrit alors: 
(3.81) 
La table 3.1 contient des valeurs d'énergie totale (E0), de moment dipolaire (µz) et de 
polarisabilité longitudinale (CXzz) de la molécule d'hydrogène H2 en fonction du champ appliqué le 
long de l'axe de la liaison. Il apparaît que les deux résultats de polarisabilités sont équivalents. 
Cette observation n'est pourtant exacte que jusqu'à un certain point. La restriction que nous faisons 
concerne le-nombre de chiffres significatifs obtenus pour la polarisabilité. Dans le cas de la dérivée 
du moment dipolaire, le seuil de convergence de la matrice densité étant de 10-9, tous les chiffres 
renseignés, excepté le dernier, (pour µz comme pour CXzz) sont significatifs (au sens numérique du 
terme et non pas physique bien évidemment). En effet, la division de ~ par 10-3 conserve les 7 
chiffres significatifs pour Clzz· En pratique, nous en retiendrons 4 au maximum. Dans le cas de la 
dérivée de l'énergie totale, les 9 chiffres après la virgule sont numériquement corrects dans la 
précision demandée. La première opération lors du calcul de CXzz est de soustraire Eo(0) de EoCFi). 
Il s'avère que cette opération, qui revient à la soustraction de deux nombres très proches l'un de 
l'autre, a un effet dramatique sur le nombre de chiffres significatifs. Celui-ci passe de 10 à 4. 
Donc, seuls les quatre premiers chiffres (ou les 3 premiers après la virgule) de la valeur de 
polarisabilité sont corrects d'un point de vue numérique. Cet exemple montre qu'il n'est pas 
toujours insensé de calculer des énergies avec 9 chiffres derrière la virgule comme certains aiment le 
proclamer, et que les derniers chiffres peuvent très bien avoir une signification physique réelle. Il 
montre également l'importance d'imposer un seuil sévère sur la matrice densité (au risque d'alourdir 
le calcul Hartree-Fock). En effe4 se limiter à un seuil de 5 I0-4 (comme cela est réalisé très souvent 
pour le calcul d'autres propriétés) nous amènerait à ne plus avoir de chiffres significatifs pour CXzz, 
Enfin cet exemple montre que, dans la mesure du possible, il est plus avantageux de travailler à 
partir du moment dipolaire plutôt qu'à partir de l'énergie totale, ou, de façon plus générale, d'utiliser 
les dérivées d'ordre le plus bas possible. 
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2) Influence de 1a base 
Nous avons déjà signalé l'extrême importance jouée par la base de fonctions quant à la 
qualité des propriétés calculées. C'est particulièrement le cas lors du calcul de polarisabilité. De 
nombreux travaux traitent de l'influence de la base sur la polarisabilité calculée en méthode du 
champ fini ou par d'autres méthodes [III.5, m.6, m.9, III.12, III.23-ID.30]. 
La conclusion importante de ces travaux est qu'une base optimisée pour minimiser l'énergie 
totale en l'absence de champ n'est pas spécialement une bonne base pour le calcul de la polarisabilité 
(et des hyperpolarisabilités). Cela ressort très bien de l'étude de Christiansen et McCullough [III.23-
ID.24] qui ont calculé numériquement la densité électronique de molécules perturbées par un champ 
électrique. Ils ont montré que les corrections apportées par la perturbation créée par le champ 
couvrent des régions extrêmes de la molécule, régions qui sont très peu représentées par les 
fonctions de base standard. En effet, la région proche des noyaux étant, de loin, celle qui affecte le 
plus l'énergie totale, la flexibilité des bases optimisées sur l'énergie tend à être concentrée dans cette 
région. Il s'avère donc que les exposants des fonctions de polarisation optimisées sur l'énergie sont 
toujours trop grands,· conduisant à une densité électronique trop localisée sur les noyaux. 
Confirmant ces résultats, les travaux d'optimisation d'exposants de fonction avec comme critère une 
polarisabilité maximale montrent qu'ils sont beaucoup plus petits que ceux optimisés sur l'énergie 
sans champ [III.SJ, donnant lieu à des fonctions plus diffuses. De plus, les études les plus récentes 
concernant la détermination des fonctions de polarisation [III.41] induites par le champ semblent 
montrer que le calcul de 'Y nécessite des fonctions de polarisation plus nombreuses et de nombre 
quantique plus élevé que celles nécessaires au calcul de a. Ces constatations sont tout à fait en 
accord avec l'intuition selon laquelle les parties les plus externes de la densité électronique ressentent 
le moins l'attraction des noyaux et sont donc les plus facilement polarisables par un champ extérieur. 
Il faut être conscient que, dans le cadre de notre étude, ces conclusions sont très peu 
encourageantes. En effet, notre but est le calcul de a et y de molécules organiques comportant un 
nombre imp~rtant d'atomes. Il est donc totalement exclu d'utiliser des bases étendues avec 
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plusieurs fonctions de polarisation telles qu'elles sont décrites dans les travaux cités plus haut qui, il 
est vrai, ne traitent bien souvent que de molécules biatomiques. Même la "petite base" de Liu et 
Dykstra [IIl.27], comportant 43 fonctions de base pour la molécule de méthane 04, est pratiquement 
inutilisable dans notre cas. D'autre part, rappelons que nous sommes plus intéressés par des 
tendances dans des séries de composés que par des valeurs quantitatives. A ce titre, il est important 
de pouvoir réaliser des calculs de routine avec des bases plus ou moins standard, ne nécessitant pas 
une complète optimisation pour chaque système et donnant des résultats fiables. 
Un des seuls travaux à traiter du calcul de ex avec des bases raisonnables pour nous est 
celui de Chablo et Hinchliffe [III.10] qui ont étudié ainsi des hydrocarbures insaturés (éthylène, 
benzène, naphtalène, ... ). Ils montrent qu'une base minimale (ST0-4G, dans leur cas) produit des 
composantes cxii possédant le bon ordre de grandeur, exception faite de la composante 
perpendiculaire au plan moléculaire qui est estimée un ordre de grandeur en dessous de la valeur 
expérimentale. Ils proposent en outre une procédure de réajustement de ces valeurs pour les rendre 
comparables aux valeurs expérimentales. Encouragés par cette étude, nous avons entrepris l'étude 
plus systématique de la qualité des bases standard (ST0-3G, 4-31G, 6-31G**) pour le calcul de la 
polarisabilité. 
Le premier système sur lequel nous avons effectué cette étude est la molécule d'hydrogène 
H2. Nous avons calculé les trois composantes diagonales Clïi au moyen de quatre bases différentes: 
ST0-3G, 4-31G, 4-31G** et la base étendue de Schulman et Kaufman (S-K) [III.31]. Les 
descriptions respectives de l'atome d'hydrogène dans ces différentes bases sont: 
- ST0-30: une fonction 1s représentée par trois fonctions gaussiennes. 
- 4-310: deux fonctions 1s représentées respectivement par trois et une fonctions 
gaussiennes. 
- 4-31G**même représentation que la précédente avec, en plus, une orbitale de 
polarisation de type p décrite par une fonction gaussienne. 
- S-K: dix orbitales s, cinq orbitales p et une orbitale d, chacune représentée par une 
fonction gaussienne. 
Table 3.2 Composantes de polarisabilité (en unités atomiques) de la molécule 
d'hydrogène calculées par la méthode du champ fini avec les bases ST0-
30, 4-310, 4-310**, S-K et valeurs expérimentales. Ces résultats sont 
obtenus après application de la méthode de Romberg sur six points (Fi = 
0.001, 0.002, 0.004, 0.008, 0.016 et 0.032 u.a.) 
Œzz Œxx=Œyy 
ST0-30 3.0719 0.0 
4-310 6.4952 0.0 
4-310** 6.4186 0.5666 
S-K 6.4519 4.2544 
Exp. 6.9467 4.8560 
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Signalons que, pour les deux dernières bases, les orbitales de polarisation ne sont pas optimisées 
sur la polarisabilité. Les résultats obtenus sont rassemblés à la table 3.2. L'analyse de ces résultats 
porte sur deux points: 
- en ce qui concerne la composante longitudinale ( <lzz), toutes les bases donnent le bon 
ordre de grandeur. D'autre part, le passage d'une fonction ls (ST0-3G) à deux 
fonctions 1s et ls' (4-31G) induit une très nette amélioration de CXzz (plus de 100% 
d'augmentation). En réalité, l'apport de fonctions de polarisation ou d'autres fonctions 
de types (4-31G** et S-K) ne fournit plus aucune amélioration et est même légèrement 
défavorable. Cette observation est en accord complet avec la conclusion des travaux 
cités plus haut sur la nécessité d'une optimisation des fonctions supplémentaires par 
rapport à la polarisabilité. 
- le calcul de la composante perpendiculaire (axx = <Xyy) est plus délicat. Les bases 
ST0-3G et 4-310, pour des raisons de symétrie des fonctions utilisées (symétrie 
. 
sphérique des fonction ls) sont incapables de décrire une polarisation des électrons 
dans la direction normale à la liaison H-H. La fonction de polarisation introduite dans 
la base 4-31G** a un effet totalement insuffisant. Ceci est certainement à mettre au 
compte d'une valeur inadéqu~te de l'exposant de la fonction p. Seule la base étendue 
S-K produit (mais à quel prix!) une valeur de <lxx de qualité équivalente à celle de la 
composante longitudinale. Toutefois l'enseignement tiré du premier point de cette 
analyse nous fait croire que cette base est inefficace dans le sens que très peu de 
fonctions qui y sont présentes ont réellement un effet significatif sur la polarisabilité et 
que la plupart des autres sont inutiles. 
Il est à la fois curieux et instructif de constater que les enseignements tirés de ces calculs sur 
la molécule d'hydrogène sont en tout point équivalents à ceux présentés par Chablo et Hinckliffe 
[III.10] concernant le calcul sur des molécules aromatiques. Nous n'hésiterons d'ailleurs pas, par la 
suite, à utiliser la molécule d'hydrogène comme premier test (souvent indicatif) des différentes 
méthodes de calcul. 
Table 33: Composantes de polarisabilité (<Xjj) et polarisabilité moyenne (ex) (en unités 
atomiques) de l'éthylène calculées en méthode du champ fini avec les bases 
ST0-30, 4-310, 6-310 et valeurs expérimentales [III.32]. La méthode de 
Romberg a été appliquée sur quatre points (Fi = 0.001, 0.002, 0.004 et 
0.008 u.a.) 
ST0-30 11.0492 
4-310 19.5668 
6-310 19.8275 
Exp. 26.10 
2.5311 
6.5019 
7.2033 
22.94 
19.5983 
32.4075 
33.1640 
36.42 
ex 
11.0595 
19.4921 
20.0650 
28.47 
Table 3.4: Composantes longitudinale (<Xzz) et perpendiculaire (exyy) de la molécule 
d'éthylène calculées en base 6-310 et 6-310* par la méthode du champ fini. 
Les valeurs sont exprimées en u.a .. 
6-310 33.1640 
6-310* 32.4989 
7.2033 
9.1584 
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Nous avons ensuite étendu notre analyse à la molécule d'éthylène (CH2=CH2), Nous en . 
avons calculé les trois composantes diagonales (Clxx, Uyy, Œzz) dans les trois bases STO-3G, 4-31G 
et 6-31G. Les résultats obtenus sont présentés à la table 3.3. 
A la lecture de ce tableau, il apparaît clairement que les composantes aii situées dans le plan 
de la molécule (Œxx et CXzz) sont décrites très correctement par les bases 4-31G et 6-31G (environ 
85% des valeurs expérimentales) et de façon satisfaisante par la base STO-3G (50% de ces mêmes 
valeurs). Comme prévu, l'augmentation de la représentation de la base au niveau du cœur d~s 
atomes de carbone (4-31G• 6-31G) ne procure que peu d'amélioration à la polarisabilité. D'autre 
part, on constate à nouveau que la déficience majeure de ce type de base réside dans la description de 
l'influence d'un champ perpendiculaire au plan de conjugaison (calcul de Œyy). L'apport d'une 
fonction de polarisation de type d (voir table 3.4) reste, par ailleurs, vraiment insuffisant 
La conclusion de cette première analyse est que la base 4-31G fournit des valeurs de 
polarisabilité longitudinale de bonne qualité. Malheureusement, traiter des molécules réellement 
intéressantes avec cette base requiert un temps de calcul prohibitif. Dès lors, il fallait nous assurer 
que la base STO-3G, qui, noùs l'avons vu, donne l'ordre de grandeur des composantes 
longitudinales, peut être utilisée, du moins pour la mise en évidence de tendances au travers d'une 
série. C'est pourquoi nous avons effectué [111.33] le calcul de Œzz sur deux séries de composés qui 
nous intéressent pour l'optique non linéaire: les polyènes -(CH=CH)0 - et les polyynes -(C=C)0 - , n 
= 1• 4. 
Dans un premier temps, nous avons vérifié que l'évolution de. Œzz avec la taille de 
l'oligomère est semblable dans les deux bases (STO-3G. et 4-31G). La table 3.5 contient les 
polarisabilités longitudinales des quatre premiers oligomères des deux séries envisagées, ainsi que le 
rapport CXzzST0-3G/ Œzz 4-310. Ces valeurs sont représentées graphiquement à la figure 3.4. 
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Figure 3 .4. Polarisabilité longitudinale des oligomères -(CH=CH)n- et -(C=C)n-
n = 1, 2, 3 et 4. 
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Table 3 .5 Comparaison des polarisabilités longitudinales calculées (en unités 
atomiques) en base ST0-3O et 4-310 pour les deux séries d'oligomères, 
-(HC=CH)0 - et -(C=C:}0 -; n = 1, 2,_3 et 4. 
n oligomère a ST0-3G zz nz24-31G azzST0-3G/ lXzz 4-310 
-(HC=CH)-
1 Ethylènea 17.4773 29.1906 0.60 
2 1, 3-trans-butadièneb 47.8512 73.3961 0.65 
3 1, 3, 5-trans-hexatriènec 100.4982 152.6748 0.66 
4 1, 3, 5, 7-trans-octatétraèned 174.5574 246.1033 0.71 
-(C--=C)-
1 Acétylènee 18.1793 27.9280 0.65 
2 l, 3-butadiynef 50.6834 73.9655 0.69 
3 1,3,5-hexatriyn~ 91.1179 131.3900 0.69 
4 1, 3, 5, 7 octatérayn~ 145.4749 207.5293 0.70 
a, b, c, e, f: géométries expérimentales. a [III.33], b [III.34], c [III.35], e [III.36], f [IIl.37] 
d: géométrie extrapolée à partir de c 
g: géométrie optimisée en base ST0-3O 
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On constate que le rapport entre les valeurs STO-3O et 4-310 est pratiquement constant et 
similaire dans les deux séries. Il tend, lorsque la taille augmente, vers 0.70. Ces calculs montrent 
que la base STO-3O rend compte de façon acceptable de l'évolution de a en fonction de la taille du 
système. Le fait que le rapport <XzzST0-3G/ <Xzz 4-31G soit relativement semblable dans les deux séries 
suggère que, à l'instar du travail de Chablo et Hinchliffe, on puisse systématiquement ajuster les 
polarisabilités longitudinales calculées en base STO-3O pour obtenir une estimation des valeurs de 
qualité 4-310. Au vu de la table 3.5, la valeur de (0.70)-1 paraît être un facteur raisonnable de 
réajustement ST0-3O• 4-31O, pour l'étude de chaînes hydrocarbonées. D'autre part, si l'on 
considère que le rapport a.zzexp; O.zz 4-31G est d'environ 1.1 comme c'est le cas pour l'éthylène (voir 
table 3.3) ainsi que pour l'acétylène (O.zzexp C2H2 = 30.6), on obtient, comme facteur de 
réajustement STO-3O• exp, 1.57 (très proche de la valeur de 1.43 trouvée par Chablo et Hinckliffe 
pour <XzlXP/ O.zzST0-4G, à partir de calculs sur les polyacènes). Cette valeur représente donc le 
facteur par lequel il faut multiplier la polarisabilité longitudinale calculée en base STO-3O pour 
obtenir une estimation de la valeur expérimentale correspondante. 
Le procédé de réajustement STO-3O• 4-31O décrit plus haut présuppose que l'équation 
reliant O.zz 4-31G à a.zzST0-3G: 
(3.82) 
passe par l'origine. Il nous apparaît plus approprié de permettre à cette droite de posséder une 
ordonnée à l'origine non nulle qui rende compte du manque de souplesse intrinsèque de la base 
STO-3O par rapport à la base 4-310. Dès lors, nous avons déterminé une autre relation linéaire par 
la méthode des moindres carrés au moyen des 8 couples de valeurs (a.ST0-3~, a,4-3lG) de la table 
3.5, sans distinguer le type de structure. Voici l'équation obtenue: 
(3.83) a.~310 = 4.6552 + 1.3934 a.::°"30 
Table 3.6: Moment dipolaire longitudinal (en unités atomiques) de la molécule d'H2, 
calculé en base STO-3O, pour un champ électrique de 0.001 et 0.003 u.a .. 
0.001 0.0030718927 
(3 µ = 0.0092156781) 
0.003 0.0092156079 
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Le réajustement vis-à-vis des valeurs expérimentales peut être effectué par le facteur 1.1 tel qu'il a 
été déterminé auparavant. 
La conclusion importante de cette étude est que la base STO-3G est capable de rendre 
compte de l'évolution de la polarisabilité longitudinale de chaînes conjuguées même si les valeurs 
obtenues, dans l'absolu, représentent 65 % environ des valeurs expérimentales. L'évaluation de la 
composante perpendiculaire (<Xyy) nécessite quant à elle l'utilisation de bases plus performantes. 
c) Evaluation de l'hyperpolarisabilité y 
Contrairement au calcul de la polarisabilité, l'évaluation de l'hyperpolarisabilité y par la 
méthode du champ fini s'avère être une tâche pratiquement impossible, du moins dans sa version 
actuelle et en utilisant les bases standard. Nous nous proposons de le montrer à travers trois 
exemples de calcul décrivant des problèmes de trois natures différentes. La première difficulté vient, 
à nouveau, de la procédure de dérivation numérique. En effet, si nous réécrivons l'expression 
donnant 'Yiiii à partir du moment dipolaire pour une molécule centrosymétrique, 
(3.84) 
µ. (3 F.) - 3 µ. (F.) 1, .... = _1 __ 1 ___ 1_1_ 
llll ....3 
24 l\ 
\ 
on constate que, comme pour la détermination de ex à partir de l'énergie, apparaît une différence 
entre deux nombres très proches l'un de l'autre. A titre c;l'exemple, nous présentons à la table 3.6 le 
moment dipolaire longitudinal de la molécule d'hydrogène pour un champ de 0.001 u.a. et de 0.003 
u.a.. Le résultat de la différence entre µ(0.003) et 3µ(0.001) ne possède que trois chiffres 
significatifs et vaut-0.702 10-7. La division par 24 (0.001) 3 donne une valeur pour 'Yzzzz de -2.93 
u.a.. Il faut se rendre compte que la confiance qui peut être accordée à cette valeur est toute relative, 
vu la précision demandée sur les valeurs de moment dipolaire. On peut toutefois espérer que, lors 
Table 3.7: -Composante 'Yzzzz de la molécule d'hydrogène calculée en base ST0-30 
pour deux valeurs de champ électrique Fz. Les données sont exprimées en 
unités atomiques. 
ÎUXl. 
0.001 -2.93 
0.0001 -3.33 
Table 3.8: Composante Yxxxx de la molécule d'éthylène calculée en base 4-310 pour 
différentes valeurs de champ électrique Fx. Les données sont exprimées en 
unités atomiques. 
0.1 
0.01 
0.001 
0.0001 
Yxxxx 
58.6 
62.4 
-132 
-194 1Q3 
Table 3.9: Composantes Yiiü (i = x, y, z) de la molécule d'hydrogène calculées par la 
méthode du champ fini pour quatre bases différentes: ST0-30, 4-310, 6-
310** et S-K. A titre de comparaison, nous reprenons en M-B les valeurs 
à la limite de Hartree-Fock de Maroulis et Bishop [III.39]. Toutes les 
données sont exprimées en unités atomiques. 
Base Yz:zzz Yxxxx 
ST0-30 -2.93 0.0 
4-310 -18.5 0.0 
6-310** -19.1 -0.07 
S-K 76.5 13.2 
M-B 114 117 
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du calcul sur des molécules à plus fortes non-linéarités, la différence entreµ (0.003) et 3µ (0.001) 
comporte plus de chiffres significatifs et donc qu'elle soit numériquement moins sensible. 
Le deuxième problème que nous avons rencontré lors des essais de calcul de "( par la 
méthode FF est la dépendance du résultat vis-à-vis de l'intensité du champ appliqué. Si cette 
dépendance ne pose parfois aucune difficulté (pour la molécule d'hydrogène, par exemple, voir 
table 3.7), par contre, elle est, dans d'autres cas, extrêmement importante, voire inquiétante. 
Le cas le plus déroutant que nous ayons traité concerne la composante 'Yxxxx de la molécule 
d'éthylène, calculée en base 4-310 (table 3.8). Ce caractère est sans doute à mettre à l'actif de 
contaminations provenant des hyperpolarisabilités des ordres supérieurs lorsque le champ est trop 
important. Cependant, l'ampleur des variations nous laisse quelque peu perplexes sur la qualité 
intrinsèque de ces nombres. 
Le troisième problème important est lié à l'influence de la base sur les valeurs de "(. Tout 
comme pour la polarisabilité, cette influence a été testée sur la molécule d'hydrogène. Les bases 
utilisées sont, comme précédemment, les bases STO-3O, 4-310, 6-310** et celle proposée par 
Schulmann et Kaufman (S-K) [III.31] (voir table 3.9). Le fait le plus troublant est le changement de 
signe qui se produit lors du passage vers la base la plus étendue (S-K). Cela signifie que les bases 
standard ne donnent ni l'ordre de grandeur ni même le signe correct des composantes 
d'hyperpolarisabilité "(. 
La conclusion à tirer des trois cas de figure que nous venons de discuter est que, au niveau 
ab initio, la méthode du champ fini associée à l'utilisation des bases standard n'est pas appropriée 
pour la prédiction, même qualitative, des propriétés optiques non linéaires. 
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Figure 3.5: illustration des deux voies d'amélioration des bases pour le calcul des 
(hyper)polarisabilités. a) atome d'hydrogène+ fonction ls b) addition 
d'une orbitale de polarisation 2p c) déplacement de l'orbitale ls sous 
l'action du champ. 
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d) Amélioration des bases utilisées en méthode du champ fini 
L'analyse de l'influence de la base sur la qualité des (hyper)polarisabilités a abouti aux faits 
,suivants: 
- les bases standard doivent être améliorées pour pouvoir obtenir des composantes de 
polarisabilité dans la direction perpendiculaire au plan de conjugaison de qualité équivalente 
à celle de la composante longitudinale. 
- les bases standard sont également insuffisantes pour l'obtention d'hyperpolarisabilités 'Y 
fiables. 
C'est la raison pour laquelle nous avons tenté d'apporter des modifications à ces bases de 
telle sorte qu'elles permettent une meilleure description de l'action de la perturbation sur la densité 
électronique, tout en restant, chose primordiale, praticables pour des composés susceptibles 
d'application en optique non linéaire. 
Il existe deux voies différentes pour améliorer les bases (voir figure 3.5). La première est la 
plus courante et consiste à ajouter des fonctions de polarisation induites par le champ. Nous avons 
montré comment, pour l'atome d'hydrogène (figure 3.5a,b), ces fonctions sont indispensables pour 
l'obtention d'une polarisabilité non nulle. Nous avons aussi attiré l'attention sur les difficultés que 
pose l'addition de telles fonctions au niveau de la lourdeur des calculs auxquels elles donnent lieu. 
La deuxième orientation possible, celle que nous avons choisie, est celle qui consiste à 
introduire une dépendance explicite vis-à-vis du champ dans chaque orbitale. Cette dépendance est 
matérialisée par un déplacement du centre des orbitales lorsque le champ èst appliqué (figure 3.5c). 
L'avantage de telles bases est qu'elles ne sont pas augmentées par rapport à la situation sans champ. 
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En réalité, deux formes de dépendance des fonctions vis-à-vis du champ électrique ont été 
proposées dans la littérature. La première forme de dépendance a été introduite par Moccia [IIl.40] et 
reprise ensuite par Hudis et Ditchfield [IIl.4l]. Elle consiste à multiplier chaque orbitale atomique Xp 
par une exponentielle: 
(3.85) 
où Bp est un paramètre variationnel. Il est facile de montrer que l'utilisation de cette dépendance par 
rapport au champ revient à introduire certaines fonctions de polarisation. En effet, le développement 
en série de l'exponentielle donne 
(3.86) 
Et donc, une orbitale dépendant du champ Xp' s'écrit 
(3.87) 
Cette expression indique clairement que Xp' (F) comprend implicitement une infinité de fonctions de 
moments angulaires supérieurs à celui de Xp (0). 
Ce type de dépendance a malheureusement le désavantage de compliquer sensiblement le 
calcul des intégrales, ce qui le rend difficile à mettre en œuvre dans un programme existant 
Nous avons opté pour l'autre forme de dépendance qui a été proposée et analysée par Sadlej 
sous le nom de bases EFV (Electric-Field-Variant) [III.42-III.47]. Elle repose sur deux arguments 
physiques de nature bien différente. D'une part, rappelons-nous la figure 1.1 schématisant le 
déplacement du nuage électronique et des noyaux sous l'effet d'un champ électrique extérieur. On 
peut donc s'attendre à ce qu'un déplacement des orbitales dans la direction opposée au champ ait un 
effet bénéfique sur la description de la densité électronique sous champ. D'autre part, nous savons 
que les fonctions gaussiennes (utilisées dans nos calculs comme bases d'orbitales atomiques) sont. 
0 X 
Figure 3 .6: Schématisation d'un oscillateur harmonique. 
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les solutions de l'oscillateur harmoniquè. En effet, soit une particule de masse m attachée à un 
ressort et ne pouvant se déplacer que dans la direction x (voir figure 3.6). La force f agissant sur 
cette particule est: 
(3.88) f=-kX 
où k est la constante caractéristique du ressort connue sous le nom de constante de force. x est le 
déplacement de la particule par rapport à sa position d'équilibre. L'énergie potentielle V de la 
particule s'écrit: 
(3.89) 
Le traitement quantique de ce problème consiste en la résolution de l'équation de Schrôdinger · 
suivante [IIl.48]: 
(3.90) h2 i'l'/X) 1 2 + -2 k x 'I' (x) = E 'I' (x) 8 rc2m dx2 V V V 
Les solutions 'l'v(x) et Ev de cette équation ont la forme: 
(3.91) 
(3.92) 
1 E =hV (v+-) 
V 2 
B? 
'If = H ( 'B x) e 2 V V -yD 
où v est la fréquence de l'oscillateur: 
(3.93) V=-1 {k 21tV m 
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v est un nombre quantique pouvant prendre les valeurs 1, 2, .... Hv(Y) sont les polynômes 
d'Hermite et prennent les valeurs 1, 2y, (4y2 - 2), ... pour v valant respectivement 1, 2, 3, .. .. B 
est défini comme suit: 
(3.94) B= ~ ✓~ 
L'important pour nous est que, dans la forme de la fonction d'onde 'Vv, apparaît l'exponentielle 
exp(-(B x2)/2) qui n'est rien d'autre qu'une fonction gaussienne. 
Lorsque l'oscillateur est placé dans un champ électrique uniforme, l'équation de 
Schrôdinger qui y correspond devient: 
(3.95) 
Or, il s'avère que la fonction 'Vv(x) solution de cette équation est semblable à la relation (3.92) si ce 
n'est què l'origine de l'exponentielle gaussienne est déplacée: 
(3.96) 
où 
(:.97) 
. F 
x'=x-~ 
B2 
2 Bx' 
Si on écrit B/2 = a pour symboliser l'exposant de la gaussienne, il vient: 
(3.98) , F X =X---
4a2 
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On constate que la solution sous champ est déplacée par rapport à la situation sans champ d'un terme 
directement proportionnel au champ électrique et inversement proportionnel au carré de l'exposant 
de la gaussienne. 
Transposant ces observations au calcul de polarisabilités par la méthode du champ fini, 
Sadlej déduit que, sous l'application d'un champ électrique [IIl.42]: 
- l'origine des orbitales gaussiennes doit être déplacée d'une quantité proportionnelle à 
l'intensité du champ et inversement proportionnelle au carré de l'exposant de l'orbitale. 
- l'influence du champ sur l'exposant peut être négligée. 
De plus, pour donner davantage de flexibilité à sa méthode, Sadlej remplace le facteur 1/4 de la 
relation (3.98) par un paramètre 6 qui doit être optimisé pour chaque direction du champ. Une 
fonction de base EFV s'écrit donc: 
(3.99) X (r'(F)) = Y (r - ~) 
P "'P 2 
a 
où a est l'exposant de la gaussienne. 
Les conclusions des travaux de Sadlej sur les petites molécules sont que 
- les résultats de polarisabilité sont améliorés sensiblement. 
- cette méthode peut être utilisée avec succès avec des bases de type STO développées en 
fonctions gaussiennes. 
- de telles bases devraient être très utiles pour la détermination d'hyperpolarisabilités. 
Table 3.10: Comparaison des polarisabilités calculées par Hudis et Ditchfield (A) avec 
celles obtenues par Sadlej (B). Toutes les valeurs sont en unités atomiques. 
Molécule <lxx <lyy <Xzz a 
A B A B A B A B 
H20 7.88 7.27 8.37 8.41 6.68 5.96 7.63 7.21 
HCN 11.78 11.49 11.78 11.49 20.27 20.16 14.61 14.38 
N2 10.82 8.86 10.82 . 8.86 12.80 15.09 11.48 10.94 
Cil1 15:52 15.41 15.52 15.41 15.52 15.41 15.52 15.41 
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Depuis lors, Hudis et Ditchfield ont comparé leur base dépendant du champ avec celle 
décrite par Sadlej (les fonctions sans champ étant équivalentes) et ont constaté que les deux types de 
bases donnent pratiquement les mêmes résultats (voir table 3.10). Mais l'utilisation des bases EFV 
de Sadlej ne nécessite aucune modification à un programme standard travaillant avec des bases de 
fonctions gaussiennes. 
1) Les bases EFV et le théorème de Hellmann-Feynman, 
Nous avons fait allusion au théorème de Hellmann-Feynman lors de la déduction des 
relations donnant les (hyper)polarisabilités en termes de dérivées du moment dipolaire ou de 
l'énergie totale. Nous avons vu alors que l'équivalence, pour a., entre la dérivée première du 
moment dipolaire et la dérivée seconde de l'énergie n'est vérifiée ·que si ce théorème est satisfait. De 
plus, les tests de calcul des polarisabilités et hyperpolarisabilités ont montré que lorsque le choix est 
possible, il est préférable de dériver le moment dipolaire afin d'éviter un degré dans les dérivations 
numériques. Or, la plupart des auteurs qui traitent des bases dépendant du champ prétendent que le 
théorème d'Hellmann-Feynman n'est pas vérifié lors de l'utilisation de ce genre de bases. Avant de 
nous lancer dans l'application de ces bases, nous avons voulu approfondir ce problème du théorème 
d'Hellmann-Feynman qui, finalement, s'avère important pour la fiabilité des résultats. 
Ce théorème concerne donc la dérivée de l'énergie par rapport à un paramètre qui, dans 
notre cas, est le champ électrique. Soit E(F) = <<l>(F)I H(F) l<l>(F)>. Dès lors, la dérivée de E par 
rapport à F s'écrit: 
(3.100) dE a<1> oH a<1> dF = < oF I H l<l>> + <<l>I oF l<l>> + <<l>I H I oF > . 
Le théorème stipulant que: 
(3.101) dE d<H> ë)H ë)H - = --= <<l>l - l<l>> = <-> dF dF àF àF 
1 
1 • 
1 
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cela implique automatiquement que la somme des premier et troisième termes de la relation (3.100) 
doit être rigoureusement nulle. Envisageons différents cas, correspondant à différentes qualités de 
la fonction d'onde <I>. 
i) Fonction d'onde exacte [IIl.2] 
Dans ce cas, H <I> = E <I>, d'où il vient 
(3.102) 
De plus, <I> étant normalisée: 
(3.103) 
et le théorème est démontré. Toutefois, nous ne sommes jamais confrontés directement à ce 
problème particulier. Il est donc indispensable de connaître les conditions d'applicabilité de ce 
théorème dans le cadre de la méthode Hartree-Fock. 
ii) Faction d'onde à la limite de Hartree-Fock 
Il a été montré par Stanton [III.49] et par Coulson [III.50] que, lorsque <I> est solutio~ du 
problème à la limite de Hartree-Fock, les deux derniers termes de la relation (3.100) sont également 
nuls. Pour le montrer, écrivons la dérivée de la fonction <I> par rapport à F, sachant que <I> est un 
déterminant de Slater de forme (2.27) que, pour des raisons de facilité d'écriture, nous écrivons: 
(3.104) <I> = a {q,1(1) <I>2(2) ... <J>N(N)} 
(3.105) 
a<l> a[ a{cp1(1> <J>i2) •.. cpN(N)}J 
ë)F = ë)F 
d<pl (1) 
= a[( ë)F ) <p2(2) ... <pN(N)] 
ë)cp2 (2) 
+a[<pl(l)( ë)F ) ... <pN(N)] 
Pour illustrer ce résultat, prenons l'exemple d'un déterminant 2 * 2: 
(3.106) 
Dans ce cas, la dérivée de Cl> par rapport au champ donne 
(3.107) 
ë)<l> 1 d[ <pl (1) <piC2)] d[ <J>2 (1) <pl (2)] 
ë)F = .J2 { ë)F ë)F } 
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1 d<pl(l) d<p2(2) d<p2(1) · d<pl (2) 
= .J2 {[( ë)F ) <J>2(2) + <pl (1) ( ë)F )] - [( ë)F ) <pl (2) + <p2 (1) ( ë)F )]} 
En réarrangeant les quatre termes, on obtient: 
(3.108) 
ë)<l> 1 . d<pl(l) d<pl(2) 
aF = .J2 {( ë)F ) <J>i2> - <J>ll)( ë)F )} 
1 ë)cp2 (2) o<p2 (1) 
+ .J2 {<pl (l)( oF )- ( oF ) 'P1 (2)} 
aq,1(1) aq,2(2) 
= a{( oF ) 'P2(2)} + a{cpl (l) ( oF H 
117 
Comme nous sommes à la limite de Hartree-Fock, le jeu d'orbitales moléculaires (O.M.) <?i 
représente une base complète sur laquelle peut être développée n'importe quelle fonction, 0<?10)10p 
par exemple: 
(3.109) 
où <PN+i représente les O.M. virtuelles (de nombre infini). Or, par la relation de normalisation des 
O.M. (2.31 ), on a 
(3.110) 
D'où en utilisant le développement (3.109): 
(3.111) 
ou encore: 
(3.112) C1 = 0 
Il 
1 
Il 
0 
Il 
0 
Et donc, le premier terme de l'expression (3.105) devient: 
(3.113) 
oq,1(1) . 
a[( àF ) cpi(2) ••. cpN (N)] = a[(C2 cp2'1) + C3 cp3 0) + ... 
+ CN q>N (l) + CN+l q>N+l(l) + ... ) q>i(2) ... cpN (N)] 
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Reprenons l'exemple du déterminant 2 * 2. L'équivalent de l'équation (3.113) s'écrit: 
(3.114) 
acp1(1) 
a[c aF > cp2'2>l = anc2 cpiCl> + c3 cp3(1) + ... 1 cp2c2n 
1 
= ,/2 {[C2 cp2(1) + C3 cp3(1) + ... ] cp2'2) 
- cp2(1) [C2 cp2'2) + C3 q,3(2) + ... ]} 
1 
:.= ,/2 [C2 cp2(1) cp2(2) + C3 cp3 (1) cp2'2) + .. . 
- C2 cp2(l) 'P2(2) - C3 'P2Cl) cp3 (2) - ... ] 
On constate que les termes comprenant uniquement des O.M. occupées (<1>2, dans notre exemple) 
s'annulent deux à deux. Il reste donc que 
(3.115) 
ou, en général, 
(3.116) 
Si nous développons à nouveau ce dernier déterminant, 
(3.117) 
+ ... 
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on obtient une somme de déterminants dans lesquels chaque première orbitale moléculaire occupée 
est substituée par une O.M. virtuelle. Ce sont des configurations correspondant à des états 
simplement excités. 
La dérivée de la fonction d'onde totale s'écrit alors: 
(3.118) 
où <l>i est une configuration monoexcitée. Par conséquent, les termes problématiques de 
l'expression (3.100) s'écrivent: 
(3.119) 
par application du théorème de Brillouin qui stipule que si les O.M. satisfont aux équations de 
Hartree-Fock, tous les éléments de matrice de H entre <I> et une configuration simplement excitée 
sont nuls. Le théorème d'Hellmann-Feynrnan est donc démontré. Remarquons toutefois que cette 
démonstration n'est correcte que si les O.M. forment une base complète, c'est-à-dire si elles sont 
solutions du problème à la limite de Hartree-Fock. Elle n'est donc pas directement appliquable dans 
·, 
le cadre de la méthode de Roothaan. Ajoutons que le même type de démonstration a été donné par 
Tuan pour la méthode du champ self-consistant multiconfigurationnel (MCSCF) [IIl.54]. 
iii) Fonction d'onde approchée 
C'est finalement le cas le plus intéressant puisque correspondant à la réalité de nos calculs. 
L'étude du théorème d'Hellmann-Feynman dans cette situation a été faite initialement par Hurley 
[IIl.51], puis sous une autre forme par Hall [IIl.521. Pople [III.41 a adapté le travail de Hurley au cas 
particulier où le paramètre par lequel on dérive est le champ électrique. Pulay, dans son étude sur le 
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calcul des forces en chimie quantique [III.S3], a également décrit en détail les conditions de validité du 
théorème, lorsque le paramètre est une coordonnée nucléaire. 
Le problème est à nouveau de savoir si 
(3.120) 
lorsque «l> est une fonction d'onde construite à partir d'orbitales atomiques et de coefficients LCAO. 
En fait, la dépendance de «l> vis-à-vis du champ est entièrement contenue dans la dépendance des 
paramètres Pr qui définissent «l>, les positions et exposants des orbitales et les coefficients LCAO. 
On peut donc écrire que 
(3.121) «l>(F) = «l>(pr(F)) r = 1, 2, ... 
et 
(3.122) d<l>(p) = ~ ë)«I> ë)pr ë)p -"-' ë)p ë)F 
r r 
On peut réécrire la dérivée de l'énergie sous une forme analogue, en considérant tout 
d'abord une fonctionnelle W définie telle que 
(3.123) Eo(F) ~ W(pr, F) = <«l>(Pr)IH(F)l«l>(pr)> 
c'est-à-dire telle que l'énergie au champ F soit égale à la valeur de la fonctionnelle W(pr, F) pour un 
jeu de paramètres Pr particulier. La dérivée de l'énergie par rapport au champ devient 
(3.124) 
dEo(F) 
dF 
ë)W(pr, F) ~ ë)W(pr' F) ë)pr 
ë)F + ~ ë)pr ë)p 
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Le premier terme représente la dérivée de W par rapport à F, les Pr étant constants, et est donc égal à 
(3.125) OW(pr, F) = <<l>(p )IOH(F) l<l>(p )>=<OH > OF r OF r OF 
puisque <l> ne dépend pas explicitement de F. Par conséquent, le théorème d'Hellmann-Feynaman 
est vérifié si le deuxième terme de l'expression (3.124) est nul: 
(3.126) 
~ OW(pr' F) Opr _ 
k-1 Op OF -O 
r r 
ou encore si, pour chaque Pr, une des deux conditions suivantes est remplie: 
(3.127) 
OW(pr, F) 
0 
Opr 
(3.128) àpr OF =O 
Les paramètres Pr peuvent être distingués en deux groupes: le groupe des paramètres 
linéaires (que sont les coefficients LCAO) et celui des paramètres non linéaires (dont font partie les 
exposants et les positions des orbitales). Dans le cas où Pr appartient au premier groupe, la première 
condition (3.127) est vérifiée. En effet, ces paramètres sont ajustés, dans le processus de champ 
self-consistant, pour minimiser l'énergie totale pour chaque valeur de champ électrique. Par contre, 
les exposants et la position des orbitales, dans les bases standard, ne sont pas optimisés pour 
minimiser l'énergie. Ils ne remplisent donc pas la première condition. Le théorème d'Hellmann-
Feynman est vérifié si le second _critère (équation (3.128)) est satisfait, c'est-à-dire si la base est 
entièrement indépendante du champ F. Dans ce cas, les Pr ne dépendent pas de F et donc, leur 
dérivée est nulle. 
D'une part, ceci nous apprend que le théorème d'Hellmann-Feynman est satisfait lors de 
l'utilisation des bases standard (ST0-30, 4-310, ... ) puisqu'aucun des paramètres qui les 
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définissent ne varie en fonction de l'intensité du champ appliqué. D'autre part, il apparaît que, dans 
le cas de bases dépendant du champ (comme nos bases EFV), le théorème n'est vérifié que si les 
paramètres qui varient avec le champ sont variationnels, c'est-à-dire s'ils minimisent l'énergie totale 
(condition (3.127)). Il n'est donc pas correct d'écrire que le théorème n'est pas vérifié dès l'instant 
où sont utilisées des bases dépendant de la perturbation. 
Dans le cas précis des bases EFV, le seul paramètre ayant une dépendance vis-à-vis du 
champ est la position des orbitales. Il faut que ces positions soient optimisées pour que les 
(hyper)polarisabilités puissent être calculées indifféremment à partir du moment dipolaire ou à partir 
de l'énergie totale. Dans la pratique, cela se traduit par l'optimisation du paramètre 6 de la relation 
(3.99). 
Avant de passer aux applications, nous désirons faire deux remarques sur l'analyse du 
théorème d'Hellmann-Feynman. 
- La première a trait au cas où, pour une fonction d'onde approchée, le théorème est vérifié. 
Il faut préciser que dans cette situation, le théorème ne fait que mettre un signe d'égalité entre la 
dérivée de la valeur attendue de l'hamiltonien ( <H>) et la valeur attendue de la dérivée de H. Il 
spécifie uniquement que ces deux approximations de la dérivée exacte sont équivalentes. Il n'avance 
aucune hypothèse sur la qualité de l'approximation. 
- La seconde remarque concerne les situations pour lesquelles le théorème d'Hellmann-
Feynman n'est pas satisfait. Dans ce cas, il dit que les deux approximations donnent un résultat 
différent sans préciser laquelle des deux est la meilleure. A cette question existent deux types de 
réponse. La première réponse découle de l'analyse formelle et considère la dérivée de l'énergie 
comme la meilleure approximation. En effet, l'énergie totale est une quantité variationnelle. En 
d'autres termes, si Eo = <<l>IHl<l>>, cela signifie qu'une variation 6<1> sur <l> n'induit, au premier 
ordre, aucune erreur sur l'énergie totale: 
(3.129) 
--~• ô<l> 
Figure 3.7: Schéma représentant l'influence d'une variation de la fonction d'onde (a) sur 
la valeur moyenne du moment dipolaire (ou de la dérivée de l'hamiltonien) et 
(b) sur la dérivée de l'énergie. · 
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= Eo + 6Eo[6<l>] + 6Eo[B2<1>] 
où ôEo[B<l>] est annulé. Par conséquent, l'énergie (~t toute quantité variationnelle) est une fonction 
quadratique de ô<I>. De plus, le fait de prendre la dérivée de Eo par rapport au champ ne supprime en 
rien le caractère variationnel: 
(3.130) 
,/E0 a\6E0[6<l>]) a\ôE [82<1>]) 
--+-----+--~o __ _ 
aF1 aF1 aF1 . 
Il 
0 
D'où les (hyper)polarisabilités a, p, y calculées comme dérivées de l'énergie sont des quantités 
variationnelles. Par contre, la valeur attendue de la dérivée de H, c'est-à-dire la valeur attendue du 
moment dipolaire, n'est pas une quantité variationnelle: 
(3.131) 
Il n'y a aucune raison pour que le terme entre crochets soit nul. Dès lors, a, p, y calculées à partir 
du moment dipolaire ne sont pas des quantités variationnelles et varient linéairement avec 8<I> (voir 
figure 3. 7). Dès lors, sous ce point de vue, la dérivée de l'énergie étant moins sensible à une erreur 
sur la fonction d'onde, c'est elle qui doit être considérée comme la meilleure approximation [III.55]_ 
La deuxième réponse est au· contraire basée sur des considérations pratiques. Nous avons 
vu en effet que la dérivation numérique est une opération délicate et que la précision diminue 
fortement pour une dérivée seconde par rapport à une dérivée première. Il est donc souvent 
nécessaire de s'assurer que le bénéfice qui pourrait a priori être gagné en choisissant de calculer 
l'hyperpolarisabilité y, par exemple, à partir de l'énergie n'est pas entièrement perdu lors de la 
différenciation. Une solution est évidemment de se placer au départ dans les conditions de validité 
du théorème d'Hellman-Feynman puisqu'alors, les deux méthodes de calcul des 
(hyper)polarisabilités sont équivalentes. 
H 
Figure 3.8: Schéma représentant les orbitales de la molécule de méthane telles qu'elles 
sont choisies en méthode FSGO. 
Table 3 .11: Valeurs moyennes de la polarisabilité de la série des alcanes obtenues en 
base FSGO, STO-3G et 4-31G, ainsi que les résultats expérimentaux. 
Toutes les données sont exprimées en unités atomiques. 
Molécule FSGO STO-3G 4-310 Exp. 
~ 10.32 6.00 · 12.42 18.00 
C2H6 19.33 11.46 22.73 30.59 
C3H 8 27.72 16.83 32.72 43.64 
C4H10 36.12 22.25 42.68 54.89 
C5H12 45.17 27.76 52.75 67.04 
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2) Application des bases EFV: la méthode FSGO 
Nous avons appliqué le principe des bases dépendant du champ dans deux directions. Dans 
un premier temps, nous avons déterminé la qualité des polarisabilités obtenues en méthode FSGO 
(Floating Spherical Gaussian Orbitals) [III.56]. Cette méthode repose sur l'utilisation, comme base 
d'orbitales atomiques, de N/2 fonctions gaussiennes sphériques de type ls (N étant le nombre 
d'électrons). Chaque orbitale est censée représenter une paire électronique (de cœur ou de liaison) 
de telle sorte que la fonction d'onde totale simule la structure de Lewis du composé. La figure 3.8 
représente les orbitales FSGO telles qu'elles sont positionnées dans la molécule de méthane (CH4). 
Lors de l'utilisation d'une telle base, les cycles itératifs du procédé self-consistant sont totalement 
évités car le nombre de fonctions de base est égal au nombre de paires électroniques (le calcul ne 
fournit aucune orbitale moléculaire virtuelle). Cependant, une certaine flexibilité est introduite par le 
biais de l'optimisation des exposants et de la position des gaussiennes pour chaque molécule. 
Cette méthode offre l'avantage d'un gain de temps considérable lors du calcul tout en 
produisant des résultats comparables à ceux obtenus avec une base plus étendue. Par exemple, elle 
constitue une approche raisonnable pour l'interprétation des spectres XPS (X-ray Photoelectron 
Spectroscopy) des polymères [III.57] et rend parfaitement compte d'autres propriétés directement 
liées à la distribution électronique [III.58]. Elle a été utilisée également avec succès au Laboratoire 
pour l'analyse des effets électrostatiques à longue portée dans les polymères [III.59]. 
L'intérêt supplémentaire de cette méthode est que la base FSGO peut être considérée comme 
un exemple de base EFV. Èn effet, son principe étant l'optimisation des exposants et des positions 
des orbitales, rien n'empêche d'effectuer ces opérations en présence d'un champ électrique. Toutes 
les conditions sont donc réunies pour que le théorème d'Hellmann-Feynman soit vérifié. 
Nous reprenons ïci les résultats obtenus dans un mémoire effectué au Laboratoire consacré 
au calcul FSGO de la polarisabilité de la série des alcanes (table 3.11 et figure 3.9) [III.60J. On 
a (u.a.) 
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Figure 3.9: Polarisabilité moyenne de la série des alcanes en fonction du nombre 
d'atomes de carbone. Comparaison des résultats obtenus au moyen de trois 
bases différentes (FSGO, ST0-30, et 4-310) et des valeurs 
expérimentales. 
H H 
----[> 
Fz: 
Figure 3 .10: Schéma représentant le déplacement des fonctions de base de la molécule 
d'hydrogène sous l'application d'un champ électrique. 
z 
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constate l'excellent comportement de la base FSGO par rapport aux bases traditionnelles (STO-3O et 
4-310). 
Malheureusement, si cette méthode est parfaitement adaptée au calcul sur les alcanes, elle est 
difficilement envisageable pour des molécules conjuguées. Le problème apparaît lors de la 
description des orbitales de type 1t par des orbitales flottantes. Christoffersen [III.6l] a bien tenté de 
simuler des orbitales 2p au moyen de deux fonctions 1s situées de part et d'autre des noyaux. 
Cependant, l'optimisation de la position de ces fonctions a pour effet de les ramener sur les noyaux. 
La solution apportée par Christoffersen est de fixer ces fonctions sans leur permettre de se déplacer. 
Dans ce cas, le bénéfice de la méthode, son caractère dépendant du champ, sont perdus, ce qui lui 
enlève tout intérêt pour notre étude. 
3) App1ication des bases EFV: la molécule d'hydro&ène 
Afin de tester les potentialités réelles des bases dépendant du champ, nous avons calculé la 
polarisabilité ex et l'hyperpolarisabilité y de la molécule d'hydrogène en appliquant le principe EFV à 
la base STO-3O. En fait, nous avons "décontracté" les trois fonctions gaussienn~s de l'orbitale ls 
de cette base afin de les déplacer suivant leur exposant, conformément à la relation proposée par 
Sadlej (3.99) (voir figure 3.10). La structure de calcul des intégrales propre au programme 
GAUSSIAN rend malheureusement impossible l'utilisation de fonctions primitives possédant des 
centres différents. Dès lors, la base EFV que nous avons étudiée comporte trois orbitales atomiques 
ls plutôt qu'une seule, composée de trois primitives. Elle n'est donc plus à proprement parler une 
base minimale. 
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i) Calcul de la composante perpendiculaire de la polarisabilité al. 
Lors de l'analyse de l'influence de la base sur la polarisabilité, nous avons vu que la base 
STO-3G (comme tout jeu de fonctions ne comportant que des fonctions ls) ne permet pas la 
déformation du nuage électronique par un champ perpendiculaire à l'axe de la liaison. Cela a pour 
conséquence de conduire à une polarisabilité ex l. égale à zéro. D'autre part, les bases standard 
(STO-3G, 4-31G) montrent les plus grandes déficiences dans la direction perpendiculaire au plan de 
conjugaison des molécules organiques. Il est donc important de s'assurer que le passage aux bases 
EFV apporte une amélioration sensible dans ces directions. 
A la table 3.12 sont reprises les valeurs d'énergie totale et de moment dipolaire de la 
molécule d'hydrogène pour un champ perpendiculaire de 0.001 unité atomique, et ce pour 
différentes valeurs du paramètre ô (cfr. relation (3.99)). Les polarisabilités correspondantes, 
calculées suivant les équations (3.80) (aJ.L) et (3.81) (cxE) apparaissent à la table 3.13 et à la figure 
3.11. Nous tirons comme observations que, comme prévu, la polarisabilité calculée pour ô = 0, 
c'est-à-dire sans déplacement de la base, est nulle, qu'elle soit évaluée à partir du moment dipolaire 
ou de l'énergie totale. D'autre part, la figure 3.11 illustre particulièrement bien la différence de 
comportements entre la polarisabilité calculée au départ de l'énergie et du moment dipolaire, à 
mesure que les fonctions sont déplacées des noyaux (ô > 0). Les dépendances quadratique pour cxE 
et linéaire pour aJ.L par rapport à ô, c'est-à-dire vis-à-vis de la qualité de la fonction d'onde, sont 
clairement visibles. En outre, conformément aux conclusions de notre analyse sur les conditions de 
validité du théorème d'Hellmann-Feynman, il ressort de la figure 3.11 que cxE et exµ sont 
équivalentes lorsque cxE est maximum, c'est-à-dire lorsque E(ô) est minimum. Ce résultat constitue 
une noll:velle preuve du bien-fondé de l'application du théorème d'Hellmann-Feynman lorsque la 
base est optimisée. 
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Figure 3.11: Polarisabilité perpendiculaire de la molécule d'hydrogène en fonction du 
paramètre B, calculée à partir de l'énergie totale ( a, .1E) et du moment 
dipolaire (a .1µ). 
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Table 3 .12: Energie totale (E) et moment dipolaire (µ) de la molécule d'hydrogène en 
fonction de o pour un champ de 0.001 u.a. perpendiculaire à l'axe de la 
liaison. Toutes les données sont exprimées en unités atomiques. 
E µ * 1()2 
0.0 -1.12001689661 0.0 
0.05 -1.12001802977 0.13448454 
0.10 -1.12001873959 0.26896949 
0.15 -1.12001902604 0.40345405 
0.20 -1.12001888915 0.53793737 
0.25 -1.12001832892 0.67241863 
0.30 -1.12001734536 0.80689697 
0.35 -1.12001593849 0.94137164 
0.40 -1.12001410834 1.0758418 
1.00 -1.11995914541 2.6888283 
Table 3.13: Polarisabilité perpendiculaire de la molécule d'hydrogène calculée à partir de 
l'énergie totale (a1. E) et du moment dipolaire (a1.µ) en fonction de o. 
Toutes les données sont exprimées en unités atomiques. 
a.l. E a1.µ 
0.0 0.0 0.0 
0.05 2.26632 1.34485 
0.10 3.68596 2.68969 
0.15 4.25886 4.03454 
0.20 3.98508 5.37937 
0.25 2.86462 6.72419 
0.30 0.89750 8.06897 
0.35 -1.91624 9.41372 
0.40 -5.57654 10.75842 
Table 3 .14: Energie totale, moment dipolaire et polarisabilités perpendiculaires 
correspondantes (en unités atomiques) calculées pour la valeur de Omïn = 
0.15883. Comparaison avec la polarisabilité expérimentale. 
µmin 
Exp. 
-1.12001903265 
0.42720391 10-2 
4.27208 
4.27204 
4.8560 
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A partir de la table 3.13, on remarque que la valeur de ô pour laquelle o.E et cxJ1 sont les 
plus proches (i.e. pour laquelle o.E est maximum) vaut 0.15. Nous avons affiné ce résultat en 
appliquant le processus d'interpolation de Lagrange. Ce procédé stipule que lorsqu'une fonction est 
connue en trois points (x_1, :xo et x1) séparés par un même intervalle h, le minimum de la fonction 
fmin est obtenu en Xmin = :xo + Prnh où Pm représente une fraction de l'intervalle h: 
(3.132) 
Dans notre cas, h = 0.05, Bo= 0.15, ô_1 = 0.10 et 61 = 0.20. La valeur de Ôrnïn (= Xrnïn) ainsi 
déterminée est de 0.15883. L'énergie totale, le moment dipolaire et les polarisabilités correspondant 
à cette valeur de ô figurent à la table 3.14. Plusieurs indications peuvent être dégagées de ces 
résultats: 
- l'amélioration introduite par le traitement EFV est considérable. En effet, la 
composante 0.1_ calculée (4.272 u.a.) est proche de la valeur expérimentale [IIl.62) (4.856 u.a.), et ce, 
rappelons-le, sans intervention de fonctions de polarisation. Cette observation laisse entrevoir des 
possibilités attrayantes lors du calcul sur les composés organiques. 
- la qualité de ce résultat confirme l'hypothèse émise par Sadlej sur la faible 
importance de la variation des exposants des fonctions de base avec le champ électrique. 
- ce résultat constitue une matérialisation des conclusions que nous avons tirées sur le 
théorème d'Hellmann-Feynman. Il montre que les courbes de o.1_Eet 0.1_µ en fonction de ô se 
croisent en 6 = 0 et en 6min· Il montre également que tout choix arbitraire d'une valeur de 6 (0.25, 
par exemple, comme dans la théorie de l'oscillateur harmonique) peut conduire à des valeurs de 
polarisabilité totalement aberrantes. Elles peuvent même être sans aucune signification physique, 
comme lorsque o..1E est négatif pour 6 > 0 ou lorsque 0..1µ est supérieur à la valeur expérimentale. 
En d'autres termes, la validité du théorème d'Hellmann-Feynman constitue non seulement une 
condition d'équivalence entre o..1E et 0..1µ, mais aussi, dans le cas des bases EFV, une condition 
nécessaire à l'obtention de polarisabilités physiquement significatives. 
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- finalement, la figure 3.11 montre un point très important à nos yeux: le caractère 
variationnel de la polarisabilité calculée par la méthode du champ fini. 
ii) Calcul de la composante longitudinale de la polarisabilité a.11 
Nous avons effectué la même étude pour la composante longitudinale (a//) de la 
polarisabilité de la molécule d'hydrogène (voir tables 3.15-3.17 et figure 3.12). 
A première vue, il semble que les conclusions soient identiques à celles déduites lors de 
l'évaluation de la composante a J_, en tout cas eil ce qui concerne les comportements respectifs de 
a1r et a1l et les conditions de validité du théorème dHellmann-Feynman. Mais si on inspecte en 
détail ces résultats, on constate plusieurs différences non négligeables. 
La première concerne la valeur de a.11 (6.274 u.a.) pour un déplacement nul des orbitales ( 6 
= 0). Il est clair que, vu la valeur expérimentale [III.62] (6.947 u.a.), on peut difficilement obtenir un 
meilleur résultat en restant dans le cadre de la méthode de Hartree-Fock. A titre de comparaison, la 
valeur de a.11 considérée comme exacte (à la limite de Hartree-Fock) est de 6.3805 u.a.UII.63]. 
L'apport de la méthode EFV ne peut donc être aussi spectaculaire que dans le cas de la c9mposante 
ŒJ_. Et de fait, il s'avère que le déplacement des orbitales diminue la polarisabilité a.11 puisqu'elle 
passe de 6.274 u.a. pour 6 = 0 à 6.099 u.a. pour <>min· Au lieu de présenter un maximum comme 
ŒJ_ E, a11E montre un minimum. Ce comportement est rendu possible simplement par le fait que le 
processus variationnel ne porte que sur la variation 6E de l'énergie linéaire vis-à-vis de 6<I> (cfr. 
relation (3.129)) et n'émet aucune condition quant au signe de la dérivée seconde (ou de 6E[62<I>]). 
· Par conséquent, le processus variationnel ne fait que rechercher un extremum de l'énergie, 
extremum qui généralement est un minimum, mais qui parfois est un maximum: ce sont notamment 
les cas pathologiques appelés instabilités de Hartree-Fock. 
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Figure 3 .12: Polarisabilité longitudinale de la molécule d'hydrogène en fonction du 
paramètre B, calculée à partir de l'énergie totale (a.,r) et du moment 
dipolaire (a.,l), 
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Table 3 .15: Energie totale (E) et moment dipolaire (µ) de la molécule d'hydrogène en 
fonction de 6 pour un champ de 0.001 u.a. parallèle à l'axe de la liaison. 
Toutes les données sont exprimées en unités atomiques. 
E µ * 1()2 
0.0 -1.12002003 355 0.62738784 
0.05 -1.12001998281 0.62123401 
0.10 -1.12001995369 0.61507893 
0.15 -1.12001994620 0.60892301 
0.20 -1.12001996035 0.60276684 
0.25 -1.12001999612 0.59661090 
0.30 -1.12002005356 0.59045566 
0.35 -1.12002013255 0.58430162 
0.40 -1.12002023319 0.57814924 
1.0 -1.12002312293 0.50462522 
Table 3.16: Polarisabilité longitudinale de la molécule d'hydrogène calculée à partir de 
l'énergie totale (a.1f-) et du moment dipolaire (a.11µ) en fonction de 6. 
Toutes les données sont exprimées en unités atomiques. 
a.,f- a.,p 
0.0 6.27388 6.27388 
0.05 6.17240 6.21234 
0.10 6.11416 6.15079 
0.15 6.09918 6.08923 
0.20 6.12748 6.02767 
0.25 6.19902 5.96611 
0.30 6.31390 5.90456 
0.35 6.47188 5.84302 
0.40 6.67316 5.78149 
Table 3 .17: Energie totale, moment dipolaire et polarisabilités longitudinales 
correspondantes (en unités atomiques) calculées pour la valeur de Bmin = 
0.14231. Comparaison avec la polarisabilité expérimentale. 
µmin 
Exp. 
-1.12001994595 
0.60986982 10-2 
6.09868 
6.09870 
6.9467 
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Remarquons que si ces comportements sont surprenants et inexpliqués, ils ne mettent 
nullement en cause le bien-fondé des bases dépendant du champ, surtout pour le calcul de la 
composante perpendiculaire de la polarisabilité. 
Table 3.18: Valeurs de polarisabilité.longitudinale a11 de la molécùle d'hydrogène 
calculées à partir du moment dipolaire (a11~ et de l'énergie (a1r) en base 
ST0-3G EFV pour un champ de 0.003 u.a. et pour différentes valeurs du 
paramètre 6: A) 6 = 0, B) 6 optimisé pour un champ de 0.001 u.a. (6 = 
0.14231), C) 6 optimisé pour un champ de 0.003 u.a. (6 = 0.14228). 
Toutes les valeurs sont données ,en unités atomiques. 
A 
B 
C 
0.0 
0.14231 
0.14228 
6.274 
6.122 
6.099 
6.274 
6.112 
6.099 
Table 3.19: Valeurs d'hyperpolarisabilité longitudinale y 11 de la molécule d'hydrogène 
calculée en base ST0-30 EFV pour différents déplacements des orbitales: 
A) 60,001 = 60,003 = 0.0, B) 60.001 = 60,003 = 0.14231, C) 60,001 = 
0.14231, 60.003 = 0.14228. En D et E figure la valeur de y II calculée en 
base ST0-30 et en base étendue de Schulman et Kaufman. Toutes les 
valeurs sont données en unités atomiques. 
Î// 
A -14.0 
B 1643.3 
C 40.8 
D -2.9 
E 76.5 
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iii) Calcul de l'hyperpolarisabilité 1 
Le but ultime que nous recherchons est le calcul des hyperpolarisabilités y. Nous avons 
montré que la méthode du champ fini associée aux bases standard est insuffisante pour l'évaluation 
de cette quantité av~ une fiabilité raisonnable. Sadlej précise, sans toutefois en faire la 
démonstration, que les bases EFV devraient être utiles lors de l'évaluation de polarisabilités d'ordres 
supérieurs. Dès lors, nous avons abordé l'étude des potentialités de ces bases pour le calcul des 
composantes 'Y Il ('Yzzzz) et 'Y .1 ('Yzzzz> de la molécule d'hydrogène. 
Nous avons vu que le calcul de la dérivée numérique du troisième ordre nécessite 
l'évaluation du moment dipolaire µi pour un champ Fi et 3Fi. Dans notre cas, nous devons 
connaître ~ pour 0.001 u.a. et 0.003 u.a.. L'optimisation, du paramètre ô pour F = 0.001 u.a. a 
déjà été réalisée lors du calcul de la polarisabilité. Il reste donc à effectuer la même procédure pour 
un champ de 0.003 u.a.. A ce stade, un point important à vérifier est de savoir si la valeur optimisée 
(Ômin) du paramètre ô pour un champ 3Fi est égale ou non à la valeur obtenue pour un champ Fi. 
En d'autres termes, le déplacement des fonctions de base est-il strictement proportionnel à l'intensité 
du champ électrique? Pour répondre à cette question, nous avons calculé la polarisabilité 
longitudinale de la molécule d'hydrogène pour un champ de 0.003 u.a.. Les valeurs obtenues pour 
différents déplacements sont reprises à la table 3.18. 
On constate que le minimum de polarisabilité est légèrement déplacé lorsque le champ vaut 
0.003 u.a.. Le déplacement n'est donc pas strictement proportionnel à l'intensité du champ 
appliqué. Il reste à savoir dans quelle mesure cette faible variation de Ômm affecte la composante de 
'Y ('Y 11 ). La polarisabilité a11 est quant à elle faiblement modifiée ( table 3.18). La réponse nous est 
· donnée par la table 3.19 où figure la composante 'Y 11 calculée de trois façons différentes: sans 
déplacement aucun (ô0,001 = o0,003 = 0.0), avec un déplacement optimisé pour un champ de 0.001 
u.a. (ô0,001 = ô0,003 = 0.14231), et avec un déplacement optimisé complètement (o0,001 = 0.14231, 
00.003 = 0.14228). 
Table 3 .20: Valeur de l'hyperpolarisabilité perpendiculaire y .L de la molécule 
d'hydrogène calculée en base ST0-30 EFV pour différents déplacements 
des orbitales: A) ô0.CXH = ô0.003 = 0.0, B) ô0.001 = 0.15884, ô0.003 = 
0.15883, C) base ST0-30, D) base de Schulman-Kaufman. Toutes les 
valeurs sont données en unités atomiques. 
'Y.L 
A 0.0 
B 52.4 
C 0.0 
D 13.2 
Table 3 .21: Composantes parallèles et perpendiculaires de l 'hyperpolarisabilité y de la 
molécule d'hydrogène A) calculées par la méthode du champ fini en base 
ST0-30-EFV, et tirées de la littérature: B) calcul ab initio Hartree-Fock + 
interaction de configuration complète au moyen d'une base contenant 12 
fonctions s, 8 fonctions p et 4 fonctions d [III.65], C) calcul ab initio Hartree-
Fock au moyen d'une base 8s, 5p, 2d [III.39]. Toutes les valeurs sont 
exprimées en unités atomiques. 
Type de calcul 
A 
B 
C 
'Y Il 
. 40.8 
95 
114 
'Y.L 
52.4 
115 
117 
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Ces résultats montrent très nettement que l'hyperpolarisabilité y est extrêmement sensible à 
la valeur du paramètre 6 et qu'il importe dès lors que l'optimisation de 6 soit réalisée pour chaque 
valeur de champ électrique de la façon la plus précise possible. 
D'autre part, il est incontestable que les bases EFV améliorent sensiblement 
l'hyperpolarisabilité y. Par exemple, le changement de signe que nous avions observé lors du 
passage des petites bases (STO-3O) aux bases étendues (de Schulman-Kaufman) (voir table 3.9) a 
également lieu lors de l'application du principe EFV à la base STO-3O découplée. Cette 
amélioration de l'hyperpolarisabilité longitudinale, contrastant avec la diminution de la polarisabilité 
longitudinale a.11 lors de l'utilisation de la base STO-3O EFV, constitue en fait un exemple de ce 
que nous évoquions lors de la description générale des bases (voir Chapitre II), à savoir qu'une base 
de bonne qualité pour une propriété ne l'est pas spécialement pour une autre. 
Nous avons également appliqué la base STO-3O-EFV au calcul de la composante 
perpendiculaire ('Yxxxx ='Y .1) de l'hyperpolarisabilité de la molécule d'hydrogène. Ces résultats sont 
présentés à la table 3.20. Tout comme pour la polarisabilité perpendiculaire, le changement apporté 
par le déplacement des orbitales à y .1 est considérable. 
Le problème majeur rencontré lors de l'évaluation de la qualité des hyperpolarisabilités 
calculées est le manque de données expérimentales. En ce qui concerne la molécule d'hydrogène, la 
susceptibilité non linéaire :x(3) a été récemment mesurée par génération de deuxième harmonique 
sous champ statique et a été comparée avec les résultats de calcul ab initio (Hartree-Fock + 
corrélation) [III.64]. Cette comparaison nécessite toutefois la prise en compte des facteurs de champ 
local, ce qui complique sérieusement les choses. C'est pourquoi nous préférons nous baser sur des 
valeurs de y ~alculées par des méthodes [III.65,III.39] beaucoup plus sophistiquées que la nôtre pour 
mesurer la qualité des valeurs de y présentées aux tables 3.19 et 3.20 (voir table 3.21). 
Il est étonnant de voir comment une petite base comme la nôtre (qui ne contient, rappelons 
le, que 3 fonctions ls) à laquelle est appliqué le principe EFV fournit des valeurs de y déjà 
comparables aux résultats obtenus avec des bases incomparablement plus grandes. 
Table 3.22: Composantes diagonales et valeur moyenne de polarisabilité (<lxx, <Xyy, <Xzz, 
a) et composantes diagonales d'hyperpolarisabilité (Yxxxx, 'Yyyyy, 'Yzzzz) de la 
molécule d'éthylène calculées en base ST0-3G-EFV. Toutes les valeurs 
sont exprimées en unités atomiques. 
(l Îxxxx Îyyyy Îzzzz 
0=0 11.724 5.582 25.066 14.124 -5.4 -0.5 -142.5 
0optirnisé 16.649 13.541 26.945 19.045 20.7 28.9 -22.5 
Exp. [III.32] 26.10 22.94 36.42 28.47 
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La conclusion que nous tirons de l'ensemble de ces calculs sur la molécule d'hydrogène ( ex 
et y) est que les potentialités des bases EFV sont extrêmement prometteuses pour le calcul sous 
champ électrique: d'une part, les composantes de polarisabilité défavorisées lors de l'utilisation de 
bases standard sont nettement améliorées, d'autre part le calcul de l'hyperpolarisabilité y qui semblait 
inabordable devient possible grâce à l'utilisation de cette méthode. Ces conclusions demandent 
toutefois confirmation sur des systèmes moins "académiques" que la molécule d'hydrogène. 
4) Applications des bases EFV: la molécule d'éthylène 
Après avoir analysé en détail le principe de bases dépendant du champ et testé leurs 
possibilités sur la molécule d'hydrogène, nous avons terminé notre étude par le calcul de la 
polarisabilité ex et de l'hyperpolarisabilité y de la molécule d'éthylène. 
A nouveau, nous avons utilisé la base minimale STO-3O dont seules les orbitales de 
valences des atomes de carbone ont été déplacées. Nous supposons que le déplacement de la 
fonction 1s n'améliore que très peu la description de la modification du nuage électronique par le 
champ. De plus, vu la valeur élevée des exposants des fonctions de cette orbitale (71.6, 13.0, 3.5), 
leurs déplacements calculés par la relation de Sadlej (3.99) sont négligeables (entre tQ-7 et 10-s Â) 
par rapport à la distance interatomique C=C (1.337 Â). Finalement, le fait de garder l'orbitale ls sur 
le noyau permet de la conserver contractée et donc de ne pas augmenter encore la taille de la base. 
Les résultats obtenus (polarisabilité ex et hyperpolarisabilité y) sont repris à la table 3.22. 
Concernant la polarisabilité, les enseignements de ces calculs sont comparables à ceux tirés de 
l'étude de la molécule d'hydrogène. La composante longitidinale ( CX-zz) est très peu modifiée par le 
déplacement des orbitales. Remarquons que la courbe de ex22 en fonction. de 6 passe par un 
maximum. On ne retrouve donc pas les comportements problématiques rencontrés lors du calcul de 
la même composante pour la molécule d'hydrogène. 
135 
Le gain apporté par le traitement EFV à la composante <lxx est plus important: il représente 
4~% de la valeur obtenue sans déplacement (6 = 0). Mais, comme prévu, l'amélioration la plus 
spectaculaire a lieu lors de l'évaluation de la composante O.yy, celle qui correspond à l'application 
d'un champ perpendiculaire au plan de la molécule. La valeur pour 6 = 0 est tout à fait insuffisante. 
L'application du principe EFV apporte environ 140% d'augmentation, pour fournir une valeur de 
qualité semblable aux deux autres (O.xx et <Xzz), 
Quant à l'hyperpolarisabilité y, les résultats sont aussi spectaculaires bien que l'on puisse 
difficilement juger de leur qualité en raison du manque de valeurs expérimentales correspondantes. 
On constate que le fait de déplacer les orbitales de valence induit un changement de signe pour deux 
des trois composantes. 
De notre étude des potentialités des bases dépendant du champ de Sadlej, nous tirons quatre 
conclusions: 
L'utilisation des bases EFV nécessite l'optimisation complète des paramètres dépendant 
du champ. Dans le cas contraire1 il n'existe aucune garantie sur la qualité des résultats 
obtenus, étant donné que le théorème de Hellrnann-Feynman n'est pas vérifié. 
- Les bases EFV constituent un progrès certain pour le calcul des polarisabilités et 
spécialement des composantes résultant de l'application d'un champ électrique dans la 
direction perpendiculaire à l'axe ou au plan de la molécule. 
- L'amélioration est aussi très nette pour le calcul des hyperpolarisabilités y. Toutefois, 
dans ce cas, l'étude doit être poursuivie pour les composantes non diagonales ('Yxxyy• 
'Yxxzz• 'Yyyzz) pour pouvoir calculer la valeur moyenne 'Y et la comparer aux valeurs 
expérimentales. 
- Le fait d'appliquer la relation de Sadlej pour le déplacement de l'orbitale (3.99) constitue 
sans doute une restriction à la flexibilité de la base, vu que les déplacements des fonctions 
ne sont pas totalement indépendants les uns des autres puisqu'un seul paramètre 6 est 
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utilisé pour toutes les fonctions. Une amélioration envisageable serait d'effectuer une 
véritable optimisation de la position de chaque fonction de base, comme cela est réalisé 
pour la géométrie nucléaire ou dans la méthode FSGO. De cette manière, on peut 
s'attendre à ce que, d'une part, les problèmes de maximum rencontrés lors du calcul de la 
composante a.11 de la molécule d'hydrogène soient résolus et d'autre part, à ce que la 
polarisabilité et l'hyperpolarisabilité soient encore de meilleure qualité. 
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e) Extension de la méthode du champ fini aux sytèmes infinis 
Les polymères conjugués constituent une classe de matériaux très prometteurs dans le 
domaine de l'optique non linéaire. Nous avons évoqué au premier chapitre les recherches effectuées 
sur les polydiacétylènes notamment Un des principaux intérêts des polymères est la longueur des 
chaînes qui les constituent. En effet, comme nous le verrons plus loin, les propriétés électriques 
(polarisabilité et hyperpolarisabilités) ont une croissance supra-linéaire en fonction de la taille de la 
molécule. La saturation de la réponse ne se produit que pour de très longues chaînes, sur lesquelles 
il est impensable d'effectuer des calculs théoriques. 
Une solution à ce problème réside dans la réalisation de calculs sur des chaînes considérées 
comme infinies et périodiques. Le principe de ces calculs (que nous qualifierons de polymériques 
par opposition aux calculs moléculaires) est directement déduit de la physique de l'état solide et 
repose plus particulièrement sur le théorème de Bloch [III.66] exprimé pour une seule dimension de 
périodicité: 
(3.133) l'I'2(r)I = l'I'2(r - j a ez)I 
où j est un nombre entier désignant une cellule particulière de la chaîne, a est la longueur de la 
cellule-unité ( ou encore de la période du réseau unidimensionnel) et ez est un vecteur unité dans la 
direction de périodicité (choisi par convention comme étant l'axez). Il stipule que dans un système 
périodique, la densité électronique au point r est équivalente à la densité électronique au point r 
translaté d'un nombre entier (j) de fois la période (a ez) de la chaîne. Au niveau de la fonction 
d'onde, cela signifie que 
(3.134) 'l'(r) = eikja 'l'(r - j a ez) 
où eikja est un facteur de phase, k étant le nombre d'onde (c'est-à-dire le vecteur d'onde k réduit à 
une seule dimension. L'application de ce théorème en chimie quantique [III.67] permet de déduire la 
Table 3 .23: Comparaison du nombre d'intégrales biélectroniques à évaluer entre un 
calcul moléculaire et un calcul polymérique: cas du polyacétylène -
(CH=CH)n- en base ST0-30 (c'est-à-dire que ro = 12 dans une cellule). N 
est le nombre de cellules considérées en interaction dans le cas polym~rique. 
=============================-------=----
Calcul moléculaire sur H-(CH=CH)n-H 
n 
1 
2 
3 
4 
0) 
14 
26 
38 
50 
4104 
5 105 
2106 
6106 
--=------==------------------------------
Calcul polymérique sur -(CH=CH)00- (ro = 12) 
N 
3 
5 
=============================---=====--== 
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théorie des orbitales cristallines qui aboutit au concept de bandes d'énergies. Notre but ici n'est pas 
de décrire en détail ces méthodes de calcul des propriétés électroniques des polymères. Nous 
désirons uniquement montrer par un exemple l'intérêt qu'elles peuvent présenter par rapport aux 
méthodes moléculaires. 
Nous avons déjà fait allusion au fait que l'évaluation des intégrales biélectroniques (pqlrs) 
constitue la partie la plus lourde des calculs quantiques ab initio. On peut prévoir le temps 
nécessaire au calcul de ces intégrales en estimant leur nombre. Dans le cas d'un calcul moléculaire 
(sur une molécule finie), suivant la relation (2.49), ce nombre est proportionnel à la quatrième 
puissance du nombre co d'orbitales atomiques. Lors d'un calcul polymérique, une intégrale 
biélectronique s'écrit (pqÏlrhsl) où j, h et 1 sont des indices de cellule. Une telle intégrale représente 
l'interaction entre une fonction Xp située dans la cellule O (choisie arbitrairement), une fonction Xq 
centrée dans la maille j, une troisième fonction Xr appartenant à la cellule h et une dernière orbitale Xs 
de la maille 1: 
(3.135) 
Dès lors, le nombre approximatif d'intégrales calculées est donné par co4N3 où co est toujours le 
nombre de fonctions de base, mais dans une cellule seulement, et N est le nombre de cellules 
considérées en interaction. Dans la table 3.23 figure l'exemple du polyacétylène -(CH=CH)0 -. 
A la lecture de ces données, on constate que le calcul moléculaire sur le polyène comprenant 
8 atomes de carbone (2 par cellule) est plus long que le calcul sur la chaîne infinie en considérant 5 
cellules en interaction. En physique du solide, on se limite d'ailleurs bien souvent à l'approxination 
. . 
du plus proche voisin, c'est-à-dire que N est pris égal à 3. Il est donc rapidement plus raisonnable 
d'évaluer les propriétés de la chaîne considérée infinie que de les déterminer sur des oligomères de 
grande taille. Ceci est également vrai pour le calcul des (hyper)polarisabilités. Encore faut-il 
disposer d'une méthode qui puisse être utilisée dans cette situation. 
Vu les bons résultats obtenus lors du calcul de la polarisabilité des molécules finies en 
méthode du champ fini, nous avons immédiatement pensé à appliquer cette technique aux 
z 
cellule 
super-cellule 
Figure 3 .13: Potentiel extérieur proposé par Kunc et Resta pour l'étude de la réponse 
électrique de solides tridimensionnels. 
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polymères. Malheureusement, nous avons été rapidement confrontés à un problème de fond: y-a-t-
il un sens physique à appliquer un champ électrique statique à une chaîne infinie? Une réponse 
claire et nette à cette question est loin d'être immédiate et ne nous est pas encore connue à l'heure 
actuelle. Il existe toutefois plusieurs éléments de réponse. 
Un premier type d'informations (peu encourageantes) est tiré des travaux réalisés par 
Churchill et Holmstrom [III.68-III.71] sur le comportement d'électrons de Bloch placés dans un champ 
électrique statique. Le fait le plus frappant qui ressort de ces études est que le choix des conditions 
aux limites, qui importe peu lors du traitement des systèmes périodiques non perturbés, est d'une 
importance capitale lorsque l'on considère ces mêmes systèmes plongés dans un champ uniforme. 
Il apparaît que les conditions aux limites utilisées traditionnellement en physique de l'état solide 
peuvent conduire à des incohérences spectaculaires. Ces comportements sont la conséquence de la 
nature pathologique du terme perturbateur (r .F) qui n'est en rien périodique et qui devient 
indéterminé lorsque F tend vers O et r vers l'infini. 
Une approche quelque peu différente a été proposée par Kunc et Resta [111.72,III.73] pour le 
calcul de la constante diélectrique de solides tridimensionnels. Afin d'éviter les comportements 
problématiques décrits par Churchill, plutôt qu'un champ statique homogène, ils suggèrent d'utiliser 
un champ statique spatialement périodique (conduisant à un potentiel en forme de dents de scie par 
exemple) dont la période soit un multiple de la période du polymère (voir figure 3.13). Cette 
méthode, si elle est conceptuellement prometteuse, nous paraît difficilement applicable dans notre 
cas. En effet, étant donné la complexité des systèmes organiques que nous serions amenés à traiter, 
il est tout à fait hors de question d'utiliser une super-cellule 8 fois supérieure à la cellule du polymère 
non perturbé (comme cela est fait dans le travail de Kunc et Resta). 
Pour notre part, nous avons abordé ce problème difficile par un autre côté. Une question 
qui nous semble essentielle est de savoir si, plus que le potentiel, la densité électronique d'une 
chaîne polymérique reste périodique ou non lors de l'application d'un champ électrique statique. 
Nous avons choisi, pour réaliser cette étude, une chaîne finie de molécules d'hydrogène. Elle 
présente l'avantage de modéliser à faible coût le comportement des systèmes plus complexes comme 
les polyènes: même type d'instabilités Hartree-Fock donnant lieu à l'alternance de liaison, un 
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Figure 3.14: Charges atomiques nettes calculées en base 4-310 pour une chaîne de 12 
molécules d'hydrogène non perturbée; RH-H = 2 et 2 u.a .. 
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Figure 3.15: Charges atomiques nettes calculées en base 4-310 pour une chaîne de 12 
molécules d'hydrogène soumise à un champ électrique de 0.001 u.a.; 
RH-H = 2 et 2 u.a .. 
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1 
électron "significatif' par atome et, pour les deux types de systèmes, adoption d'une configuration 
métallique si toutes les liaisons sont égales [Ill.74]. 
Dans un premier temps, nous avons observé le comportement des charges atomiques nettes 
calculées par l'analyse de population de Mulliken pour une chaîne de 12 molécules d'hydrogène non 
perturbée et perturbée par un champ électrique. Les résultats sont représentés aux figures 3.14 et 
3.15. 
La répartition des charges le long de la chaîne nous amène à distinguer deux types de 
domaines: 
- la région centrale (couvrant environ 6 cellules): à champ nul (fig. 3.14), les charges nettes 
y sont pratiquement nulles. En présence d'un champ, la polarisation induit une alternance 
de charges identique dans chaque cellule. Cependant, la neutralité de chaque maille est 
préservée à lQ-5 électron près. On constate donc que, dans cette région, la réponse à la 
polarisation semble périodique. 
- les deux régions terminales (environ 3 cellules de part et d'autre). Ces deux régions 
montrent un comportement tout à fait particulier, que ce soit avec ou sans champ appliqué. 
Ils sont dus aux effets de bouts de chaîne et correspondent à l'apparition de charges, 
alternantes et de valeurs croissantes lorsqu'on se rapproche de l'extrémité de la molécule. 
. Ces régions sont évidemment inexistantes lorsque la molécule est considérée infinie. 
Afin d'affiner un peu notre analyse, nous avons représenté l'évolution de la densité 
électronique le long de la chaîne, suivant qu'elle subisse ou non l'influence d'un champ électrique. 
Cependant, pour mieux illustrer la distinction entre les deux situations, nous avons repris à la figure 
3.16 la différence Ap(r) entre la densité électronique du système sous champ, pp(r), et celle du 
sytème non perturbé, p0(r). A nouveau, ces résultats, si ils ne prouvent pas que la réponse est 
périodique, n'apportent en tout cas aucune preuve du contraire. 
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Figure 3 .16: Comparaison de la densité électronique calculée à champ nul et pour un 
champ de 0.001 u.a. sur une chaîne de 12 molécules d'hydrogène. 
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Comme conclusion de ces "expériences" sur ordinateur, il faut avouer que le problème reste 
entier bien que l'on soit tenté d'écrire que la densité électronique en présence d'un champ électrique 
reste effectivement périodique. Notre analyse a révélé un autre problème, lié à l'extrapolation des 
(hyper)polarisabilités moléculaires vers les valeurs polymériques. En effet, dans une molécule finie, 
étant donné l'accentuation des variations de charge qui y sont observées, les bouts de chaîne ont 
certainement une influence prépondérante sur la valeur du moment dipolaire total induit par le 
champ, et donc sur la polarisabilité et les hyperpolarisabilités. On peut donc s'attendre à ce que, tout 
comme le moment dipolaire [III.75], la polarisabilité d'une chaîne finie divisée par le nombre de 
cellules tende, lorsque ce nombre augmente, vers une valeur différente de celle qui serait obtenue sur 
le polymère infini pour lequel les effets de bouts de chaîne sont artificiellement supprimés. Ce 
problème pose sous une autre forme la question du bien-fondé du calcul de la polarisabilité d'un 
système infini. 
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3. METHODE PERTURBATIONNELLE 
Le deuxième grand type de méthode de résolution approximative de l'équation de 
Schrôdinger perturbée (3.17) est basé sur la théorie des perturbations. Nous avons approfondi 
l'étude de la théorie des perturbations indépendantes du temps, conduisant aux (hyper)polarisabilités 
statiques. Signalons que c'est également dans le cadre de ces méthodes perturbationnelles 
(dépendantes du temps cette fois) que sont calculées les (hyper)polarisabilités dynamiques. 
A. Théorie des perturbations indépendantes du temps [III.761 
Avant d'en venir au calcul des (hyper)polarisabilités proprement dit , déduisons les relations 
générales de la théorie des perturbations. Supposons que nous désirions résoudre l'équation 
et que nous connaissions les fonctions et valeurs propres de Ho 
(3.137) 
Nous pouvons développer les fonctions propres et les valeurs propres de H en série de Taylor en Â., 
(3.138) 
(3.139) 
Choisissons à présent la normalisation de 'l'i telle que 
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(3.140) (0) <'I'. l'I' .> = 1 1 1 
Ce choix est appelé normalisation intermédiaire et peut toujours être fait pourvu que ces deux 
fonctions ne soient pas orthogonales. En supposant que les fonctions non perturbées sont 
normalisées à l'unité et en multipliant scalairement à gauche l'équation (3.138) par 'J'/O), on obtient 
(3.141) 
Cette relation ne peut être vérifiée en toute généralité que si 
(3.142) n = 1, 2, 3, ... 
L'étape suivante consiste à substituer les développements (3.138) et (3.139) dans l'équation 
(3.136): 
(3.143) (HO+ Â. V) ('I'.(O) + Â. 'l'~l) + Â.2 'I'~2) + •.. ) 
1 1 1 
= (éO) + Â. E~l) + Â.2 E~2) + ... ) ~O) + Â. 'l'~l) + Â.2 'I'~2) + ... ) 
1 1 1 1 1 1 
En égalisant les termes de même puissance en Â., on obtient une série d'équations d'écriture générale 
(3.144) 
n = 1, 2, 3, ... La multiplication scalaire de chacune de ces équations par lJ!i(O) et l'utilisation des 
relations d'orthogonalité (3.142) permet la déduction d'une expression pour chaque énergie de 
perturbation 
(3.145) 
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En particulier, la contribution du premier ordre est donnée par 
(3.146) 
Considérons l'équation (3.144) pour laquelle n = 1. Elle peut être réécrite de la façon 
suivante: 
(3.147) 
Un moyen de résoudre une telle équation est de développer 'Pp> dans la base complète des 
fonctions propres de Ho, 
(3.148) 'l'~l) = ~ C(l) 'l'(O) 
1 ~ n n 
n 
Puisque les fonctions propres de Ho sont orthonormées, la relation (3.148) devient, en la multipliant 
par <'P n(O)I (que, par facilité, nous noterons indifféremment <ni) 
(3.149) 
De plus, d'après l'expression (3.142), il est évident que cp> = O. Et donc nous pouvons écrire 
(3.150) 'l'~l) = L ' ln><nl~1)> 
D 
où le signe ' sur la sommation indique que le terme n = i en est exclu. Si on multiplie à présent 
l'équation (3.147) par <ni, suite à l'orthogonalité des fonctions d'ordre zéro, il vient 
(3.151) 
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L'expression de l'énergie du deuxième ordre (n = 2 dans la relation (3.145)) peut être réécrite de la 
façon suivante grâce à la relation (3.150) 
(3.152) É:2) = <i!Vlo/.1)> ="""' '<ilVln> <11lo/.1)> 
1 1 ~ 1 
n 
D'où, par l'expression (3.151), nous obtenons finalement 
(3.153) 
Les énergies d'ordre supérieur sont obtenues de la même manière. Par exemple, la 
1 
correction du troisième ordre s'écrit: 
(3.154) 
Dans le cadre de notre travail, l'opérateur de perturbation est donné par (équation 3.13) 
(3.155) Â. V = - µ . F 
ou, si nous nous limitons à l'axe z, 
(3.156) Â. V= - µz Fz 
Dans ce cas, l'énergie totale de l'état fondamental (i = 0) devient 
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(3.157) 
En comparant cette relation avec l'équation (3.28) (exprimant la même énergie), nous déduisons les 
formules perturbationnelles pour le moment dipolaire intrinsèque, la polarisabilité et les 
hyperpolarisabilités: 
(3.158) 
(3.159) 
(3.160) 
- (3.161) 
2 ~ , l<0lµzln>I 
<Xzz = -2 ."-1 É.O) (0) 
n -E 0 n 
~ , <01µ lm> <mlµzln> <niµ IP> <plµ 10> y, =-4."-,/ z z z 
zzzz m n (É_O) - éO)) (éO) - E(O)) (éO) - éO)) 
.~ 0 m O n O p 
~ , <01µ lm> <mlµ ln> <niµ 10> 
+4 <01µ 10> ~ z z z 
z (É.O) _ éO)) (éO) _ E(0))2 
m,n O m O n 
~ , <Dlµ lm> <mlµ ln> <niµ 10> 
+4 <01µ 10> ."-,/ z z z 
z (É_O) _ E(O)) (E(O) _ E(0))2 
m,n O n O m 
2 2 ~ , 1<01µ lm>I ~ , 1<01µ ln>I 
+4 ."-1 z ."-1 z É_O) -éO) (É_O) _ E(0))2 
m O m n O n 
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Ces expressions comprenant différentes sommes sur les états excités de la molécule, la méthode 
découlant de la théorie des perturbations est généralement appelée méthode de somme sur les états 
(Sum Over States, SOS). 
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B. Exemple d'application de la méthode SOS; l'atome d'hydroeène 
Afin d'illustrer le principe de la méthode perturbationnelle, nous reprenons, comme cela a 
été fait pour la méthode variationnelle, le cas de l'atome d'hydrogène [Ill.21. Nous avons rappelé au 
chapitre II la forme que prennent les solutions (fonctions et valeurs propres) de l'atome non perturbé 
(équations (2.15) - (2.19)). Nous disposons donc de tous les éléments nécessaires au calcul de la 
composante de polarisabilité <X.zz par l'équation (3.159). Dans le cas précis de l'atome d'hydrogène, 
cette équation s'écrit: 
(3.162) 
2 
ex = - 2 L ' 1 «>I µz 1~. 1, m> 1 
zz n,I,m E(0) - E(n) 
Le dénominateur de cette expression vaut, en unités atomiques: 
(3.163) 1 1 E(0) - E(n) = -- [ 1 - - ] 2 2 
n 
Le calcul du numérateur demande l'évaluation de l'intégrale moment dipolaire <01 µz l'l'n, 1, m> où 
l'état fondamental 10> est la fonction 1s (n = 1, 1 = 0, m = 0). Cette intégrale s'écrit explicitement: 
(3.164) <01 µ l"I' I, > = J ls z "I' 1 (r, 8, cp) dv z n, m n,,m 
= J J J ls r cos8 "l'n, I, m(r, 8, cp) r2dr sin8 d8 dcp 
- 7t 27t 
= J R 1,0(r) r Rn,1(r) /dr J E\m(S) cosS sinS dS J eim~ dcp 
0 0 0 . 
Or, il se fait que la troisième intégrale est rigoureusement nulle, quelle que soit la valeur de m (;a!: 0), 
puisque: 
149 
27t 
(3.165) Jeimip d<I> =~[cos rn<j> + i sin rn<t>t = ~ [1 + 0 - 1 - 0] = 0 1m 1m 
0 
Par conséquent, la sommation sur le nombre quantique rn disparaît de la relation (3.162). Si, de 
plus, on considère que seules les orbitales de type p contribuent à la polarisabilité (ce qui correspond 
à la règle de sélection des transitions, Af = ± 1), la somme sur 1 est également supprimée, ne laissant 
que les termes pour lesquels 1 = 1. 
Finalement, la polarisabilité de l'atome d'hydrogène s'exprime comme suit: 
(3.166) 
2 
ex = 4 ~ ' 1 <lsl z ln Pz> 1 
zz ~ 
D [1-_!_] 
2 
n 
La valeur de l'intégrale est tabulée: 
(3.167) 
a 28 n7 (n - 1)2n-5 
<lsl z ln p > = ;; {------} 112 
z v 3 (n + 1/n + 5 
Un premier point intéressant est de vérifier la convergence d'une telle sommation. Pour cela, 
estimons la dépendance du numérateur vis-à-vis de n, lorsque n est grand: 
(3.168) 2 ao 8 7 2n - 5 - 2n - 5 ao 8 -3 1 <lsl z ln p > 1 = r:; 2 n n n = r:; 2 n 
z v3 v 3 
(n>>l) 
Dès lors, la polarisabilité s'écrit sous forme d'une série de la forme: 
(3.169) 
-3 -3 
=L' n . L' n L' 1 ex - ---- --- ---zz 1- 2 - 2 
n [1 - -] n n - 1 n n (n - 1) 
2 --
n 2 
n 
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qui est connue pour être une série convergente. Ce petit exercice nous montre donc que, dans le cas 
de l'atome d'hydrogène, la sommation de perturbation converge. 
Une valeur numérique pour CXzz peut être obtenue en calculant réellement la somme. On 
trouve que CXzz vaut 5.99 10-41 C2 m2 J-1 ou 5.36 10-31 m3 (la valeur expérimentale est de 6.6 10-31 
m3). Remarquons pour terminer que la relation (3.166) limité au premier terme (n = 2) est 
strictement équivalente à l'expression obtenue lors de la déduction de la méthode variationnelle pour 
ce même atome d'hydrogène (équation (3.55)). Cela montre que, lorsque les solutions du problème 
non perturbé sont connues exactement, les deux méthodes de résolution du système perturbé 
(variationnelle et perturbationnelle) sont équivalentes. 
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C. Déduction de la méthode sos dans le cadre de la théorie des orbitales 
moléculaires 
La théorie développée au paragraphe A est appliquable à n'importe quel système quantique, 
notamment à un système à N électrons dont la fonction d'onde non perturbée 'I10(0) est prise comme 
un déterminant de Slater formé à partir des N/2 orbitales cpa de plus basse énergie obtenues par la 
méthode de Hartree-Fock: 
(3.170) (0) 'Po = a { cp1 Cl) cpiC2> · · · cpN(N)} 
L'opérateur moment dipolaire a la forme suivante: 
(3.171) 
Les différents états excités 'I10 (0) sont construits en remplaçant successivement chaque orbitale 
moléculaire occupée cpa par une orbitale moléculaire virtuelle cpr dans le déterminant (3.170). Sont 
générées ainsi les mono- (<I>l), di- (<I>abrs), tri- (<I>abcrst), etc., excitations. 
Analysons la nature des éléments de matrice M formant le numérateur de l'expression 
donnant Uzz (3.159). Puisque la partie nucléaire de l'opérateur (3.171) ne dépend pas des 
coordonnées électroniques, ils s'écrivent: 
(3.172) 
Table 3.24: Eléments de matrices d'opérateur monoélectronique. 
1) 
2) 
3) 
N· 
i}l = Lh(i) 
i 
N 
<<I>ol 1\ l<I>o> = L <<pal h lcpa> 
r a 
<<l>01 'Ô1 l<I> > = <<p I h lep > a a r 
rs 
<<l>ol i}2 l<I>ab> = O 
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Apparaissent dans cette équation deux types d'éléments de matrice. Le premier a pour opérateur une 
somme d'opérateurs monoélectroniques (Zï), La table 3.24 reprend la valeur de ces éléments suivant 
que <I>n est une mono- ou une diexcitation. 
Il ressort de ce tableau qu'un élément de matrice entre l'état fondamental et un déterminant 
différant de plus d'une orbitale moléculaire (comme les diexcitations) est rigoureusement nul. Dans 
notre cas, puisque l'élément comprenant deux fois l'état fondamental <I>o est exclu de la sommation, 
les seuls termes à prendre en compte correspondent au deuxième cas de la table 3.24, c'est-à-dire 
aux configurations monoexcitées. 
La deuxième intégrale présente dans l'expression de M a comme opérateur l'opérateur unité. 
Dans ce cas, par la propriété d'orthonormalité des orbitales moléculaires, seul l'élément <<l>ol<I>o> est 
non nul (<<l>ol<l>o> = 1). Les autres éléments de matrice entre l'état <I>o et tout état excité quel qu'il 
soit vaut strictement O. Il ressort de cette analyse que l'élément de matrice M est réduit à 
l'expression suivante: 
(3. 173) M = - <<pal zlcpr> 
Il nous reste à déterminer la nature du dénominateur de la relation (3.159), à savoir la 
différence entre l'énergie de l'état fondamentµ <I>o et celle des états monoexcités <l>l. Ici intervient 
un point crucial de la déduction des expressions en méthode SOS. En effet, nous avons dit, lors de 
la description de la théorie des perturbations, que 'l'n(O) et En(O) étaient les fonctions et valeurs 
propres de l'opérateur non perturbé Ifo. Or, dans ce paragraphe, nous avons choisi les états de 
Hartree-Fock Cl>n (sous forme de déterminants de Slater) comme fonctions 'I' n(O). Nous devons 
donc utiliser, comme énergie, les valeurs propres de l'opérateur dont les <1>0 sont fonctions propres. 
D'autre part, nous avons insisté au deuxième chapitre sur le fait que <l>o n'est pas une 
fonction propre de l'hamiltonien électronique Hélec· Ce n'est donc pas lui qu'il faut considérer, ni 
l'énergie électronique totale. Par contre, il s'avère que les <l>0 sont fonctions propres de l'opérateur 
HHF construit comme la somme des opérateurs de Fock: 
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(3.174) 
La valeur propre associée à cet opérateur HHF et à la fonction <I>o est la somme des énergies des 
orbitales moléculaires e8: 
(3.175) 
De la même façon, la valeur propre E{ associée à la fonction propre décrivant une configuration 
monoexcitée <I>,f s'écrit: 
(3.176) 
Finalement, la différence entre la valeur propre de <I>0 et celle de <I>,f s'exprime comme suit: 
(3.177) 
Par conséquent, la composante de polarisabilité <Xzz devient: 
(3.178) 
Les sommations sur a et sur r assurent la prise en compte de tous les états monoexcités <I>,f. Pour 
un système à couches fermées, 
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(3.179) 
Si l'on sait que les fonctions de spin a et~ sont orthonormées, 
(3.180) 
il vient: 
(3.181) 
ou encore, de façon générale, 
(3.182) i, j = X, y, Z 
Un raisonnement semblable mais plus long conduit aux expressions des hyperpolarisabilités 
~ ety. 
(3.183) ~ijk = 6 L, <al i Ir> <ri j ls> <si k la> _ 6 L, <al i lb> <hl j Ir> <ri k la> 
ars (e8 - er) (e8 - e5) abr (e8 - er) (~ - er) 
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(3.184) 
+ 8 L <al i lb> <bl j ls> <si k Ir> <ri 1 la> 
abrs (E8 - Er)(¾ - Es)(¾ - Er) 
+sL <al i lb> <bl j Ir> <ri k ls> <si 1 la> 
(Ea - Er) (Ea -€s) (¾ - Er) abrs 
-sL <al i lb> <bl j Je> <Cl k Ir> <ri 1 la> 
(Ea - Er)(¾ -Er) (Ec - Er) aber 
+sL <al i Ir> <ri j lb> <bl k ls> <si 1 la> 
(Ea - Er) (Ea -€s) (¾ - Es) abrs 
i, j, k, 1 = x, y, z 
où <al i Ir> symbolise l'intégrale «Pal i lcpr>-
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D. Elaboration d'un a12orithme de caJcul des (hyper}polarisabilités par la méthode 
Avant d'examiner la qualité des résultats obtenus par la méthode perturbationnelle, 
attardons-nous quelque peu sur son aspect calculatoire. Le calcul des composantes de polarisabilité 
par la formule (3.181) est une opération très rapidement effectuée sur un ordinateur. Par contre, la 
mise en œuvre littérale de l'expression (3.184) et plus particulièrement des quadruples sommations 
sur les orbitales moléculaires demande des temps de calcul exorbitants, rendant impossible toute 
application de routine. Le calcul des composantes du tenseur y de l'hexatriène, par exemple, 
nécessite huit fois plus de temps que le calcul Roothaan-Hartree-Fock non perturbé (base ST0-30) 
sur le même système. Il est donc indispensable de développer un algorithme plus efficace [IIl.78]. 
Revenons un instant sur la déduction des expressions générales de la théorie des 
perturbations. On peut généraliser l'expression donnée pour l'énergie de correction du deuxième 
ordre (3.152): 
(3.185) 'Éan) = L '«>IV lm> <ml'IJon-1)> n = 1, 2, 3, ... 
m 
où les <ml'I'0(n)> sont obtenus après multiplication de l'équation (3.144) par <ml et utilisation du 
développement (3.150): 
(3.186) 
Un aspect intéressant de cette écriture est le caractère récurrent des quantités <ml'Po<n>>. En 
effet, on constate que l'évaluation de ces éléments de matrice nécessite la connaissance des éléments 
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de matrice d'ordre inférieur (<ml'Po<n-lb et <m!'l'0(n-qb) et des corrections d'énergie également 
d'ordre inférieur (Eo(q)). Par exemple, le terme <ml'l'0(3b s'écrit: 
(3.187) <ml'l'(3)> 1 [ ~ '<ml V IP> <Pl~o2)> - Eo(l) <ml'l'o(2)> - Eo(2) <ml'l'o(l)>] 0 = ..JO) (0) ~ 
l!.: - E P 0 m 
En termes d'orbitales moléculaires, l'expression (3.185) devient: 
(3.188) ....<n) _ ~ <I>rl\U(n-1) l!.·o - ~ Var< a ro > 
a,r 
où, V étant une somme d'opérateurs monoélectroniques (V= l: v(i)), la sommation sur les états 
excités est limitée à une somme sur les configurations monoexcitées '1>l, et où: 
(3.189) r v = <<l> 1 v l<I>o> = <'n I v l<P > ar a "'a r 
Les termes <'1>ll'l'o<n-l)> sont obtenus à partir de l'équation (3.186) dans laquelle seuls les éléments 
<ml V IP> faisant intervenir des états simplement et doublement excités sont différents de 7.éro: 
(3.190) 
(3.191) 
<'1>:I V l<I>~> = - V ab Ôrs + Vrs Ôab + Ôab Ôrs L Vcc 
C 
Il est alors possible de déterminer la formulation générale pour les éléments <'1>ll'1'0(nh sur base 
des éléments d'ordre inférieur <'1>ll'Po<n-ph: 
(3.192) ,.,..r 1 __ Jn) _ _ 1 _ { ~ ,.,..s,\U(n-1) _ ~ ,.,..r I\U(n-1) <..,.,a 't'à > - ~ vrs <..,.,a ro > ~ vab <..,.,b ro > 
Ea - Er s b 
n-1 
-L vsb [ L <<l>:l'I':)> <'1>~1'1'~n-p)>]} 
s,b p=l 
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Cette expression est aisément mise en œuvre sur un ordinateur. Pour le montrer, 
rassemblons les <<l>ll'P0<0» dans une matrice rectangulaire JD>(n) de dimension N • M (où Net M 
sont, respectivement les nombres d'orbitales moléculaires occupées et virtuelles). Subdivisons 
ensuite la matrice V (comprenant les éléments Vïj) en sous-matrices représentant la partie occupée 
(V 0), la partie virtuelle (V v) et la partie commune (V ov): 
V= <:: :: ) = ( :; :ov ) 
OV V 
L'expression (3.192) peut alors être réécrite sous forme matricielle: 
(3.194) 
où un élément de la matrice JD>'(n) s'écrit: 
(3.195) 
Finalement, de nouvelles expressions sont déduites pour les (hyper)polarisabilités: 
(3.196) cxij = - 2 L <al j Ir> n~>(i) 
a,r 
(3.197) 
~ijk = 3 L <al k Ir> n~>(i, j) 
a,r 
(3.198) 'Yijkl = - 4 L <al l Ir> n~>(i, j, k) 
a,r 
où 
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(3.199) 
(3.200) D<2>c· 0 ) 1 [ ~ 1 · 1 0<1>c·) ~ 1. lb D(l)(.)] ar 1, J = -- LJ <I' J S> 88 1 - L./ <a J > rb 1 
ea - er s b 
(3.201) D~(i, j, k) = - 1 - [ 2, <ri k ls> o':}(i, j) - 2, <al k lb> o~;(i, j) 
ea - er s b 
-2, <hl k ls> o':j(i) o~;ü)l 
b,s 
Les composantes d'(hyper)polarisabilités s'expriment alors comme des produits matriciels 
(très efficients d'un point de vue calculatoire, surtout sur des ordinateurs vectoriels) entre la matrice 
moment dipolaire et les matrices D. 
L'analyse du nombre d'opérations numériques effectuées lors de l'exécution des 
expressions (3.184) d'une part et (3.198) d'autre part illustre parfaitement le gain de temp·s qui est 
obtenu grâce à l'utilisation de cet algorithme. La première expression nécessite environ 25 N2 M2 
multiplications, 5 N2 M2 additions et 5 N2 M2 divisions. Par contre, le calcul de la composante 'Yijkl 
par l'algorithme développé plus haut requiert seulement N M multiplications et additions pour 
l'expression (3.198) et (N + M + 2N M) multiplications pour l'équation (3.201), les Dar(l) etDar(2) 
étant déjà calculés pour l'évaluation des tenseurs a et ~- On imagine aisémént que cette réduction 
sensible du nombre d'opérations conduit à une diminution spectaculaire du temps de calcul. Par 
exemple, le calcul des composantes 'Yijkl de l'hexatriène est réduit d'un facteur 50 environ. 
L'utilisation d'un calculateur vectoriel devrait encore augmenter les performances de cet algorithme. 
Table 3.25: Composantes Clzz, <Xxx, 'Yzzzz et 'Yxxxx (en unités atomiques) de la molécule 
d'hydrogène calculées en base STO-3G, 4-31G, 4-31G** et S-K par les 
méthodes FF et SOS 
Méthode 
STO-3G FF 
SOS 
4-31G FF 
SOS 
4-31G** FF 
SOS 
S-K FF 
SOS 
3.072 
2.777 
6.495 
5.067 
6.419 
4.936 
6.452 
4.867 
0.0 
0.0 
0.0 
0.0 
-2.93 
-3.09 
-18.5 
-7.67 
0.567 -19.1 
0.494 -6.47 
4.254 
3.010 
76.5 
35.1 
'Yxxxx 
0.0 
0.0 
0.0 
0.0 
-0.07 
-0.05 
13.2 
7.87 
Table 3 .26: Polarisabilité longitudinale (CXzz) de la molécule d'éthylène calculée en base 
STO-3G, 4-31G et 6-31G avec la méthode du champ fini et la méthode 
SOS. Toutes les données, ainsi que la valeur expérimentale [ID.321, sont 
exprimées en unités atomiques. 
STO-3G 
4-31G 
6-31G 
Exp. 
MéthodeFF 
19.598 
32.408 
33.164 
36.42 
Méthode SOS 
15.117 
23.783 
24.313 
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E. Analyse de Ja gualité des fhyper}poJarisabiJités caJcuJées en méthode sos 
Maintenant que nous avons établi la méthode perturbationnelle et que nous l'avons dotée 
d'un algorithme permettant des calculs de routine, il s'agit de comparer les résultats fournis par cette 
technique avec ceux obtenus en méthode du champ fini (FF). Suivant l'habitude que nous avons 
prise auparavant, le premier système choisi pour effectuer cette comparaison est la molécule 
d'hydrogène. Nous avons rassemblé, à la table 3.25, les résultats de polarisabilité et 
d'hyperpolarisabilité obtenus dans les mêmes conditions par les deux méthodes (les valeurs FF 
proviennent des tables 3.2 et 3.9). L'examen des composantes de polarisabilité fait apparaître que 
les valeurs déduites de la théorie des perturbations sont systématiquement inférieures (de 20 à 30%) 
à celles obtenues variationnellement. Les composantes d'hyperpolarisabilité y montrent exactement 
le même comportement. Ces résultats sont le premier signe d'une moins bonne qualité de la 
méthode SOS. 
Selon le même schéma d'analyse que celui utilisé pour la méthode FF, nous avons 
poursuivi notre étude avec la molécule d'éthylène [III.28]. La table 3.26 contient la polarisabiliti 
longitudinale <Xzz obtenue dans les trois bases standard (STO-3O, 4-310, 6-310). Cette table 
montre clairement la faiblesse de la méthode SOS, qui en base 6-310, ne reproduit que 67% de la 
valeur expérimentale, alors que la composante correspondante en méthode FF représente 91 % de ce 
même résultat. Dans le contexte de notre travail, une telle déficience ne porte pas spécialement à 
conséquence, si par ailleurs l'évolution des propriétés considérées en fonction de différents facteurs 
est reproduite de manière fiable. C'est pourquoi comme troisième point de comparaison, nous 
avons choisi les premiers oligomères de polyène -(CH=CH)0 -. Ils permettent de comparer non 
seulement les valeurs entre elles, mais aussi l'évolution des résultats en fonction d'un paramètre tel 
que la longueur de la chaîne. Les trois composantes diagonales (<Xxx, <Xyy, <Xzz) et la valeur 
moyenne (ex) du tenseur de polarisabilité de polyènes de taille croissante sont reprises à la table 3.27 
et représentées graphiquement à la figure 3.17. Nous avons réalisé ces calculs en utilisant la base 
minimale STO-3O et la base 4-310. 
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Figure 3 .17: Evolution des trois composantes et de la valeur moyenne du tenseur de 
polarisabilité de polyènes en fonction de la longueur de chaîne 
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Table 3.27: Composantes du tenseur de polarisabilité (en unités atomiques) des polyènes 
de taille croissante calculées en base STO-3G et 4-31G 
Méthode Molécule a 
STO-3G FF C2lJ.4 13.196 2.531 17.477 11.065 
C4f¼ 24.828 4.749 47.851 25.810 
C~g 37.719 6.982 100.498 48.400 
CsH10 49.579 9.138 174.557 77.758 
STO-3G SOS C2lJ.4 11.114 1.929 15.117 9.387 
C4f¼ 22.124 3.771 38.121 21.339 
C~g 33.875 5.639 73.709 37.739 
CgH10 44.883 7.445 114.756 55.695 
----------------------------------- ------------------------------------------
4-31G FF C2lJ.4 22.781 5.902 29.191 19.291 
C4f¼ 40.735 12.187 73.396 42.106 
C~s 152.675 
CsH10 246.103 
4-31G SOS C2lJ.4 18.147 5.607 23.783 15.846 
C4f¼ 34.881 11.255 55.913 34.017 
C~g 52.896 16.954 102.578 57.476 
CgH10 69.838 22.527 156.190 82.852 
-----------------------------------------------------------------------------------------
28.48 
56.7 
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Premièrement, les valeurs SOS, comme pour la molécule d'hydrogène, reproduisent entre 
70 et 90% des résultats de la technique FF. Il se confirme donc que la qualité de cette dernière est 
plus élevée que celle de la méthode déduite de la théorie des perturbations. D'autre part, les 
différents graphes de la figure 3.17 montrent que la méthode SOS, si elle rend compte de 
comportements analogues à ceux obtenus par la méthode du champ fini pour les composantes 
perpendiculaires (Clxx et Clyy), donne, pour la composante longitudinale (Œzz) une évolution 
présentant une exaltation moins rapide et moins prononcée. On constate même un croisement des 
courbes CXzz(SOS-4-31G) et CXzz(FF-ST0-3G). Par conséquent, non seulement les valeurs SOS 
sont de qualité inférieure, mais de plus les évolutions sont différentes. 
Cette étude nous amène à conclure que la méthode du champ fini offre de meilleures 
dispositions pour le calcul de polarisabilité et pour l'analyse de l'influence de certains facteurs sur 
cette propriété. Cependant, la méthode de somme sur les états présente certains intérêts qui font que 
nous ne l'avons pas abandonnée pour autant Le premier avantage offert par cette technique est 
qu'elle permet d'éviter les difficiles problèmes d'ordre numérique inhérents à la méthode du champ 
fini. De plus, elle ne nécessite qu'un seul calcul Hartree-Fock, sur le système non perturbé, 
l'algorithme que nous avons mis au point assurant un calcul rapide de toutes les composantes des 
tenseurs d'(hyper)polarisabilités. Finalement, la méthode SOS semble mieux adaptée au calcul .de 
ces propriétés sur les systèmes infinis (polymériques) [111.80-Ili.82] car elle ne présente aucune 
difficulté fondamentale de compatibilité avec le théorème de Bloch et les conditions aux limites, 
comme c'est le cas pour la méthode FF. C'est pourquoi nous avons consacré une partie non 
négligeable de ce travail à l'étude plus approfondie de la méthode de somme sur les états afin de 
mettre en œuvre des procédés d'amélioration. 
La première étape de notre travail est de rechercher les raisons de la moins bonne qualité 
proposée par la méthode des perturbations par rapport à celle de la méthode variationnelle. En effet, 
ce n'est que par une analyse du contenu physique de chaque méthode qu'il est envisageable de saisir 
l'origine de ces écarts et de suggérer des remèdes à apporter. 
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Après cette analyse, nous passerons en revue différentes sources d'améliorations de la 
technique SOS que nous avons étudiées et nous développerons celle qui nous paraît la plus 
facilement utilisable pratiquement 
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4. ETUDE DES AMELIORATIONS DE LA METHODE DE SOMME SUR LES 
ETATS 
A. Analyse formelle des méthodes utilisées; théorie de Hartree-Fock couplée et non 
couplée 
Afin de cerner les différences fondamentales entre les méthodes du champ fini (FF) et de 
somme sur les états (SOS), l'approche la plus simple est de se pencher, d'une façon générale, sur la 
théorie des perturbations appliquée à la méthode de Hartree-Fock_[IIL83-ill.86J, 
Lors de la déduction des expressions d'(hyper)polarisabilités en méthode SOS, nous avons 
appliqué la théorie des perturbations à la fonction d'onde à N électrons <l>o, Toutefois, cette théorie 
peut être également utilisée directement dans le cadre de la méthode de Hartree-Fock en l'appliquant 
à l'équation monoélectronique non perturbée (2.32). L'équation dont on cherche les solutions 
s'écrit alors: 
(3.202) 
où 
(3.203) 
(3.204) 
Â. h' = F.r 
<'n-1,n-> - 6·· Tl TJ - . lJ 
Développons en série les <?i et e;,, à l'instar de ce qui est fait en théorie des perturbations: 
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(3.205) (0) (1) 2 (2) cp. = cp. + Â. cp. + Â cp. + ... 
1 1 l l 
(3.206) 
En insérant ces développement dans l'équation (3.202), il vient: 
(3.207) 
(0) (1) 2 (2) (0) (1) ~ 2 (2) 
=[e. +Â.e. +Â. e. + ••• ][cp. +Â.cp. +A cp. + .•• ] 
1 1 1 1 1 1 
Le point crucial à remarquer est que l'opérateur h dépend de la perturbation. En effet, il s'écrit: 
(3.208) 
ou encore, afin de faire apparaître explicitement la dépendance de g vis-à-vis des solutions cpi: 
(3.209) 
.D ~ (0) (1) 2 - pl2 (0) (1) 
= 1 + ,"-,/ «pb + Â. cpb + ... 1---1 cpb + À. cpb + ... > 
b ~2 
P12 est un opérateur de permutation des coordonnées de l'électron 1 et de l'électron 2. fO comprend 
la partie cinétique et d'attraction nucléaire de l'opérateur de Fock non perturbé (2.33): 
(3.210) 
En regroupant différemment les termes, l'opérateur h devient: 
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(3.211) 
~ (1) 2 - p12 (0) (0) 2 - p12 (1) 
+ Â. L..J [ <Cj)b 1--lcpb > + <Cj)b 1--lcpb > l + · · · 
b ~2 ~2 
(1) 2 (2) 
=h0 +Â.g +Â. g + ... 
Il suit que l'opérateur h n'est pas équivalent à l'opérateur de Fock non perturbé ho mais 
contient en plus des termes faisant intervenir les corrections des orbitales moléculaires cp/n). En 
substituant h par son expression (3.211) dans l'équation (3.202), on déduit les relations 
correspondant aux différents ordres en Âï= 
(3.212) 
(3.213) 
0 
ordre O (Â. ) : 
1 
ordre 1 (Â. ): 
h (0) (0) (0) 0 cp. = E. cp. 1 1 1 
ho cp~l) + g<l) cp~O) + h' cp~O) = E~O) cp~l) + E~l) cp~O) 
1 1 1 l 1 1 1 
L'expression (3.212) n'est rien d'autre que l'équation de Hartree-Fock non perturbée 
(2.32). La relation (3.213) quant à elle peut être réécrite de la façon suivante: 
(3.214) 
Cette équation est connue sous le nom d'équation de Hartree-Fock couplée (Coupled Hartree-Fock, 
CHF) du premier ordre. Le terme couplé traduit le fait que, comme en méthode ·de Hartree-Fock 
non perturbée, la résolution de cette équation nécessite une procédure itérative en raison de la 
présence du terme g(l) <l>i(O). 
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En développant la correction q,p> sur base de l'ensemble des orbitales moléculaires non 
perturbées q,4(0): 
(3.215) (1) _ ~ (1) (0) q>i - ,L./ '1q q>q 
q 
et en multipliant à gauche l'équation (3.214) par <q,pOI, on aboutit à l'équation: 
(3.216) 
+ L L c~~ [2 (pijqb)- (pbjqi) + 2 (pilbq)- (pqjbi)] = 0 
. b q 
qui permet la détermination du coefficient Cïp(O. A nouveau, sont clairement présents les termes de 
couplage faisant intervenir une série d'inconnues (cbq(l)). Rappelons que (pijqb) symbolise une 
intégrale biélectronique entre orbitales moléculaires non perturbées. 
A ce stade, remarquons que: 
- la résolution de l'équation (3.216), mène à un processus itératif extrêment lourd qu'il 
n'est pas possible d'envisager dans notre situation. 
- la méthode du champ fini n'est rien d'autre qu'une résolution numérique de l'équation 
(3;216) (et de celles correspondant à tous les ordres supérieurs). En effet, l'opérateur de 
Fock modifié (équation (2.57)) n'est autre que. l'opérateur h de la relation (3.211) 
puisqu'à self-consistance, les orbitales intervenant dans cet opérateur dépendent 
implicitement de la valeur du champ choisi au départ. Par conséquent, la caractéristique 
principale de la méthode de Hartree-Fock couplée est que les interactions moyennes 
électron-électron (décrites dans la partie biélectronique de l'opérateur) sont traitées de 
façon self-consistante en présence de la perturbation. · 
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On peut se poser la question de savoir à quel résultat on aboutit si les termes de couplage de 
l'opérateur h (g(l), g(2), ... ) sont supprimés, c'est-à-dire si on considère h comme étant purement et 
simplement égal à ho- La relation du premier ordre (3.214) devient alors: 
(3.217) [ho - E~O)] <p~l) + [h' - E~l)] <p~O) = 0 
1 1 1 1 
Cette équation est appelée équation de Hartree-Fock non couplée (Uncoupled Hartree-Fock, UCHF) 
du premier ordre et' correspond à l'équation résolue lors de la première itération du calcul CHF. Les 
coefficients du premier ordre sont déterminés par: 
(3.218) 
ou encore 
(3.219) 
<p(O)I h' l<p(O)> 
C~l) = < p i 
lp (Q) (Q) 
E. -E 
1 p 
Suivant les relations (3.152) et (3.153), la correction du deuxième ordre de l'énergie de 
l'orbitale (e/2>) s'écrit: 
(3.220) 
(0) , (0) 2 
E~2) = """ ' 1 <<p p I h l<?i > 1 
1 ,"-,/ (0) (0) 
p E. - E 1 p 
L'énergie totale du deuxième ordre est alors: 
(3.221) 
0cc 
E(2) _ """ (2) 0 - ,"-,/ Ea 
a 
où a, selon nos conventions, désigne une orbitale moléculaire occupée. Dès lors, en substituant 
(3.220) dans (3.221), il vient: 
(3.222) 
2 é2> = ~ ~ · 1 <JJI h' la> 1 
0 LJ LJ (0) (0) 
a p E -E · 
a p 
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où le prime signifie que le terme p = a est exclu de la sommation. 
Si l'on compare cette dernière relation avec l'expression de CXzz en méthode SOS (3.178), 
on constate qu'elles sont équivalentes à ceci près que la deuxième sommation agit uniquement, dans 
cette dernière, sur les orbitales moléculaires inoccupées. La somme sur p de l'équation (3.222) ne 
contient aucune restriction si ce n'est l'exclusion de l'orbitale cpa(O). Cependant, si cette sommation 
est divisée en deux parties, l'une impliquant les orbitales moléculaires virtuelles, l'autre les orbitales 
moléculaires occupées à l'exception de <pa (O), Eo<2> devient: 
(3.223) 
2 2 é2> = ~ I <ri h' la> 1 + ~ 1 <hl h' la> 1 
0 LJ (0) (0) LJ (0) (0) 
a,r E8 - Er a,b E8 - Ei; 
Il est aisé de montrer que le deuxième terme est nul. Pour cela, réécrivons ce terme en permutant les 
indices a et b. Il vient alors: 
(3.224) 
2 LL l<blh'la>I 
a b.ta E~O) - ~O) 
2 2 L L 1 <al h' lb> 1 = _ L L 1 <al h' lb> 1 = 0 
b ~b ~O) - E~O) b a;tb E~O) - ~O) 
Finalement, il apparaît que l'énergie du deuxième ordre de la méthode de Hartree-Fock non couplée 
est strictement équivalente à celle obtenue en méthode SOS. 
. L'analyse de la méthode de Hartree-Fock perturbée nous a donc enseigné que: 
- la méthode du champ fini (FF) est équivalente à la méthode de Hartree-Fock couplée 
(CHF) dans laquelle les interactions électroniques .aQn.t traitées de f~çon self-consistante 
en présence du champ électrique. 
Table 3.28: Polarisabilité longitudinale (en unités atomiques) de H2 calculée en méthode 
du champ fini (FF), en méthode de Hartree-Fock couplée (CHF), en 
méthode de somme sur les états (SOS) etvaleur expérimentale (Exp). 
Méthode 
FF 
CHF 
SOS 
Exp. 
6.452 
6.479 
4.867 
6.947 
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- la méthode de somme sur les états (SOS) correspond à la méthode de Hartree-Fock non 
couplée (UCHF) pour laquelle les interactions électroniques ne sont pas traitées de façon 
self-consistante en présence du champ électrique. 
Dès lors, la différence de qualité des résultats fournis par les _deux méthodes FF et SOS est 
entièrement justifiée. 
Comme illustration de l'équivalence entre la méthode FF et la méthode CHF, nous 
présentons à la table 3.28, les résultats de polarisabilité longitudinale _de la molécule d'hydrogène 
que nous avons calculée avec la base de Schulman et Kaufman [IIl.31], ainsi que la valeur CHF 
trouvée dans la littérature [lll.86] et la valeur expérimentale [lll.62]. 
Mentionnons que différents schémas ont été proposés dans la littérature pour la résolution 
analytique des équations de Hartree-Fock couplées [III.~7-III.95]. Un des plus répandus 
[III.87,III.88,III.96] est celui développé par McWeeny et ses collaborateurs. Malheureusement, ces 
schémas présentent tous le désavantage de réclamer une résolution itérative que, vu les temps de 
calculs qu'elle demande, nous désirons éviter à tout prix. 
Terminons en précisant que ces méthodes sont utilisées non seulement pour le calcul de 
polarisabilités et d'hyperpolarisabilités mais aussi pour le calcul de ieur dérivée (calcul d'intensité 
infrarouge et Raman [IIl.97-Ill.99]) ou pour l'évaluation des constantes de couplage et déplacements 
chimiques dans les résonances magnétiques [lll.100-ID.102]. 
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B. Tentatives d'amélioration de la méthode de somme _sur les états 
A ce stade de notre étude sur les méthodes de calcul des (hyper)polarisabilités, nous savons 
que: 
- dans le cadre d'une fonction d'onde à un seul déterminant, la meilleure technique est la 
méthode de Hartree-Fock couplée. Malheureusement, son application est lourde et coûteuse d'un 
point de vue calculatoire, exception faite de la variante numérique (la méthode du champ fini) qui, 
cependant, ne présente pas encore les garanties suffisantes pour le cacul des hyperpolarisabilités et 
pour le traitement des systèmes infinis. 
- la méthode de somme sur les états, déduite de la ;méthode des perturbations, est de moins 
bonne qualité: elle correspond à la théorie de Hartree-Fock non couplée. Toutefois, son utilisation 
peut être rendue extrêmement efficiente et en outre, c'est elle qui devra vraisemblablement être 
appliquée à l'étude des polymères et au calcul des propriétés dépendant des fréquences. 
Nous tirons comme enseignement de cette analyse qu'une solution peut venir de la 
recherche d'améliorations de la méthode SOS afin que, tout en restant d'une utilisation aisée, elle 
produise des résultats dignes de confiance. 
En fait, le travail formel du paragraphe précédent nous a montré deux possibilités de 
modification de la méthode de somme sur les états. Après analyse, la première s'est révélée être elle 
aussi difficile à mettre en oeuvre pour l'étude de molécules organiques. Par contre, nous pensons 
que la deuxième solution que nous proposons peut répondre en partie à nos critères. 
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a) Théorie de la double perturbation 
Le procédé le plus souvent proposé pour améliorer les résultats obtenus en méthode de 
Hartree-Fock non couplée afin de les faire tendre vers les valeurs couplées en évitant tout processus 
itératif est basé sur la double perturbation [IIl.86,III.103-107]. 
Nous avons vu que la déduction des expressions SOS dans le cadre de la théorie des 
orbitales moléculaires (paragraphe 3-C) est basée sur le fait que l'hamitonien non perturbé HHF est 
différent de l'hamiltonien exact H puisqu'il s'écrit comme la somme des opérateurs 
monoélectroniques de Fock (équations (2.59) et (3.174)). Or~ c'est ce même opérateur qui est 
utilisé comme référence pour le développement de l'énergie de corrélation en série de perturbation 
(relations (2.58-2.60)). De plus, l'énergie associée à cet opérateur EHF(équation (3.175)) n'est pas 
l'énergie de Hartree-Fock Eo mais bien la somme des énergies monoélectroniques. En fait, l'énergie 
Eo n'est obtenue que si est ajoutée à EHF la correction au premier ordre de l'énergie de corrélation. 
On en déduit que si nous appelons l'opérateur couplé, c'est-à-dire l'opérateur exact en présence du 
champ, HCHF et l'opérateur non couplé, HUCHF, la différence entre les deux opérateurs s'écrit 
comme 
(3.225) 
N N N 
HCHF _ HUCHF = y:orr = L L _!__ _ L VHF (i) 
. . . r.. . 
1 J>l lJ 1 
où vHF(i) est défini à l'équation (2.34). Dès lors, HCHF peut s'exprimer comme suit: 
(3.226) HCHF = HHF + FV + Â ycorr 
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L'utilisation d'un tel opérateur conduit à la théorie de la double perturbation. Si nous développons 
l'énergie totale valeur propre de HCHF en séries de puissances des deux paramètres P et Â., nous 
obtenons 
(3.227) E = E(0,0) + P E(l,0) + Â. E(0,l) + p2 E(2,0) + Â.2 E(0,2) + FÂ. E(l,l) 
+ p3 E(3,0) + Â.3 E(0,3) + p2Â. E(2,l) + PÂ.2 E(l,2) 
+ ... 
Cette relation peut être réécrite de la façon suivante: 
(3.'.428) E = p) [E(0,0) + Â. E(0,l) + Â.2 E(0,2) + Â.3 E(0,3) + ... ] => Eo 
+ pl [EO,0) + Â. E(l,l) + Â.2 E(l,2) + Â.3 E(l,3) + ... ] => + pl µ 
+ p2 [E(2,0) + Â. E(2,l) + Â.2 E(2,2) + Â.3 E(2,3) + ..•. ] => + p2 a 
+ p3 [E(3,0) + Â. E(3,l) + Â.2 E(3,2) + Â.3 E(3,3) + ... ] => + p3 ~ 
+ p4 [E(4,0) + Â. E(4,l) + Â.2 E(4,2) + Â.3 E(4,3) + ... ] => + p4 y 
+ ... 
= L ~ [ L Â.1 E(k,1) ] 
k 1 
Cette dernière relation fait apparaître les différentes corrections de corrélation (indice 1) aux 
différentes (hyper)polarisabilités (indice k). Une autre façon de présenter cette expression est la 
suivante: 
(3.229) E = Â.o [E(0,0) + p E(l,0) + p2 E(2,0) + p3 E(3,0) + ... ] => Eo(F) 
+ Â.1 [E(0,t) + F E(l,1) + p2 E(2,1) + p3 E(3,1) + ... ] => + Â.1 Ecoril) 
+ Â.2 [E(0,2) + p E(l,2) + p2 E(2,2) + p3 E(3,2) + ... ] => + Â.2 Ecori2) 
+ Â.3 [E(0,3) + p EO,3) + p2 E(2,3) + p3 E(3,3) + ... ] => + Â.3 Ecorr(3) 
+ Â.4.[E(0,4) + p E(l,4) + p2 E(2,4) + p3 E(3,4) + ... ] => + Â.4 Ecorr(4) 
+ ... 
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= L Â,k [ L F E(k,l) ] 
k l 
Il est important de comprendre le Hen existant entre ces différentes écritures de l'énergie exacte 
perturbée èt les énergies couplée et non couplée. Premièrement, il est évident que le terme E(0,0) est 
égal à l'énergie EHF puisqu'il est valeur propre de l'hamiltonien non perturbé HHF. L'énergie de 
Hartree-Fock non perturbée Eo est quant à elle égale à E(0,0) + Â. E(0,l). Deuxièmement, il est tout 
aussi clair que la première ligne de l'équation (3.229) représente l'énergie totale non couplée 
(EDCHF) telle qu'elle est évaluée en méthode de somme sur les états (SOS). En effet, cette ligne 
correspond à la série de perturbation de l'hamiltonien HHF par le champ électrique (FV). Autrement 
dit, l'énergie E(2,0) n'est autre que la polarisabilité SOS. 
Il est intéressant à présent de rechercher à quoi correspond l'énergie couplée ECHF. Ici, la 
correspondance est beaucoup moins simple à saisir. Par analogie au problème non perturbé, on 
serait tenté d'écrire que 
(3.230) ECHF = EFF = E(0)(F) + 'A, E(l)(F) 
= E(0,0) + F E(l,0) + p2 E(2,0) + ... 
+ 'A, E(0,l) + 'A,F E(l,l) + 'A,p2 E(2,l) + ... 
c'est-à-dire que l'énergie couplée (ou l'énergie totale en champ fini EFF) est égale à la somme des 
deux premières lignes de l'équation (3.229). En fait, ceci impliquerait, entre autres, que 
(3.231) E(0)(F) = EUCHF 
Or cette égalité n'est pas correcte. En effet, on peut écrire que 
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(3.232) 
alors que EUCHF correspond à la même formule dans laquelle les orbitales moléculaires perturbées 
cpb(F) intervenant dans l'hamiltonien sont remplacées par les orbitales non perturbées cpbO· Il s'avère 
donc que l'énergie couplée contient plus de corrections que ce qu'en comprendl'équation (3.230). 
L'expression exacte pour cette énergie peut être déterminée par une analyse diagrammatique de la 
théorie de la double perturbation, ce qui sort du cadre de ce travail. 
Il a été montré, de façon empirique au départ [Ill.108-III.110,III.31], puis d'une manière plus 
formelle [III.104-III.106], qu'une bonne approximation de l'énergie couplée du deuxième ordre est 
obtenue en imposant un caractère géométrique aux séries de perturbations en Â.. L'intérêt vient du 
fait qu'une série géométrique de raison r 
(3.233) S=a+ar+ar2+ ... 
converge vers la valeur 
(3.234) a S=-1-r 
sir est strictement inférieur à 1. L'application de cette relation à la troisième ligne de l'expression 
(3.228) donne comme approximation géométrique de la polarisabilité couplée: 
(3.235) 
E(2,0) 
E=---
o E(2,l) 
1---
E(2,0) 
avec la condition que le rapport E(2,1)tE(2,0) soit plus petit que 1, ce qui paraît raisonnable. Les 
études faites sur ce comportement montre que l'approximation géométrique basée sur E(2,0) et E(2,1> 
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est en réalité une approximation variationnelle de la valeur couplée de l'énergie. La contribution de 
corrélation présente dans cette formulation est appelée corrélation apparente ou encore induite par la 
perturbation, par opposition à la corrélation vraie, corrrespondant aux corrections permettant un 
résultat de qualité supérieure à la valeur couplée. Une estimation de cette contribution de corrélation 
vraie peut être obtenue en appliquant l'approximation géométrique basée cette fois sur les termes 
E(2,2) et E(2,3) [III.107]. 
Sur cette base, nous avons tout d'abord déduit la correction de corrélation du premier ordre 
E(2,l) à la polarisabilité (ex= -2 E(2)): 
(3.236) 
' Un simple coup d'œil suffit pour se rendre compte de la complexité d'une telle formule. C'est 
encore plus évident si elle est traduite en termes d'orbitales moléculaires, pour un système à couches 
fermées: 
(3.237) E(2,l) = L L { 2 (arjbs) - (aslbr) [<alrlr> <blrls> + <blrls> <alrlr> 
a,b r,s Ea + ¾ - Er - Es ~ - Es E8 - Er 
_ <alrls> <blrlr> _ <blrlr> <alrls> n 
¾ - Er Ea - Es 
+ .!_ L L [2 (ralbs) - (rslba)] <alrlr> <blrls> 
2 a,b r,s (Ea - Er) (¾ - Es) 
2 
+ 2 L l<alrlr>I {[(rrlaa) - (ralar)] 
a,r (Ea - Er) 
+ L [2 (aaldd) - (adlda) - 2 (rrldd) + (rdldr)]} 
d 
Table 3 .2 9: Correction de corrélation du premier ordre (E(2, 1 )) et résultat de 
· l'approximation géométrique (Eo) pour le calcul de la polarisabilité de la 
molécule d'hydrogène en base ST0-30. Comparaison avec les valeurs 
SOS (E(2,0)) et FF (ECHF(2)). Les données sont exprimées en unités 
atomiques. 
E(2.0) E(2,0) + E(2,1) Eo ECHF(2) 
2.771 2.919 2.927 3.072 
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A ce stade, il ne fait plus de doute que cette procédure ne peut pas être incluse dans nos calculs de 
routine. Nous n'osons imaginer la forme que prendraient les expressions analogues à (3.237) pour 
les termes d'ordres supérieurs (E(3,l) et E(4,l)) correspondant aux hyperpolarisabilités f3 et y. 
Cependant, afin de tester les possibilités de cette méthode et l'efficacité de l'approximation 
géométrique, nous avons déduit l'expression (3.237) pour la molécule d'hydrogène en base 
minimale, c'est-à-dire dans la situation d'un système à couches fermées comprenant une orbitale 
occupée (1) et une orbitale inoccupée (2): 
(3~238) 
2 
E<2•1> = l<llrl2>I [4 (21112) - 2 (22111) + (11111)] 
2 (el - e2) 
Le résultat de l'utilisation de cette formule, le rappel des valeurs SOS (= E(2,0)), FF (= ECHF(2)) 
ainsi que la polarisabilité obtenue après application de l'approximation géométrique (Eo) sont 
rassemblés à la table 3.29. Comme prévu, la valeur résultant de l'approximation géométrique reste 
en deçà de la valeur couplée. En toute honnêteté, il nous faut signaler qu'après avoir déduit les 
relations (3.236-3.238), nous avons trouvé dans la littérature une autre expression pour la correction 
) 
de corrélation du premier ordre [III.31]. Cette expression diffère légèrement de par la nature des 
intégrales biélectroniques qui y interviennent: 
(3.239) 
2 
E<2•1>• = l<llrl2>I [6 (21112) - 2 (22111)] 
2 (el - e2) 
En appliquant cette formule et l'approximation géométrique, nous trouvons 3.365 u.a. pour la 
polarisabilité, ce qui nous laisse supposer que l'expression (3.239) est erronée puisque conduisant à 
une valeur supérieure à celle obtenue en méthode de Hartree-Fock couplée. 
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Nous avons également tenté de déduire ces expressions pour le calcul de 
l'hyperpolarisabilité y (c'est-à-dire E(4)). Toutefois, nous n'avons pu obtenir une formulation 
suffisamment compacte pour être applicable en pratique. 
Concluons ce paragraphe en précisant que, dans l'état actuel des choses, la théorie de la 
double perturbation ne semble pas le moyen adéquat pour augmenter la qualité des 
(hyper)polarisabilités obtenues en méthode de Hartree-Fock non couplée. Outre la structure 
générale des équations, c'est l'obligation de réaliser la transformation des intégrales biélectroniques 
sur base d'orbitales atomiques en intégrales exprimées en termes d'orbitales moléculaires qui la rend 
inapplicable sur des systèmes d'intérêt en optique non linéaire. Une alternative à envisager à 
l'avenir est la recherche de formulations des corrections de corrélation analogues à celles déduites 
dans les méthodes· basées sur l'approximation CCA (Coupled-Cluster Approximation). 
b) Méthodes des orbitales virtuelles modifiées 
1) Méthode ICHF CTntermediate Coupled Hartree-Fock) ~.85] 
Le deuxième type d'améliorations de la méthode non couplée que nous avons développées 
part d'un tout autre principe. Revenons un instant à la déduction des équations de la méthode de 
Hartree-Fock couplée (paragraphe A) et plus précisément à l'équation permettant le calcul des 
coefficients cip(l) (équation (3.216)). La suppression de tous les termes de couplage de cette 
équation conduit directement à l'équation non couplée (relation (3.218)). On peut toutefois imaginer 
n'en supprimer qu'une partie, en conservant, par exemple les termes diagonaux (pour lesquels b=i 
et q=p ). Cela donne 
(3.240) 
ou encore 
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(3.241) c~l) (E(O) - E~O)) + «p<O)I h' lcp~O)> + c~l) [3 (pilpi) - (pplii)] = 0 lp p 1 p 1 lp 
Le point remarquable est que cette relation ne possède plus le caractère couplé puisque la 
détermination d'un coefficient ne nécessite plus la connaissance des autres coefficients. cip(l) est 
directement donné par: 
(3.242) 
,n(O)I h' 1 ,n(O)> 
C~l) = - <'l'p Ti 
ip <o> <o> 3 (p"I ") (ppl"") E - E. + . lpl - ll p 1 
Cette expression diffère de celle obtenue en méthode non couplée par la présence des intégrales 
biélectroniques au dénominateur. Tout comme en méthode SOS (et, du reste, également en méthode 
couplée), seuls les coefficients car(l) (où a, rappelons-le, symbolise une O.M. occupée non 
perturbée cpa(O) et r, une 0.M. virtuelle cpiO)) sont nécessaires au calcul de l'énergie du deuxième 
ordre (h' = r): 
(3.243) 
2 
E(2) = L, l<alrlr>I 
a,r Ea - Er - 3 (raira) + (rrlaa) 
Cette méthode est appelée méthode ICI-IF (Intermediate Coupled Hartree-Fock). Il est bon de faire 
deux remarques la concernant: 
- en un sens, elle peut être considérée comme résultant de la définition d'un nouveau Jeu 
d'orbitales moléculaires virtuelles erICHF: 
(3.244) ICHF (0) Er = Er + 3 (raira) - (rrlaa) 
ce qui justifie le titre porté par ce paragraphe. 
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- il ne s'agit pas d'assimiler le nouveau dénominateur apparaissant aux relations (3.242) 
et (3.243) à l'énergie d'excitation singulet de Hartree-Fock AB. En effet, cette énergie d'excitation, 
qui est la différence entre l'énergie El de l'état monoexcité singulet 8<Pl et l'énergie Eo de l'état 
fondamental, s'écrit [III.111]: 
(3.245) r (0) (0) AB = E8 - E0 = er - e8 + 2 (raira) - (rrlaa) 
On constate que cette énergie diffère d'une intégrale biélectronique (raira) par rapport au 
dénominateur ICHF. L'utilisation de la relation (3.245) comme dénominateur dans une formule de 
type SOS correspond à la méthode de perturbation de Brillouin-Wigner. D'autre part, cet écart 
d'une intégrale d'échange - (raira)= <rlKalr> - a aussi été mis en exergue dans d'autres travaux de 
comparaison de la méthode du champ fini et de la méthode SOS [III.112]. 
2) Les orbitales virtuelles en méthode de Hartree-Fock 
La méthode que nous venons de décrire nous à montré qu'en fait, la reconsidération des 
termes de couplages propres à la méthode CHF équivaut, dans une certaine limite, à la modification 
des énergies des orbitales moléculaires virtuelles. Pour comprendre la suite, il importe de discuter 
en détail la nature de ces orbitales telles qu'eiles sont calculées en méthode de Hartree-Fock. 
Réécrivons l'équation de Hartree-Fock (2.32): 
(3.246) ho <?i = ei <?i 
où i, en méthode LCAO, symbolise aussi bien une orbitale moléculaire occupée (cpa) qu'une orbitale 
inoccupée (cpr). Nous avons déjà repris plusieurs fois l'expression donnant l'opérateur de Hartree-
Fock ho: 
(3.247) 
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En utilisant la définition des opérateurs de Coulomb (Jb) et d'échange (Kb) (équations (2.38-2.39)), 
il est aisé de montrer que 
Donc, pour l'ensemble des orbitales occupées, l'équation (3.246) peut tout aussi bien prendre la 
forme 
(3.249) 
où 
(3.250) 
hoa cpa = Ea cpa 
occ. 
hoa = f + L (2 Jb - Kb) + J a 
~a 
L'ajustement de ho pour chaque orbitale cpa correspond physiquement au fait que l'électron occupant 
l'orbitale cpa ressent l'influence des (N-1) autres électrons. 
Il est important de se rendre compte que le réajustement de l'opérateur n'a pas lieu lorsque 
ce dernier est appliqué à une orbitale virtuelle cpr puisque la sommation dans ho ne porte que sur les 
0.M. occupées. L'électron occupant l'orbitale cpr ressent dès lors l'influence des N électrons 
peuplant les N/2 orbitales occupées. Cela explique pourquoi l'énergie des orbitales virtuelles est très 
souvent positive et les O.M. virtuelles calculées de la sorte doivent être considérées comme un 
sous-produit du calcul Hartree-Fock plutôt que comme de véritables états monoélectroniques 
excités. C'est également une autre manière d'expliquer la mauvaise qualité des résultats SOS par 
rapport aux valeurs déduites de la méthode de Hartree-Fock couplée. De plus, on peut montrer 
[IIl.l13] que le jeu d'orbitales virtuelles a un çaractère arbitraire dans le sens où il en existe une 
infinité répondant au critère imposé par la méthode: l'orthogonalité avec les O.M. occupées. En 
effet, définissons l'opérateur k tel que 
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(3.251) k = ho + (1 - P) Q (1 - P) 
où ho est l'opérateur de Hartree-Fock, n est un opérateur hennitique choisi arbitrairement et Pest 
l'opérateur de projection sur le sous-espace des O.M. occupées: 
occ. 
(3.252) p = L lcpa> <<pal 
a 
D'où, en utilisant la résolution spectrale de l'unité, (1 - P) est l'opérateur de projection sur le sous-
espace des O.M. virtuelles: 
(3.253) 
occ. 
l - p = L lcpi> <cpil - L lcpa> <<pal 
a 
virt. 
="" lep > <cp 1 
."-1 r r 
r 
Il est aisé de démontrer que l'utilisation d'un tel opérateur laisse les orbitales occupées (solutions de 
ho) inchangées, tandis que les orbitales virtuelles sont modifiées suivant la nature de l'opérateur n: 
(3.254) 
(3.254) 
virt. virt. 
k cpa = ho cpa + L L lcpr> <cprl n lcps> <cpslcpa> 
r s Il 
0 
virt. virt. 
k cpr = ho cpr + L L lcps> <<psi n lcpt> <cptlcpr> 
s t Il 
6tr 
virt. 
= ho cpr + L lcps> <<psi n lcps> 
s 
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virt. 
(3.255) e = <<p I k l<p > = <ln I ho 1,n > + ~ <<p l<p > «p I n l<i>r> r r r Tr Tr ""-1 r s s 
s Il 
6. 
IS 
3) Méthode IVO CTmproved Virtual Orbitals) 
Ils sont plusieurs à avoir tenté de calculer de nouveaux états excités en utilisant un opérateur 
de Fock modifié de façon à y introduire un réajustement à l'instar de ce qui a lieu pour les orbitales 
moléculaires occupées [III.113-III.llBJ. D'autres ont tenté de le faire dans l'espoir d'accélérer la 
convergence de la théorie de perturbation lors du calcul de l'énergie de corrélation [III.119,III.120]. 
Pour notre part, nous avons analysé quelle pouvait être l'utilité d'une telle méthode pour l'obtention 
de polarisabilités et d'hyperpolarisabilités de bonne qualité. 
Le principe de la méthode IVO (lmproved Virtual Orbitais) repose sur l'application de 
l'opérateur de Fock modifié k (équation (3.251)). Le problème réside à présent dans le choix de 
l'opérateur n. Dans les travaux cités plus haut, n est choisi de façon à ce que les nouvelles O.M. 
virtuelles soient appropriées pour décrire les états excités singulets ou triplets. A partir de l'article de 
Roothaan [Ill.Ill] sur la méthode de Hartree-Fock, il est clair que 
(3.256) 
dans le cas d'une excitation triplet et 
(3.257) Q =-la+ 2 Ka 
dans le cas d'une excitation singulet 
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Toutefois, il ressort de notre discussion sur la méthode ICHF et de l'analyse de la méthode 
de Hartree-Fock couplée faite par Nakatsuji [1Il.l2l] que l'opérateur le plus adapté à notre situation 
est 
(3.258) na= -Ja + 3 Ka 
Nous avons indicé l'opérateur n car il dépend de l'orbitale <?a d'où l'électron est excité. 
Dans la pratique, il faut donc calculer, pour chaque O.M. occupée, une nouvelle matrice cle 
Fock d'élément Fa,pq_: 
(3.259) Fa,pq = <pl ka lq> 
où 
= <l'i fO lq> + <l'i w a lq> 
= fpq + W a,pq_ 
(3.260) Wa = (1 - P) na (1-P) 
= (1 - P) (na - naP) 
= na - naP - Pna + PnJ> 
L'élément de matrice W a,pq devient: 
En appliquant le développement LCAO au sein de l'opérateur na, on obtient 
(3.262) W a,pq_ = na,pq_ - Aa,pq_ - Aa,qp + Ba,pq_ 
où 
(3.263) 
occ. 
Aa,pq = cnaP)pq = <Xpl na L lq,b> <<pblXq> 
b 
occ. 
= L <Xpl na L cbu cbv IXu> <lylXq> 
b u,v Il 
svq 
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où S84 est un élément de la matrice de recouvrement. On aboutit à une expression compacte en 
utilisant la définition des éléments de matrice densité Dpq (équation (2.48): 
(3.264) 
Par le même raisonnement, on trouve que (Pna)pq est égal à Aa,qp (:;i!: Aa,pq !) et que l'élément Ba,pq 
s'écrit: 
(3.265) B = (Pn P) a,pq a pq 
occ. 
= L L L cbu cbv CCW CCX spu na,vw sxq 
b,c u,v w,x 
- ~ S D A L,J pu uv a, vq 
u,v 
Finalement, les éléments na,pq sont calculés comme suit: 
(3.266) n = - ~11 - 3 K lq> a,pq ~r a a 
= - L, Cau cav [(pqlrs) - 3 (prlqs)] 
u,v 
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où (pqlrs) symbolise une intégrale biélectronique entre fonctions de base. Remarquons que les 
matrices ila et Ba sont symétriques mais que la matrice Aa ne l'est pas. 
La procédure générale consiste, pour chaque orbitale moléculaire occupée <pa, à 
- construire les matrices ila, Aa, lBla et W a· 
- construire la nouvelle matrice de Fock Fa= fa+ W a· 
- résoudre le système Fa Ca= Sa C8 e8, pour obtenir les nouveaux jeux d'orbitales 
moléculaires virtuelles {<pa,rl d'énergies {Ea,r}. 
- construire les nouvelles intégrales moment dipolaire <<pal i l<pa,r> ; i = x, y et z. 
- calculer les composantes de polarisabilité: 
(3.267) 
Il est important de faire remarquer que cette procédure nécessite, au départ, un calcul 
Hartree-Fock non perturbé. D'autre part, elle n'implique aucune itération puisqu'elle ne modifie pas 
les orbitales moléculaires occupées. L'effort de calcul supplémentaire réside dans la réalisation de 
produits matriciels et d'un nombre de diagonalisations égal au nombre d'O.M. occupées. On peut 
donc s'attendre à ce que le passage sur un ordinateur vectoriel rende encore moins lourd cette 
procédure. Enfin, l'intérêt primordial de cette méthode est qu'elle peut profiter de l'algorithme mis 
au point dans le cadre de la technique SOS puisque la structure des équations déterminant les 
(hyper)polarisabilités n'est pas altérée. 
Table 3.30: Côefficients LCAO (cij), énergies des orbitales (Ej_), intégrale moment 
dipolaire (Mij), polarisabilité ( <Xzz) et hyperpolarisabilité (Yzzzz) 
longitudinales de la molécule d'hydrogène, calculés en base ST0-30 avant 
(A) et après (B) traite~ent NO ainsi qu'en méthode ICHF (C). Rappelons 
eu 
Ctz 
Cz1 
c22 
Et 
Ez 
M12 
Îzzzz 
que la valeur de Clzz en méthode FF est de 3.072 u.a. et celle de Îzzzz, de -
2.93 u.a .. 
A 
0.54894 
0.54894 
1.21143 
-1.21143 
-0.57820 
0.67067 
0.93101 
2.777 
-3.09 
B 
0.54894 
0.54894 
1.21143 
-1.21143 
-0.57820 
0.55045 
0.93101 
3.072 
-4.18 
C 
0.54894 
0.54894 
1.21143 
-1.21143 
-0.57820 
0.55045 
0.93101 
3.072 
-4.18 
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4) Calcul de la polarisabilité de la molécule d'hydroi:ène 
Nous avons tout d'abord élaboré les méthodes ICHF et IVO pour le cas spécifique de la 
molécule d'hydrogène. Les résultats obtenus dans les bases STO-3O et 4-310 sont repris 
resl?ectivement aux tables 3.30 et 3.31. Nous en tirons que: 
1) comme prévu, l'O.M. occupée ne subit aucune modification (ni en nature, ni en énergie) 
après le traitement IVO. Dans le cas de la base STO-3O, ce traitement ne change pas non plus la 
nature de l'orbitale virtuelle (c2i et M12). Seule son énergie (E2) est abaissée de 0.12 u.a .. Cela 
donne une polarisabilité longitudinale en parfait accord avec la valeur obtenue en méthode du champ 
fini. Pour des raisons de symétrie, la méthode ICHF conduit exactement au même résultat 
Lors de l'utilisation de la base 4-310, l'énergie, mais aussi la nature des orbitales virtuelles 
sont modifiées par le traitement IVO. Par conséquent, et le numérateur et le dénominateur de 
l'expression de la polarisabilité subissent des changements. A nouveau la valeur numérique de la 
polarisabilité correspond exactement au résultat Hartrèe-Fock couplé. D'autre part, la méthode 
ICHF, qui n'agit que sur l'énergie des O.M. inoccupées, fournit une valeur de a.zz légèrement 
supérieure à celle produite par la technique FF. Cette observation tend à montrer que la méthode 
ICHF offre moins de garanties quant à la qualité des polarisabilités qu'elle produit 
Le formalisme de la méthode IVO que nous avons présenté est valable uniquement pour le 
calcul de l'énergie du deuxième ordre. On peut s'attendre en effet à ce que le calcul de l'énergie du 
quatrième ordre, qui, ~ous l'avons vu, implique des états doublement excités, nécessite, pour 
atteindre la même qualité, la détermination des orbitales virtuelles pour les diexcitations. Toutefois, 
l'application d'une telle procédure risque d'alourdir le calcul de façon excessive et ainsi de ne plus 
présenter l'avantage d'une grande simplicité, comme c'est le cas pour le calcul de la polarisabilité. 
C'est pourquoi nous avons tenté l'expérience de calculer la composante longitudinale de 
l'hyperpolarisabilité (Yzzzz) au moyen des orbitales virtuelles déterminées pour les monoexcitations. 
Ces valeurs figurent également aux tables 3.30 et 3.31. Si le cas de la base STO-3O est peu 
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Table 3 .31: Coefficients LCAO (cij) des deux premières orbitales moléculaires, énergies 
des orbitales (9), intégrale moment dipolaire (M1:i) entre l'O.M. occupée et 
la première O.M. virtuelle, polarisabilité (CXzz) et hyperpolarisabilité (Yzzzz) 
longitudinales de la molécule d'hydrogène, calculés en base 4-310 avant 
(A) et après (B) traitement IVO ainsi qu'en méthode ICHF (C). Rappelons 
eu 
C12 
C13 
C14 
C21 
c22 
C23 
C24 
E1 
E2 
E3 
E4 
M12 
CXzz 
'Yzzzz 
que la valeur de <Xzz en méthode FF est de 6.495 u.a. et celle de 'Yzzzz, de -
18.5 u.a .. 
A B C 
0.32680 0.32680 0.32680 
0.27202 0.27202 0.27202 
0.32680 0.32680 0.32680 
0.27202 0.27202 0.27202 
-0.12282 0.02749 -0.12282 
-1.71275 1.82068 -1.71275 
0.12282 -0.02749 0.12282 
1.71275 -1.82068 1.71275 
-0.59556 -0.59556 -0.59556 
0.23825 0.03672 0.04476 
0.77513 0.57123 0.57123 
1.40329 1.16112 1.15308 
-1.01906 -0.99772 -1.01906 
5.0695 6.4952 6.5874 
-7.67 -15.9 -18.3 
Table 3.32Polarisabilité longitudinale (en unités atomiques) de la molécule 
d'hydrogène calculée après traitement NO; A) na= - J a+ 3 Ka; B) na= -
Ia + 2 Ka; C) na= - Ia. 
A B C 
CXzz(U.a.) 3.0719 3.6595 5.9269 
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instructif en raison de la proximité des valeurs FF et SOS, par contre on observe une nette 
amélioration dans le cas de la base 4-31G. Les valeurs IVO et ICHF sont d'une qualité étonnante, 
très proche de la qualité Hartree-Fock couplée. 
La conclusion importante est que la méthode IVO fournit des valeurs de polarisabilités 
équivalentes à celles obtenues en méthode de Hartree-Fock couplée. De plus, les 
hyperpolarisabilités calculées de la même manière sont également en très bon accord avec les 
résultats de la méthode du champ fini. La table 3.32 montre par ailleurs comment la nature de 
l'opérateur !la influence de façon dramatique la qualité de la polarisabilité. 
Cependant, ces conclusions ne doivent être en aucun cas considérées comme définitives. La 
molécule d'H2 n'est qu'un cas particulier, principalement par le fait qu'elle ne possède qu'une seule 
orbitale moléculaire occupée. Il est impératif d'éprouver cette technique sur des systèmes moins 
simples. 
5) Ca1cu1 de la poJarisabiJité de petites molécules en méthode NO 
L'application de la technique IVO à des molécules moins simples que la molécule 
d'hydrogène a nécessité tout d'abord sa mise en œuvre dans le cadre général du programme 
GAUSSIAN 82. Nous y avons créé un nouveau LINK (511) à partir du LINK 501 original. Ce 
nouveau programme procède en trois étapes. Dans un premier temps, il lit le fichier des intégrales 
biélectroniques (comme lors de l'exécution d'un ~ycle normal du processus self-consistant) et 
construit, pour toutes les orbitales occupées, les différentes matrices propres au calcul IVO (A et lBl). 
Ensuite, il calcule et diagonalise la matrice de Fock pour chaque O.M. occupée et finalement évalue 
les (hyper)polarisabilités. 
Nous avons testé ces modifications à nouveau sur la molécule d'hydrogène puis sur une 
série de petites molécules: Lili, BeH2, BH3, 04, NH3, H20 et HF. Les résultats de polarisabilité 
en méthode FF, SOS et IVO sont repris à la table 3.33. S'ils montrent un bon accord e.ntre les 
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valeurs FF et IVO, on constate qu'au contraire de la molécule d'hydrogène, l'équivalence n'est pas 
parfaite. Dès lors, il nous a semblé, qu'au lieu de poursuivre les tests numériques, il était préférable 
d'analyser plus en détail la correspondance existant entre les trois méthodes: !CHF, IVO et CHF ou 
FF. 
6) Discussion et conclusions 
La détermination des correspondances entre les différentes méthodes envisagées nous a été 
suggérée par le travail de Nakatsuji [III.12l] sur la méthode de Hartree-Fock couplée. Son but est la 
recherche d'une formulation SOS pour l'énergie couplée de deuxième ordre. Pour ce, il montre 
qu'il est possible de déduire la théorie CHF d'une façon très différente de celle que nous avons 
proposée (paragraphe 4-A). Au lieu d'introduire le développement des <pi en série de perturbation 
(équation (3.205)) au niveau de l'équation de Hartree-Fock, il l'insère au départ, lors de l'écriture de 
la fonction d'onde totale: 
(3.268) 
(0) (1) (0) (1) (0) . (1) 
=alcp1 +Â.cp1 + ••• cp2 +Â.cp2 + ••• ••• cpN +Â.cpN + ••• 1 
En appliquant ensuite le développement habituel pour les cpp> (équation (3.215)) et en se basant sur 
de simples arguments (notamment le théorème de Brillouin), il montre que la fonction d'onde 
contribuant à l'énergie de deuxième ordre ('P CHF<2>) peut être écrite de la façon suivante: 
(3.269) '1'(2) _ Il [ 'I' ~ (1) 'l'r .!_ ~ ~ (1) (1) 'l'rs ] CHF - 0 + ~ car a + 2 ~ ~ car cbs ab 
a,r a,b r,s 
= n r 'l'o+ 'l'O> + '1'<2)] 
où Il est un facteur de normalisation. Le point important est que les diexcitations ('P abrs) sont 
incluses dans la fonction d'onde de Hartree-Fock couplée '1'cHF(2). Par conséquent, se limiter aux 
simples excitations constitue une approximation supplémentaire. 
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L'énergie du deuxième ordre s'écrit alors: 
(3.270) E (2) - 2 ~ (1) 'W'rl V 1 \Il ~ ~ (1) (1) 'W'rs I H l'W' 
- .LJ car <Ta To> +."-'."-'car cbs <T ab o To> 
a,r a,b r,s 
= 2 (C{l)t V + (C(l)t [ A + la - Eo 1 ] (C(l) 
où 
(3.271) r Var= <'Pal V l'Po> 
(3.272) A .. 
lj 
r s 
= <'Pal Ho l'Pb> 
(3.273) B .. rs = <'P ab I Ho l'P o> lJ 
En diagonalisant la matrice (A+ IB\) par une transformation unitaire U (U ut= 1): 
(3.274) ut [A+ la] U = 'JI' (diagonale) 
E(2) peut être réécrit de façon équivalente: 
(3.275) E(2) = 2 c•t V' + c·t [ 'JI' - Eo 1 ] C' 
où 
(3.276) C' = ut C(l) 
(3.277) V' = ut V 
Finalement, en rendant E<2> stationnaire vis-à-vis des coefficients c8il>: 
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(3.278) 
il obtient 
(3.279) 2 <'l''rl V l 'I' > + 2 c'(l) [T - E l = 0 
a O ar ar Q-' 
d'où 
(3.280) 
et 
(3.281) 
qui est une expression de type somme sur les états de l'énergie du deuxième ordre couplée. 
Mentionnons avant de poursuivre que les éléments diagonaux de A et de JB valent respectivement 
(3.282) 
pour une excitation singulet, et 
(3.283) 
Cette formulation de la théorie de Hartree-Fock couplée nous permet de situer chacune des 
méthodes envisagées. En effet, suivant que nous considérions ou non les diexcitations dans 'I'cHF 
d'une part, la transformation unitaire de (A+ JB) d'autre part, nous pouvons imaginer différentes 
situations pour le calcul de E(2). 
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i) calcul de E(2) - sans diexcitation 
- sans transformation unitaire 
Dans ce cas: 
(3.284) 
Cette situation correspond à un traitement ICHF en considérant les énergies d'excitations singulet 
(relation (3.245)) comme dénominateur. C'est la méthode de perturbation de Brillouin-Wigner. 
ii) Calcul de FJ2) - sans diexcitation 
- avec transformation unitaire 
Seule la matrice A des monoexcitations doit être diagonalisée puisque nous ne considérons pas la 
matrice R Ce cas est donc tout à fait équivalent à la méthode d'interaction de configuration sur les 
états simplement excités (Single Excitations - Configuration Interaction, SE-CI) utilisée largement 
dans certains calculs semi-empiriques [IIq22]. 
iii) Calcul de E(2) -~ diexcitations 
- sans transformation unitaire 
Le dénominateur est alors composé de la somme des différents éléments diagonaux des matrices A 
et lB (et non des éléments des matrices diagonalisées!). D'où l'énergie E(2) s'écrit: 
(3.285) 
Na*Nr 
a= 1 
a=2 
a =3 
Nr 
Nr 
iN, 
--- - -. 
1 
1, 
1 
1 
1 
.. - - - -· 
1 1 
- - - - -
Figure 3.18: Schéma représentant la matrice (A+ B) telle qu'elle est définie dans le 
travail de Nakatsuji. 
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Nous retrouvons exactement l'expression de notre méthode ICHF (cfr. équation (3.243)). 
iiii) Calcul de E(2) -~ diexcitations 
- avec transformation unitaire partielle 
On peut aussi imaginer diagonaliser successivement chaque sous-matrice (A+ lBl)a pour chaque 
orbitale moléculaire occupée cpa (voir figure 3.18). De la sorte, nous effectuons la même opération 
. que celle ayant lieu lors de l'application de la méthode NO avec l'opérateur na= - Ja + 3 Ka. 
Nous sommes donc en mesure de comprendre les différences de qualité entre les techniques 
UCHF, ICHF et NO et nous avons maintenant la preuve que cette dernière, tout en étant la plus 
proche de la méthode couplée, ne lui est pas équivalente. 
iiiii) Calcul de E(2) - avec diexcitations 
-~ transformation unitaire complète 
Nous sommes donc en présence de la méthode de Hartree-Fock couplée: la matrice (A + lBl) est 
complètement diagonalisée. Remarquons que, dans le cas de la molécule d'hydrogène, par le fait 
qu'elle ne possède qu'une O.M. occupée, la sous-matrice (A+ lBl)i diagonalisée en méthode NO 
(point iiii) est strictement équivalente à la matrice (A+ lBl) totale. Il est donc logique que les résultats 
NO et CHF soient équivalents. 
En fait, il est également possible de résoudre le problème couplé au moyen d'un traitement 
de type IVO, mais cette fois sur l'ensemble du jeu des orbitales moléculaires (virtuelles et occupées) 
[IIl.1231, L'opérateur monoélectronique à utiliser dans cette situation s'écrit: 
(3.286) k' = ho + (1 - P)O(l - P) + PO'P = k + POP 
Le dernier terme permet la modification des O.M. occupées. Physiquement, ce traitement introduit 
la possibilité d'une relaxation des orbitales moléculaires occupées lors de l'excitation. Cette 
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approche montre toute la puissance intrinsèque de la méthode CHF vis-à-vis de la méthode non 
couplée (UCHF). Malheureusement, une telle procédure requiert une résolution de type itérative et 
par conséquent, ne présente plus d'avantages pratiques par rapport à la méthode couplée 
traditionnelle. 
c) Remarque 
Avant de conclure ce chapitre, nous désirons mentionner une autre voie possible 
d'amélioration de la méthode SOS. Elle est reliée à l'approximation d'Unsôld [III.124] ou de Slater-
Kirkwood [III.12S]. Cette approximation consite à réécrire la correction du deuxième ordre E(2) (ou 
la polarisabilité, éq. (3.159)) de la façon suivante: 
(3.287) 
2 
(2) L · l<Olµzln>I 1 l · 2 E = --- = - 1<01µ ln>I 
D É,O) - e<O) A D z 
0 D 
où A est considéré comme une énergie moyenne d'excitation. Après utilisation de la résolution 
. spectrale de l'unité, la sommation sur les états excités disparaît de la relation (3.287) pour laisser 
place à une différence de deux termes ne faisant intervenir que l'état fondamental: 
(3.288) E<2) = 2_ [ ~ <01µ ln> <niµ 10> - <01µ 10> 21 
A ""';' z z z 
1 2 2, 
= - [ <01µ 10> - <01µ 10> J /! z z 
La validité d'une telle formulation dépend évidemment de la définition donnée au paramètre Â. 
Une première possibilité est d'utiliser une donnée expérimentale, par exemple un potentiel 
d'ionisation [III.2]. D'autres ont opté pour l'optimisation de A en minimisant l'écart entre le résultat 
de la formule (3.287) et certaines valeurs expérimentales de polarisabilités [IIl.126], 
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Plus intéressantes sont les méthodes qui ne font pas appel à l'expérience pour l'évaluation 
de l'énergie moyenne d'excitation. A notre connaissance, il en existe de deux types. Le premier a 
été utilisé pour le calcul de l'énergie d'interaction à longue portée entre molécules [IIl.127-III.129]. Il 
consiste à formuler A de façon à ce que l'égalité de la relation (3.287) soit vérifiée: 
(3.289) 
2 L ' l«>lµzln>I 1 L ' 2 
--- =- 1<01µ ln>I 
. ...JO) (0) z 
n l!,; - E A n 0 n 
Il vient que 
(3.290) 
Le principe de cette méthode est donc de calculer le paramètre A par somme sur les états (éq. 
(3.290)) et ensuite d'évaluer la polarisabilité par la relation (3.288). Remarquons qu'aucune 
approximation supplémentaire n'est introduite par rapport à la méthode SOS. La seule différence 
réside dans le fait que dans ce cas, il est fait appel à la résolution spectrale de l'unité, c'est-à-dire que 
la base est considérée comme étant complète. Les auteurs utilisent par ailleurs cet argument pour 
expliquer la faible dépendance de A, et donc de la polarisabilité, vis-à-vis de la taille de la base. Si 
ce caractère se confirme, il serait intéressant d'étendre la méthode aux hyperpolarisabilités. 
Il semble toutefois que ce soit la seconde manière de déterminer A qui présente les 
meilleures dispositions. Elle est basée sur la modification des orbitales moléculaires par une 
transformation (unitaire) de Fourier discrète [IIl.l30]. Après cette transformation, les orbitales 
moléculaires occupées comme les orbitales virtuelles ont la même énergie, respectivement e0 et fv. 
Le paramètre A s'écrit donc simplement comme la différence entre ces deux énergies. 
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Cette méthode a été proposée au départ pour le calcul de l'énergie de corrélation_ de M0ller-
Plesset [III.130]. Il est cependant évident qu'elle est applicable à toute formulation issue de la théorie 
des perturbations et donc au calcul des (hyper)polarisabilités. Une étude des efforts de calcul 
nécessaire à la réalisation de la transformation devrait établir l'ampleur du gain de temps qui pourrait 
être ainsi obtenu. On peut également imaginer appliquer cette technique dans le cadre de la méthode 
NO. 
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5. CONCLUSIONS 
Notre étude formelle sur le calcul des (hyper)polarisabilités est restée cantonnée au sein de la 
méthode de Hartree-Fock, c'est-à-dire dans le cadre d'une fonction d'onde monodéterminantale. 
Nous nous sommes déjà expliqués sur cette option au chapitre Il. Toutefois, par souci de 
complétude, il nous faut signaler les deux principales déficiences dont souffre la méthode de 
Hartree-Fock perturbée en vue de la détermination de valeurs de qualité expérimentale. 
La première concerne bien entendu la corrélation électronique. De nombreux travaux traitent 
de ce problème tant en ce qui concerne la polarisabilité que -les hyperpolarisabilités 
[III.5,III.6,III.9,III.13,III.15-III.18,III.26,III.30,III.107,III.1311. Nous en avons également parlé lors de 
l'étude des potentialités de la théorie de la double perturbation. Une des méthodes qui nous paraît la 
plus efficiente pour l'évaluation de la correction de corrélation à la polarisabilité est la méthode de 
Môller-Plesset associée à la méthode du champ fini. Elle consiste simplement à déterminer les 
différentes corrections de l'énergie totale en présence du.champ électrique. Nous avons par ailleurs 
testé cette méthode afin de s'assurer qu'un programme standard de calcul Môller-Plesset tel qu'il est 
inclus dans le programme GAUSSIAN 82 ne nécessite aucune modification pour l'évaluation de 
l'énergie de corrélation sous champ électrique. Toutefois, le problème majeur de cette méthode est 
qu'elle ne permet pas le calcul direct de la correction de corrélation au moment dipolaire, sinon par 
dérivation numérique de la correction de l'énergie totale. On conçoit dès lors que l'évaluation de 
l'influence de la corrélation sur les (hyper)polarisabilités ne peut être faite que par dérivation de 
l'énergie totale. 
Utilisant cette.méthode et d'autres, la plupart des travaux, réalisés il est vrai sur des petites 
molécules, prédisent un changement dû à la corrélation d'environ 10 % pour la polarisabilité et 
pouvant aller jusqu'à 50 % et plus pour l'hyperpolarisabilité y. Il ressort de ces études que des 
prédictions quantitatives d'hyperpolarisabilités ne peuvent être espérées qu'après l'évalùation de la 
corrélation. 
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Le second facteur dont la prise en compte est indispensable pour l'évaluation de a et 'Y 
comparables aux valeurs expérimentales est la correction du point zéro de vibration. Il existe 
essentiellement deux types d'approches pour la détermination de ces corrections. La première 
[IIl.5,m.30,III.132,III.133], la plus souvent utilisée, consiste à moyenner la propriété électronique ( a ou 
y) sur le mouvement vibratoire des noyaux et à considérer l'effet du champ électrique sur les noyaux 
comme une perturbation. Cette procédure est donc effectuée dans le cadre de l'approximation 
adiabatique de Born-Oppenheimer. Une autre méthode a été proposée récemment par Bishop 
[III.133-Ill.135] et ses collaborateùrS. Ils ont en effet réalisé pour la première fois un calcul non 
adiabatique, c'est-à-dire en considérant toutes les particules (électrons et noyaux) sur un même pied. 
La négligence de cette correction porte moins à conséquence que celle de corrélation: elle dépasse 
rarement en effet 10 % même dans le cas de l'hyperpolarisabilité y. 
Les études formelles telles que nous les avoris effectuées et présentées dans ce chapitre sont 
d'une importance capitale si l'on veut aboutir à l'élaboration d'une méthode fiable de prédiction 
quantitative des (hyper)polarisabilités. Toutefois, il n'en reste pas moins vrai que des. études 
d'application sur des molécules pratiques en utilisant des méthodes moins sophistiquées mais 
produisant des résultats qualitativement fiables sont également d'une grande utilité pour 
l'interprétation et la prédiction des propriétés optiques non linéaires des matériaux. C'est ce que 
nous voulons montrer dans le chapitre suivant de cet ouvrage. 
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CHAPITRE IV 
APPLICATIONS 
1. INTRODUCTION 
Le chapitre que nons venons de présenter nous a permis d'exposer le travail réalisé dans la 
recherche d'une méthode fiable de calcul d'(hyper)polarisabilités. Par fiable nous entendons une 
méthode qui puisse non seulement rendre compte des résultats expérimentaux existants mais surtout 
qui permette la prédiction des potentialités de composés non encore synthétisés. 
Dans ces nouveaux domaines de recherche, le principal atout de la chimie théorique repose 
sur le fait que l'évaluation des propriétés est réalisée sans échantillon. Lorsque l'on sait le temps 
que peut prendre la synthèse ou la mise en phase condensée de certains matériaux (par exemple la 
formation des cristaux moléculaires), on imagine aisément l'apport considérable qui pe~t être attendu 
des méthodes quantiques si les informations qu'elles fournissent sont dignes de confiance. 
Une des conclusions à tirer de notre étude formelle est qu'au stade actuel des recherches, 
nous ne pouvons pas estimer correctement et dans des temps de calcul raisonnables 
l'hyperpolarisabilité y. Par contre nous avons vu que la polarisabilité (surtout sa composante 
201 
longitudinale) des molécules organiques conjuguées est bien reproduite parla méthode du champ 
fini. Dès lors, il est normal que nous ayons choisi cette propriété et cette méthode pour nos études 
d'application. 
L'objection majeure qui puisse être formulée contre notre choix est liée au sens qu'il y a à 
calculer la polarisabilité (linéaire) d'un système pour prédire son comportement non linéaire. Pour 
que ces calculs aient une quelconque valeur, il faut que, dans les composés organiques, il existe une 
relation entre les comportements linéaires et non linéaires. Et de fait, l'expérience acquise 
maintenant depuis plus de quinze ans tend à montrer qu'un composé possédant une polarisabilité 
plus élevée montre également de plus fortes propriétés optiques non linéaires. 
Une première manifestation de cette relation est traduite par la relation empirique de Miller. 
Cette relation stipule que le paramètre Bijk défini comme suit 
(4.1) 
(2) 
Xijk _ B 
(1) (1) (1) - ijk X .. X .. ,..,kk 11 li ,., . 
est remarquablement constant pour un grand nombre de cristaux inorganiques [IV.1.IV.2]. Cela 
signifie que, pour ces matériaux, une augmentation de la susceptibilité linéaire s'accompagne d'une 
augmentation de la susceptibilité non linéaire du deuxième ordre dans la même proportion. Plus 
tard, se basant sur des calculs quantiques de x<2> de semiconducteurs covalents, Flytzanis et 
Ducuing ont montré [IV.2.IV.3] que, de façon tout à fait générale, le paramètre 6 n'est pas une 
constante mais est approximativement proportionnel au moment dipolaire de la densité électronique 
d'une liaison du cristal. 
Les premiers travaux de mesure des propriétés optiques non linéaires dans les composés 
organiques ont tout de suite conclu à l'extrême importance des électrons 7t et de leur délocalisation 
[IV.4,IV.5], La polarisabilité pouvant être considérée comme une mesure de cette délocalisation, il est 
logique qu'un accroissement de a soit le.signe d'une réponse non linéaire plus importante. 
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Le même type d'observation ressort des travaux réalisés sur les polymères. Des études 
théoriques [IV.l,IV.6] montrent en effet que la polarisabilité a. et l'hyperpolarisabilité y varient toutes 
deux avec la longueur L d'une chaîne: 
(4.2) a.= L3 
(4.3) y= L5 
Même si, comme nous le verrons, ces prédictions sont sans doute surestimées, elles prouvent à tout 
le moins que les paramètres donnant lieu à une augmentation de polarisabilité conduisent également à 
une augmentation (souvent plus prononcée) de la non-linéarité cubique (y= a,513). 
C'est là pour nous un point important. En effet, comme nous l'avons déjà évoqué 
auparavant, plus que de livrer des résultats quantitatifs (ce que nous sommes incapables de faire 
dans l'état actuel des développements méthodologiques), notre but est de déterminer de façon 
qualitative quelle est l'influence de différents facteurs sur la polarisabilité (et donc sur les 
hyperpolarisabilités). Nous pensons que ce type d'information est plus utile à l'expérimentateur que 
des valeurs d'hyperpolarisabilités de composés bien spécifiques, vu toutes les autres conditions 
qu'un composé doit remplir pour être d'un intérêt pratique réel. 
Avant d'aller plus loin, remarquons que la polarisabilité électrique que nous calculons sur 
les systèmes organiques n'est pas équivalente aux polarisabilités atome-atome, atome-liaison et 
liaison-liaison (symbolisées par 1tjj) parfois évoquées lors du traitement de systèmes d'électrons 1t. 
Ces-dernières s'inscrivent dans le cadre de la théorie de Hückel et sont définies comme la dérivée 
seconde de l'énergie totale des électrons 7t par rapport aux intégrales de coulomb et de résonance. 
Elles apparaissent notamment lors de l'application de la théorie des perturbations à ces molécules 
[IV.7]. 
Au cours de notre thèse, nous nous sommes attelés à cerner l'influence de la taille, de la· 
structure (ou de la géométrie) et, dans une moindre mesure, de la nature chimique, sur la 
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polarisabilité des chaînes organiques conjuguées. La procédure générale que nous avons utilisée est 
dans un premier temps, par des calculs sur des systèmes modèles, de préciser l'ampleur des 
variations de polarisabilité induites par une modification précise de tel ou tel paramètre. Ensuite, 
exploitant ces résultats, nous avons abordé l'étude de nouvelles structures intéressantes. Dans ce 
cas, la première étape de notre approche a consisté en la détermination par optimisation de géométrie 
(voir chapitre II) d'une structure probable de la molécule envisagée. Une fois ce calcul réalisé, la 
polarisabilité a été évaluée le plus souvent par la méth~ du champ fini. Dans un cas toutefois, en 
raison de la structure des équations, nous avons préféré l'emploi de la méthode de somme sur les 
états. 
Un dernier point important concerne la base de fonctions atomiques que nous avons choisie 
pour ces calculs. Etant donné la taille des systèmes que nous avons été amenés à traiter, nous avons 
opté pour la base STO-3G. Nous avons vu au chapitre précédent qu'elle rend compte de façon 
acceptable de la polarisabilité longitudinale des molécules organiques. Remarquons que c'est la 
composante primordiale pour l'optique non linéaire puisqu'elle correspond à la direction de 
conjugaison maximale. 
D'autre part, il faut savoir que cette base a justement été construite au départ pour fournir de 
bonnes géométries pour les molécules organiques. Ainsi, Pople [IV.8] a montré que les liaisons 
simples carbone-carbone sont bien décrites par des calculs STO-3O. Même s'il s'avère que les 
liaisons multiples entre atomes de carbone (C=C et C=C) sont systématiquement plus courtes 
d'environ 0.024 A par rapport aux distances expérimentales, les évolutions sont bien respectées. 
Nous tirons deux enseignements de cette observation. D'une part, la base STO-3O permet 
l'obtention de structures en bon accord avec l'expérience, surtout si l'on sait que, quelle que soit la 
méthode utilisée, il est illusoire d'espérer obtenir un accord au delà du centième d'angstrôm. 
D'autre part, et c'est sans doute le point le plus important, les erreurs commises sont 
systématiquement du même ordre de grandeur. Par conséquent, la comparaison des géométries de 
différentes molécules, pourvu qu'elles soient composées du même type de liaisons, est parfaitement 
justifiée. 
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En ce qui concerne les autres propriétés calculées (charges atomiques, énergie de transition 
optique), la règle la plus sûre est de toujours comparer des résultats obtenus dans la même base, 
spécialement dans le cas des charges atomiques pour lesquelles il n'y a pas, à strictement parler, de 
comparaison possible avec l'expérience. 
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2. INFLUENCE DE LA LONGUEUR DE LA CHAINE SUR LA POLARISABILITE 
A plusieurs reprises, nous avons eu l'occasion de revenir sur l'intérêt croissant que 
suscitent les polymères conjugués dans le domaine de l'optique non linéaire. Il est aisément 
compréhensible que vu leur taille, et vu la dépendance des (hyper)polarisabilités vis-à-vis de· la 
longueur de chaîne (relations (4.2)-(4.3)), ils montrent, lorqu'il est possible de les agencer d'une 
façon suffisamment ordonnée, de fortes non-linéarités. 
L'étude que nous avons menée a comme but de vérifier le bien-fondé des relations (4.2) et 
(4.3) et de déterminer la part respective des électrons cr et 1t dans ces comportements. 
A. Dépendance de la polarisabilité vis-à-vis de la loni:;ueur de l'oli2omère 
En réalité, nous avons déjà rencontré par deux fois des résultats de calcul de polarisabilité en 
fonction de la longueur de chaîne. Lors de la discussion de l'influence de la base sur la 
polarisabilité, nous avons présenté (table 3.5 et figure 3.4) la polarisabilité longitudinale des 
polyènes et polyynes de taille croissante calculée en bases ST0-3G et 4-31 G. Nous avions alors 
porté nottre attention sur la similitude des différentes courbes sans s'attacher à leur signification 
physique. De même, nous n'avions accordé que très peu d'importance à l'allure des courbes de la 
figure 3.17 représentant l'évolution des différentes composantes de polarisabilité des polyènes en 
fonction du nombre de cellules pour différentes méthodes. 
La première figure (3.4) montre qu'effectivement, la polarisabilité longitudinale 
d'oligomères conjugués subit une exaltation torque la taille augmente. Au moins jusqu'à quatre 
unités, elle n'est pas stabilisée puisque l'incrément d'un terme à l'autre est encore en augmentation. 
Ce comportement est à opposer à celui de la polarisabilité des alcanes (figure 3.9) qui évolue de 
façon additive torque la taille augmente. Cette différence illustre parfaitement le rôle joué par les 
électrons de type 1t dans les processus d'optique non linéaire. Des observations similaires avaient 
Table 4.1: Valeur de l'exposant xi pour chaque composante du tenseur de polarisabilité 
des polyènes en fonction de la méthode et de la base utilisées. 
composante 
<lzz 
(l 
méthode 
FFSTO-3G 
X· 1 
0.958 
SOS STO-3G 1.010 
SOS 4-31G 0.975 
FFSTO-3G 0.926 
SOS STO-3G 0.975 
SOS 4-31G 1.004 
FF STO-3G 1.663 
FF 4-31G 1.541 
SOS STO-3G 1.464 
SOS 4-31G 1.357 
FFSTO-3O 1.399 
SOS STO-3O 1.285 
SOS 4-310 1.193 
.1 
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déjà été faites expérimentalement pour la polarisabilité [IV.9] (cfr. figure 3.9) et pour 
l'hyperpolarisabilité y [IV.10]. 
A partir des résultats de la table 3.28 et de la figure 3.17 sur les polyènes, nous avons tenté 
de chiffrer la dépendance de la polarisabilité vis-à-vis de la longueur de la chaîne et ainsi de proposer 
l'analogue à la relation (4.2). Supposons que chaque composante de polarisabilité puisse s'écrire de 
la façon suivante: 
où N représente le nombre d'unités CH=CH et donc la longueur de l'oligomère. Il est aisé de 
déterminer la valeur de l'exposant xi en linéarisant l'équation (4.4): 
(4.5) ln ail= ln Ki+ Xi ln N 
xi n'est alors rien d'autre que la pente de la droite obtenue par régression linéaire. Nous avons 
réalisé cette opération pour chaque composante, pour chaque méthode (FF et SOS) et pour chaque 
base utilisée (STO-3O et 4-310) (voir table 4.1). 
Premièrement, cette opération permet de quantifier la déficience de la méthode de somme sur 
les états par rapport à la technique FF pour la composante longitudinale ( <Xzz) et pour la polarisabilité 
moyenne (a). En effet, la valeur de xi obtenue en méthode SOS est respectivement inférieure de 0.2 
et de 0.1. Mais là n'est plus notre préoccupation. L'important est de constater que nous ne 
reproduisons pas les prédictions de la relation (4.2) puisque la plus haute valeur que nous obtenons 
pour xi est de 1.663 (<Xzz en méthode FF STO-3O). De plus, l'extension de la base n'a aucun effet 
d'augmentation sur cette valeur. 
Il s'agit toutefois de préciser le cadre théorique dans lequel a été formulée la dépendance en 
N3 de la polarisabilité [IV.6], En effet, cette étude a été effectuée en méthode de l'électron libre. En 
d'autres termes, les relations (4.2) et (4.3) correspondent au comportement asymptotique (i.e. pour 
N tendant vers l'infini) de la polarisabilité et de l'hyperpolarisabilité d'un gaz d'électrons confinés 
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dans une boîte unidimensionnelle. Ce gaz électronique est censé représenter le nuage d'électrons 1t 
des polyènes. D'autre part, des études semblables ont été réalisées en méthode de Hückel. La 
première d'entre elles [IV.ll] est basée sur l'application de la théorie des perturbations à une chaîne 
polyénique non alternante, toutes les liaisons étant fixées à 1.4 A. La polarisabilité exprimée pour 
. une très longue chaîne montre également une dépendance vis-à-vis de la troisième puissance de la 
longueur moléculaire. Remarquons toutefois que cette conclusion résulte d'une résolution 
approximative de l'expansion de perturbation. 
Hameka [IV.l2] est également parti de l'équation de Hückel en présence d'un champ 
électrique et développée en série de perturbation. Au contraire de l'étude précédente, il propose une 
résolution analytique des différentes équations et déduit, sous une forme compacte, les expressions 
exactes des énergies de perturbation jusqu'au quatrieme ordre (c'est-à-dire jusque 
l'hyperpolarisabilité -y). Calculant numériquement ces quantités pour différentes longueurs de 
chaîne, il trouve que 
(4.6) a= L2,828 
(4.7) -y= L5,319 
ce qui est en parfait accord avec le résultat de Davies [IV.ll] et ceux de Rustagi et Ducuing [IV.6], 
Plus récemment, Lambin a déduit [IV.l3] exactement l'expression de la polarisabilité d'un 
polyène en méthode de Hückel par la technique des résolvants et une expansion en fractions 
continues. L'expression finale montre également une dépendance vis-à-vis du cube de la longueur 
totale. 
Pour comprendre les différences entre nos résultats (obtenus en méthode de Hartree-Fock 
ab initio) et les prédictions de la théorie de l'électron libre et de la méthode de Hückel, il faut être 
conscient de plusieurs déficiences que possèdent ces deux derniers types de méthodes: 
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- elles ne considèrent que les électrons 7t. Nous verrons plus loin que les électrons u 
influencent (à la baisse) la détermination de xi. 
- ces méthodes ne concernent que des systèmes aux longueurs de liaisons égales. Or on sait 
pertinemment bien que les polyènes (oligomères et polymère) présentent une alternance de liaison 
(de l'ordre de 0.08 Â pour le polyacétylène [IV.14]) qui est accompagnée d'une localisation des 
électrons 1t dans des portions privilégiées de l'espace. Par conséquent, la présence de cette 
alternance de liaison tend à réduire la délocalisation électronique dans ces sytèmes. 
- les techniques de l'électron libre et de Hückel ne prennent pas en compte explicitement les 
interactions coulombiennes entre électrons. 
Ces trois défauts, qui semblent tous donner lieu à une surestimation de la polarisabilité, contribuent 
à induire des valeurs de Xi supérieures à celles prédites par une méthode non empirique telle que 
nous la pratiquons. 
La chose importante à retenir, plus que les questions de comparaison avec d'autres 
méthodes, est que nos calculs prédisent un caractère supralinéaire pour la polarisabilité 
Qongitudinale et moyenne) des chaînes conjuguées. Les composantes perpendiculaires (a.xx et <Xyy) 
évoluent quant à elles de façon quasi linéaire,(xi très proche de 1) avec la taille de la molécule. 
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B. Etude de la séparation q-1t de la oolarisabilité 
L'analyse de la méthode perturbationnelle nous a amenés à conclure que la méthode de 
somme sur les états telle qu'elle est habituellement appliquée est de qualité inférieure à la méthode du 
champ fini. Toutefois, la structure des équations qui en découlent permet des études difficilement 
accessibles par la méthode variationnelle. Par exemple, il est possible d'extraire des 
(hyper)polarisabilités les contributions provenant de certaines orbitales moléculaires. En particulier, 
en excluant du calcul les orbitales moléculaires (occupées et inoccupées) de symétrie O' ou 7t, on peut 
facilement déterminer le bilan des contributions provenant respectivement des électrons 7t, des 
électrons cr et des interactions cr -7t. 
L'étude de ces contributions n'est pas sans intérêt. Nous venons de montrer que, par le fait 
qu'elles ne considèrent pas les électrons cr, les méthodes de l'électron libre et de Hückel prédisent 
une exaltation trop prononcée de la polarisabilité en fonction de la longueur de la molécule. Il est 
donc instructif d'identifier les comportements séparés des électrons 7t et cr. D'autre part, il semble 
[IV.15-IV.19] que les contributions provenant uniquement des interactions entre électrons O' et 7t (qui 
sont directement induites par la perturbation) ne soient pas négligeables. Des calculs ont en effet 
montré que dans le cas du benzène, la fraction d'hyperpolarisabilité y due à ces interactions est 
supérieure à la contribution purement d'origine 1t. 
Nous avons calculé la polarisabilité des quatre premiers oligoinères de polyène en· 
distinguant les portions provenant uniquement de électrons 7t (<Xit,1t), des électrons cr (<X0 ,0 ) et des 
interactions sigma-pi (<Xa,1t). La contribution pi-pi est calculée en ne considérant, dans la relation 
donnant les composantes de polarisabilité (équation (3.182)), que les O.M. de cette symétrie dans la 
sommation sur a et que les O.M. de type 1t* dans la sommation sur r. La contribution 0'-7t est 
évaluée comme la somme de deux termes: 
(4.8) 
Table 4.6: Valeur de xi pour chaque contribution de la polarisabilité des polyènes. 
contribution composante 
a 
a 
a 
a 
X· 1 
1.766 
1.639 
0.0 
0.975 
0.873 
0.947 
1.464 
1.285 
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Un premier calcul réalisé sur toutes les orbitales occupées et sur les orbitales virtuelles 1t* donne 
accès, par différence avec la contribution 1t-1t* préalablement déterminée, à la fraction a-1t*. Le 
second terme de la relation (4.8) est fixé par un calcul de la polarisabilité sans les orbitales occupées 
a et en retirant à nouveau ~ 1t· Finalement, le terme a-a est déduit comme suit: 
. . 
(4.9) Cla,a = Cltot - Cla,1t - Clx,1t 
Les valeurs des différentes composantes de polarisabilité des quatre polyènes ainsi que leur 
valeur moyenne sont reprises aux tables 4.2-4.5. Les différents exposants Xi évalués à partir de ces 
résultats sont rassemblés à la table 4.6. On remarque que la composante 7t-7t de la composante 
longitudinale (tout comme la valeur moyenne) évolue plus rapidement en fonction de la taille (xi plus 
grand) que les valeurs totales correspondantes. Toutefois, l'exposant correspondant à la 
polarisabilité moyenne est encore loin de ceux proposés par les méthodes empiriques. Une 
conséquence directe de ce comportement est que la contribution Cl7t 7t prend de plus en plus 
• 
d'importance par rapport aux autres lorsque le nombre d'unités augmente (elle représente 37.4 % de 
la polarisabilité moyenne pour l'éthylène, 48.5 % pour le butadiène, 56.1 % pour l'hexatriène et 
60.7 % pour l'octatétraène). Notons également que les électrons 7t n'interviennent jamais dans la 
composante perpendiculaire· au plan de la molécule (CXyy)- Ceci est aisément compréhensible 
puisque seule l'intégrale <2Pyl y l2Py>, qui est nulle par symétrie, intervient dans l'intégrale 
<1tl y l1t*> et donc dans la composante yy de la contribution 7t-7t. 
Les électrons de type sigma contribuent à la polarisabilité d'une façon importante mais 
différente suivant la composante étudiée. La contribution Cla,a évolue pratiquement linéairement en 
fonction du nombre d'unités CH=CH (xi toujours très proche de 1) et donc perd de l'importance par 
rapport à la contribution purement 7t au fur et à mesure que la taille de la chaîne augmente. Cela 
confirme le fait que la polarisabilité de type sigma suit une règle d'additivité de liaison. 
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Table 4,2: Contributions 7Mt, <Mt et a-a de la polarisabilité de l'éthylène calculées en 
base ST0-30. Les valeurs sont exprimées en unités atomiques. 
Contribution Œxx a 
Œn:,n 7.909 2.636 0.0 3.515 
CXo,n 0.0 0.0 1.929 0.643 
~.a 7.208 8.478 0.0 5.229 
Œtot 15.117 11.114 · 1.929 9.387 
Table 4.3: Contributions x-x, a-x et a-a de la polarisabilité du butadiène calculées en 
base ST0-30. Les valeurs sont exprimées en unités atomiques. 
Contribution Œxx Œyy a 
Œn:,n ·25.493 5.577 0.0 10.357 
~.'lt 0.0 0.0. 3.771 1.257 
~.a 12.628 16.547 0.0 9.725 
Œtot 38.121 22.124 3.771 21.339 
• 
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Table 4.4: Contributions 1Mt, CMt et cr-cr de la polarisabilité de l'hexatriène calculées 
en base ST0-3G. Les valeurs sont exprimées en unités atomiques. 
Contribution <Xzz <Xxx <Xyy 
<lx,1t 55.224 8.289 0.0 21.171 
<Xcr,7t 0.0 0.0 5.633 1.878 
<Xcr,cr 18.485 25.586 0.0 14.690 
Cltot 73.709 33.875 5.633 37.739 
Table 4.5: Contributions 1t-1t, cr-1t et cr-cr de la polarisabilité de l'octatétraène calculées 
en base ST0-3G. Les valeurs sont expriméçs en unités atomiques. 
Contribution <Xzz <Xxx <Xyy (X 
<Xx,1t 90.563 10.955 0.0 33.839 
Clcr,1t 0.0 0.0 7.445 2.482 
<Xa,a 24.193 33.928 0.0 19.374 
<Xtot 114.756 44.883 7.445 55.695 
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Figure 4.1: Evolution de la polarisabilité par cellule en fonction de la longueur de la 
chaîne (base 4-31G). 
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Les interactions entre électrons sigma et pi sont responsables de la composante 
perpendiculaire hors du plan de la polarisabilité. L'évolution de la contribution <Xa,1t en fonction de 
la taille est aussi quasi linéaire. Elle influence très peu la polarisabilité moyenne (entre 4 et 7 % ). La 
présence de cette fraction confirme le fait que, contrairement à ce qui est dit dans certains travaux 
expérimentaux [IV.19], la différence entre la valeur totale et la contribution sigma ne donne pas 
uniquement la contribution provenant des seuls électrons 7t. 
Clôturons cette analyse de la séparation sigma-pi de la polarisabilité en rappelant que la 
méthode de calcul utilisée n'offre pas les meilleures garanties. L'utilisation de la méthode NO pour 
l'évaluation de ces différentes contributions constituerait une étape nécessaire pour la confirmation 
des conclusions. 
C. Comportement asymptotigue de la polarisabilité 
Il est légitime de se demander si les comportements observés pour les premiers oligomères 
se maintiennent lorsque la longueur de la chaîne est plus élevée. A nouveau si l'on en croit les 
méthodes empiriques, la dépendance de la polarisabilité en L3 vaut également (et parfois 
uniquement) lorsque L tend vers l'infini. Toutefois, on peut douter de la validité de cette 
affirmation. En effet, une telle dépendance asymptotique signifierait qu'un polymère infini 
posséderait une polarisabilité par cellule-unité évoluant comme L2 et donc infinie. 
Comme premier iest, nous avons à nouveau choisi les chaînes de molécules d~hydrogène. 
La table 4. 7 et la figure 4.1 reprennent les résultats de polarisabilités par cellule-unité calculées en 
méthode du champ fini sur des chaînes composées de une à quinze molécules d'hydrogène. Les 
longueurs de liaison sont équivalentes à celles choisies pour l'étude de la périodicité sous champ 
(paragraphe Ill-E). Il est clair à présent que, contrairement aux prévisions empiriques, la 
polarisabilité subit un phénomène de saturation lorsque la taille de la chaîne augmente. 
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Table 4.7: Polarisabilités longitudinales par cellule (a.'11) de chaînes de molécules 
d'hydrogène de taille croissante -(H-H)0 - ; n = 1 - 15, calculées par la 
méthode du champ fini en base 4-310 et exprimées en unités atomiques. 
n a.'11 
1 11.518 
2 15.400 
3 18.238 
4 20.190 
5 21.577 
6 22.593 
7 23.363 
8 23.962 
12 25.425 
15 26.033 
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L'accroissement de a.'11 est de 3;882 u.a. lorsque n passe de 1 à 2 et ne vaut plus que 0.607 
u.a. lors du passage d'une chaîne à 12 unités à une molécule à 15 unités. Autant dire que la 
stabilisation complète (c'est-à-dire.plus d'accroissement de a.'11 ou accroissement linéaire de a.11) est 
proche.· Il n'est donc pas nécessaire de synthétiser des molécules ayant des longueurs très élévées 
puisqu'au- delà du régime de saturation, il est équivalent de débuter une nouvelle molécule que 
d'allonger la première. 
D'autre part, si les conclusions de ce premier calcul sont confirmées sur des sytèmes plus 
réalistes, il faudra se rendre à l'évidence qu'évaluer la polarisabilité en régime de saturation par un 
calcul moléculaire est pratiquement impossible car le régime additif pour la polarisabilité totale ne 
s'établit que pour de trop longues chaînes. A nouveau, se fait sentir le besoin d'une méthode 
permettant l'évaluation des propriétés électriques sur les systèmes infinis. 
Finalement, l'occurence d'une saturation signifie que pour une très longue molécule, 
l'addition d'une cellule supplémentaire ne modifie pas la polarisabilité par cellule. On est alors en 
présence d'un régime stationnaire, où l'allongement d'une unité ne modifie ni les bouts de chaîne, ni 
la polarisation induite dans chaque cellule centrale. . Sans être une preuve irréfutable, ce 
comportement est un argument qualitatif supplémentaire en faveur de la conservation de la 
périodicité de la chaîne lorsqu'elle est soumise à un champ électrique. 
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3. INFLUENCE DE LA NATURE DE LA CHAINE SUR LA POLARISABILITE 
En réalité, nous n'avons pas encore tiré tous les enseignements de la figure 3.4 représentant 
l'évolution de la polarisabilité des premiers oligomères de polyène et polyyne. Nous n'avons pas 
encore analysé l'influence de la nature du motif sur la polarisabilité qui, comme le montre clairement 
la figure 3.4 (et la table correspondante 3.5) n'est pas du tout négligeable. 
De manière intuitive, on pourrait s'attendre à ce que la chaîne formée de l'alternance de 
simples et de triples liaisons soit plus polarisable que celle où se succèdent simples et doubles 
liaisons. En effet, sur base du nombre d'électrons 7t, le polyyne devrait montrer une polarisabilité 
supérieure à celle du polyène puisque ce dernier compte deux électrons 7t de moins que le premier 
système. En poussant plus loin encore l'argument, considérant le polyyne comme formé de deux 
systèmes de conjugaison indépendants (situés dans deux plans perpendiculaires), ce type 
d'oligomère devrait être deux fois plus polarisable que le polyène qui ne possède qu'un seul système 
de délocalisation. 
Or, les résultats de nos calculs vont à l'opposé de ces prévisions. On constate en effet que 
la polarisabilité longitudinale du polyène, équivalente à celle du polyyne dans le cas du monomère, 
croît plus rapidement lorque la taille de la chaîne augmente. Il s'avère donc que la délocalisation des 
électrons est plus importante dans un polyène que dans un polyyne. 
Le squelette hydrocarboné des polydiacétylènes peut être considéré comme résultant de la 
juxtaposition d'entités polyéniques d'une part, et d'entités polyyniques d'autre part. Vu Je succès 
qu'ont ces composés en optique non linéaire, il est intéressant d'observer si la polarisabilité d'un 
oligomère de polydiacétylène correspond ou non à la valeur moyennée sur le polyène et le polyyne 
correpondants. Les valeurs de polarisabilité longitudinale de trois oligomères de polydiacétylène 
(figure 4.2) sont présentées à la table 4.8. Sont également incluses dans cette table les valeurs des 
polyènes et polyynes de même nombre d'atomes de carbone. 
Viny lacéty lène 
1 5 yne-3 Hexadiène- ' -
9-diyne-3,7 Décatriène-1,5, 
"tudinale. · . bil"té longi Iansa 1 di, s pour leur po 1 diacétylène étu e . . Oligomères de po y Figure 4.2
217 
Table 4.8: Polarisabilités longitudinales du vinylacétylène, du hexadiène-1,5-yne-3 et 
du décatriène-1,5,9-diyne-3,7, calculées en base STO-3G ansi que les 
valeurs des polyènes et polyynes de nombre de carbones correspondant. 
Toutes les données sont exprimées en unités atomiques. 
Nombre d'atomes Molécule a.11 
de carbone 
4 Vinylacétylène 44.647 
Butadiène 47.851 
Butadiyne 50.683 
6 Hexadiène-1,5-yne-3 85.302 
Hexatriène 104.126 
Hexatriyne 91.118 
10 Décatriène-1,5,9-diyne-3,7 183.690 
Décapentaène 217.261 
Décapentayne 206.688 
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Il est intéressant de noter que le vinylacétylène possède une polarisabilité longitudinale plus 
élevée que la somme des contributions de l'éthylène et de l'acétylène (pour ces dernières valeurs, 
voir table 3.5). Elle est cependant légèrement inférieure à celle du butadiène et du butadiyne. La 
différence est plus marquée pour le composé suivant, le hexadiène-1,5-yne-3, pour lequel a.11 
(85.302 u.a.) est notablement inférieure à celle de l'hexatriène (104.126 u.a.) ou à celle du polyyne 
correspondant (91.118 u.a. ). Le dernier composé, contenant dix atomes de carbone, montre 
également une valeur peu élevée (183.690 u.a.), se rapprochant de celle de l'octatétraène (174.56 
u.a., cfr. table 3.5) qui possède pourtant deux carbones de moins. 
Il apparaît donc que le mélange d'unités éthyléniques et acétyléniques conduit à une 
polarisabilité inférieure à celles affichées par les composés purs. On en déduit que plus le composé 
est homogène, plus il est polarisable. Cette règle permet aussi d'expliquer la supériorité observée 
pour les polyènes par rapport aux polyynes. En effet, si l'on considère la différence entre les 
longueurs des liaisons simples et doubles pour les polyènes, simples et triples pour les polyynes 
(encore appelée dans les deux cas degré d'alernance &-), on constate que les triples liaisons· sont 
plus isolées spatialement (et donc électroniquement) que ne le sont les doubles liaisons. Par 
exemple, dans les composés à huit atomes de carbone, le degré d'alternance au centre de la 
molécule est de 0.09 Â pour l'octatétraène et de 0.2 Â pour l'octatétrayne. On conçoit aisément que 
le passage d'électrons à travers ces liaisons sous l'influence du champ électrique soit favorisé dans 
un polyène par rapport au polyyne. 
Le résultat de nos calculs est par ailleurs confirmé par certaines mesures expérimentales. Il 
faut savoir que si les polyènes (et le polymère correspondant, le polyacétylène) sont 
expérimentalement et théoriquement étudiés depuis très longtemps (on en trouve notamment dans la 
nature, pensons au (3-carotène ou au résorcinol), les polyynes le sont peut-être moins. Toutefois, 
un certain nombre de travaux ont été réalisés, surtout depuis qu'on les soupçonne d'être un 
constituant de la poussière interstellaire [IV.20], Récemment, plusieurs travaux de synthèses 
d'oligomères et de polymères à température ambiante de polyyne ont été publiés [IV,21 ,IV.22] (les 
précédentes synthèses réclamaient des températures de l'ordre de 3000 K). Existent également des 
études théoriques de structure [IV.23,IV.24] et de propriétés électroniques des chaînes infinies 
[IV.25,IV.26], prédisant une plus grande stabilité pour la structure alternante du polyyne 
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( ... -C=C-C=C-... ) que pour la structure régulière appelée cumulénique ( ... =C=C=C=C= ... ). Plus 
intéressantes pour nous sont les mesures d'absorption optique réalisées sur des oligomères de 
polyènes et de polyynes substitués aux deux extrémités par des groupements phényles [IV,25]. Elles 
montrent que la longueur d'onde d'absorption maximale (Â.max) est de 3600 Â pour le 
diphénylhexatriène et vaut environ 2600 Â pour le diphénylhexatriyne. Cela équivaut à des énergies 
de transition optique AE respectivement de 3.5 eV et de 4.8 eV. En admettant que l'énergie de 
transition optique est proportionnelle au degré de délocalisation dans la chaîne (la délocalisation 
maximale étant obtenue dans le cas métallique, AB = 0) [IV.27], on aboutit à la même conclusion. 
En outre, un des principaux enseignements que nous tirons de cette analyse est l'extrême 
sensibilité de la polarisabilité vis-à-vis de la géométrie du système. C'est pourquoi le reste de notre 
travail sur les applications concerne l'étude d'une part de l'influence de la structure sur les propriétés 
électriques, et d'autre part de certains moyens de contrôle de la géométrie qui puissent être utilisés 
pour concevoir un composé susceptible d'application pratique. 
Table 4.9: Longueurs de liaison (en Â) de quelques polyd.iacétylènes déterminées 
expérimentalement (PTS, THD, TCDU, BPG) [IV.28] et théoriquement 
(PDA et PBT) [IV.30]. 
R1 
Nom usuel R1=R2 r1 r2 r3 
PTS -CH20SOcpCH3 1.356 1.428 · 1.191 
THD 
-CH2N<p2 1.359 1.426 1.205 
TCDU -(CH2)40CONHcp 1.46 1.38 1.17 
BPG 
-cpOCO(CH2hCOOcp 1.42 1.38 1.29 
PDA H 1.321 1.425 1.194 
PBT H 1.444 1.319 1.248 
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4. INFLUENCE DE LA GEOMETRIE SUR LA POLARISABILITE 
A. Les polydiacétylènes 
Lors de la présentation générale des polydiacétylènes (chapitre 1), nous avons vu qu'ils sont 
caractérisés par la présence de radicaux (R1 et Ri) qui sont greffés sur le squelette hydrocarboné et 
dont la nature rend possible la cristallisation du monomère. Or il s'avère que suivant ces radicaux et 
donc· suivant l'empilement cristallin, la chaîne de polydiacétylène subit des contraintes qui lui 
induisent une géométrie particulière, correspondant tantôt à une structure acétylénique, tantôt à une 
structure butatriénique (voir figure 1.21). A la table 4.9 figurent quelques exemples de 
polydiacétylènes avec leur géométrie déterminée de façon èxpérimentale. 
D'une manière générale, la structure acétylénique est considérée comme étant la plus 
courante. Cela ressort tout d'abord des études de détermination cristallographiques (table 4.9) 
desquelles la seule conclusion qui puisse être tirée est l'occurrence d'une structure polymérique de 
type ènyne (i.e. acétylénique) (PTS et THO). Les déterminations conduisant à des structures de 
type plutôt butatriénique (TCDU, BPG) souffrent de faiblesses soit au niveau de la qualité du 
polymère obtenu, soit concernant la mesure cristallographique elle-même [IV.28]. 
D'autre part, les études du processus de polymérisation indiquent qu'au début, les chaînes 
de polydiacétylène adoptent une structure plutôt butatriénique, mais qu'il se produit une transition de 
phase structurale vers la configuration acétylénique lorsque la longueur de la molécule dépasse 7 à 8 
unités [IV.29]. 
D'un autre côté, des calculs théoriques montrent que la structure acétylénique optimisée 
(PDA), qui est proche de la structure du PTS (cfr. table 4.9) est plus stable de 0.5 eV par unité que 
la structure butatriénique (PBT) [IV.30). Au contraire du polyacétylène pour lequel les deux formes 
E (a) E (b) 
+ O.S eV/ unité 
t 
Figure 4.3: Courbe d'énergie totale d'une chaîne infinie de polyacétylène (a) et de 
polydiacéty lène. Comparaison des différences de stabilité entre les deux 
formes de résonance. 
Table 4.10: Polarisabilités longitudinales (a11) d'un oligomère de polydiacétylène 
calculées en méthode FF-ST0-30 pour quatre géométries différentes. Les 
données sont exprimées _en unités atomiques. 
Structure 
PDA 
PTS 
TCDU 
PBT 
183.7 
205.5 
302.7 
412.4 
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de résonance ont la même énergie, il existe donc une différence de stabilité entre les deux structures 
mésomères du polydiacétylène (voir figure 4.3). 
Par ailleurs, la structure TCDU, si elle est géométriquement plus proche d'une structure 
cumulénique, reste, électroniquement parlant, de type acétylénique [IV.~ll. Cependant, l'énergie de 
transition optique (~) calculée pour ce composé étant inférieure à celle de la forme acétylénique, au 
contraire de ce qui est observé expérimentalement [IV.3ll, il est plus que probable que la structure 
déterminée pour le TCDU ne corresponde pas à la réalité. 
D'un point de vue optique non linéaire, il est acquis depuis les premières mesures faites sur 
. les polydiacétylènes que le PTS possède une suceptibilité cubique d'un ordre de grandeur supérieure 
à celle du TCDU [IV.32]. Par des calculs de polarisabilité, nous avons voulu testé si cette différence 
pouvait être mise à l'actif du changement de géométrie entre les deux formes. Pour ce faire, nous 
avons choisi un oligomère de polydiacétylène contenant 10 atomes de carbone (voir figure 4.2) et · 
quatre géométries différentes: celles adoptées par le PTS et le TCDU ainsi que celles déterminées 
théoriquement (PDA et PBT). Remarquons que cet oligomère (et d'autres) a été synthétisé 
récemment [IV.33]. Les polarisabilités longitudinales des quatre composés sont rassemblées à la 
table 4.10 [IV.34]. 
La conclusion évidente est que la polarisabilité augmente fortement lorque l'on passe de la 
forme acétylénique vers la forme butatriénique. Si cette observation est en parfait accord avec nos 
conclusions précédentes, à savoir que plus un système est homogène, plus sa polarisabilité est 
élevée, elle est par contre en totale opposition avec les mesures de :x(3) effectuées sur le PTS et le 
TCDU. On peut imaginer deux explications à cette discordance. Soit nos calculs n'ont aucune 
valeur, même qualitative, soit là géométrie du TCDU ne correspond pas à la structure réelle des 
chaînes présentes dans ce matériau, auquel cas les valeurs de la table 4.10 confirment les résultats 
· d'énergie de transition optique. 
Finalement, tout récemment a été proposée une autr~ structure expérimentale pour le TCDU 
qui ne montre plus de caractère butatriénique (r 1 = 1.40 A, r2 = 1.435 A et r3 = 1.177 A) [IV .3S], 
signe de la confiance toute relative qui doit être accordée aux mesures cristallographiques sur ce 
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Figure 4.4: Evolution de la polarisabilité longitudinale par cellule (a.'11) de chaînes de 
molécules d'hydrogène de taille croissante pour deux géométries différentes: 
a) r1 = 2 u.a. et r2 = 3 u.a. b) r1 = 2 u.a. et r2 = 2.5 u.a. 
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Figure 4.5: Evolution de l'accroissement de polarisabilité par cellule (L1a.) induit par une 
réduction de moitié du degré d'alternance ru- , en fonction du nombre de 
cellules (n). 
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composé. Les mêmes auteurs expliquent le déplacement de l'énergie de transition optique (L\E) du 
TCDU vers le bleu (par rapport au PTS) en invoquant les contraintes imposées par les groupements 
latéraux (R1 et R2). Ils montrent par calcul que ces substituants n'induisent pas de changement 
fondamental sur la structure du squelette hydrocarboné (en tout cas pas de transition d'une forme 
vers une autre) mais provoquent une faible redistribution des charges le long de ce squelette qui 
induit à son tour un accroissement de L\E. 
Outre le fait que nos calculs doivent être considérés comme une technique à part entière, au 
même titre que les méthodes expérimentales, pour la compréhension de phénomènes complexes, 
cette étude sur les polydiacétylènes confirme l'influence dramatique qu'a la géométrie d'un système 
sur sa polarisabilité. Elle montre tout l'intérêt qu'il y aurait à pouvoir agir sur la géométrie des 
chaînes organiques pour en modifier les propriétés électroniques et notamment, les 
(hyper)polarisabilités. 
B. Influence du de2ré d'alternance sur la polarisabilité de chaînes de tame 
croissante 
Nous venons de rencontrer un exemple précis où le contrôle de la structure de la chaîne 
constitue un facteur à exploiter pour l'amélioration des propriétés optiques non linéaires d'un 
composé. Au paragraphe 3, nous avons vu comment la taille de la molécule influence la 
polarisabilité. Il est donc logique d'observer à présent quel effet provoque une variation de 
géométrie sur l'évolution de la réponse du système en fonction de sa taille. 
Dans un premier temps, nous avons repris le cas des chaînes de molécules d'hydrogène. La 
figure 4.4 illustre le changement d'évolution de la polarisabilité longitudinale par cellule-unité 
lorsque la distance entre les différentes cellules est réduite de 3 à 2.5 u.a., soit une réduction du 
degré d'alternance (&-) de 50 %. 
On observe non seulement un accroissement considérable de a.';1 lorsque la chaîne devient 
plus régulière, mais aussi une augmentation de la taille de la molécule pour laquelle apparaît la 
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Figure 4.6: Evolution de la polarisabilité longitudinale par cellule-unité (a.'11) des 
polyènes en fonction du nombre de cellules n dans quatre géométries 
différentes. 
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saturation de la polarisabilité. Autrement dit, l'accroissement de polarisabilité t:..a. dû à la réduction 
du dégré d'alternance t:..r n'est pas une constante en fonction de la taille du système (voir figure 4.5). 
Afin d'apporter plus de réalisme à notre étude, nous avons réalisé le même type de calcul 
sur la famille des polyènes. La polarisabilité par cellule unité a été évaluée pour des oligomères 
contenant de une à dix cellules (-CH=CH-). Les différentes structures adoptées sont décrites à la 
table 4.11. La première correspond à la géométrie optimisée sur la chaîne infinie par Karpfen 
[IV.36]. Le degré d'alternance y est de 0.1 A, très proche de la valeur expérimentale (0.08 À) [IV.14]. 
La géométrie initiale a ensuite été modifiée trois fois, de façon à réduire successivement t:..r d'un 
facteur 2 tout en conservant la longueur totale des chaînes, afin de pouvoir aisément distinguer les 
effets de taille et de géométrie. 
Table 4.11: Géométries utilisées lors du calcul de la polarisabilité longitudinale des 
polyènes de taille croissante (t:..r = r1 - r2), Les distances sont exprimées en 
À, les angles en degrés. 
Géométrie 
A 
B 
C 
D 
A 
1.346 1.446 28.4 
1.371 1.421 . 27.9 
1.3885 1.4085 27.6 
· 1.3897S 1.4022S 27 .5 
0.1 
0.05 
0.025 
0.0125 
Les courbes d'évolution de la polarisabilité longitudinale par cellule-unité ( a.'11) en fonction 
de la taille sont reprises à la figure 4.6. Contrairement aux.chaînes de molécules d'hydrogène, les 
courbes montrent au départ une inflexion qui correspond au comportement p~bolique prédit par la 
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théorie de l'électron libre (voir paragraphe 2 de ce chapitre). Au-delà d'un certain nombre de 
cellules, ce caractère s'estompe pour finalement faire place à un régime de saturation. On constate 
également que l'allure de la courbe dépend sensiblement du degré d'alternance. 
La table 4.12 permet de mesurer l'ampleur de ces différentes observations. Sont compilées 
dans cette table, pour chaque géométrie: 
- a'11: la polarisabilité longitudinale divisée par le nombre total de cellules. 
- Af1.n: la différence entre les polarisabilités des polyènes à net (n - 1) cellules. 
Table 4.12: Polarisabilité longitudinale par cellule (a'11) des polyènes en fonction de la 
longueur de la chaîne et de la géométrie; Af1.n = a'11(n) - a'11(n-l). Toutes 
les valeurs sont exprimées en unités atomiques. 
A B C D 
--------------------------------------- --------------
n a'11 Af1.o a'11 Af1.o a'11 Af1.o a'11 Af1.o 
1 17.34 17.91 18.20 18.34 
2 23.52 6.2 26.34 8.4 27.91 9.7 28.73 10.4 
3 30.70 7.2 36.33 10.0 39.57 11.7 41.34 12.6 
4 37.34 6.6 46.50 10.2 52.03 12.5 55.09 13.8 
5 43.45 6.1 56.46 10.0 64.75 12.7 69.40 14.3 
6 49.08 5.6 65.95 9.5 77.50 12.8 84.29 14.9 
7 53.31 4.2 74.82 8.9 89.72 12.2 98.99 14.7 
8 57.34 4.0 83.02 8.2 101.86 12.1 113.90 14.9 
9 60.73 3.4 90.39 7.4 113.57 11.7 128.36 14.5 
10 64.04 · 3.3 96.87 6.5 124.25 10.7 142.39 14.0 
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Comme le laissait entrevoir la figure 4.6, âl'.Xn augmente avec n, puis, au-delà d'une certaine valeur 
de n (appelée nmax>, décroît: c'est la traduction numérique du point d'inflexion observé sur le 
graphique. De plus, on constate que nmax augmente lorsque le degré d'alternance diminue (voir 
table 4.13). 
Tante 4.13: Valeurs de nmax en fonction du degré d'alternance M (en Â) pour les 
polyènes. 
0.1 
0.05 
0.025 
0.0125 
3 
4 
6 
8 
Finalement, on retrouve un certain accord entre nos résultats et les prévisions des méthodes 
de l'électron libre et de Hückel. On peut supposer en effet que, dans le cas d'une chaîne 
parfaitement régulière, possédant un degré d'alternance nul, nmax tend vers l'infini et que la 
polarisabilité par cellule-unité évolue comme une parabole, sans saturation, en fonction de la 
longueur de la chaîne. A partir de ces observations, nmax peut être considéré comme une mesure 
approximative de la délocalisation électronique le long du squelette carboné, ou encore comme le 
libre parcours moyen des électrons dans la chaîne. 
Il est intéressant de faire remarquer que des chercheurs de ICI, ayant pris connaissance de 
nos travaux sur la polarisabilité des polyènes, ont calculé la première hyperpolarisabilité ~ de 
polyènes substitués par un groupement attracteur d'électrons (-NO2) d'une part, et par un 
groupement donneur d'électrons d'autre part (MezN-) (afin de rompre la centrosymétrie). La courbe 
qu'ils obtiennent pour l'hyperpolarisabilité par unité de volume est tout à fait semblable à notre 
figure 4.6 [IV.37]. C'est une manifestation supplémentaire du bien-fondé de notre étude des 
potentialités en optique non linéaire par le calcul de polarisabilité. 
(a) 
2 
~ = 751 10 u.a. 
(b) 
~= 
2 540 10 u.a. 
Figure 4.7: Première hyperpolarisabilité ~ du (diméthyle-aminophényle)-nitrobutadiène 
(a) et du diméthyle-amino-nitrostilbène (b) mesurée par génération de 
deuxième harmonique sous champ [IV.38]_ 
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Nous avons utilisé ici les polyènes comme système modèle pour mettre en évidence un 
phénomène particulier. Il faut savoir que l'intérêt des polyènes ne s'arrête pas là, bien au contraire. 
L'évolution de la polarisabilité telle qu'elle est représentée à la figure 4.6 montre que ces systèmes 
sont intrinsèquement plus polarisables que les polyparaphénylènes (-[cp]0 -) par exemple. Pour s'en 
convaincre, il suffit de comparer l'hyperpolarisabilité p mesurée par génération d'harmonique sous 
champ d'un phénylebutadiène (figure 4.7a) et celle d'un stilbène (figure 4.7b) [IV.38]. On constate 
que la substitution d'une double liaison par un groupement phényle conduit à une réduction sensible 
de la non-linéarité du deuxième ordre. Les polyènes (substitués ou non) sont donc à considérer 
comme des candidats sérieux pour les applications en optique non linéaire. 
En conclusion, rappelons que, plus que par les différentes valeurs numériques, nous 
sommes intéressés par les tendances qui se dégagent des résultats de nos calculs. La méthode et la 
base ont d'ailleurs été choisies dans ce contexte. Dès lors, les principaux enseignements que nous 
· tirons de notre étude est la haute sensibilité de la polarisabilité vis-à-vis des changements structuraux 
induits sur la chaîne. Cette observation suggère la possibilité d'augmenter non seulement a, mais 
surtout les hyperpolarisabilités P et y en jouant sur des modifications de géométrie provoquées soit 
chimiquement (par substitution, dopage, synthèse de structures modifiées), soit physiquement (en 
imposant des forces extérieures par l'agencement cristallin). 
La dernière partie de cet ouvrage traite de nos tentatives dans cette direction. Nous n'avons 
abordé que le problème des modifications de géométries induites par voie chimique. D'autres 
travaux sur l'influence des interactions intermoléculaires (par ponts hydrogène notamment) sont 
également menés au Laboratoire [IV.391. 
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Figure 4.8: Structures de résonance de chaînes cumuléniques à nombre pair d'atomes de 
carbone (k = 4 et k = 6). 
5. TENTATIVES DE CONTROLE DE LA GEOMETRIE DES CHAINES 
CONJUGUEES 
A. Les poJycumuJènes 
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Une des conclusions de l'étude du paragraphe précédent sur les polydiacétylènes est que la 
structure butatriénique est plus polarisable que la forme acétylénique. Il y a donc tout intérêt à 
rechercher des moyens d'induire dans ces chaînes une structure de type cumulénique plutôt qu'une 
structure alternante. 
D'une certaine manière, un polydiacétylène de forme butatriénique n'est rien d'autre qu'un 
système polycumulénique R 1R2-(Ck)x-R3R4, pour lequel k est égal à 4. Il s'avère que les 
polycumulènes peuvent être divisés en deux classes distinctes suivant la parité de k. Pour une 
valeur de k paire, c'est-à-dire pour un nombre pair d'atomes de carbone dans une cellule, il existe 
deux structures de résonance a et b, comme indiquées dans la figure 4.8. Nous avons vu que, si a 
est plus stable énergétiquement parlant, b est plus polarisable. 
D'autre part, il est impossible d'écrire des formes de résonance telles que a et b pour les 
chaînes cumuléniques à nombre impair de carbones. Elles ne présentent donc pas l'indésirable 
alternance de liaisons, du moins pour des petites valeurs de k. En effet, nous avons déjà mentionné 
le fait que pour de très longues chaînes cumuléniques (k tendant vers l'infini), la structure alternante 
polyynique est plus stable [IV.24]. On peut dès lors s'attendre à ce qu'il en soit de même pour des 
oligomères à valeur de k élevée, quelle que soit sa parité. 
Etant donné ces observations, il nous a semblé qu'une étude plus systèmatique des premiers 
oligomères de polycumulènes était intéressante à réaliser. De plus, elle ne constitue pl:ls un jeu 
purement académique. Sans revenir sur les polydiacétylènes, signalons que la géométrie 
expérimentale des cumulènes comprenant jusqu'à six atomes de carbone a été rapportée récemment 
[IV.40]. Le dimère de l'allène, appelé diallène, H-(-C=C=C-h-H, a été synthétisé à partir d'allenyl-
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Figure 4.9: Structure moléculaire des cinq séries de polycumulènes choisis pour notre 
étude. 
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Figure 4.10: Représentation stéréochimique (a) du triallène (k impair) et (b) du 
tributatriène (k pair), illustrant les différentes organisations des chaînes 
suivant la valeur de k. 
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zinc et de dérivés propargyles [IV.411. Des chaînes linéaires de carbone, connues sous le nom 
générique de polycarbynes, ont été observées dans le graphite traité à des températures élevées 
(>2600 K) [IV.42]. 
Les différents systèmes choisis pour notre investigation sont schématisés à la figure 4.9. 
Ce sont les structures oligomériques construites à partir de cinq unités de base possédant un nombre 
k d'atomes de carbone croissant: (a) -CH=CH-, (b) -CH=C=CH-, (c) -CH=C=C=CH-, (d) -
CH=C=C=C=CH-, et (e) -CH=C=C=C=C=CH-: par convention, ils sont appelés respectivement 
poly(ène), poly(allène), poly(butatriène), poly(pentatétraène) et poly(hexapentaène). Ce choix nous 
permet de suivre la dépendance de la relaxation de géométrie dans la cellule centrale par rapport au 
nombre d'unités connectées, mais aussi d'observer l'importance de la réorganisation électronique au 
niveau des liaisons C-C reliant les différentes unités entre elles. 
· Signalons que l'organisation spatiale de la chaîne oligomérique dépend fortement du nombre 
k d'atomes de carbone des cellules-unités, comme illustré à la figure 4.10. Quand les unités 
contiennent un nombre pair d'atomes de carbone (2,4 et 6), la chaîne peut en principe croître dans 
un même plan. Au contraire, quand ce nombre est impair (3 et 5), pour des raisons de stéréochimie, 
seulement deux cellules consécutives sont situées dans le même plan. Dans ce cas, l'unité suivante 
est localisée dans un plan orthogonal au precédent (cfr. figure 4.10). Dans nos calculs, nous avons 
considéré les molécules dans une conformation complètement étirée, sans rotation irrégulière autour 
des liaisons simple C-C. 
Un des buts de notre étude est de mettre en évidence la nature et l'extension des relaxations 
géométriques qui acc?mpagnent l'accroissement de la longueur de la cellule-unité d'une part, ~e la 
taille de la chaîne d'autre part. Par conséquent, la première étape de notre calcul a consisté en la 
prédiction par optimisation de géométrie d'une structure plausible pour l'ensemble des systèmes 
envisagés. Ensuite, nous avons quantifié l'étendue des réajustements par le calcul des populations 
de recouvrement et finalement, nous avons observé quelle est l'incidence de ces changements sur la 
polarisabilité. 
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a) Géométries et populations de recouvrement 7t 
Les géométries (distances de liaison et angles de valence) des composés présentés à la figure 
4. 9 ont été complètement optimisées. Toutefois, pour des raisons de clarté, seuls les paramètres 
structuraux de réel intérêt pour notre étude, c'est-à-dire les distances des liaisons C=C et C-C, 
figurent à la table 4.14. Dans le cas des dimères, les cellules étant reliées par une symétrie 
d'inversion, nous n'avons repris que les paramètres correspondant à l'une d'entre elles. Les 
données structurales concernant les trimères ont été volontairement réduites aux valeurs des cellules 
centrales. Les résultats expérimentaux disponibles [IV.40] sont également portés dans la table. 
Quelques systèmes considérés ici ont également été étudiés théoriquement par d'autres 
auteurs (notamment les polyènes) [IV.43,IV.44], mais le plus souvent avec des bases de fonctions 
différentes de la nôtre. La comparaison avec nos valeurs montre les caractéristiques décrites dans 
l'introduction de ce chapitre et n'apporte aucun élément neuf. Par ailleurs, la confrontation de nos 
résultats théoriques avec les données expérimentales (voir table 4.10) prouve également la b_onne 
tenue de la base STO-3O: comme prévu, les longueurs de liaison calculées sont environ 0.02 Â plus 
courtes que les mêmes longueurs mesurées, mais les tendances sont toujours respectées. On peut 
donc s'attendre à ce que les changements structuraux survenant dans les plus longues unités ou dans 
les dimères et trimères soient prédits avec le même niveau de qualité. 
Les molécules à nombre pair d'atomes de carbone sont le siège, au sein de chaque cellule, 
de relaxations structurales plus importantes que les molécules à k impair. Par exemple, dans le cas 
de la série butatriène, dibutatriène et tributatriène (k = 4), il est évident que la tendance des plus 
longues chaînes est d'adopter une structure de type polyyne (-C=C-)k, comme prédit par les calculs 
de Karpfen sur le polymère infini [IV.24]. Cette agrégation en séquences alternantes de doubles ~t 
triples liaisons est beaucoup moins prononcée pour k = 3 et S. Les différences dans les relaxations 
géométriques peuvent être quantifiées par le degré d'alternance, Ar, que nous définissons ici comme 
la plus grande différence entre deux liaisons adjacentes à l'intérieur d'une unité monomérique. Dans 
le cas des trimères, nous avons appliqué la définition aux liaisons de la cellule centrale. Les valeurs 
ainsi calculées sont présentées à la table 4.15. Dans les trimères de butatriène et d'hexapentaène (k 
= 4 et 6), Ar est 0.02 Â plus grand que dans· le tripentatétraène (k = 5). 
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Table 4.14: Distances de liaison carbone-carbone (en Â) optimisées et expérimentales 
(entre parenthèses) [IV.40] pour les cinq séries de polycumulènes présentées à 
la figure 4.9. Pour les trimères (x = 3), les données sont celles 
correspondant à la cellule centrale. 
-----------------------------------------------------------------------------------------
X Rc-c Rc-c 
••••••••••••••••••••••••••••••••••••••o•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
1 1.3060 1.2879 1.2879 
(1.339) (1.305) (1.305) 
2 1.3134 1.4892 1.2869 1.2951 1.4956 
3 1.3220 1.4849 1.2939 1.2939 1.4967 
---------------------------------------------------------------------------------------
X 
1 
2 
3 
1.2958 1.2564 1.2958 
(1.328) (1.256) (1.328) 
1.2984 1.2525 1.3072 1.4833 
1.3113 1.2473 1.3113 1.4794 
1.2946 1.2634 1.2634 1.2946 
(1.315) (1.276) (1.276) (1.315) 
1.2939 1.2660 1.2594 1.3056 1.4844 
1.3049 1.2619 1.2619 1.3049 1.4848 
--------------------------------------------------------------------------------------------------------
X Rc-c 
·············································································································· 
1 1.2972 1.2591 1.2729 1.2591 1.2972 
(1.329) (1.259) (1.299) (1.259) (1.329) 
2 1.2987 1.2570 1.2772 1.2528 1.3115 1.4767 
3 1.3146 1.2493 1.2832 1.2493 1.3146 1.4736 
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Table 4.15: Degré d'alternance Ar (en Â) (défini comme la plus grande différence entre 
deux liaisons adjacentes au sein d'une unité monomérique) dans les séries 
de cumulènes représentés à la figure 4.9. 
k 
---------------------------------------------------------------------------------
1 
X 2 
3 
3 
0.000 
0.008 
0.000 
5 
0.032 
0.046 
0.042 
4 
0.040 
0.055 
0.064 
6 
0.038 
0.059 
0.066 
D'autre part, les changements structuraux survenant au niveau des liaisons simples 
connectant les unités monomériques entre elles ne sont pas négligeables non plus. La table 4.14 
montre que, pour le même degré d'oligomérisation, toutes ces liaisons C-C diminuent !orque k 
augmente, mais à des vitesses différentes. De façon générale, les liaisons C-C sont plus courtes 
lorsque k est pair. Entre autres, cela conduit à une différence de plus de 0.01 Â entre les liaisons 
simples dans le tripentatétraène (k = 5, x = 3) et celles du trimère de l'hexapentaène (k = 6, x = 3). 
Ce comportement géométrique différent résulte en une meilleure conjugaison entre les unités dans le 
cas des oligomères basés sur des structures cumuléniques ayant un nombre pair d'atomes de 
carbone. 
Vu que l'accroissement de polarisabilité dépend fortement de la qualité de la conjugaison le 
long du squelette hydrocarboné, la valeur de ex dans ces composés va être le résultat de la balance 
entre deux effets compétitifs: d'un côté, la conjugaison réelle dans chaque unité monomérique et 
,, 
d'un autre côté, la possibilité pour les électrons 7t de passer d'une cellule à l'autre à travers les 
liaisons simples. 
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Figure 4.11: Populations de recouvrement 1t et charges atomiques nettes (en italique) pour 
les cinq trimères de polycumulènes; (x) et (y) indiquent l'orientation du 
système 7t pour chaque liaison C-C. 
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L'ampleur des réorganisations électroniques accompagnant la dimérisation et la trimérisation 
peut également être mesurée à partie des indices de charge de Mulliken. Ici, nous considérons les 
valeurs de charges atomiques nettes et des populations de recouvrement 7t pour les trimères (voir 
figure 4.11). Comme attendu, l'évolution des populations de recouvrement 7t suit celle des 
distances de liaisons C-C le long du squelette carboné. 
La distribution de la densité électronique 7t mesurée par les populations de recouvrement 
correspondantes montre une plus grande homogénéité à l'intérieur des unités possédant un nombre 
impair de carbones (k = 3 et 5). D'autre part, la population 7t est plus importante sur les liaisons 
simples reliant les cellules à nombre pair d'atomes de carbone (k = 2, 4 et 6). Notons également une 
légère différence dans l'évolution des charges atomiques nettes. Dans le cadre de l'analyse de 
Mulliken, les systèmes à k pair voient tous leurs carbones chargés négativement tandis qu'une 
alternance de signe est observée pour les structures cumuléniques à valeur de k impaire. 
La conclusion principale de ces résultats est que les relaxations géométriques survenant dans 
les polycumulènes conduisent à deux effets opposés sur la conjugaison. Premièrement, l'évolution 
plus rapide des doubles liaisons intracellulaires vers des séquences de simples et triples liaisons 
induit une conjugaison moins importante dans les unités à k pair. Deuxièmement, les changements 
de longueur des simples liaisons reliant les unités augmente de façon plus efficiente la conjugaison 
entre ces mêmes unités. Le résultat de ces deux effets sur la polarisation est difficile à prévoir par de 
simples arguments. Le calcul direct sur ces systèmes dans leur géométrie d'équilibre est en fait le 
seul moyen de prédiction de leur polarisabilité. 
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b) Polarisabilités 
La polarisabilité moyenne ex de tous les systèmes, calculée en méthode du champ fini, est 
donnée à la table 4.16. La logique aurait voulu que soit présentée la composante longitudinale plutôt 
que la valeur moyenne. Cependant, en raison de la disposition spatiale différente adoptée par les 
deux types de polycumulènes (voir figure 4.10), il nous semble plus approprié de comparer une 
propriété indépendante de l'orientation choisie (comme la valeur moyenne ex). Dans le but de 
considérer le problème sous différentes perspectives et d'établir des relations générales entre ex et la 
structure des composés, les rapports de ex avec quatre paramètres naturels des systèmes moléculaires 
ont été ajoutés à cette table. Ces paramètres sont le nombre d'électrons ne, d'électrons 1t, n1t, 
d'atomes de carbone (ne) et la longueur vectorielle du squelette carboné Le définie comme la plus 
grande distance C-C dans la molécule. 
Les différents comportements observés au niveau de l'évolution de la géométrie pendant 
l'oligomérisation sont également apparents dans les valeurs de polarisabilité. La polarisabilité 
moyenne des oligomères basés sur des monomères contenant un nombre pair de carbones (k = 2, 4 
et 6) augmente plus rapidement que celle des structures à k impair. Par exemple, l'accroissement 
relatif de ex dans la séquence monomère, dimère et trimère est plus grand pour k = 4 (1.00, 3.02 et 
6.12) que pour k = 5 (1.00, 3.09 et 5.95). L'effet est encore plus frappant si l'on compare les 
séries suivantes (i.e. pour k = 5 et 6). Ceci reflète non seulement la non-additivité de la 
polarisabilité dans les premiers termes de la séquence oligomérique, mais aussi la meilleure 
conjugaison inhérente aux oligomères construits à partir d'unités cumuléniques à nombre pair 
d'atomes de carbone. 
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Table 4.16: Polarisabilité moyenne (ex), et ses rapports avec le nombre d'électrons (ne), 
d'électrons 7t (flx), d'atomes de carbone (ne), et avec la longueur vectorielle 
du squelette carboné (Le), pour les cinq séries de polycumulènes ( ex en 
u.a., le en Â). Les chiffres en italique correspondent aux valeurs de ex et 
de ces rapports divisées par la première donnée de chaque colonne. 
H-[-C1H=C2H-lx-H 
------------------------------ ---------------------------------------------------------
X ex De alne Ilx alflx ne wnc le a/Le 
......................................•......•........•...............•......•........••...........•....... 
1 10.74 16 0.67 2 5.37 2 5.37 1.31 8.20 
1 1 1 1 1 1 1 1 1 
2 25.15 30 0.84 4 6.29 4 6.29 3.67 6.85 
2.34 1.88 1.25 2 1.17 2 1.17 2.80 0.84 
3 43.93 44 1.00 6 7.32 6 7.32 6.13 7.17 
4.09 2.75 1.49 3 1.36 3 1.36 4.68 7.17 
H-[-C1H=C2=C3H-]x-H 
----------------------------------- ---------------------------------------------
X ex ne alne llx alflx ne wnc le a/Le 
······································~···································································· 
1 18.17 22 0.83 4 4.54 3 6.06 2.58 7.04 
1 1 1 1 1 1 1 1 1 
2 46.08 42 1.10 8 5.76 6 7.68 6.12 7.53 
2.54 1.91 1.32 2 1.27 2 127 2.37 1.07 
3 79.88 62 1.29 12 6.66 9 8.88 9.58 8.34 
4.40 2.82 1.55 3 1.47 3 1.47 3.71 1.18 
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X ex ne 
············································································································ 
1 30.19 28 1.08 6 5.03 4 7.55 3.85 7.84 
1 1 1 1 1 1 1 1 1 
2 91.11 54 1.69 12 7.59 8 11.39 8.62 10.57 
3.02 1.93 1.56 2 1.51 2 1.51 2.24 1.35 
3 184.85 80 2.31 18 10.27 12 15.40 13.45 13.74 
6.12 2.86 2.14 3 2.04 3 2.04 3.49 1.75 
X ex ne Le ex/Le 
...................................................................•......................................... 
1 44.83 34 1.32 8 5.60 5 8.97 5.12 8.75 
1 1 1 1 1 1 1 1 1 
2 138.61 66 2.10 16 8.66 10 13.86 11.14 12.44 
3.09 1.94 1.56 2 1.55 2 1.55 2.18 1 .42 
3 266.61 98 2.72 24 11.11 15 17.77 17.12 15.57 
5.95 2.88 2.13 3 1.98 3 1.98 3.34 1.78 
-----------------------------------------------------------------------------------------------------
X ex ne Le ex/Le 
·············································································································· 
1 65.57 40 1.64 10 6.56 6 10.93 6.39 10.26 
J J 1 J 1 1 J 1 J 
2 229.47 78 2.94 20 11.47 12 19.12 13.67 16.79 
3.50 1.95 1.79 2 1.75 2 1.75 2.14 1.64 
3 508.57 116 43.8 30 16.95 18 28.25 20.98 24.24 
7.76 2.90 2.67 3 2.58 3 2.58 3.28 2.36 
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A présent, analysons certains points en détail. Il est intéressant de comparer l'accroissement 
de polarisabilité du monomère au dimère (x = 1 • x = 2) avec celui calculé entre le dimère et le 
trimère (x = 2 • x = 3). Le cas des structures polyéniques mis à part, cette augmentation de 
polarisabilité de même que les différents rapports contenus dans la table 4.16 sont systématiquement 
supérieurs pour les composés à k pair. On comprend mieux ce phénomène en considérant à 
nouveau la géométrie de ces systèmes. Pour les cumulènes à k pair, la conjugaison entre les µnités 
monomériques, c'est-à-dire à travers les liaisons simples, agit dans un même plan pour tout 
l'oligomère, tandis que lorsque k est impair, il y a succession de rotations et de déplacements des 
plans de conjugaison (voir figures 4.10 et 4.11). Une telle différence dans l'accroissement de 
polarisabilité lors de l'extension de la chaîne indique à nouveau la grande sensibilité de a·vis-à-vis 
des détails de géométrie qui, à leur tour, déterminent la façon dont la conjugaison est relayée d'un 
segment à un autre. 
Il est utile d'analyser les tendances des rapports de a par les paramètres introduits 
précédemment. Considérons l'hexatriène (k = 2, x = 3) , le diallène (k = 3, x = 2) et l'hexapentaène 
(k = 6, x = 1). Ces composés contiennent le même nombre d'atomes de carbone (ne= 6). Le 
premier système est un trimère et est typique de la structure polyénique, le deuxième est un dimère 
qui contient une liaison C-C entre deux cumulènes à k impair, et le dernier système est une structure 
complètement cumulénique à k pair. Les valeurs de nombre total d'électrons De, de nombre 
d'électrons 1t, n,c, et la longueur du squelette carboné, Le, sont respectivement pour l'hexatriène, le 
diallène et l'hexapentaène: ne = 44, 42, 40, n,c = 6, 8, 10 et Le = 6.13, 6.12 et 6.39 A. Excepté 
pour le nombre d'électrons 1t, ces différents paramètres sont tout à fait comparables. La plus grande 
valeur de polarisabilité est prédite pour l'hexapentaène (65.57 u.a.), suivi par le diallène (46.08 
u.a.) et l'hexatriène (43.93 u.a.). Le même ordre est maintenu si ces valeurs sont divisées par le 
nombre total d'électrons (1.64, 1.10 et 1.00) ou par la longueur totale (10.26, 7.53 et 7.17). Par 
contre, la séquence est modifiée si la polarisabilité est normalisée par rapport au nombre d'électrons 
7é; dans ce cas, l'hexatriène (7.32) précède l'hexapentaène (6.56) et le diallène (5.76). Cependant, 
ces derniers chiffres peuvent induire quelque peu en erreur par le fait que le nombre total d'électrons 
étant différent dans les trois composés, les contributions à la polarisabilité provenant des électrons 
sigma et de cœur n'y sont _pas identiques. 
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A ce stade, il est instructif de relier formellement ces résultats obtenus en méthode du champ 
fini à l'expression de la polarisabilité en théorie des perturbations (voir équation 3.159). Pour un 
modèle à deux niveaux (où seul l'état excité de plus basse énergie d'élément de matrice dipole de 
transition non nul est considéré dans la sommation), cette expression devient: 
(4.10) 
2 
a=- 2 1<01µ11>1 
EO-El 
Ce modèle, qui est valable si l'état excité 1 est situé à une énergie notablement inférieure à celle des 
autres états excités, a été fréquemment utilisé pour l'analyse des origines de l'hyperpolarisabilité p 
dans les composés organiques à transfert de charge [IV .5]. A partir de l'équation ( 4.10), on constate 
qu'une plus grande polarisabilité peut résulter soit d'un plus grand numérateur (i.e. d'un plus grand 
moment dipolaire de transition, soit d'un plus petit dénominateur (ou d'une plus petite énergie de 
première transition optique .&E). 
Lors des calculs en méthode du champ fini, les éléments de matrice de dipole de transition 
ne sont pas disponibles. Toutefois, une approximation de l'énergie de transition .&E peut être 
obtenue en prenant la différence entre l'énergie de la plus basse orbitale moléculaire inoccupée 
(EuJMo) et l'énergie de la plus haute orbitale moléculaire occupée (EHoMo) (voir équation (2.85)). 
Nous avons déjà émis toutes les réserves concernant la signification physique réelle de cette 
approximation en méthode de Hartree-Fock ab initio (voir chapitre II). Dans le cadre d'études 
qualitatives, on peut toutefois supposer que les tendances c.oncemant .&E sont prises en compte par 
cette approximation. 
La table 4.17 reprend les valeurs_ de EHOMO, de ELUMO et de AE pour l'ensemble des 
composés traités dans cette étude. Les changements prédits pour AE en fonction du degré 
d'oligomérisation sont cohérents avec les relaxations géométriques. Par exemple, il ressort de la 
table que le saut de AE accompagnant l'oligomérisation est comparativement plus important pour k = 
2 que pour k = 4, ce dem.ier étant lui-même plus marqué que pour k = 6. De même, la stéréochimie 
propre aux cumulènes impairs (k = 3 et 5) se reflète entièrement dans l'évolution de AE quheste 
pratiquement constant lorsque x passe de 2 à 3. 
X 
1 
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Table 4.17: Energies de la plus haute orbitale moléculaire occupée (EHOMQ), de la plus 
basse orbitale moléculaire inoccupée (EuJMo), de la première transition 
optique .1.E ( = EHOMO - EuJMo) pour les cinq séries de polycumulènes H2-
[-Ck-1x-H2 (k = 2 à 6) en fonction de x. Les valeurs sont exprimées en eV. 
k 2 3 4 5 6 
EHOMO -9.129 -8.799 -7.408 -7.239 -6.495 
EUJMO 8.934 8.665 5.695 5.793 4.232 
.1.E 18.063 17.464 13.103 13.032 10.727 
-----------------------------------------------------------------------------------------------
2 EHQMO -7.516 -7.119 -5.999 -5.858 -5.293 
EUJMO 6.965 6.891 4.121 4.270 2.893 
.1.E 14.481 14.010 10.120 10.128 8.126 
-----------------------------------------------------------------------------------------------
3 EHOMO -6.680 -7.118 -5.348 -5.900 -4.761 
EUJMO 6.002 6.785 3.393 4.222 2.286 
.1.E 12.682 13.903 8.741 10.122 7.047 
Table 4.18: Polarisabilité moyenne ex. (en u.a.), énergie de première transition optique 
AE (en.eV) et inverse de cette énergie (AE-1) pour les trois composés en C6: 
l'hexatriène H-[-CÏI=CH-h-H (A), le diallène H-[-CH=C=CH-h-H (B) et. 
l'hexapentaène CH2=C=C=C=C=CH2 (C). 
A 
B 
C 
ex. 
43.93 
1 
46.08 
1.05 
65.57 
1.49 
12.68 
14.01 
10.73 
AE-1 
0.07886 
1 
0.07138 
0.91 
0.09320 
1.18 
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Afin de comparer les évolutions respectives de la polarisabilité et de l'énergie de transition 
optique, nous reprenons à la table 4.18 les valeurs de polarisabilité moyenne, d'énergie de transition 
L\E et de l'inverse de cette énergie AE-1 pour les trois composés contenant six atomes de carbone: 
l'hexatriène (A), le diallène (B) et l'hexapentaène (C). 
On constate que de façon générale, l'accroissement de polarisabilité ne peut pas être mis au 
compte d'une diminution de L\E (ou d'urie augmentation de âE-1). Au contraire, le passage de 
l'hexatriène (A) au diallène (B) s'accompagne d'une augmentation à la fois de a et de âE. La plus 
haute polarisabilité de B doit donc être attribuée à une valeur plus élevée du moment dipolaire de 
transition. Il en va de même si l'on compare l'hexatriène à l'hexapentaène pour lequel 
l'augmentation de l'inverse de âE ne peut justifier à elle seule la polarisabilité plus élevée. 
Il est évident qu'une telle analyse devrait ê'tre entreprise sur base de résultats de calcul 
beaucoup plus fiables pour pouvoir donner lieu à des conclusions définitives. Toutefois, ces 
résultats ont le mérite de montrer que la plus haute polarisabilité des cumulènes par rapport aux 
polyènes de même taille ne s'accompagne pas spécialememnt d'une diminution correspondante de 
l'énergie de transition optique et donc, par le fait même, de la zone de transparence du matériau. 
Cette observation peut se révéler extrêmement importante lors de l'élaboration d'un composé 
susceptible d'application en optique non linéaire. 
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c) Conclusion 
Les calculs que nous avons entrepris sur les monomères, dimères et trimères de cumulènes 
ont été effectués en vue d'identifier quel type d'arrangements moléculaires des fonctions 
cumuléniques produit la plus haute polarisabilité intrinsèque. Les principaux résultats sont les 
suivants: 
i) Lorsque le nombre x d'unités cumuléniques augmente, les composés correspondant à 
des valeurs de k paires tendent à se relâcher plus rapidement en une structure de type 
polyyne que ceux à k impair. 
ü) Dans les premiers oligomères, les distances de liaison carbone-carbone entre les 
unités cumuléniques à k pair ont tendance à être plus courtes qu'entre celles à k 
impair. 
iii) Le résutat de ces changements de géométrie est d'induire une plus haute polarisabilité 
dans les oligortlères construits sur des unités à nombre pair d'atomes de carbone. 
Les présents résultats peuvent être utilisés pour l'élaboration de nouvelles structures 
caratérisées par une polarisabilité élevée. Vu les relations qui peuvent exister entre la polarisabilité et 
les hyperpolarisabilités (relations (4.2-4.3)), la préparation de systèmes incorporant des unités 
cumuléniques basées sur un nombre pair d'atomes de carbone devrait être envisagée, d'autant plus 
qu'il semble que l'accroissement de polarisabilité auquel elles donnent lieu ne s'accompagne pas 
d'une réduction importante de la région de transparence du matériau. 
Figure 4.12: Structure générale des cyanines. 
(a) . 
1 1 1 
• .. 
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1 1 1 1 1 1 1 1 
Figure 4.13: Structures limites de résonance du méthyle-1-hexatriène (a) et de la cyanine 
correspondante (b ). 
241 
B) Les cyanines· 
Les calculs sur les oligomères de polydiacétylène ont montré que l'introduction d'une triple 
liaison dans un système polyénique conduit à une diminution substantielle de la polarisabilité, même 
si la liaison C=C possède deux électrons 7t de plus qu'une liaison double C=C. Ce comportement a 
été attribué au fait qu'une triple liaison est sensiblement plus courte qu'une double et donne lieu à 
une alternance structurale plus importante, elle-même responsable d'une diminution de la 
conjugaison. Il est donc intéressant de trouver un moyen d'allonger une triple liaison afin de réduire 
l'alternance de liaison et de profiter dès lors des deux électrons 7t supplémentaires. C'est pourquoi 
nous avons abordé l'étude des cyanines acétyléniques. 
Les cyanines ne sont pas à proprement parler des matériaux nouveaux. Bien qu'à l'heure 
actuelle elles soient encore extrêmement utilisées en chimie des colorants, leur étude tant théorique 
que pratique remonte à de nombreuses années [IV.25,IV.45]. La structure générale de ces molécules, 
connues également sous le nom de polyméthines [IV.46), est représentée à la figure 4.12. 
Pour comprendre leur caractéristique, imaginons le composé purement hydrocarboné 
isoélectronique à la cyanine composée de deux doubles liaisons C=C. Cette molécule, le méthyle-1-
hexatriène, possède deux structures limites de résonance (voir figure 4.13a) dont une est fortement 
déstabilisée par rapport à l'autre; c'est une manière d'expliquer l'alternance des liaisons dans les 
polyènes finis. 
Par contre, les formes mésomères de la cyanine correspondante (figure 4.13b) sont 
absolument identiques et donc ont exactement le même poids dans la structure réelle. C'est 
pourquoi on considère généralement que les cyanines ne présentent pas d'alternance de liaison 
[IV.6,IV.25,IV.46]. En fait, il faut être plus restrictif. En pratique, les atomes d'azote des cyanines 
portent des substituants (voir figure 4.12). Dès lors,H y a réelle équivalence entre les deux formes 
limites si la cyanine est entièrement symétrique, c'est-à-dire si R1 = R3 et R2 = ~-
(a) 
(b) 
NR 
X(-) 
(+) 
Figure 4.14: Structure chimique des mérocyanines (a) et des hémicyanines (b). 
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Cette équivalence entre les deux structures limites de résonance des cyanines se traduit, 
entre autres, par une énergie d'absorption optique AE inférieure à celle des polyènes correpondants. 
La table 4.19 contient les énergies de première transition optique de quelques cyanines et polyènes 
[IV.25]_ 
Table 4.19: Energies de transition AE des cyanines Me2N+=CH-(CH=CH)x_1-NMei et 
des polyènes H-(CH=CH)x-H pour x = 2, 3 et 4. Les valeurs sont 
exprimées en eV. 
X 
2 
3 
4 
Cyanine 
4.02 
3.03 
2.43 
Polyène 
5.72 
4.63 
4.08 
L'extrapolation de ces résultats pour une cyanine infiniment longue ont porté à croire qu'un tel 
système aurait un AE égal à zéro, et donc présenterait un caractère métallique [IV.6]_ Nous n'en 
sommes pas encore là puisque les cyanines contenant plus de six doubles liaisons ne sont pas 
stables. 
Les cyanines ont déjà fait l'objet d'étude pour leur hyperpolarisabilité [IV.6,IV.47]. 
Notamment, il a été montré par la théorie de l'électron libre [IV.6] que la polarisabilité des cyanines, 
en supposant toutes les liaisons égales, est un ordre de grandeur supérieure à celle des polyènes et 
que leur hyperpolarisabilité y s'accroît plus rapidement avec la taille de la chaîne que celle prédite 
pour le polyacétylène. Signalons d'autre part que des composés proches des cyanines, les méro- et 
les hémicyanines (voir figure 4.14), sont étudiées pour leur hyperpolarisabilité ~ [IV.48]. Une de 
leurs caratéristiques est la possibilité d'en faire des couches de Langmuir-Blodgett alternantes de ces 
deux types de composés et d'obtenir ainsi de très fortes non-linéarités [IV -48]. 
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L'objet de notre étude est l'influence de l'inclusion d'une ou plusieurs liaisons triples C=C 
sur la géométrie et la polarisabilité de ces systèmes. Pour la réaliser, nous avons été amenés à 
optimiser la géométrie de cyanines polyéniques (encore appelées carbocyanines) et ensuite d'en 
calculer la polarisabilité pour la comparer avec celle des cyanines acétyléniques de même taille. Or il 
s'est avéré que les résultats de géométrie obtenus montrent des comportements différents de ceux 
généralement admis. C'est pourquoi, dans un premier temps, nous présentons de manière séparée 
notre travail sur la structure des cyanines polyéniques. 
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Figure 4.15: Longueurs de liaison déterminées (a) par diffraction de rayons X [N.49] et 
(b) par optimisation de géométrie [IV .50] de deux carbocyanines. 
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Figure 4.16: Longueurs de liaison et angles de valence déterminés par optimisation de 
géométrie en base ST0-3G pour quatre carbocyanines de taille croissante. 
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a) Les carbocyanines 
Il a déjà été fait allusion au fait que les carbocyanines ne présenteraient pas d'alternance de 
liaison. Les études cristallographiques abondent dans ce sens. Nous reprenons à la figure 4.15a les 
résultats obtenus sur la tétrachloro-tétraéthyl-benzimidazolocarbocyanine [IV.491. Ils montrent en 
effet que les liaisons de la chaîne sont très proches l'une de l'autre (autour de 1.395 Â). 
D'autre part, l'optimisation théorique, au moyen d'une méthode semi-empirique, d'une 
carbocyanine composée de six doubles liaisons a été récemment publiée [IV.50] (voir figure 4.15b). 
Curieusement, les auteurs attribuent la légère alternance dans les liaisons ·C-C à une défaillance de 
leur méthode, sans pousser plus loin leur investigation. 
Ajoutons que l'optimisation complète d'une cyanine comprenant deux doubles liaisons a été 
obtenue récemment au niveau ab initio en base ST0-30 [IV.51]. 
Pour notre part, nous avons optimisé complètement la géométrie de quatre carbocyanines de 
taille croissante. Nous avons repris à la figure 4.16 les distances C-C et C-N et les angles de 
valence pour chaque système. La conclusion principale de ces résultats est qu'ils ne montrent pas 
d'égalisation des liaisons. Si les quatre liaisons carbone-carbone du premier système sont proches 
les unes des autres (1.397 Â et 1.382 Â), à mesure que la chaîne croît, l'alternance réapparaît pour 
atteindre finalement près de 0.09 Â dans la dernière cyanine traitée. Cependant, le degré 
d'alternance n'est pas constant tout le long de la chaîne carbonée. Au contraire, il est maximum aux 
extrémités (0.09 Â) pour diminuer et même s'annuler au centre de la molécule. On s'aperçoit qu'en 
fait, ce comportement est simplement commandé par la symétrie du système puisqu'il existe un plan 
de symétrie passant par l'atome de carbone central. Il est donc logique que les premières liaisons de 
part et d'autre de ce plan soient identiques (1.389 Â pour la cyanine la plus longue) et que les deux 
atomes d'azote terminaux se retrouvent exactement dans le.même environnement chimique. 
Cette évolution est à mettre en rapport avec celle observée dans les polyènes à nombre 
impair d'atomes de carbone. Dans ce type de systèmes (voir figure 4.17), le défaut structural causé 
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Figure 4.17: Evolution du degré d'alternance /1r d'une chaîne de polyène à nombre 
impair de carbones, c'est-à-dire en présence d'un défaut radicalaire au 
centre de la chaîne, telle qu'elle a été calculée en méthode semi-empirique 
[IV.52] 
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Figure 4.18: Evolution du degré d'alternance des liaisons d'une carbocyanine 
comprenant 15 atomes de carbone, telle qu'elle est calculée en méthode de 
Hartree-Fock ab initio (base ST0-3G). 
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Figure 4.19: Représentation schématique de la structure géométrique d'une 
carbocyanine. 
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par la présence d'un atome de carbone radicalaire au centre de la chaîne est délocalisé sur plusieurs 
liaisons de part et d'autre du centre de la chaîne [IV.52]. Cela a pour effet de donner une courbe du 
degré d'altemancce Ar en fonction de la longueur du polyène en forme de S (en réalité, en forme de 
tangente hyperbolique) [IV.52] (figure 4.17). 
Ce défaut, qui couvre quelques atomes de carbone, est souvent considéré comme ayant les 
caratéristiques d'un soliton, c'est-à-dire d'une excitation pouvant se déplacer sans perte d'énergie 
[IV.53] et est à la base des interprétations des phénomènes de conduction électrique ou, comme nous 
l'avons vu au chapitre II, des hautes non-linéarités dans ces matériaux .. Les solitons dans les 
polyènes représentent également une voie possible vers l'électronique moléculaire [IV.54,IV.55]. 
Il est important de réaliser qu'une carbocyanine constitue une simple variante d'un polyène à 
nombre impair d'atomes de carbone, la différence essentielle résidant dans le fait que les polyènes 
impairs n'existent pas en pratique (excepté peut-être dans le polyacétylène, suite à des réticulations 
entre chaînes). La figure 4.18 représente l'évolution du degré d'alternance des liaisons (Ar) de la 
plus longue des cyanines (figure 4.16) en fonction de la position sur la chaîne. 
Il suit qu'une longue chaîne de carbocyanine est divisée en trois régions distinctes. Les 
deux extrémités où l'alternance est telle qu'on la retrouve dans les polyènes et la région centrale dans 
laquelle l'alternance des liaisons diminue et s'annule (voir figure 4.19). La détermination de 
l'étendue de cette région (qui n'est pas à proprement parler un défaut comme dans le polyène), 
nécessiterait le calcul sur une chaîne plus longue. 
Remarquons qu'il est impossible d'imaginer une cyanine infinie (et donc de réaliser un 
calcul polymérique) en raison de la présence des deux atomes d'azote terminaux qui doivent être 
présents pour donner à ce type de molécule son caractère particulier. 
Nous reviendrons plus loin sur la polarisabilité moyenne des cyanines. Toutefois, en guise 
de comparaison des carbocyanines et des polyènes, nous avons calculé la polarisabilité longitudinale 
de la première molécule représentée à la figure 4.16 (= 155.2 u.a.) et l'avons comparée à celle de 
l'octatétraène (140.4 u.a.) optimisé dans les mêmes conditions [IV.56]. En termes de polarisabilité 
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par électron, cela donne 2.93 u.a. pour la cyanine et 2.42 u.a. pour l'octatétraène, ce qui démontre 
la supériorité de la cyanine. 
Concluons en précisant que ce travail ne constitue qu'un premier pas dans l'étude des 
carbocyanines. Il reste notamment à observer quel est l'impact de ce type de géométrie sur la 
structure électronique de ces matériaux. Mais ce problème ne rentre pas dans le cadre de notre thèse. 
Figure 4.20: Structures limites de résonance d'une cyanine acétylénique. 
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Figure 4.21: Cyanines choisies pour la première série de calculs. 
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b) Les cyanines acétyléniques 
Notre but initial est de mesurer l'effet de l'introduction d'une liaison triple dans une cyanine 
sur sa délocalisation. A notre connaissance, la première synthèse de cyanine acétylénique a été 
réalisée par Mee et al. [IV.57-IV.59]. En résumé, ils ont obseivé un déplacement hypsochrome (vers 
le bleu) de l'énergie de première transition optique AE par rapport aux carbocyanines 
correspondantes. Ils expliquent ce déplacement par le fait que l'introduction d'une triple liaison 
induit à une distribution électronique asymétrique. 
En réalité, les structures limites de résonance d'une cyanine acétylénique (voir figure 4.20) 
ne sont plus équivalentes comme dans le cas d'une cyanine polyénique. La première est proche de 
la structure acétylénique d'un polydiacétylène tandis que la seconde correspond à la structure 
butatriénique. La deuxième des formes étant la plus polarisable, la question est de savoir quel est le 
poids de chacune de ces structures dans le composé réel. 
Utilisant à nouveau la base STO-3G, nous avons optimisé la géométrie et calculé la 
polarisabilité de deux séries de molécules. 
1) La première (figure 4.21) co~prend la cyanine acétylénique la plus simple (A), 
possédant une double et une triple liaison, trois molécules isoélectroniques (B-D) différant de A 
uniquement par la nature des bouts de chaîne, et finalement la carbocyanine correspondante (E). La 
table 4.20 reprend les distances de liaisons optimisées sur les quatre premières molécules ainsi que 
les valeurs expérimentales déterminées sur la cyanine acétylénique [IV.60]. Le résultat de 
l'optimisation de géométrie de la carbocyanine a déjà été présentée à la figure 4.16. 
A 
exp. 
B 
C 
D 
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Table 4.20: Distances de liaisons optimisées pour les 4 premières structures (A-D) et 
expérimentales pour une cyanine acétylénique [IV.60]. 
NH2 NH2+ 1.351 1.373 1.389 1.208 1.371 1.335 
1.370 1.386 1.376 1.212 1.394 1.356 
NH2 CH2 1.395 1.329 1.444 1.178 1.451 1.316 
CH2 NH2 1.315 1.483 1.309 1.246 1.308 1.400 
CH3 CH2 1.519 1.319 1.452 1.177 1.453 1.316 
Nos calculs montrent que le groupement chromophore (c'est-à-dire V ) 
adopte différentes structures suivant la nature des groupements R1 et R2: 
- le système A (la cyanine acétylénique) prend une structure intermédiaire entre les formes. 
complètement acétylénique et butatriénique, avec une seule liaison réellement plus courte que les 
autres (1.208 Â) (remarquons le bon accord avec les données expérimentales). Cela signifie que les 
deux formes de résonance (figure 4.20) ont approximativement le même poids ~ns la structure 
réelle. 
- les systèmes B et D, qui résultent de la substitution dans A respectivement des 
groupements NH2+ (B) et NH2 (C) par un OI2, montrent des géométries tout à fait typiques de la 
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forme acétylénique avec la succession d'une double (1.329 A, 1.319 Â), d'une simple (1.444 A, 
1.452 Â), d'une triple (1.178 A, 1.177 Â) (très proche de la distance de la triple liaison de 
l'acétylène optimisée dans la même base, 1.168 A [IV.7J), à nouveau d'une simple (1.451 A, 1.453 
Â) et d'une double liaison (1.316 A, 1.316 Â). 
- la molécule C, au contraire, adopte clairement une configuration butatriénique (succession 
d'une double, 1.315 A, d'une simple, 1.483 A, de trois doubles, 1.309 A, 1.246 A, 1.308 A, et 
d'une simple liaison, 1.400 Â). L'apparition d'une telle structure est liée à la présence d'un CH2 
comme R 1, forçant r1 à.être une liaison double, l'atome de carbone de ce groupement étant hybridé 
La triple liaison incluse dans la cyanine (A) subit effectivement un allongement par rapport aux 
liaisons équivalentes des autres molécules (B etD) (1.208 A pour 1.178 A et 1.177 Â). Il s'agit à 
présent de déterminer l'effet de cet allongement sur la polarisabilité. 
La table 4.21 reprend les valeurs de polarisabilités calculées par la méthode du champ fini 
sur les structures optimisées. 
Table 4.21: Polarisabilités moyennes (a.), divisées par le nombre d'électron (a. /e-) et 
énergie de première transition optique (AB) des structures optimisées A-E 
calculées en méthode du champ fini en base STO-3G. 
Structure 
A 
B 
C 
D 
E 
a. (u.a.) 
68.25 
46.36 
63.67 
46.07 
73.30 
Nombre d'e-
50 
50 
50 
50 
52 
a. /è- (u.a.) 
1.36 
0.93 
1.27 
0.92 
1.41 
. AB (eV) 
9.7 
12.7 
10.8 
13.3 
9.7 
A 
B 
1 
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Figure 4.22: Distances de liaison optirnis~s de deux cyanines acétyléniques différentes. 
Les valeurs sont données en A. 
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Nous observons que la polarisabilité maximale est obtenue pour la carbocyanine (E) et 
ensuite pour la cyanine acétylénique (A) qui, comme .cela a été dit précédemment, possède une 
structure intermédiaire entre les fonrtes alternante (acétylénique) et régulière (butatriénique). Après 
viennent la structure C (qui adopte une géométrie butatriénique) et finalement les deux formes 
acétyléniques B et D. L'allongement de la liaison C:::C observé dans la cyanine conduit à une 
polarisabilité nettement supérieure à celle des molécules isoélectroniques (B et D). Il est intéressant 
de constater que, si la forme butatriénique (C) est plus polarisable que 1a forme alternante 
acétylénique (B ou D), la table 4.21 montre qu'une structure intermédiaire (A) est encore plus 
favorable. 
Concernant l'énergie de transition âE, nous la calculons moins élevée dans le cas de la 
molécule A que dans ceux des systèmes C, B et D. Ce comportement est à mèttre à l'actif des 
liaisons r2 et r6 qui sont sensiblement plus courtes en A (1.373 A et 1.335 Â) qu'en C (1.483 A et 
1.400 Â) et permettent dès lors une délocalisation plus efficace sur toute la molécule. 
2) Nous avons choisi deux autres composés afin de déterminer l'influence de l'addition 
d'une liaison supplémentaire (double ou triple) sur la géométrie et sur la polarisabilité d'une cyanine 
acétylénique. La figure 4.22 montre les deux systèmes envisagés aves leurs distances de liaisons 
optimisées tandis que la table 4.22 reprend les polarisabilités et les énergies de première transition 
optique correspondantes .. 
Table 4.22: Polarisabilités moyennes (a), divisées par le nombre d'électrons (a /e·) et 
énergies de première transition optique (âE) des structures optimisées A et 
B calculées en méthode du champ fini en base STO-3G. 
Structure 
A 
B 
a (u.a.) 
105.74 
118.55 
Nombre d'e· 
62 
64 
a /e· (u.a.) 
1.71 
1.91 
âE(eV) 
8.1 
8.3 
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En ce qui concerne les géométries, peu de changements sont à signaler par rapport à la 
cyanine acétylénique initiale. Cela signifie que la deuxième liaison C=C subit également un 
allongement 
Les résultats de la table 4.22 nous enseignent qu'il est plus favorable, du point de vue de la 
polarisabilité, d'ajouter une double liaison plutôt qu'une triple. De plus, l'addition d'une double 
liaison conduit pratiquement au même abaissement de l'énergie de première transition optique que ne 
le fait l'allongement de la molécule d'une liaison acétylénique. 
\ I 
N-X--C . 
/ "-...N/ 
1 
x-Q.Q, ... 
Figure 4.23: Exemples de cyanines comportant un groupement cyclique. 
(a) (b) 
• 
Figure 4.24: Représentation du polyparaphénylène sous forme aromatique (a) et sous 
forme quinoïde (b). 
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Figure 4.25: Formes limites de résonance d'une cyanine incluant un cycle benzénique. 
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Figure 4.26: Distances de liaison d'une cyanine benzénique optimisées en base STO-
3G. Les valeurs sont exprimées en A. 
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c) Conclusions 
De l'ensemble de nos calculs sur les cyanines, il ressort que l'inclusion d'une triple liaison 
dans le groupement chromophore l'allonge et donc la rend plus polarisable.. Toutefois, le système 
purement polyénique reste le plus avantageux. Dans tous les cas, le principe de la cyanine s'est 
révélé être un moyen efficace de modulation de.la géométrie de différents groupements. 
Comme extension à ce travail, on peut imaginer construire encore d'autres cyanines, 
notamment en y insérant des cycles (figure 4.23). 
Prenons un exemple pour montrer la motivation de cette étude. Nous savons [IV.37,IV.38] 
que les oligomères du polyparaphénylène . c\ ) )n ne sont pas très polarisables par le 
fait que chacun des cycles tend à conserver un caractère aromatique, limitant fortement la 
délocalisation entre les cycles benzéniques. Ce comportement est traduit par la présence d'un angle 
de torsion d'environ 40° entre deux cycles successifs [IV.61]. 
Cependant, il a été établi par Garito [IV.62] qu'une non-linéarité supérieure peut être obtenue 
en forçant les cycles à adopter une structure quinoïde plutôt qu'aromatique. On est donc en droit de 
se demander quelle serait la réponse du polyparaphénylène pour lequel les cycles adopteraient une 
forme quinoïde plutôt qu'une forme benzénoïde (figure 4.24). Or dans une des formes de 
résonance d'une cyanine comprenant un cycle benzénique, ce dernier est représenté sous forme 
quinoïde (figure 4.25). 
A nouveau la question est de savoir quel est le poids de chaque forme dans la structure 
réelle. Nous avons réalisé l'optimisation de géométrie des distances de liaisons de la molécule 
représentée à la figure 4.25 (voir figure 4.26). Les résultats montrent effectivement une structure à 
caractère quinoïdal avec deux "doubles liaisons" (1.37 A, 1.35 Â) et quatre liaisons "simples" (1.42 
A, 1.43 A). 
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Il se confirme donc que, dans la mesure où elles sont réalisables pratiquement, l'utilisation 
de cyanines doit être considérée comme un moyen de contrôle de la géométrie des systèmes 
organiques en vue de l'obtention de non-linéarités encore plus performantes. 
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CONCLUSIONS ET PERSPECTIVES 
De nos jours, le chimiste théoricien est confronté à deux réalités dont l'accomodement peut 
parfois s'avérer difficile. On peut considérer cette difficulté comme la rançon du succès de la chimie 
quantique. La première réalité est la nécessité d'analyser les théories existantes, d'en imaginer de 
nouvelles, de les adapter en méthodes de calcul sur ordinateur, bref, de réaliser l'étude formelle 
indispensable au développement et au progrès de la chime théorique. Notre chapitre m résume le 
travail que nous avons effectué dans cette voie. La conclusion principale que nous tirons de ce 
chapitre est que les méthodes de calcul. telles qu'elles existent actuellement ne sont pas aptes à 
fournir des hyperpolarisabilités d'une précision suffisante pour l'application aux problèmes 
pratiques. Pour notre part, nous avons éclairci certains problèmes inhérents à deux méthodes 
particulières en les replongeant dans le contexte général de la théorie de Hartree-Fock perturbée. 
Nous avons ensuite profité des résultats de cette analyse pour proposer diverses possibilités 
d'améliorations: d'une part, les bases "Electric-Field-Variant" très prometteuses pour une 
description plus complète de la perturbation du nuage électronique par un champ électrique et d'autre 
part, la méthode d'amélioration des orbitales virtuelles (IVO) qui s'avère être un bon compromis 
entre les théories de Hartree-Fock couplée et non couplée. 
Une telle analyse formelle est absolument indispensable. Pourtant, tout le monde sera 
d'accord pour dire que les expérimentateurs n'ont que faire de ces travaux et attendent autre chose 
des chimistes théoriciens. Il faut cependant être conscient que si les calculs sont capables 
aujourd'hui d'expliquer et de prédire des propriétés . structurales, électroniques voire 
thermodynamiques, c'est grâce aux études de fond qui ont été réalisées ces cinquante dernières 
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années sur ces différentes méthodes, et que dès lors, l'évaluation d'une nouvelle propriété (comme 
les hyperpolarisabilités) doit nécessairement passer par une phase de non-productivité. 
Nous-mêmes, profitant de l'expérience acquise pour la détermination de structures 
géométriques et de polarisabilités, nous avons pu produire des résultats plus concrets (chapitre IV). 
Ayant établi l'extrême influence de la géométrie et de la longueur de chaîne sur la réponse électrique 
d'un matériau, nous avons exposé des tentatives d'ajustement de ces paramètres afin d'exalter la 
polarisabilité de différentes chaînes organiques conjuguées: polyènes, polyynes, polydiacétylènes, 
polycumulènes et enfin cyanines. 
Nous désirons insister non seulement sur l'importance de chacun des deux aspects du 
travail d'un chimiste théoricien (formalisme et applications), mais aussi sur la nécessité de pratiquer 
l'un et l'autre, ou du moins de les garder tous les deux continuellement à l'esprit, l'un ne pouvant 
être dissocié de l'autre, afin d'éviter des interprétations abusives ou des élucubrations sans avenir. 
C'est à ce niveau que réside l'ambiguïté de notre travail qu'un enthousiasme débordant risque de 
faire oublier. 
Pour clore ce travail, présentons à présent quelques perspectives concernant tant l'aspect 
calculatoire que le domaine des applications. 
A plusieurs reprises dans notre exposé, est apparue la nécessité de disposer d'états excités 
de bonne qualité. Premièrement, ils interviennent dans les formules de perturbations statiques, 
ensuite sont indispensables pour la détermination de la dispersion des hyperpolarisabilités en 
fonction des fréquences et enfin, en relation avec ce dernier point, ils déterminent une des propriétés 
importantes d'un matériau: son domaine de transparence. C'est pourquoi il nous semble qu'un 
effort particulier doit être fait pour développer des méthodes de calcul des états excités des molécules 
et des polymères. Il va de soi que de telles méthodes devront impliquer la prise en compte de la 
corrélation électronique. 
La présente étude ne concerne, nous l'avons dit, que les propriétés moléculaires ou 
microscopiques. Toutefois, la chimie théorique a également un rôle à jouer dans la l'élaboration 
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d'un matériau à l'échelle macroscopique. D'une part, par le calcul de géométries, il est possible de 
prédire l'influence de l'association de plusieurs molécules (par ponts hydrogène par exemple) sur la 
structure de chaque composante et donc d'en déduire l'effet sur les (hyper)polarisabilités. On peut 
également construire des systèmes incluant des groupements fortement non linéaires et par calcul, 
déterminer .ceux pour lesquels l'arrangement de ces groupements est le plus favorable. D'autre part, 
les processus de représentation graphique des molécules permettent la visualisation de la structure 
hypothétique de composés non synthétisés et de déterminer a priori les molécules les plus 
prometteuses. Le développement dans ces deux orientations apportera également de nombreuses 
informations aux expérimentateurs. 
Finalement, l'élaboration de méthodes de calcul des états excités permettront le calcul des 
énergies de transition optique des molécules, des polymères et des solides (dans ces deux derniers 
cas, on parle aussi d'énergie de bande interdite) et à nouveau de jouer sur différents paramètres 
(substitution, longueur de chaîne, ... ) pour élaborer les matériaux aux zones de transparence ou aux 
régions de résonance (avec le rayonnement laser incident) désirées. 
Terminons en rappelant que tous ces développements ne seront accomplis que si on permet 
à des chercheurs de les réaliser. Gageons que les autorités publiques et privées prendront encore 
davantage conscience des enjeux que représentent ces domaines de pointe et faciliteront le 
financement des recherches qui y sont associées mais aussi les chercheurs, en leur laissant le temps 
"de s'asseoir avant la construction". 
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