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 The first general analytic solutions for the one-dimensional walk in position and 
momentum space are derived. These solutions reveal, among other things, new 
symmetry features of quantum walk probability densities and further insight into the 
behaviour of their moments. The analytic expressions for the quantum walk 
probability distributions provide a means of modelling quantum phenomena that is 
analogous to that provided by random walks in the classical domain.  
 
1. Introduction 
1.1. Background 
 
There is a growing body of evidence that quantum walks have a similar role in the 
modelling of quantum phenomena and the development of algorithms for quantum 
computation as that of random walks in the classical domain [1-5]. This evidence has 
been accumulated in part through numerical, moment and limit analysis of the 
discrete one-dimensional quantum walk. 
The existence of a general analytic solution for the discrete quantum walk has been an 
open question thus far. In this paper, such a solution for the position and momentum 
space wavefunctions of the discrete one-dimensional quantum walk is derived. In 
contrast to previous analyses of quantum walks that have also utilised the momentum 
space our analysis provides elementary closed form solutions for both the momentum 
and position space. These solutions are powerful tools for analysing the properties of 
quantum walks as well as providing a capability for modelling quantum phenomena.  
Quantum walk models have an interesting and important application with regard to 
whether human decision and reaction time data manifest quantum effects [6, 7]. In 
this context the linearity of the quantum walk probability distributions, derived in this 
paper, with respect to their symmetry parameters should enable them to be estimated 
from experimental data via simple techniques, while the isolation of the temporal 
evolution parameter enables its estimation via a one-dimensional search.  
Previous work that has been motivated by the development of algorithms for quantum 
computing has sought insight for this by choosing paradigmatic examples of quantum 
walks, such as the Hadamard walk, and argued that these are typical of quantum 
walks as a whole [1, 3]. The work of this paper in developing simple explicit analytic 
forms of the general wave functions and hence probability distributions, that are 
closely connected to the underlying parameters, contrasts to this paradigmatic 
approach. The results obtained raise questions about how typical the Hadamard walk 
is of the spectrum of discrete quantum walks. 
 Hence while it was not the main motivation in seeking these general solutions it is 
possible that they will provide a better basis for developing quantum algorithms than 
the approaches used thus far. For example the isolation of the temporal evolution 
parameter in the walk from the other two symmetry parameters may assist in 
developing optimisation strategies for lattice searches to locate particular values of a 
parameter [9] or to determine a satisfactory plan [10]. 
1.2. Structure 
 
In the next section the quantum walk dynamic equations in position space are stated 
and used to obtain those for the momentum space. Then in section 3 a generalised de 
Moivre principal is used to derive the momentum-space time-evolution operator in 
terms of type II Chebyshev polynomials.  
 
Analytic expressions for the momentum space ( )tp,φ  and position space ( )tx,ψ  
quantum walk wavefunctions are obtained using this time-evolution operator in 
section 4.  The position space wavefunctions are left in a partially abstract form in this 
section to assist in providing a general analysis of the symmetry properties of the 
quantum walk position space probability densities ( )tx,ρ  in section 5. The key result 
of section 5 is that the quantum walk probability distributions have the special form of 
a sum of even and odd functions. These odd functions are multiplied by the two 
quantum walk parameters, previously referred to as symmetry parameters. 
 
 An explicit analytic representation of the position space wave functions is presented 
in section 6. This makes use of a new type of one-dimensional function whose 
properties are partially analysed to support the subsequent quantum walk analysis. In 
section 7 these functions are used to derive analytic expressions for the moments of 
the walks. In section 8 the results of the moment analysis are used to analyse the 
walks and provide linkages to other results in the literature. The paper finishes with a 
summary and the mention of an open area of research. 
2. Quantum Walk Dynamic Equations 
For a given ( ) 0,
1
00, xc
c
x δψ 


= we consider the evolution of a quantum state 
( ) 2, Ctx ∈ψ  for discrete times t on a line0≥ Zx ∈ . [10, 11] The dynamics of the state 
evolve according to the difference equations 
 
  ( ) ( ) ( )[ ]1,11,1, 100 −−+−−= txbtxaetx ik ψψψ    
 
  ( ) ( ) ( )[ ]1,11,1, 1*0*1 −++−+−= txatxbetx ik ψψψ   (1) 
 
where 122 =+ ba ,  and Rk ∈ 0ψ  and 1ψ  are the components of the spinor ψ . 
 
We note that these difference equations define a linear system and hence follow 
Nayak and Vishwanath in exploiting the spatial homogeneity of the quantum walks by 
applying the Fourier transform [1]  
 
       (2) ( ) ( ) ixp
x
etxtp −
∞
−∞=
∑= ,, ψφ
to equation 1 to give  
 
  ( ) ( ) ( )[ ]1,1,, 100 −+−= −− tpbetpaeetp ipipik φφφ  
 
  ( ) ( ) ( )[ ]1,1,, 1*0*1 −+−−= tpeatpebetp ipipik φφφ .  (3) 
 
We note that with a choice of units so that 1== and an appropriate normalisation 
procedure such as requiring periodic boundary conditions then the spinor 
 
        (4) 


=
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),(
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φφ
 
can be interpreted as a momentum space wave-function for the quantum walk 
with ],( ππ−∈p [12].  
 
Using this wave function equation 3 can be rewritten as the matrix equation 
 ( ) ( ) ( )1,, −= tppSetp ik φφ    (5) 
where  
    S    (6) ( ) 



−=
−−
ipip
ipip
eaeb
beae
p **
is a unimodular matrix.  
 
By applying the Fourier transform   to the initial condition ( )0,xψ  we can obtain the 
equivalent initial condition in the momentum space 
 
    
( )
( )
( )
( )


=

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0,0
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0,
1
0
1
0
ψ
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φ
p
p


 .   (7) 
 
We can obtain the momentum space wavefunction at an arbitrary time with this initial 
condition by iterating equation 5 to give  
 
    ( ) ( ) ( )0,, ppSetp titk φφ = .   (8) 
 
This equation permits the interpretation of  
 
    ( ) ( ) ( )( )pSett ttktti 010101 −−=−T    (9) 
 
as the evolution operator in the momentum space. This 2 by 2 matrix polynomial 
provides a simpler analytic base than its equivalent the infinite dimensional constant 
matrix in the position space.  
3. The Evolution Operator 
 
Other authors have analysed the momentum space wave functions using an 
eigenvalue decomposition of this evolution operator [1, 3]. We use an alternate 
approach that has the advantage of giving the general evolution operator in a simple 
analytic form and hence general elementary closed forms for the momentum and 
position space wavefunctions. 
 
The unimodular matrix  can be written in an exponential form as    ( )pS
 
  S(p) = Exp(iθ(p)c(p).σ) = cos(θ(p))I + isin(θ(p))c(p) .σ (10) 
 
where θ  and c are real functions of p  and the matrix vector σ has Pauli matrix 
components [13, 14] 
 
  ,  and   (11) 

=
01
10
1σ 
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 −=
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2 i
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

−= 10
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and I is the identity matrix. 
 
This exponential form allows us to can write the powers of ( )pS as1  
 ( )pS t  = Exp(itθ(p)c(p).σ) = cos(tθ(p))I + isin(tθ(p))c(p).σ . (12) 
 
The trigonometric expressions in this equation can be written in terms of the 
Chebyshev polynomials T  and U  as [15] n n
 
    ( ) ( )( )θθ costTtcos =      
and 
    ( ) ( )( ) ( )θθθ sincos1−sin = tUt .   (13) 
 
Substituting these expressions into equation 12 gives 
 
 ( ) ( )( )( ) ( )( )( ) ( )( )pipUIpTpS ttt θθθ sincoscos 1−+= c(p).σ .  (14) 
 
                                                 
1 It is interesting to note that this form of the time evolution operator implies that the momentum space 
representation of the Hamiltonian for the quantum walk is H = θ(p)c(p).σ. 
This equation can be written in terms of the type II Chebyshev polynomials alone by 
using the relation 
    ( ) ( ) ( )xxUxUx nnn 1−T −=     (15) 
to give 
 ( ) ( )( )( ) ( )( )( pUIpUpS ttt θθ coscos 1−−= )[ cos(-θ(p))I + isin(-θ(p))c(p).σ] (16) 
 
where we have used the even property of the cosine function and the odd property of 
the sine function.  
 
By comparing the expression within the square brackets with equation 10 we see it is 
equivalent to an exponentiation of the inverse of the one step time evolution matrix 
and thus write  ( )pS 1−
 ( ) ( )( )( ) ( )( )( ) ( )pSpUIpUpS ttt 11 coscos −−−= θθ .  (17) 
 
By substituting this expression into equation 9 we obtain the time evolution operator 
as 
 
  ( ) ( )( )( ) ( )( )( ) ( )[ ]pSpUIpUet ttitk 11 coscos0, −−−= θθT .  (18) 
 
We can determine the function ( )( )pθcos  in terms of the components of S  by 
defining the inner product  
( )p
    ( ) (ABTrBA
2
1, = )     (19) 
 
on the vector space of two by two unitary matrices and hence obtain an inner product 
space with { },,, 321 σσσI  as an ortho-normal basis.  
 
We note that the coefficient of I on the right had side of equation 10 is ( )( p )θcos  and 
the coefficient of I on the left hand side is 
 
    ( )( ) ( )dpapSI −= cos,    (20) 
 
where a is the absolute value of a and d its argument, that is 
 
     idea=a .    (21) 
 
Thus using the equality of coefficients and equation 20 we can write the time 
evolution operator in equation 18 as  
 ( ) ( )( ) ( )( ) ( ){ }pSdpaUIdpaUetT ttitk 11 coscos0, −− −−−= .  (22) 
 
4. Wave Functions 
4.1. Momentum Space 
 
The momentum space wave functions are now easily obtained from equations 8, 9 and 
22 as 
 
 ( ) ( )( ) ( )( ) ( ){ } ( )0,coscos, 11 ppSdpaUIdpaUetp ttitk φφ −− −−−=  (23) 
or using 
    ( ) ( ) ( )0,1, 1 ppSp φφ −=− ,   (24) 
as 
 ( ) ( )( ) ( ) ( )( ) ( )1,cos0,cos, 1 −−−−= − pdpaUepdpaUetp tikttitk φφφ . (25) 
 
We can write this more explicitly in terms of the spinor components as 
 
 ( ) ( )( ) ( )( ) ( ) ( )( )[ ]10100 coscos, ceceadpaUcdpaUetp dpidpittitk −−−− −−−−= βφ  (26a) 
 
 ( ) ( )( ) ( )( ) ( ) ( )( )[ ]10*111 coscos, ceacedpaUcdpaUetp dpidpittitk −−−− +−−−= βφ  
          (26b) 
 
where the latter terms are derived from the expansion of equation 24 as 
 
      (27)  ( ) 






 −=− −
−
1
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*
*
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c
c
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φ
and defining  
    .     (28) idbe−=β
4.2. Position Space 
 
The inverse Fourier transform of equation 26 gives the position space wave functions  
 ( ) ( ) ( ) ( )( ) ( )[ ]1:1::, 11100 −++−= −−+ xaucxauaxaucetx ttttkxdi βψ     (29) 
    
 ( ) ( ) ( ) ( )( ) ( )[ ]010111 *1:*1::, cxaucxauaxaucetx ttttkxdi ββψ +−−−= −−+   (30) 
 
where have defined  
   ( ) ( )( )∫−= πππ dpepaUxa ixptt cos21:u     (31) 
 
as the inverse Fourier transform of the augmented Type II Chebyshev polynomials.  
 
We will show in section 6 that the functions ( )xat :u  can be expressed in a simple 
closed form. At present we note that they are real even functions as they are the 
inverse Fourier transform of real even functions.  
   
An inspection of equations 29 and 30 leads us to define the function 
        
  ( ) ( ) ( )1::: 1 +−= − xauaxauxaf ttt    (32) 
 
and hence write the position space wavefunctions as  
 
 ( ) ( ) ( ) ( )[ ]1::, 1100 −+= −+ xaucxafcetx tttkxdi βψ   (33a) 
 
 ( ) ( ) ( ) ( )[ ]1:*:, 1011 −−−−= −+ xaucxafcetx tttkxdi βψ .  (33b) 
 
The expressions in equations 29, 30 and 33 show clearly that the detailed temporal 
dynamics of the quantum walk depend dominantly on the single real parameter a  via 
the functions ( )xat :u . 
 
5. Probability Densities and Moments 
5.1. Probability Densities 
 
The quantum walk probability densities for each of the spinor components can be 
written by using equation 33 as  
 
( ) ( ) ( ) ( ) ( )1::cos2:, 1102200 −+= − xauxafcbcxafctx ttt δρ   (34a) 
  ( )1:2 1212 −− xaucb t+  
 
( ) ( ) ( ) ( ) ( )1::cos2:, 1102121 −−−−−= − xauxafcbccxaftx ttt δρ   (34b) 
  ( )1:2 1202 −−− xaucb t+  
where  ( ) )arg()arg()arg(arg 10 ccba −+−=δ  . (35) 
 
Thus it can be seen explicitly that the one dimensional quantum walk is an 
interferometric system with only three effective real parameters that can be chosen 
as a , 0c andδ . We note that 22 1 ab −= and 2021 1 cc −= . 
 
By expanding the functions ft2 and ft we are able to write the quantum walk 
probability distributions as the sum of an even   
 
( ) ( ) ( ) ([ ]−++−+= −− 1:1:21:, 2 12 12 xauxauxautx tttaevenρ )    
  ( ) ( ) ( )[ 1:1:: 11 ++− −− xauxauxaua ttt ],   (36a) 
 
and odd component 
 
( ) ( ) ( )[ ++−−= −− 1:1:, 2 12 1,, xauxautx ttaodd νρ να ]     (36b) 
  ( ) ( ) ( ) ( ){ }1:1::2 11 +−−− −− xauxauxaua tttαν  
where 
    ( )212020 2121 ccc −=−=ν    (37) 
and 
    ( )δα cos2 10cbc= .     (38) 
 
 
We note that the sum of even and odd functions is a special form for an asymmetric 
function. Examples of the even and odd components are plotted in figures 1 and 2.  
 
Further we note that the quantum walk probability distributions are linear in the 
parameters ν and α and that these affect only their symmetry. These parameters and 
hence the odd component of the distribution are zero when 
 
    
2
1
0 =c      (39) 
and    ( ) 0cos =δ .     (40) 
 
Thus these are sufficient conditions for a quantum walk to be even. 
5.2. Moments 1 
 
Since the quantum walk probability densities can be decomposed exactly into the sum 
of an even and odd component then the even moments of the quantum walk   
 
  ( ) (∑∑ ∞
−∞=
∞
−∞=
==
x
a
even
n
x
na
t
n txxtxxx ,, 222 ρρ ) , where Nn ∈ , (41) 
 
depend only on the even component of the probability distribution, equation 36a and 
hence only on the parameter |a|.  
 
Similarly the odd moments of the quantum walk 
 ( ) (∑∑ ∞
−∞=
+∞
−∞=
++ ==
x
a
odd
n
x
na
t
n txxtxxx ,, ,,1212
,,12 νανα ρρ ) , where Nn ∈  (42) 
 
depend only on the odd component of the probability distribution equation 36b. The 
form of the odd probability distribution leads naturally to the further decomposition 
 
      ( ) ( ) ( ) ( )txtxtx asqamiaodd ,~,~2,,, ρνρανρ να −−= .   (43 ) 
 
with components ( ) ( ) ( )1:1:,~ 2 12 1 +−−= −− xauxautx ttasqρ    (44) 
 
and      ( ) ( ) ( ) ( ){ }1:1:ˆ:,~ 11 +−−= −− xauxaUxautx tttamiρ .   (45) 
 
Thus we can write the odd moments as  
 
( ) ( ) ( )∑∑ ∞
−∞=
+∞
−∞=
++ −−=
x
a
sq
n
x
a
mi
na
t
n txxtxxax ,~,~2 1212
,,12 ρνραννα .  (46) 
5.3. Calculations 
 
The even probability distribution equation 36a can be simplified to  
 
( ) ( ) ( )[ ] ( ) ( xauxauxauxautx ttttaeven ::1:1:21, 22 12 1 −−− −++−=ρ ) . (47) 
by using the recursion 
 
 ( ) ( ) ( ) ( )xauxauaxauaxau tttt :1:1:: 11 −+ −−++=   (48) 
 
which is derived in appendix A.  
 
In order to provide a comparison with other elements of the literature equations 47 
and 48 were used to calculate the probability distribution in figure 1. [1, 3 and 4] 
 
 
Figure 1. The even Hadamard walk prt = 100 
α = 0 
ν = 0 obability distribution at t = 100 
 
The odd component of the probability distribution for α = 0 is  
 
   ( ) ( ) ( )( )txtxtx asqamiaodd ,~,~2,,, ρρνρ να −= ,   (49) 
 
where equation 43 was used. 
 
This is plotted for the Hadamard walk at t = 100 and ν = 1/2 in Figure 2. 
 
 
Figure 2. An odd component of the Hadamard walk Proba
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Figure 3. Change in the symmetry of the Hadamard t = 100 
α = 0 
ν =0.5 bility distribution at t = 100  
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walk with ν at t = 100. 
6. Foundation Functions 
 
An analysis of the foundation functions ( )xat :u  helps develop tools to analyse 
quantum walks such as algebraic expressions for the moments in terms of the 
quantum walk parameters. It also helps develop insight into the temporal behaviour of 
quantum walks. 
 
We start by considering the foundation functions role in building up the various 
distributions associated with the quantum walks. Figure 4 below shows the function 


 xu :
2
1
99 . 
 
 
Figure 4. The Foundation Function 
x


 xu :
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99  
 
This function provides the major elements of the even component of the Hadamard 
 
walk at time 100=t , that was illustrated in figure 1. The dominant features of this 
component can be seen in the square of this function that is presented in figure 5.  
  
 
Figure 5.  The square 
2
99 :2
1 

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The even component of the quantum walk probability distributi
 
( ) ( ) ( )[ ] ( )uxauxauxautx ttttaeven :1:1:21, 22 12 1 −−− −++−=ρ
 
The first component of this expression is an offset and additio
foundation function at t-1. Such an operation is well known in 
signal processing to have the effect of smoothing the function o
can be seen in figure 6. 
 
 
Figure 6. The smoothed square 99 :2
1
 xu
 
  xon is 
( xa : ) . (47) 
n of the square of the 
numerical analysis and 
perated on. This effect 
x 
2

  
While the resemblance between the smoothed square of the foundation function and 
the even component of the quantum walk illustrated in figure 1 is striking we note that 
the even component is smoother near the origin. This extra smoothing is the result of 
adding the final term in equation 47.  
  
7.1 Polynomial Expressions for the Foundation 
Functions 
 
We now proceed to develop polynomial expression for these foundation functions by 
noting that Type II Chebyshev Polynomials can be as expressed as the power series 
[15] 
 
    ( ) ( )[ ]∑
=
−

= 2
0
22
t
m
mt
t ym
t
yU    (50) 
 
with [ ]2t  indicating the first integer below 2t  and 
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where   is the binomial coefficient.  



k
l
 
By substituting   ( )ipip eeay −+=2     (52) 
 
in equation 50 and expanding the powers using the binomial theorem  
      
we obtain the expression 
 
  ( )( ) ( )( )[ ]∑ ∑
=
−
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t
m
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k
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m
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We would like to put this in the form 
 
   ( )( ) ( ) ( ) pjtit
j
t
jtt eaPpa
2
0
2cos
−−
=
−∑=U    (54) 
   
with inverse Fourier transform 
 
   ( ) ( ) jtxt
j
t
jtt aPxau 2,
0
2: −
=
−∑= δ     (55) 
 
where the (aPt jt 2− ) are polynomials in a .  
Hence we change variables in the second summation to  mkj += and use the 
properties   if or to remove the m dependence from the sum and 
hence obtain 
0=

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
k
l
0<k lk >
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Reordering the summations gives 
 
  ( )( ) [ ] (∑∑
=
−−−
=




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−
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and then comparing this with equation 54 obtain 
 
   ( ) [ ] mtt
m
t
jt amj
mt
m
t
aP 2
2
0
2
2 −
=
− 



−
−


= ∑ .   (58) 
 
 We note the following properties of the polynomials: They obey the recursion 
 
  ( ) ( ) ( ) ( )aPaPaaPaaP tktktktk 1111 −−++ −+= .   (59) 
 
This is derived in appendix A.  
 
The even symmetry of ( xat :ˆ )U  with respect to x implies  
 
    ( ) ( )aPaP tktk −= .    (60) 
 
For the summation in equation (56) truncates at 0=j 0=m and thus 
 
    ( ) ttt aaP = ,     (61) 
 
and for the summation in equation (49) truncates at 1=j 1=m and  
 
    ( ) ( ) 22 1 −− −−= tttt atataP     (62) 
 
where we have used  . t
t =



1
 
The formulas in equations 60 to 62 give us the polynomials up to 3=t .  
 
For they are augmented by 4=t
 
   ( ) 11230 2440 +−= aaaP     (63) 
for t  5=
   ( ) aaaaP 31210 3551 +−=     (64) 
and for t  6=
   ( ) 1123020 24660 −+−= aaaaP    (65) 
 
   ( ) 24662 62015 aaaaP +−=  .   (66) 
 
Finally when 1=a then  is the inverse Fourier transform of a Chebyshev 
polynomial hence 
( xUt :1ˆ )
     ( ) 11 =tjP  if tj ≤    (67) 
and zero otherwise. 
 
This expression is useful for checking the general expressions for the polynomials and 
quantities derived from them such as the moments of the quantum walk probability 
distribution functions. 
 
 
7. Moments 2 
 
Analytic expressions for the moments of one-dimensional quantum walks are 
calculated in the following section by using the foundation polynomials. This allows 
direct comparison with the moments of experimental data and also connects with the 
literature on quantum walks that is moment based [1 and 2].  
7.1 Even Moments 
 
In this subsection expressions for the normalisation and second moment of the 
quantum walk are calculated using equation 41.   
7.1.1 Normalisation 
 
The normalisation requirement is 
  
( ) (∑∑ ∞
−∞=
∞
−∞=
==
x
a
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x
txtx ,,1 ρρ ) .   (68) 
 
 
By using equation 47 and making the appropriate changes in summation variables this 
can be seen to be equivalent to 
 
   ( ) ( ) (∑∑ ∞
−∞=
−
∞
−∞=
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x
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1 )1   (69) 
 
which leads via equation 55 to the polynomial relation 
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This equation can be seen to be trivially true in the case 1=a  by using equation 67. 
7.1.2 Second Moment 
 
The equation 
   (∑∞
−∞=
=
x
a
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a
t
txxx ,22 ρ )    (71) 
 
for the second moment can be transformed by using equation 47 into  
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This equation can be used with the relation between the foundation function and 
polynomials given in equation 55 to calculate analytic expressions for the second 
moments such as  
 
  1
1
2 =ax        (73) 
 
  2
2
2 4 ax
a =        (74) 
 
  18 4
3
2 += ax a       (75) 
 
  246
4
2 162424 aaax
a +−=     (76) 
 
  17212880 468
5
2 ++−= aaax a     (77) 
and 
  246810
6
2 36144464600280 aaaaax
a +−+−= .  (78) 
 
In the special case of 1=a by using equation 67 it can be shown that2  
 
      2
12 tx
t
= .    (79) 
 
Nayak and Vishwanath [1] have shown that in the long time limit the second moment 
of the Hadamard walk, with 
2
1=a , also increases quadratically with time  
 
     22
1
2 tx
t
∝ .    (80) 
 
Hence in the light of this and equation 79 we investigate the temporal dependence of 
the normalised second moments  
 
( ) 2
2
t
x
aM
a
t
t = .     (81) 
 
In figure 4 (aM t ) is plotted for { }6,5,4,3,2,1∈t  with odd times as dashed lines and 
even as full lines. Even for these small times the normalised second moments appear 
to be converging towards a limit with a monotonic increase of the slope of approach 
towards the fixed point at 1=a as a function of time. We further note that the value 
of the odd time moments ( ) 1
0 =
todd
2x  remains fixed and thus the normalised 
moments ( )( ) 210 tM todd =  converge to zero in the long time limit. 
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Figure 4. Normalised Second Moments of the Quantum Walk 
 
                                                 
2 We note that this expression provides a useful check of the more general moment expressions.  
 
In concluding this section we note with foresight that the oscillation in time between 
zero and one of the second moment at 0=a is consistent with an oscillation of the 
first moment at this point.  
7.2 Odd Moments 
  
By substituting from equation 55 into the expression for the odd moments given in 
equation 46 we obtain an expression for the odd moments in terms of the foundation 
polynomials 
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7.2.1 First Moment 
 
Hence the first moment is 
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At the time  the first moment is  1=t
 
    [ ] aax a αννα 224 2,,
1
−−=    (84) 
 
that can be written  in terms of the parameters 0c  and δ as 
 
 ( )( ) ( )δδ cos1141212 2002220,,1 0 ccaaacx ca −−−−−= , (85) 
 
by using equation 84, 37 and 38.  
 
We note the symmetry between a  and 0c in this expression and that if ( ) 0cos =δ  
that the moment is quadratic in both of these parameters.  
 
The first moments from t to 2= 5=t are given below  
 
 [ ] 324,,
2
448 aaax a αννα −−=      (88) 
 
 [ ] [ ]aaaaaax a 410122163224 35246,,
3
+−−−+−= αννα  (89) 
 
 [ ] [ ]3572468,,
4
245640169615280 aaaaaaax a +−−−+−= αννα (90) 
 
 [ ]236216592680280 246810,,
5
−+−+−= aaaaax a ννα   
  [ ]aaaaa 642176270140 3579 +−+−−α   (91) 
 
 
We can check the expressions obtained from these formulas by using the special case 
1=a  and α =0 for which 
     tx
t
νν 2,0,1 =     (92) 
 
that we have obtained using equation 67. 
 
These first 5 moments are plotted for 
2
1=ν and 0=α in figure 5. The time values of 
the graphs can be easily determined by noting for 
2
1=ν  the terminating 
value tx
t
=21,0,1  corresponds to the time. 
 
 
 
Figure 5.The first moments at early times 
 
These moments coupled with the variance given in the next section are very revealing 
of the character of the quantum walk that corresponds to a particular value of a . 
 For small a  we note that these walks can be considered to oscillate with time 
between 0 and -1. The veracity of this statement is born witness to by the small value 
of the variance for small a  see figure 6.  These oscillations become more damped 
with time as a  is increased up to a value of about 0.2. For large a  the walks 
increase linearly with time. The intermediate region is characterised by the largest 
variances as seen in figure 6.  
 7.3 Variance 
 
The variance (Var) of the quantum walk can be evaluated from the expression [16] 
 
   ( ) ( )2
,,
2,,, a
t
a
t
xxta αναν −=Var .  (88) 
 
The normalised variances  ( 2/,,, tta αν )Var  are plotted for the times up to and 
for 
5=t
2
1=ν and 0=α in figure 6. In interpreting these variances we note that the 
quantum walks are almost unimodal for these parameter values. 
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Figure 6. Normalised variances for 
2
1=ν  and 0=α  
 
The dominant features of the variances are their zero values at the two extremes 
0=a  and 1=a , and that their nonzero values between the end points vary 
continuously with the parameter a  and peak for large values with a rapid decrease to 
zero at 1=a . 
 
8. The spectrum of quantum walks 
 
 
An examination of the first and second moments and the variance indicates that the 
quantum walks have five regions of different behaviour related to the critical points 
extremes 0=a , 
2
1=a  and 1=a   . In the locality of the extremes 0=a  and 
1=a  the variance is very small and the walk is typified by its dominant component. 
For small |a| the walks initially oscillate with time in a region bounded by x = 0 and x 
= -1 with the size of the oscillations decreasing with time if |a| is nonzero. As |a| 
increases towards 
2
1=a  the bounding breaks at earlier times and after this value 
the oscillations occur around a drift to larger values of x. The walks with 
2
1≥a do 
not have any oscillations and are increasingly dominated by a drift to larger values of 
x with time that achieves its maximum at |a| = 1.  
 
Thus Hadamard walks can be considered as typical of quantum walks with values of 
|
2
1≥a  but not for values smaller than this.  
 
 
9. Conclusion 
 
A general analysis of one dimensional quantum walks has been provided that gives 
new insights into their behaviour and tools for the modelling of experimental data.  
 
 In particular it has been shown that it is possible to express the general one 
dimensional quantum walk, in both the position and momentum space, in terms of 
simple analytic expressions. These expressions directly show that quantum walks 
depend on three effective real parameters, two that determine the symmetry of the 
walks and the third that controls the temporal evolution. The two that affect symmetry 
appear linearly in the expressions for the probability density of these walks making 
them easy to estimate from experimental data.  
 
A new type of function was presented and partially analysed in terms of recursions 
and power series. This function was used to obtain the moments of the quantum walk 
as algebraic expressions of the walk parameters. These analytic expressions permitted 
an analysis of the walks that showed that the general second moments converge 
rapidly with time to a limiting form. They were then used to discuss the limited sense 
in which the Hadamard walk can be considered to be typical of the general one-
dimensional quantum walk.  
 
In the light of the strong current interest in quantum computing this analysis raises the 
open question of what insights for quantum algorithm development can be gleaned 
from general analytic models.  
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Appendix A 
 
The type II Chebyshev polynomials obey the recursion 
 
    ( ) ( ) ( )xUxxUx nnn 11 2 −+U −= .  (A1) 
Hence 
 
 ( )( ) ( ) ( )( ) ( )( )paUpaUeeapaU ttipipt coscoscos 11 −−+ −+= . (A2) 
 
The inverse Fourier transform of this relation is the recursion 
 ( ) ( ) ( ) ( )xaUxaUaxaUaxaU tttt :ˆ1:ˆ1:ˆ:ˆ 11 −+ −−++= . (A3) 
 
Thus from equation 55 in the main text we obtain the recursion for the polynomials 
 
  ( ) ( ) ( ) ( )aPaPaaPaaP tktktktk 1111 −−++ −+= .  (A4) 
