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ABSTRACT
CHIRAL SPIN GLASSES, CONTINUUM OF DEVIL’S STAIRCASES,
AND THRESHOLDED ROUGHENING FROM FROZEN IMPURITIES
TOLGA ÇAG˘LAR
PhD Dissertation, June 2017
Thesis Supervisor: Prof. A. Nihat Berker
Keywords: Quenched random systems, chiral spin glass, renormalization-group theory,
interface roughening, devil’s staircases
The roughening phase diagram of the three-dimensional Ising model with uniaxially
anisotropic interactions is calculated for the entire range of anisotropy, using hard-spin
mean-field theory. Quenched random pinning centers and missing bonds on the interface
of isotropic and anisotropic Ising models show domain boundary roughening that exhibits
consecutive thresholding transitions as a function of interaction anisotropy. Quenched
random chirality is introduced and investigated using renormalization-group theory for
three examples: The global phase diagram of 3−state chiral Potts spin glass with com-
peting left-right chiral interactions is obtained for chirality concentration, chirality break-
ing concentration and temperature, showing a new spin-glass phase. An unusual fibrous
patchwork of microreentrances of all four (ferromagnetic, left chiral, right chiral, chi-
ral spin glass) ordered phases is seen. The spin-glass phase boundary to disordered
phase shows, unusually, more chaotic behavior than the chiral spin-glass phase itself.
The q−state chiral clock double spin-glass model has competing left-right chiral and
ferromagnetic-antiferromagnetic interactions. The global phase diagram is obtained for
antiferromagnetic bond concentration, chirality-breaking concentration, random chirality
strength, and temperature. The global phase diagram for q = 5 includes a ferromagnetic,
a multitude of chiral phases with different pitches, a chiral spin glass, an algebraically
ordered critical phases. The ferromagnetic and chiral phases intercede with each other
to form a widely varying continuum of Devil’s staircase structures. The global phase
diagram for q = 4 shows, four different spin-glass phases, including conventional, chi-
ral, and quadrupolar spin-glass phases, and phase transitions between spin-glass phases.
Chaotic behaviors are measured through Lyapunov exponents.
iv
ÖZET
HELEZONI˙ SPIN CAMLARI, SÜREKLI˙ S¸EYTAN MERDI˙VENLERI˙
VE DONMUS¸ DÜZENSI˙ZLI˙KLERDEN ES¸I˙KLENMI˙S¸ KABALAS¸MA
TOLGA ÇAG˘LAR
Doktora Tezi, Haziran 2017
Tez Danıs¸manı: Prof. A. Nihat Berker
Anahtar Kelimeler: Donmus¸ düzensiz sistemler, helezoni spin camı, renormalizasyon
grubu kuramı, arayüz kabalas¸ma, s¸eytan merdivenleri
Tek eksenli anizotropik üç boyutlu Ising modelinin kabalas¸ma faz diyagramı, sert spin
ortalama alan yöntemiyle çıkarılmıs¸tır. Rastgele donuk ig˘nelenmis¸ merkezler ve ek-
siltilmis¸ bag˘lar ile izotropik ve anizotropik Ising modelinin arayüzünün, ardıs¸ık es¸ikli
anizotropi etkiles¸melerinde kabalas¸tıg˘ı görülmüs¸tür. Ortaya koydug˘umuz donmus¸ kar-
mas¸ık helezoni, renormalizasyon grubu kuramıyla üç örnekte incelenmis¸tir: 3−durumlu
helezoni Potts spin camındaki kars¸ıt sol-sag˘ helezoni etkiles¸meler ile bütünsel faz diyag-
ramı çıkarılmıs¸ ve yeni spin camı elde edilmis¸tir. Bütünsel faz diyagramı, sıcaklık, hele-
zoni yog˘unlug˘u, ve helezoni bozma yog˘unlug˘u deg˘is¸kenlerine bag˘lı olarak çıkarılmıs¸tır.
Daha önce görülmemis¸ lifli mikroreentrans bölgeleri ferromanyetik, sol helezonik, sag˘
helezonik ve helezonik spin camı fazlarını iç içe barındırdıg˘ı gösterilmis¸tir. Helezonik
spin camının düzensiz faz ile yaptıg˘ı hududun, beklentinin aksi yönde, helezonik spin
camından daha kaotik oldug˘u belirtilmis¸tir. q−durumlu helezoni saat çifte spin camının
bütünsel faz diyagramı, donmus¸ kars¸ıt sol-sag˘ helezoni ve ferromanyetik-antiferromanyetik
etkiles¸meler ile hesaplanmıs¸tır. Bu faz diyagramı sıcaklık, helezoni s¸iddeti, antiferro-
manyetik etkiles¸me yog˘unlug˘u ve helezoni bozma yog˘unlug˘u deg˘is¸kenlerine bag˘lı olarak
çıkarılmıs¸tır. q = 5 için çıkarılan bütünsel faz diyagramında ferromanyetik, çok sayıda
farklı atımlı helezoni, helezoni spin camı ve her noktada kritik olan cebirsel fazlar bulun-
mus¸tur. Ferromanyetik ve helezoni fazlar iç içe girerek sürekli deg˘is¸en s¸eytan merdiven
yapılarını olus¸turmaktadır. q = 4 için olus¸turulan faz diyagramı, alıs¸ılagelmis¸, helezoni
ve kuadrupolar spin camlarını içermektedir. Kaotik davranıs¸lar, spin camları ve spin cam-
larının dig˘er fazlarla hudutlarında Lyapunov üstelleri ile belirlenmis¸tir.
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Chapter 1
INTRODUCTION
Phase transitions and critical phenomena have been studied since the occurrence of
the ‘equation of state’ of liquid-gas systems. The concept was first put forward by van der
Waals, on his doctoral thesis in 1873 [1]. However, the current understanding of phase
transitions below the critical temperatures is due to the corrections from Maxwell [2],
since the mean-field solutions obtained from van der Walls theory are inconsistent with
experimental systems [3]. Later, similar mean-field calculations are introduced in the
phase transitions of ferromagnets [4, 5]. Finally, these different systems were combined
to generalize the phase transitions through universality of critical points [6, 7].
Critical phenomena studies the thermodynamics of systems around critical points,
where infinite-range fluctuations are present. The correlation length due to these fluctua-
tions diverges, hence the systems are scale-free, meaning that identical behavior is seen at
every scale. Therefore scaling laws are introduced [8], which studies the thermodynamics
of systems around critical points. Although mean-field theories can be accurate in contin-
uous media where long-range forces are present, it fails drastically in many systems with
typical, atomic-range interactions.
The study of phase transitions and critical phenomena undoubtedly shows its impor-
tance in our daily life. The criticality from collective behaviors of many particles have
been described extensively in homogeneous systems [6, 9]. However, these homogeneous
systems are applicable to a small number of real-world problems. We know that many of
the real-world problems include impurities, hence quenched random systems are intro-
duced for correct identification and classification of these systems.
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Chapter 2
PHASE TRANSITIONS AND
RENORMALIZATION-GROUP THEORY
The aim of this preliminary chapter is to give a brief introduction to the subject and
to introduce the fundamentals of the methods used in following chapters. We begin by
a brief description of the critical phenomena, including some analogies of fluid systems
with the magnetic systems. We continue the description of thermodynamics, from the
partition function, and the Ising model, which is generally considered as the basis for
models, as is done in this thesis. Lastly, we will mention the well-defined methods of
statistical mechanics, in the study of quenched random systems.
2.1. Critical Phenomena
2.1.1. Phases of Matter
The collective behaviors of many particles are usually unclear from a single-particle
perspective. Graphite is a fragile and slippery material, hence it provides the core of
a pencil, whereas diamond is one of the strongest materials, used in precision cutting
of glass. These are different phases obtained from different arrangement of the same
carbon atoms, resulting from varying thermodynamic parameters, such as pressure and
temperature, also mentioned in Ref. [10].
Let us examine the phase diagram of H2O, shown on the left of Fig. 2.1. Although
each molecule bears identical properties, the behavior of liquid and vapor is very different.
This difference occurs due to a change in their collective behaviors, at different tempera-
tures T and pressures P . The lines in Fig. 2.1 represent the phase boundaries, where two
phases coexist at the same time, and the point T is the triple point, where all three phases
coexist. A transition between different phases, through the lines of coexisting phases, is
called a first-order phase transition. The point where the first-order phase transition line
2
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Figure 2.1: On the left, the phase diagram of H2O molecules is given. Liquid and vapor are
differentiated from their densities, and separated by a first-order phase transition line, where
both phases coexist. The first- and second-order phase transitions are indicated. The critical
point, where the first-order phase transition terminates is shown with C. The temperature and
the pressure at which this criticality occurs is respectively the critical temperature TC and
the critical pressure PC . On the right, the phase diagram of a magnetic system under external
magnetic field. The two phases, ‘up’ and ‘down’, are differentiated from their magnetizations,
and are separated by a first-order phase transition line, where the two phases coexist, and form
domains. The point where this line is terminated is the critical point, occurs at temperature
TC .
terminates is called the critical point, shown with C in Fig. 2.1. The temperature and pres-
sure at which this critical point occurs is, respectively, the critical temperature TC , and the
critical pressure PC . A phase transition at the terminus of the line of coexisting phases is
called the second-order phase transition.
Analogous to the fluid systems, the phase diagram of a magnetic system is given
on the right of Fig. 2.1, also indicating the phase boundary between ‘up’ and ‘down’
spins (lines of coexisting phases), where a first-order phase transition occurs. A second-
order phase transition occurs at the terminus of the first-order phase boundary, where
the magnetization changes continuously but singularly, and is also shown, indicating the
critical temperature TC . Before we further examine this critical point, we should first
mention the fundamental function that forms the building blocks of statistical mechanics.
Partition function
The discussion of the partition function should begin by examining the degrees of
freedom of the systems that statistical mechanics treats. In classical systems with small
number of degrees of freedom, the action is straightforward and derived from equations
of motion, in position and momentum parameters, making six degrees of freedom for
3
each particle. In order to find the motion of N particles, we therefore need to solve a
system of differential equations with 6N variables. The usual size of a system in statistical
mechanics is 1023 particles. In this scale, the equations are not yet solvable in today’s
technology, therefore we seek the methods derived from partition theory.
For simplicity, we consider N interacting particles, freely moving confined to a vol-
ume of a container, as shown in Fig. 2.2(a). The internal energy of the system is given
as
H =
∑
i
p2i
2m
+
∑
ij
V (xi − xj), (2.1)
where the second summation runs over each interacting pairs, pi is the momentum of each
particle i, and V (xi − xj) is the interaction between the particles i and j. At fixed tem-
perature T , the energy of the system, due to interactions between neighboring particles,
is not fixed, and randomly distributed with corresponding Boltzmann factors e−H/kBT ,
where kB is called Boltzmann constant, implying a probability for the system to have
energyH. The average energy is therefore calculated as
〈H〉 = 1Z
∫ ∏
i
dpidxiHe−H/kBT , (2.2)
where the integral is over all possible values of the momentum and space variables, and
Z is the normalization constant
Z =
∫ ∏
i
dpidxie
−H/kBT , (2.3)
which is called the partition function of the system. Note that in the partition function Z ,
the possible arrangements of the system is embedded into a single summation, in terms
of their energies. In thermodynamics, the measurable quantities are averages using these
distributions. The average internal energy for non-interacting particles therefore can be
calculated from Eq. (2.2) with V = 0 . In this way, the temperature of the system is
related to the average internal energy as
〈H〉 = 3
2
NkBT, (2.4)
which is obtained for ideal gases in three dimensions. In fact, the fraction 3
2
N comes
from 3N degrees of freedom, with each having square dependence to the energy of the
system Eq. (2.1). If, for example, the interactions also contain square dependence, as in
the case of harmonic oscillators, 1
2
kBT energy would be included in the average internal
energy for each square-dependent term. However, usually systems do not possess this
4
type of simplicity, and in a typical problem, simplifications have to be made for further
examination.
The Ising model
The complex systems mentioned above can be simplified by mapping of thermody-
namic properties. For example, increased pressure inside the container in Fig. 2.2(a)
increases the density of the fluid, whereas increased external magnetic field for a ferro-
magnetic crystal shown in Fig. 2.2(b) aligns the atoms in the direction of the field and
thereby increases the magnetization of the system. Hence the pressure in fluid systems
(a) (b)
Figure 2.2: (a) A two-dimensional container has particles moving in random directions, with
random velocities, chosen from the Boltzmann distribution. (b) A square lattice has fixed
sites, but has properties called spins with random values assigned from the Boltzmann distri-
bution. In both cases, the thermodynamics of the system is examined through calculation of
averages, using the partition function mentioned in Section 2.1.1.
is analogous to the external magnetic field in magnetic systems. Another analogy can be
found in the critical behavior of He3-He4 mixtures with the Blume-Emery-Griffiths model
[11], in terms of their corresponding chemical potentials.
In order to examine the behaviors of the structures mentioned earlier, we consider a
simpler case of a two-dimensional square lattice with N lattice points (sites) as shown in
Fig. 2.2(b). In the Ising model, we further simplify by fixing the position of each site,
and giving each a binary variable, called spins, with si = +1 or −1 possible values only,
such that there are 2N possible arrangements. In statistical mechanics, we can physically
examine this system by assigning an energy, called the Hamiltonian, to each possible
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arrangement,
−βH =
∑
〈ij〉
Jsisj +
∑
i
Hsi, (2.5)
where β = 1/kBT , the summation on the left is over the interacting nearest-neighboring
sites with bond strength J , and H is the external magnetic field, and in most of the cases
below, taken zero. The bond strength, therefore, is the only parameter of the system, and
inversely proportional to the temperature. From now on, we consider J−1, the dimension-
less parameter, as the temperature of the system.
The Hamiltonian forms the statistical basis for the methods that are used and further
improved in this thesis. At low temperatures, the system tries to maximize this Hamil-
tonian, in order to fulfill the requirements of thermodynamics, by choosing best possible
values for the spins si, and maximize the probability e−βH. For example, in zero-field fer-
romagnetic systems, where the interactions are ferromagnetic, J > 0, the aligned spins
are favored with all si = +1, or all with si = −1.
The possible arrangements of the system is embedded into a single summation, in
terms of their energies, which is the partition function, also mentioned in Section 2.1.1.
The Boltzmann factors obtained from each energy are summed up over all possible ar-
rangements of spins as
Z =
∑
{s}
e−βH{s}, (2.6)
where the summation runs over each possible arrangement of sites, forming the set of
{s}, and βH{s} is the Hamiltonian of the system calculated from (2.5) at corresponding
arrangement of the spin values. Note that the summation is analogous to the integral in
Eq. (2.3), which also runs over all possible position-momentum space of the system.
The Ising model is a special case of a more general one, clock models. In the q-state
clock model, the sites have spin values of unit vectors that are confined to a plane and that
can only point along q angularly equidistant directions, with Hamiltonian
−βH =
∑
〈ij〉
J~si · ~sj =
∑
〈ij〉
J cos θij, (2.7)
where β = 1/kBT , θij = θi − θj , at each site i the spin angle θi takes on the values
(2pi/q)σi with σi = 0, 1, 2, . . . , (q−1), and 〈ij〉 denotes that the sum runs over all nearest-
neighbor pairs of sites.
The Ising model can also be further generalized by the q-state Potts model with the
6
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Figure 2.3: The calculated magnetizations of d = 2 Ising Model, obtained from the exact
solution (solid) [14], from the mean-field approximation (dashed) using Eq. (2.20), and from
the hard-spin mean-field approximation (dash-dotted), using Eq. (2.21), indicating the critical
temperatures of for each case, T 2dC for exact, T
MFT
C for mean-field approximation, T
HSMFT
C for
hard-spin mean-field approximation.
Hamiltonian
−βH =
∑
〈ij〉
Jijδ(si, sj), (2.8)
where δ(si, sj) = 1(0) for si = sj(si 6= sj). The spin values of the Potts model can be
defined by unit vectors, which point to q symmetric directions in a hypertetrahedron in
q − 1 dimensions. The Ising model can be mapped to the q = 2 Potts and q = 2 clock
models, and q = 3 and 4 Potts models can be mapped to q = 3 and 4 clock models
respectively [12, 13].
2.1.2. The Critical Point and Universality
Phases are differentiated by the order parameter. In the diamond example, the or-
der parameter is the arrangement of the carbon atoms, and differentiates diamond from
graphite. Liquid and gas phases are differentiated by their densities. In ferromagnetic
systems mentioned previously, the order parameter is the magnetization per site m cal-
culated as the average of the spins per site. This average is calculated using the partition
function, as well as any other measurable quantity, as
m = 〈si〉 = 1Z
∑
{s}
(
1
N
∑
i
si
)
e−βH{s}. (2.9)
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The disordered phase has uncorrelated sites to the rest of the system, hence the sites can
have randomly +1 or −1 spin values, setting m = 0. In an ordered (ferromagnetic)
phase, when no external magnetic field is present, the system is on the phase bound-
ary, described in Section 2.1.1, where two differently ordered phase coexist, leading to
domain formations of +1 or −1 valued spins. As the temperature is increased, these do-
mains are lost, leaving a disordered (paramagnetic) phase, hence the system undergoes a
phase transition. The temperature at which this transition occurs is the critical temper-
ature J−1c = Tc, where at the critical point, the typical size of the fluctuations, called
the correlation length ξ, diverges. The exactly calculated magnetization of the d = 2
Ising model is shown in Fig. 2.3, also indicating the exact critical temperature T 2dC . The
other two temperatures THSMFTC and T
MFT
C show the calculated critical temperatures from
mean-field theories, mentioned in Section 2.2.4.
The study of critical phenomena is based on the diverging behavior of thermody-
namic properties around the critical point. As the critical point is reached, also shown in
Fig. 2.3, the magnetization approaches to zero. The thermodynamics of the Ising model
(see Eq. (2.5)) is observed through the partition function mentioned in Eq. (2.6), which is
a function of temperature T and external magnetic field H as Z = Z(T,H). Therefore,
the total magnetization of the system, obtained from partition function as
M =
∂logZ
∂H
, (2.10)
is also a function of temperature T and external magnetic field H as M = M(T,H).
Therefore, the critical point can be studied through the magnetization in two independent
directions: (1) In zero-field, H = 0, the magnetization approaches to zero, with the
temperature approaching to critical temperature T → TC as
M ∼
∣∣∣∣T − TCTC
∣∣∣∣β , (2.11)
where β is one of the many critical exponents, also mentioned in Table 2.1. (2) At the
critical temperature, T = TC , the magnetic field is tuned down, H → 0, hence the
magnetization approaches to zero as
M ∼ H1/δ, (2.12)
where δ is another critical exponent. The formation of the large fluctuations implies a
diverging correlation length, ξ → ∞. The behavior of this correlation length can be
measured from the spin-spin correlation function of the system. Table 2.1 gives a list of
common critical exponents used in the thermodynamics of magnetic materials, and mea-
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Exponent Direction of Approach Behavior Description
β H = 0, T → TC M ∼
∣∣∣∣T − TCTC
∣∣∣∣β
magnetization
δ H → 0, T = TC M ∼ H1/δ
α H = 0, T → TC CH ∼
∣∣∣∣T − TCTC
∣∣∣∣−α specific heat
γ H = 0, T → TC χT ∼
∣∣∣∣T − TCTC
∣∣∣∣−γ susceptibility
ν H = 0, T → TC ξ ∼
∣∣∣∣T − TCTC
∣∣∣∣−ν correlation length
η H = 0, T → TC Γ(r) ∼ |r|d−2+η correlation function(d is dimensionality)
Table 2.1: The behavior of thermodynamic functions as the critical point is reached, and their
corresponding critical exponents.
sured from different experimental systems. Although the critical temperature TC varies
in different systems, the critical exponents might collude, forming a universality class.
One widely used example in phase transitions is the measured β for eight different fluid
systems from Ref. [7].
2.2. Quenched Random Systems
2.2.1. Interface Roughening
The ordering phase transition, in a crystal causes the formation of macroscopic do-
mains, differently ordered with respect to each other. The interface between such domains
incorporates static and dynamic phenomena of fundamental and applied importance. Of
singular importance is the occurrence of yet another phase transition, distinct from the or-
dering phase transition, which is the interface roughening phase transition [15, 16]. The
temperature at which the interface roughening phase transition occurs is called the rough-
ening temperature TR. Below the roughening temperatures T < TR, the domains are
separated by a localized smooth interface width, while for temperatures above the rough-
ening temperature, the interface is rough and moves arbitrarily away from its localized
position [15]. The roughening transition in d = 3 uniaxially anisotropic Ising models is
studied for at finite temperatures in Chpt. 3, and at low temperatures in the presence of
frozen impurities Chpt. 4.
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2.2.2. Spin-Glass Systems
The glass phase obtained from SiO2, has randomly located silica molecules, whereas
in the crystal form, the silica molecules are well defined with the corresponding unit
cells. The interactions between neighboring molecules is therefore randomly chosen for
the glass phase. In the statistical models used and briefly explained in Section 2.2.3, the
position of the sites have no effect on the physics of the system. However, the identical
effect can be obtained from competing ferromagnetic-antiferromagnetic interactions [17].
The random locations of the silica molecules are analogous to the spin-glass systems, in
the sense that the interactions are randomly distributed, and frozen (quenched). The Ising
spin-glass is defined with the Hamiltonian
−βH =
∑
〈ij〉
Jijsisj, (2.13)
where the bond strengths Jij , with quenched (frozen) ferromagnetic-antiferromagnetic
randomness, are +J > 0 (ferromagnetic) with probability 1 − p and −J (antiferromag-
netic) with probability p, with 0 ≤ p ≤ 1. The obtained phase diagram of the Ising
spin-glass system is shown qualitatively in Fig. 2.6. Chapters 5–7 show the extension of
these spin-glass systems with competing left- and right-chiral interactions.
2.2.3. Statistical Models
In the following paragraphs, we present some of the statistical models, which our
studies have used, and extended further to examine the thermodynamics of quenched
random systems, using well-defined methods of hard-spin mean-field theory[18, 19] and
Migdal-Kadanoff renormalization-group theory [20, 21].
d = 3 anisotropic Ising model
The uniaxially anisotropic d = 3 Ising model is defined by the Hamiltonian
−βH = Jxy
xy∑
〈ij〉
sisj + Jz
z∑
〈ij〉
sisj, (2.14)
where, at each site i of a d = 3 cubic lattice with periodic boundary conditions, si = ±1.
The first sum is over nearest-neighbor pairs of sites along the x and y spatial directions,
and the second sum is over the nearest-neighbor pairs of sites along the z spatial direction.
In Chpts. 3 and 4, we study the interface roughening phase transitions, briefly described
in Section 2.2.1, by inducing an interface to the system, either via antiperiodic boundary
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conditions [Chpt. 3], or oppositely fixed boundary conditions [Chpt. 4] at the two terminal
planes in the z spatial direction.
Another well studied model is the anisotropic next-nearest neighbor Ising model (ANNNI),
with Hamiltonian
−βH = J1
∑
〈ij〉1
sisj + J2
z∑
〈ij〉2
sisj, (2.15)
where the first summation is over the nearest neighbor pairs with bond strengths J1 > 0
(ferromagnetic), and the second summation is along the next-nearest neighbor pairs along
the z spatial direction only, with bond strengths J2 < 0 (antiferromagnetic). The phase
diagram of this model is obtained through mean-field calculations including a disordered,
a ferromagnetic and a ‘modulated phase’ [22]. The modulated phase is characterized by
a wavevector, measured in the z spatial direction. The pitch of this wavevector varies
with J2/J1 and temperature, presenting many phases inside a modulated phase. This
pitch varies in two ways: (i) Discrete jumps in the wavevector form a devil’s staircase.
A system is said to be in a commensurate order when the pitch is an integer multiple
of its lattice spacing, and incommensurate order when it is an irrational multiple of its
lattice spacing. It is found that there are infinitely many commensurate phases in the one-
dimensional Ising model with long range antiferromagnetic interactions [23] and in low
temperatures of the d > 2 ANNNI model [24]. (ii) In the two-dimensional ANNNI model,
a ‘sinusoidal’ phase is found [25], where the magnetization varies sinusoidally and a con-
tinuously varying pitch is seen for threshold temperatures as a function of J2/J1. In the
obtained phase diagram of the two-dimensional ANNNI model [25], the sinusoidal phase
has a boundary to the ferromagnetic phase in lower J2/J1, a boundary to the disordered
phase in higher temperatures and a boundary to the modulated phase in lower tempera-
tures. The phase boundary between the sinusoidal phase and the modulated phase meets
with its boundary to the ferromagnetic phase at the multiphase point [24], where infinitely
many number of ordered phases meet. In Chpt. 6, we show the formation of the devil’s
staircases due to doubly competing ferromagnetic-antiferromagnetic and left-right chiral
interactions, and also discuss the continuous variation of the pitches.
q-state chiral Potts model
Here, we mention the chiral Potts model, which was originally introduced [26–30] to
model the full phase diagram of krypton monolayers, including the epitaxial and incom-
mensurate ordered phases. In addition to being useful in the analysis of surface layers,
the chiral Potts model has become an important model of phase transitions and critical
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phenomena.
The chiral Potts model is defined by the Hamiltonian
−βH =
∑
〈ij〉
[J0δ(si, sj) + J±δ(si, sj ± 1], (2.16)
where β = 1/kBT , at site i the spin si = 1, 2, . . . , q can be in q different states with
implicit periodic labeling, e.g., si = q + n implying si = n, the delta function δ(si, sj) =
1(0) for si = sj(sj 6= sj), and 〈ij〉 denotes summation over all nearest-neighbor pairs
of sites. The upper and lower subscripts of J± > 0 give left-handed and right-handed
chirality (corresponding to heavy and superheavy domain walls in the krypton-on-graphite
incommensurate ordering [27–30]), whereas J± = 0 gives the nonchiral Potts model
(relevant to the krypton-on-graphite epitaxial ordering [31]).
q-state clock spin-glass model
The q-state clock spin glass is composed of unit spins that are confined to a plane and
that can only point along q angularly equidistant directions, with Hamiltonian
−βH =
∑
〈ij〉
Jij~si · ~sj =
∑
〈ij〉
Jij cos θij, (2.17)
where β = 1/kBT , θij = θi − θj , at each site i the spin angle θi takes on the values
(2pi/q)σi with σi = 0, 1, 2, . . . , (q−1), and 〈ij〉 denotes that the sum runs over all nearest-
neighbor pairs of sites. As a ferromagnetic-antiferromagnetic spin-glass system [17], the
bond strenghts Jij , with quenched (frozen) ferromagnetic-antiferromagnetic randomness,
are +J > 0 (ferromagnetic) with probability 1 − p and −J (antiferromagnetic) with
probability p, with 0 ≤ p ≤ 1. Thus the ferromagnetic and antiferromagnetic interactions
locally compete in frustration centers. Recent stuides on ferromagnetic-antiferromagnetic
clock spin glasses are in Refs. [32–34].
2.2.4. Methods for Obtaining Phase Diagrams
Hard-spin mean-field theory
The d = 2 Ising model is one of the rare examples that can be solved exactly. Ap-
proximation provides the tools in examining different problems, where exact solutions are
not available. The mean-field theory considers the spins of the neighboring sites as the
magnetization of the system. Thus the partition function of the system with N sites can
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be written in terms of single sites, at locality i as
ZN = ZN1 =
(∑
si=±1
e−βHi
)N
. (2.18)
The single-site Hamiltonian is given as
−βHi =
q∑
j=1
Jijsisj =
q∑
j=1
Jijsimj, (2.19)
where the summation runs over the q neighbors of locality i, mj is the magnetization of
the system, calculated at locality j. One can calculate the magnetization mi using the
single-site partition function Z1 from Eqs. (2.18) and (2.19), using Eq. (2.9) as
mi = tanh
(
q∑
j=1
Jijmj
)
. (2.20)
The equation in Eq. (2.20) is the self-consistency equation of mean-field theory. Using
this equation, the magnetization at each site can be calculated iteratively by assigning an
initial set of magnetization values toN sites. A new set ofN values can be calculated from
the self-consistency equation Eq. (2.20), until each magnetization value converges, and
the magnetization difference between the two iterations do not exceed a certain tolerance.
Hard-spin mean-field theory, has been introduced as a self-consistent theory that con-
serves the hard-spin (|s| = 1) condition. Hard-spin mean-field theory has yielded, for
example, the lack of order in the undiluted zero-field triangular-lattice antiferromagnetic
Ising model and the ordering that occurs either when a uniform magnetic field is applied
to the system, giving a quantitatively accurate phase diagram in the temperature versus
magnetic field variables [18, 19, 35–38], or when the system is sublattice-wise quench-
diluted [39]. Hard-spin mean-field theory has also been successfully applied to compli-
cated systems that exhibit a variety of ordering behaviors, such as three-dimensionally
stacked frustrated systems [18, 40], higher-spin systems[41], and hysteretic d = 3 spin
glasses [42]. Furthermore, hard-spin mean-field theory shows qualitative and quantitative
effectiveness for unfrustrated systems as well, such as being dimensionally discriminating
by yielding the no-transition of d = 1 and improved transition temperatures in d = 2 and
3 [35, 42], also shown with THSMFTC in Fig. 2.3.
In the hard-spin mean-field theory, the nearest-neighbors of the sites are free variables
(hard spins), instead of magnetization. The magnetization at site i is therefore calculated
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Figure 2.4: The one dimensional chain of N atoms, with periodic boundary conditions.
using the self-consistency equation of the hard-spin mean-field theory as
mi =
∑
{s}
∏
〈ij〉
P (mj, sj)
 tanh( q∑
j=1
Jijsj
)
, (2.21)
where P (mj, sj) is the probability at locality j with magnetization mj . Note that the
second summation in Eq. (2.21) is the same summation obtained in Eq. (2.20), where
mj is replaced with sj , the hard spin. The probability is found from the magnetization
calculation Eq. (2.9)
mj = P+ − P−, (2.22)
where P+ and P− are the probabilities of having +1 and−1 at locality j, and P++P− = 1.
Thus the probability of sj is calculated as
P (mj, sj) =
1 +mjsj
2
. (2.23)
A similar approach to the mean-field theory calculations can be used to study the quenched
random systems using hard-spin mean-field theory.
Migdal-Kadanoff renormalization-group theory
In condensed matter, many of the problems are not exactly solvable, but the sim-
plest cases give insight to more complex ones. The one-dimensional chains with nearest-
neighbor interactions Jij only is an example to this situation. The Hamiltonian of this
model with N sites is given as
−βH =
N∑
i=1
Ji,i+1sisi+1, (2.24)
where we take periodic boundary conditions as shown in Fig. 2.4. In order to see the
strength of renormalization-group theory, one should look at the partition function
Z =
∑
{s}
e
∑N
i=1 Ji,i+1sisi+1 =
∑
s1
∑
s2
. . .
∑
sN
e
∑N
i=1 Ji,i+1sisi+1 . (2.25)
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The summation on the right-hand side can be grouped for every even-numbered sites.
After rearranging the summation, we obtain
Z =
∑
s1
∑
s3
. . .
∑
s2n−1
(∑
s2
∑
s4
. . .
∑
s2n
e
∑N
i=1 Ji,i+1sisi+1
)
. (2.26)
The summations inside the brackets are calculated to find the recursion relations
R(s′1′ , s
′
2′) =
∑
s2
eJ12s1s2+J23s2s3 = eJ
′
1′2′s
′
1′s
′
2′+G˜, (2.27)
where primes denote the renormalized value of the same lattice, and G˜ is an additive
constant to compensate for the removed sites. In removing the even-numbered sites, we
rescale the length of the lattice by a rescaling factor b = 2, thereby the number of sites
are halved.
This type of grouping is called decimation, also shown for different length rescalings
b in Fig. 2.5(a). For d = 1 Ising model, the renormalized interactions are calculated as
J ′1′2′ =
1
2
ln
(
eJ12+J23 + e−J12−J23
eJ12−J23 + e−J12+J23
)
. (2.28)
As mentioned in Section 2.1.1, the critical temperature J−1C can be found from the scale-
free behavior of the system at the critical point.
At the critical point, the partition function of the renormalized lattice is scale free,
therefore every sublattice has identical partition functions, resulting identical renormal-
ized interactions with the unrenormalized ones, J ′C = JC , also called the fixed point.
Hence, the critical temperature, and therefore the critical exponents can exactly be calcu-
lated from their corresponding recursion relations.
In a square lattice, a similar approach can be constructed, by decimating every next-
nearest neighbors, to obtain a renormalized lattice. Figure 2.5(b) shows one possible
decimation with length scale b =
√
2. Although schematically, this seems applicable, the
summation through decimated sites bring an extra interaction term between four neigh-
bors of the decimated site, leading to a different partition function. Although the square
lattice is exactly solved for Ising model [14, 43] using different methods, these are not
applicable to higher dimensions. Thus, we restrict ourselves to renormalization-group
theory. We therefore focus on the Migdal-Kadanoff approximate renormalization-group
transformations [20, 21] for the cubic lattices, composed of the bond-moving followed by
decimation steps, shown in Fig. 6.1(a). This approximation corresponds to exact solutions
of hierarchical lattices [44–48]. The corresponding hierarchical lattice of the d = 3 cubic
lattice, shown in Fig. 6.1(a), can be obtained by the repeated self-imbedding of the left-
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(b)
Figure 2.5: (a) shows the decimation process for one-dimensional chains for different length
rescalings b = 2, 3, 4 from top to bottom. (b) Decimations for a square lattice, with length
rescaling b =
√
2. The empty circles are decimated (summed in the partition function). Thin
dotted lines on the left figure represent the new bond formations due to this decimation. The
lattice on the right is the renormalized lattice after this decimation. Quadruple interactions are
formed after this decimation, hence the partition function is not consistent with decimations
in two dimensions.
most graph in panel Fig. 6.1(b). The recursion relations obtained from both procedures
are identical.
Infinitesimally away from the critical point, the recursion relations move the inter-
action to a further point, yielding flow diagrams for the recursion relations. Using the
recursion relations, we obtain the thermodynamics of the renormalized systems. The
renormalization-group theory suggests that under the renormalization transformations, the
partition function of the renormalized and unrenormalized systems, which are a function
of temperature and external magnetic field at their corresponding renormalized parame-
ters as
Z ′(T ′, H ′) = Z(T,H), (2.29)
where primes mark the renormalized variable, are equal. For simplicity, we start by con-
sidering Kadanoff scaling [8] around the critical point, where the temperature T and mag-
netic field H are scaled as
t′ = byT t,
H ′ = byHH,
(2.30)
where the primes mark the rescaled parameters, t = |T − TC |/TC . Using the scaling
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Figure 2.6: The qualitative phase diagram of the Ising spin glass in antiferromagnetic bond
concentration p, and temperature T , including ferromagnetic (F), spin-glass (S) and disor-
dered (D) phases. Note that TC shows the critical temperature obtained from the purely
ferromagnetic system. The phase diagram is given only for the antiferromagnetic bond con-
centrations in the range 0 ≤ p ≤ 0.5. The mirror-symmetric part 0.5 ≤ p ≤ 1 of the phase
diagram would consist of an antiferromagnetic (A) ordering in place of the ferromagnetic
phase.
from Eq. (2.30), we can easily obtain the scaling behaviors of the thermodynamics. For
example, the scalings for magnetization per site can be calculated as
m(t,H) =
1
N
∂
∂H
logZ(t,H)
=
(
b−d
1
N ′
)(
byH
∂
∂H ′
)
logZ ′(t′, H ′) = byH−dm′(t′, H ′)
(2.31)
which suggests that the magnetization per site rescales as m′ ∼ bd−yHm. An important
result of the discussion in Ref. [8] is that these rescaling functions are analytic and cor-
responding critical exponents depend on the exponents of yT and yH . With the choice of
b = t−1/yT , the critical exponent of the magnetization at constant magnetic field is found
as
β =
d− yH
yT
. (2.32)
Note that the Kadanoff scaling was introduced before renormalization-group theory. We
can assume that the renormalization-group transformations also form analytic functions,
hence the flows can be obtained for homogenous systems. Figure 2.7 shows the flow di-
agram of d = 3 Ising ferromagnet with isotropic interactions in a cubic lattice, obtained
from Migdal-Kadanoff renormalization-group theory for d = 3 and b = 3 length rescal-
17
J∗ = JC ∞0
Figure 2.7: The flow diagram of the d = 3 Ising model with isotropic and ferromagnetic
(Jij = J > 0) interactions, indicating the unstable fixed point J∗, where under renormaliza-
tion transformations, the renormalized interactions move away from this fixed point. Hence,
the fixed point is also the critical point J∗ = JC .
ings corresponding to the decimations and bond movings in Fig. 6.1. These flows can be
used to construct the phase diagram of a given system.
We mention Ising spin-glass systems with randomly distributed ferromagnetic and
antiferromagnetic interactions, with Hamiltonian Eq. (2.13). The interactions Jij is cho-
sen randomly from a bimodal distribution of antiferromagnetic interactions (−J < 0)
with probability p, and ferromagnetic interactions (+J > 0) with probability 1 − p. In
renormalization-group transformations, this initial bimodal probability distribution also
transforms into another distribution, calculated from the convolution [49]
P ′(J ′i′j′) =
∫ { i′j′∏
ij
dJijP (Jij)
}
δ(J ′i′j′ −R({Jij}), (2.33)
where P ′(J ′i′j′) is the renormalized probability distribution of the renormalized inter-
actions J ′i′j′ , and R({Jij}) represents the recursion relations obtained from the corre-
sponding Migdal-Kadanoff renormalization-group transformation from Fig. 6.1. The
different thermodynamic phases of the model are identified by the different asymptotic
renormalization-group flows of the quenched probability distribution. For all renormalization-
group flows, originating inside the phases and on the phase boundaries, Eq. (2.33) is iter-
ated until asymptotic behavior is reached. The obtained phase diagram is given qualita-
tively in Fig. 2.6 for the d = 3 Ising spin-glass model, where the ferromagnetic, disordered
and spin-glass phases are shown.
Chaos from renormalization-group trajectories
The trajectories obtained from homogeneous systems are straight forward and can an-
alytically be obtained from the corresponding recursion relations. However, in spin-glass
phases, at a specific location in the lattice, the consecutive interactions, encountered un-
der consecutive renormalization-group transformations, behave chaotically [50–52]. This
chaotic behavior was found [50–52] and subsequently well established [32, 53–79] in
spin-glass systems with competing ferromagnetic and antiferromagnetic interactions.
It has been shown that chaos in the interaction as a function of the rescaling implies
chaos in the spin-spin correlation function as a function of distance [71]. Chaos in the
spin-glass phase and at its phase boundary are identified and distinguished by different
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Lyapunov exponents [32, 53, 71], calculated as [80, 81],
λ = lim
n→∞
1
n
n−1∑
k=0
ln
∣∣∣∣dxk+1dxk
∣∣∣∣ , (2.34)
where xk = J(ij)/ 〈J〉 at step k of the renormalization-group trajectory. In the follow-
ing chapters, we discuss different spin glasses and differentiated chaoses from Lyapunov
exponents using the previously mentioned concepts.
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Chapter 3
INTERFACE-ROUGHENING PHASE
DIAGRAM OF THE THREE-DIMENSIONAL
ISING MODEL FOR ALL INTERACTION
ANISOTROPIES FROM HARD-SPIN
MEAN-FIELD THEORY
3.1. Introduction
The roughening phase transition, mentioned in Section 2.2.1, is well studied with the
three-dimensional Ising model, in the so-called solid-on-solid limit, in which the interac-
tions along one spatial direction (z) are taken to the infinite strength, while the interactions
along the x and y spatial directions remain finite. In this case, due to the infinite inter-
actions, the ordering phase transition moves to infinite temperature and is not observed.
A study of the system with finite interactions, where both ordering and roughening phase
transitions should distinctly be observed, had not been done.
In our current study, hard-spin mean-field theory [Section 2.2.4] is used to study or-
dering and roughening phase transitions in the three-dimensional (d = 3) Ising model for
the entire range of interaction anisotropies, continuously from the solid-on-solid limit to
the isotropic system to the weakly coupled-planes limit. The phase diagram is obtained
in the temperature and interaction anisotropy variables, with separate curves of ordering
and roughening phase boundaries. The method, when applied to the anisotropic d = 2
Ising model, correctly yields the lack of roughening phase transition.
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Figure 3.1: For the d = 3 anisotropic Ising model, magnetizations mi versus xy layer-
number i curves for different temperatures 1/Jxy. Each panel shows results for the indicated
anisotropy Jz/Jxy. The curves in each panel, with decreasing sharpness, are for temperatures
1/Jxy = 1, 3, 5, 6. In the left two panels, the high-temperature curves coincide with the
horizontal line mi = 0.
3.2. Hard-Spin Mean-Field Theory
We have applied hard-spin mean-field theory to the global study of the roughening
transition in the anisotropic d = 3 Ising model. [We have also found that no roughening
phase transition is seen in d = 2 (Section 3.4).] The uniaxially anisotropic d = 3 Ising
model is defined by the Hamiltonian (2.14). The interactions are ferromagnetic, Jxy, Jz >
0, except for the interaction between two of the xy planes, which has the same magnitude
as the other Jz interactions but is antiferromagnetic: JAz = −Jz < 0. This choice is made
in order to induce an interface when the system is ordered. (An alternate approach would
have been to use a system without periodic boundary conditions along the z direction,
but with oppositely pinned spins at each edge. However, this would have introduced a
surface effect at the pinned edges, modifying the magnetization deviations which would
thereby not exclusively reflect the spreading of the interface.) For this system, the self-
consistent equation of hard-spin mean-field theory is given in Eq. (2.21). The coupled
Eqs. (2.21) are solved numerically for the 20 × 20 × 20 cubic system with periodic
boundary conditions, by iteration: A set of magnetizations is substituted into the right-
hand side of Eq. (2.21), to obtain a new set of magnetizations from the left hand-side.
This new set is then substituted into the right-hand side, and this procedure is carried out
repetedly, converging to stable values of the magnetizations that are the solution of the
equations. The resulting magnetization values depend on the z coordinate only.
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Figure 3.2: Local magnetization data for the d = 3 anisotropic Ising model. The curves,
starting from the high-temperature side, are for anisotropies Jz/Jxy = 10, 5, 2, 1, 0.5, 0.2.
Upper panel: Magnetization absolute values |mb| away from the interface as a function of
temperature 1/Jxy, for different values of the anisotropy Jz/Jxy. Lower panel: The deviation
|mb| − |mi| averaged over the system versus temperature 1/Jxy for different anisotropies
Jz/Jxy. This averaged deviation vanishes when the interface is smooth. Note the qualitatively
different low-temperature behavior in d = 2 case shown in Fig. 3.4
3.3. Results: Ordering and Roughening Phase
Transitions in d = 3
A series of curves for the magnetizations of mi versus xy layer number i are shown
for different temperatures 1/Jxy, for a given anisotropy Jz/Jxy in each panel of Fig. 3.1.
For each value of the anisotropy, the magnetizations mi are zero at high temperatures and
become nonzero below the ordering transition temperature TC . The ordering onset is seen
in the upper panel of Fig. 3.2, where the magnetization absoluve values |mb| away from
the interface are plotted as a function of temperature 1/Jxy, for different values of the
anisotropy Jz/Jxy.
In Fig. 3.1, it is also seen that, at temperatures just below TC , the interface be-
tween mi ≷ 0 domains is spread over several layers. It is also seen that below a lower
roughening-transition temperature TR, the interface becomes localized between two con-
secutive layers, reversing the sign of the magnetization mi with no change in magnitude.
This onset is best seen in the lower panel of Fig. 3.2, where the deviation |mb| − |mi|
averaged over the system is plotted as a function of temperature 1/Jxy for different
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anisotropies Jz/Jxy.
Thus, we have deduced the phase diagram, for all values of the anisotropy Jz/Jxy and
temperature 1/Jxy, as shown in Fig. 3.3. The roughening transition is obtained by fitting
the averaged deviation curves (lower panel of Fig. 3.2) within the range 〈|mb| − |mi|〉 =
0.01 to 0.04, to find the temperature at which the averaged deviation reaches zero, mean-
ing that the interface becomes localized between two consecutive layers, reversing the
sign of the magnetization mb with no change in magnitude. In Fig. 3.3 the ordering
and roughening phase transitions occur as two separate curves, starting in the decou-
pled planes (Jz/Jxy = 0) limit and scanning at finite temperature the entire range of
anisotropies. The ordering transition starts, for the decoupled planes limit Jz/Jxy = 0,
at 1/Jxy = 3.12, to be compared with the exact result of 1/Jxy = 2.27. The order-
ing transition continues to 1/Jxy = 5.06, to be compared with the precise [82] re-
sult of 1/Jxy = 4.51, for the isotropic case Jz/Jxy = 1. In the solid-on-solid limit
(Jz/Jxy →∞), the ordering boundary goes to infinite temperature. The roughening tran-
sition starts at 1/Jxy = 0 for Jz/Jxy close to zero and settles to a finite temperature value
before the isotropic case. Thus, the roughening transition temperature 1/Jxy is 1.45 in the
isotropic case Jz/Jxy = 1 and 1.62 in the solid-on-solid limit Jz/Jxy → ∞, the latter to
Figure 3.3: For the d = 3 anisotropic Ising model, the calcualted phase diagram showing
the disordered, ordered with rough interface, and ordered with smooth interface phases. The
squares indicate the exact ordering temperatures from duality at Jz/Jxy = 0 and from Ref.
[82] at Jz/Jxy = 1. The circle indicates the roughening transition temperature for the solid-
on-solid limit Jz/Jxy →∞ [16]. The roughening transition is obtained by fitting the averaged
deviation curves (lower panel of Fig. 3.2) within the range 〈|mb| − |mi|〉 = 0.01 to 0.04, to
find the temperature at which the averaged deviation reaches zero, meaning that the interface
becomes localized between two consecutive layers, reversing the sign of the magnetization
|mb| with no change in magnitude.
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Figure 3.4: For the d = 2 anisotropic Ising model, the deviation |mb| − |mi| averaged over
the system versus temperature 1/Jxy for different anisotropies Jz/Jxy = 10, 5, 2, 1, 0.5, 0.2.
It is seen that the deviation does not vanish, i.e., the interface does not localize, down to zero
temperature. Thus, a qualitatively different low-temperature behavior occurs, as compared
with the d = 3 case shown in the lower panel of Fig. 3.2.
be compared with the value of 2.30± 0.10 from Ref. [16].
3.4. Results: Ordering Transitions but No Roughening
Transitions in d = 2
We have also applied our method to the anisotropic d = 2 Ising model, defined by the
Hamiltonian
−βH = Jx
x∑
〈ij〉
sisj + Jz
z∑
〈ij〉
sisj, (3.1)
where, on a 20× 20 square lattice with periodic boundary conditions, the first sum is over
nearest-neighbor pairs of sites along the x spatial direction, and the second sum is over
the nearest-neighbor pairs of sites along the only other (z) spatial direction.
The ordering phase transition is observed in d = 2 similarly to the d = 3 case.
Figure 3.5: For the d = 2 anisotropic Ising model, the phase diagram showing the disordered
phase and the ordered phase with rough interface. The dashed curve is the exact ordering
boundary sinh(2Jx) sinh(2Jz) = 1 obtained from duality. No ordered phase with smooth
interface is found.
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However, the rough interface phase continues to zero temperature, as seen in the |mb| −
|mi| curves in Fig. 3.4. Thus, no roughening phase transition occurs in d = 2. The
corresponding phase diagram is given in Fig. 3.5. The ordering transition starts, for the
decoupled lines limit Jz/Jx = 0, at 1/Jx = 0, as expected for decoupled d = 1 systems.
The ordering transition continues to 1/Jx = 3.09, to be compared with the exact result
of 1/Jx = 2.27 for the isotropic case Jz/Jx = 1. In the Jz/Jx → ∞ limit, the ordering
boundary again goes to infinite temperature.
3.5. Conclusion
It is seen that hard-spin mean-field theory yields a complete picture of the ordering
and roughening phase transitions for the isotropic and anisotropic Ising models, in spatial
dimensions d = 3 and 2. This result attests to the microscopic efficacy of the model.
Future works, such as the effects of uncorrelated and correlated (aerogel [83, 84]) frozen
impurities on the roughening transitions, are planned.
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Chapter 4
SUCCESSIVELY THRESHOLDED DOMAIN
BOUNDARY ROUGHENING DRIVEN BY
PINNING CENTERS AND MISSING BONDS:
HARD-SPIN MEAN-FIELD THEORY
APPLIED TO d = 3 ISING MAGNETS
4.1. Introduction
Hard-spin mean-field theory [18, 19] has recently been applied to Ising magnets, cor-
rectly yielding the absence and presence of an interface roughening transition respectively
in d = 2 and d = 3 dimensions and producing the ordering-roughening phase diagram for
isotropic and anisotropic systems [see Chpt. 3]. The approach is now extended to the ef-
fects of quenched random pinning centers and missing bonds on the interface of isotropic
and uniaxially anisotropic Ising models in d = 3. We find that these frozen impurities
cause domain boundary roughening that exhibits consecutive thresholding transitions as a
function of interaction anisotropy. We also find that, for both missing-bond and pinning-
center impurities, for moderately large values of anisotropy, the systems saturate to the
"solid-on-solid" limit, exhibiting a single universal curve for the domain boundary width
as a function of impurity concentration.
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4.2. The Anisotropic d = 3 Ising Model with Impurities
and Hard-Spin Mean-Field Theory
The d = 3 anisotropic Ising model is defined by the Hamiltonian (2.14). The system
has ferromagnetic interactions Jxy, Jz > 0, periodic boundary conditions in the x and y
directions, and oppositely fixed boundary conditions at the two terminal planes in the z
spatial direction, which yields a domain boundary within the system when in the ordered
phase. Thus, the system is generally uniaxially anisotropic. We systematically study the
anisotropic Jxy 6= Jz as well as the isotropic Jxy = Jz cases.
In our current study, hard-spin mean-field theory [18, 19], which has been qualitatively
and quantitatively successful in frustrated and unfrustrated, equilibrium and nonequilib-
rium magnetic ordering problems [35–41, 85–92], including recently the interface rough-
ening transition [85], is used to study the roughening of an interface by quenched random
pinning center sites or missing bonds. The coupled equations self-consistency equations
of hard-spin mean-field theory (2.21) for all sites are solved by local numerical iteration,
in a 10× 10× 10 system.
4.3. Domain Boundary Widths
4.3.1. Determination of the Domain Boundary Width
In our study, the domain boundary is roughened in two ways: (1) Magnetic impurities
are included in the system by pinning randomly chosen sites to si = +1 or to si = −1.
The impurity concentration p in this case is the ratio of the number of pinned sites to the
total number of sites. The numbers of +1 and −1 pinned sites are fixed to be equal, to
give both domains an equal chance to advance over its counter. (2) Missing bonds are
created by removing randomly chosen bonds. In this case, the concentration p is given
by the ratio of the number of removed bonds to the total number of bonds when none is
missing. The domain boundary width is calculated by first considering each yz plane.
The boundary width in each yz plane is calculated by counting the number of sites, in
the z direction, between the two furthest opposite magnetizations in the plane (Fig. 4.1).
This number is averaged over all the yz planes. The result is then averaged over 100
independent realizations of the quenched randomness. We have checked that our results
are robust with respect to varying the number of independent realizations of the quenched
randomness, as shown below.
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Figure 4.1: A yz plane at temperature 1/Jxy = 0.1. Filled and empty circles respectively
represent the calculated local magnetizations with mi > 0 and mi < 0. The left side is for
the pure system, p = 0. The right side is calculated with quenched random pinning centers
with concentration p = 0.24. Islands that are disconnected from the pinned z boundary
plane of their own sign (typically occurring around an opposite pinning center deep inside
a bulk phase) do not enter the interface width calculation and are not shown here. Thus,
the disconnected pieces seen in this figure are actually part of an overhang, connected to the
corresponding z boundary plane via the other yz planes. The dashed lines delimit the domain
boundary and the separation between these dashed lines gives the domain boundary width in
this yz plane. The same procedure for determining the interface width is also applied to the
missing bond systems.
4.3.2. Impurity Effects on the Domain Boundary Width
Our calculated domain boundary widths, as a function of impurity (i.e., missing bond
or pinned site) concentration p at temperature 1/Jxy = 0.1, are shown in Fig. 4.2. The
different curves are for different interaction anisotropies Jz/Jxy. In the lower panel for
pinning-center impurity, the domain boundary roughens with the introduction of infinites-
imal impurity, for all anisotropies: The curves have finite slope at the pure system. In the
upper panel for missing-bond impurity, the domain boundary roughens with the intro-
duction of infinitesimal impurity for strongly coupled planes Jz/Jxy > 2.5, whereas for
weakly coupled planes Jz/Jxy < 2.5, it is seen that infinitesimal or small impurity has
essentially no effect on the flat domain boundary. In the latter cases, the curves reach the
pure system with zero slope.
For both missing-bond and pinning-center impurities, for moderately large values of
Jz/Jxy, we find (Figs. 4.2 and 4.3) that the systems saturate to the Jz/Jxy → ∞ "solid-
on-solid" limit [93]. Thus, the systems exhibit a single universal curve for the domain
boundary width as a function of impurity concentration, onwards from all moderately
large values of Jz/Jxy.
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Figure 4.2: Calculated domain boundary widths versus impurity concentration p for different
anisotropy Jz/Jxy values, at temperature 1/Jxy = 0.1. In the upper panel, the horizontal
axis p is the ratio of the number of missing bonds to the total number of bonds when none is
missing. In the lower panel, the horizontal axis p is the ratio of the number of pinned sites
to the total number of sites. In the upper panel for missing bonds, from the bottom to the top
curves, the anisotropies are Jz/Jxy = 0.1 to 5.0 with 0.1 intervals and Jz/Jxy = 5.5 to 10
with 0.5 intervals. The dashed curves are calculated with the predicted threshold anisotropy
values of Jz/Jxy = 1, 2, 3, 4, 5. In the lower panel for pinning centers, the anisotropies are
Jz/Jxy = 0.5 to 2.5 with 0.1 intervals. The dashed curves are calculated with the predicted
threshold anisotropy values of Jz/Jxy = 1, 2. Beyond Jz/Jxy ' 5 and 2.3, respectively
for missing bonds and pinning centers, the system saturates to the Jz/Jxy → ∞ "solid-on-
solid" limit, exhibiting a single universal curve for the domain boundary width as a function
of impurity concentration, for all Jz/Jxy ≥ 5 and Jz/Jxy ≥ 2.3 respectively.
4.3.3. Successive Roughening Thresholds
A bunching of the curves is visible, in the domain-boundary width curves in Fig. 4.2,
especially in the upper panel for missing-bond impurity. This corresponds to a thresholded
domain boundary roughening, controlled by the interaction anisotropy. This effect is also
visible in Fig. 4.3, by the steps in the curves which give the domain boundary widths
as a function of the interaction anisotropy Jz/Jxy for different impurity concentrations
p, at temprature 1/Jxy = 0.1. We have checked that our results are robust with respect
to varying the number of independent realizations of the quenched randomness. This is
shown in Fig. 4.4.
Thresholded domain boundary roughening can be understood by considering the ef-
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fect of increasing the anisotropy. We first discuss the case of missing-bond impurity. Upon
increasing Jz, for what value of Jz will a spin flip, e.g., from +1 to−1, thereby increasing
the domain boundary width (directly and/or by inducing a flip cascade)? Increasing Jz can
flip a spin and increase the width only if one of its bonds in the±z direction is missing and
the nonmissing bond connects to a−1 spin. This flip will then happen for Jz = (q−q′)Jxy,
Figure 4.3: Calculated domain boundary widths versus anisotropy Jz/Jxy, at temperature
1/Jxy = 0.1. The consecutive curves, bottom to top, are for impurity concentration values
of p = 0.04 to 0.72 (top panel) and 1 (bottom panel) with 0.04 intervals. These values of
p are noted next to the curves. In the upper panel, p is the ratio of the number of missing
bonds to the total number of bonds when none is missing. In the lower panel, p is the ratio
of the number of pinned sites to the total number of sites. The curves show the deviations
from the isotropic case Jz/Jxy = 1 (vertical dash-dotted line) in the directions of strongly
coupled planes Jz/Jxy > 1 or weakly coupled planes Jz/Jxy < 1. The predicted threshold
values are shown with the vertical dash-dotted and dashed lines and are well reproduced by the
calculated widths. It is clearly seen to the right of this figure that beyond Jz/Jxy ' 5 and 2.3,
respectively for missing bonds and pinning centers, the system saturates to the Jz/Jxy →∞
"solid-on-solid" limit, exhibiting a single universal value for the domain boundary width as a
function of impurity concentration, for all Jz/Jxy . 5 and Jz/Jxy & 2.3 respectively.
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where (q, q′) are the number of xy neighbors bonded to the flipping spin that are, respec-
tively, +1, −1. The possible values are (q, q′) = (4, 0), (3, 0), (2, 0), (1, 0), (3, 1), (2, 1),
giving the thresholded values of Jz/Jxy = 1, 2, 3, 4, in fact calculationally seen in the
top panels of Figs. 4.2 and 4.3. Furthermore, the simultaneous flip of two neighboring
spins gives the threshold value of Jz/Jxy = 5, also calculationally seen in the top panels
of Figs. 4.2 and 4.3. Beyond Jz/Jxy = 5, the system saturates to the Jz/Jxy →∞ "solid-
on-solid" limit [93], exhibiting a single universal curve for the domain boundary width as
a function of impurity concentration, for all Jz/Jxy & 5.
We now discuss the case of pinned-site impurity. We again consider the effect of in-
creasing Jz and investigate the value of Jz that wil flip the spin, e.g., from +1 to −1,
thereby increasing the domain boundary width (again, directly and/or by inducing a flip
Figure 4.4: Calculated domain boundary widths versus impurity concentration p for different
anisotropy Jz/Jxy values, at temperature 1/Jxy = 0.1. There curves are obtained by aver-
aging over 100 (left panels) and 120 (right panels) independent realizations of the quenched
randomness. In the upper panel, the horizontal axis p is the ratio of the number of missing
bonds to the total number of bonds when none is missing. In the lower panel, the horizontal
axis p is the ratio of the number of pinned sites to the total number of sites. In the upper panel
for missing bonds, from the bottom to the top curves, the anisotropies are Jz/Jxy = 0.1 to 5.0
with 0.1 intervals. The dashed curves are calculated with the predicted threshold anisotropy
values Jz/Jxy = 1, 2, 3, 4, 5. In the lower panel for pinning centers, the anisotropies are
Jz/Jxy = 0.5 to 2.3 with 0.1 intervals. The dashed curves are calculated with the predicted
threshold anisotropy values of Jz/Jxy = 1, 2. Comparison of the left and right panels shows
that our results are robust with respect to varying the number of independent realizations of
the quenched randomness.
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Figure 4.5: Calculated local magnetization magnitudes 〈|mi|〉 averaged across the sys-
tem versus impurity concentration p for different anisotropy Jz/Jxy values, at temperature
1/Jxy = 0.1. In the upper panel, the horizontal axis p is the ratio of the number of missing
bonds to the total number of bonds when none is missing. In the lower panel, the horizontal
axis p is the ratio of the number of pinned sites to the total number of sites. In each panel,
the dashed curve corresponds to the isotropic case Jz/Jxy = 1. The full curves are for the
anisotropic cases. Some of the Jz/Jxy values for the anisotropic cases are indicated next to the
corresponding curves. Note that the average magnetization magnitude curve of the isotropic
case constitutes an upper boundary to the curves of the anisotropic cases for the missing bonds
system (upper panel). The average magnetization magnitude curve of the isotropic case con-
stitutes a lower boundary to the curves of the anisotropic cases for the pinning center system
(lower panel). This is understandable by the fact that missing bonds weaken the connectivity
and therefore the magnetization of the system, whereas pinning centers constitute a strong
aligning field to their neighboring spins. In curves in the lower panel, the deviation from the
isotropic case is symmetric, so that each curve corresponds to the values of the anisotropy
Jz/Jxy which are above and below the isotropic case Jz/Jxy = 1.
cascade). Increasing Jz can flip this spin only if both of its neighbors in the ±z direction
are −1, with one of these being part of a disconnected island seeded by a pinning center.
This flip will then happen for 2Jz = (q − q′)Jxy, where again q and q′ are the num-
bers of xy neighbors bonded to the flipping spin that are, respectively, +1 and −1. The
possible values are (q, q′) = (4, 0), (3, 1), giving the threshold values of Jz/Jxy = 1, 2,
calculationally seen in the bottom panels of Figs. 4.2 and 4.3. Beyond Jz/Jxy ' 2.3,
the system saturates to the Jz/Jxy → ∞ "solid-on-solid" limit [93], exhibiting a single
universal curve for the domain boundary width as a function of impurity concentration,
for all Jz/Jxy & 2.3.
In a similar vein, in the limit of xy planes weakly coupled due to low Jz/Jxy and
high concentration of missing bonds, the domain boundary gains by the intermediacy of
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sending overhands in the lateral x and y directions, eventually covering the whole system
via randomly magnetized xy planes. In this case, the spin is flipped by the effect of Jxy
upon decreasing Jz. This flip occurs at 2Jz = (q − q′)Jxy, where (q, q′) has to be such
that Jz/Jxy is low. Thus (q, q′) = (2, 1). [Other pairs of values (3, 0) and (1, 0), do
not contribute to this spread of overhangs.] Indeed in Fig. 4.3, a rise in the domain for
decreasing Jz < 0.5 is seen at high missing bond concentration.
The curves in Fig. 4.3 are domain boundary widths that are affected by complicated
(due to the random geometric distribution of the impurities) cascades of flips of groups
of spins, occuring continuously as the interaction anisotropy is changed. The arguments
given above are for single-spin flips, which strongly affect the boundary width at the
specific anisotropy ratios.
We note that since in this system the interactions acting on a given spin si can be
competing, due to the presence of the interface or of a neighboring pinning center, all
of the local magnetizations mi = 〈si〉, where the averaging is thermal, are not saturated
even at low temperatures. Such an effect has been seen down to zero temperature in other
systems with competing interactions, as for example shown in Fig. 3 of Ref. [94]. In our
present study, the calculated magnitudes of the local magnetizations averaged across our
current system, 〈|mi|〉, are given in Fig. 4.5 and show this unsaturation.
4.3.4. Conclusion
The effects of quenched random pinning centers and missing bonds on the interface
of isotropic and uniaxially anisotropic Ising models in d = 3 have been investigated by
hard-spin mean-field theory. We find that the frozen impurities cause domain boundary
roughening that exhibits consecutive thresholding transitions as a function of interaction
anisotropy Jz/Jxy. The numerical results, showing the thresholding transitions as the
bunching of domain boundary width versus impurity concentration curves (Fig. 4.2) and
steps in the domain boundary width versus anisotropy curves (Fig. 4.3) agree with our
spin-flip arguments at the interface. The threshold effect should be fully observable in
experimental magnetic samples with good crystal structure and point impurities. For
both missing-bond and pinning-center impurities, for moderately large values of Jz/Jxy,
the systems saturate to the Jz/Jxy → ∞ solid-on-solid limit, thus exhibiting a single
universal curve for the domain boundary width as a function of impurity concentration,
onwards from all moderately large values of Jz/Jxy.
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Chapter 5
CHIRAL POTTS SPIN GLASS
IN d = 2 AND 3 DIMENSIONS
5.1. Introduction
Here, we focus on the extension of the chiral Potts model, mentioned in Section 2.2.3,
by introducing quenched random left- and right-chiral interactions. We have studied the
chiral spin-glass Potts system with q = 3 states in d = 2 and 3 spatial dimensions by
renormalization-group theory and calculated the global phase diagrams (Fig. 5.1) in tem-
perature, chirality concentration p, and chirality-breaking concentration c, also quantita-
tively determining phase chaos and phase-boundary chaos. In d = 3, the system has fer-
romagnetic, left-chiral, right-chiral, chiral spin-glass, and disordered phases. The phase
boundaries to the ferromagnetic, left- and right-chiral phases show, differently, an un-
usual, fibrous patchwork (microreentrances) of all four (ferromagnetic, left-chiral, right-
chiral, chiral spin-glass) ordered phases, especially in the multicritical region. The chaotic
behavior of the interactions, under scale change, is determined in the chiral spin-glass
phase and on the boundary between the chiral spin-glass and disordered phases, showing
Lyapunov exponents in magnitude reversed from the usual ferromagnetic-antiferromagnet-
ic spin-glass systems. At low temperatures, the boundaries of the left- and right-chiral
phases become thresholded in p and c. In the d = 2, the chiral spin-glass Potts sys-
tem does not have a spin-glass phase, consistently with the lower-critical dimension of
ferromagnetic-antiferromagnetic spin glasses. The left- and right-chirally ordered phases
show reentrance in chirality concentration p.
5.2. The Chiral Potts Spin-Glass System
We extend the chiral Potts model mentioned in Section 2.2.3 by inducing quenched
random left and right chirality. In the chiral Potts spin-glass model studied here, the
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Figure 5.1: Calculated global phase diagram of the d = 3 chiral Potts spin glass, in tem-
perature J−1, chirality concentration p, and chirality-breaking concentration c. Note that the
upper and lower figures are rotated with respect to each other. The ferromagnetically ordered
phase (F), the chiral spin-glass phase (S), the left-chirally ordered phase (L), and the disor-
dered phase (D) are marked. The global phase diagram is mirror-symmetric with respect to
the chirality-breaking concentration c = 0.5, so that only 0.5 ≤ c ≤ 1 is shown. In the
(not shown) mirror-symmetric 0 ≤ c ≤ 0.5 portion of the global phase dSiagram, the right-
chirally ordered phase (R) occurs in the place of the left-chirally ordered phase (L) seen in this
figure. Different cross-sections of this global phase diagram are shown in Figs. 5.3 and 5.4.
chirality of each nearest-neighbor interaction is randomly left-handed or right-handed or
zero. This randomness is frozen (quenched) into the system and the overall fraction of
left-, right-, and nonchirality is controlled by the quenched densities p and c as described
below. Thus, the Hamiltonian of the chiral Potts spin-glass model is
−βH =
∑
〈ij〉
J
[
(1− ηij)δ(si, sj) + ηij[φijδ(si, sj + 1) + (1− φij)δ(si, sj − 1)]
]
, (5.1)
where, for each pair of nearest-neighbor sites 〈ij〉, ηij = 0 (nonchiral) or 1 (chiral). In
the latter case, φij = 1 (left-handed) or 0 (right-handed). Thus, nonchiral, left-chiral, and
right-chiral nearest-neighbor interactions are frozen randomly distributed in the entire
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Figure 5.2: Renormalization-group transformation consisting of decimation followed by
bond moving. The resulting recursion relations are approximate for the cubic lattice. The
corresponding hierarchical lattice is obtained by the repeated self-imbedding of the leftmost
graph. The recursion relations are exact for this d = 3 hierarchical lattice. For the d = 2, the
number of parallel strands is 2 instead of 4 shown here.
system. For the entire system, the overall concentration of chiral interactions is given by
p, with 0 ≤ p ≤ 1. Among the chiral interactions, the overall concentrations of left- and
right-chiral interactions are respectively, given by c and 1 − c, with 0 ≤ c ≤ 1. Thus,
the model is chiral for p > 0 and chiral-symmetric c = 0.5, chiral-symmetry broken
for c 6= 0.5. The global phase diagram is given in terms of temperature J−1, chirality
concentration p, and chirality-breaking concentration c (Figs. 5.1, 5.3 and 5.4).
Under the renormalization-group transformations described below, the Hamiltonian
given in Eq. (5.1) maps onto the more general form
−βH =
∑
〈ij〉
[
J0(ij)δ(si, sj) + J+(ij)δ(si, sj + 1) + J−(ij)δ(si, sj − 1)
]
, (5.2)
where for each pair of nearest-neighbor sites 〈ij〉, the largest of the interaction constants
(J0, J+, J−) is set to zero, by subtracting the same constant G from each of (J0, J+, J−),
with no effect to the physics.
5.3. Renormalization-Group Transformation:
Migdal-Kadanoff Approximation and
Exact Hierarchical Lattice Solution
We solve the chiral Potts spin-glass model with q = 3 states by renormalization-
group theory, in d = 3 spatial dimension, and with the length rescaling factor b = 2. Our
solution is simultaneously, the Migdal-Kadanoff approximation [20, 21] for the cubic
lattices and exact [44–48] for the d = 3 hierarchical lattice based on the leftmost graph
of Fig. 5.2. The local renormalization-group transformation is achieved by a sequence,
shown in Fig. 5.2, of decimations
eJ˜0(13)−G˜ = x0(12)x0(23) + x+(12)x−(23) + x−(12)x+(23),
eJ˜+(13)−G˜ = x0(12)x+(23) + x+(12)x0(23) + x−(12)x−(23), (5.3)
eJ˜−(13)−G˜ = x0(12)x−(23) + x+(12)x+(23) + x−(12)x0(23),
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where x0(12) ≡ eJ0(12), etc., and G˜ is the subtractive constant mentioned in the previous
section, and bond movings
J ′0(13) = J˜
(1)
0 (13) + J˜
(2)
0 (13) + J˜
(3)
0 (13) + J˜
(4)
0 (13),
J ′+(13) = J˜
(1)
+ (13) + J˜
(2)
+ (13) + J˜
(3)
+ (13) + J˜
(4)
+ (13), (5.4)
J ′−(13) = J˜
(1)
− (13) + J˜
(2)
− (13) + J˜
(3)
− (13) + J˜
(4)
− (13),
where primes mark the interactions of the renormalized system.
The starting trimodal quenched probability distribution of the interactions, character-
ized by p and c as described above, is not conserved under rescaling. Note that the inter-
actions mentioned here includes more than one value at each locality, which is different
than the interactions mentioned in Section 2.2.4. Therefore, the renormalized quenched
probability distribution of the interactions is obtained by the convolution [49],
P ′(J(i′j′)) =
∫ { i′j′∏
ij
dJ(ij)P (J(ij))
}
δ(J(i′j′)−R({J(ij)})), (5.5)
where J ≡ (J ′0, J ′+, J ′−) and R({J(ij)}) represents the bond decimation and bond mov-
ing given in Eqs. (5.3) and (5.4). Similar previous studies, on other spin-glass systems,
are in Refs. [32, 33, 53, 95–105], also mentioned in Section 2.2.4.
For numerical practicality, the bond moving of Eq. (5.4) is achieved by two sequen-
tial pairwise combination of interactions, each pairwise combination leading to an in-
termediate probability distribution resulting from a pairwise convolution as in Eq. (5.5).
Furthermore, due to our convention of zeroing the largest interaction constant in each
local triplet of interactions, the quenched probability distribution of three interactions
P (J(ij)) is conveniently just composed of the three probability distributions of two in-
teractions, P0(J+, J−), P+(J0, J−), P−(J+, J−), where P0(J+, J−) has the (largest) inter-
action J0 = 0, etc., which also considerably simplifies the numerical calculation. We
effect this procedure numerically, by representing each probability distribution by his-
tograms, as in previous studies [53, 96, 98–100, 102, 103, 105]. The probability distri-
butions of two interactions P0(J+, J−), P+(J0, J−), and P−(J+, J−) are represented via
bivariate histograms with two-dimensional vectors (J+, J−) for P0, etc. The number of
histograms grow rapidly with each renormalization-group transformation, so that for cal-
culational purposes, the histograms are binned when the number of histograms outgrow
40000 bins. In the calculation of chiral spin-glass phase-sink fixed distribution of Fig. 5.5,
the histograms are binned after 108 histograms.
The different thermodynamic phases of the model are identified by the different asymp-
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Figure 5.4: Cross-sections, in chirality concentration p and chirality-breaking concentration
c, of the global phase diagram shown in Fig. 5.1. The temperature J−1 is given on each cross-
section. The ferromagnetically ordered phase (F), the chiral spin-glass phase (S), the left-
chirally ordered phase (L), the right-chirally ordered phase (R), and the disordered phase (D)
are marked. Note the narrow fibrous patches (microreentrances) of all four (ferromagnetic,
left-chiral, right-chiral, chiral spin-glass) ordered phases intervening at the boundaries of the
ferromagnetically ordered phase F and at the boundaries of the chirally ordered phases L
and R. It is seen here that, within these regions, the chirally ordered phases L and R form
elongated lamellar patterns. These intervening phase transitions are more clearly seen in the
right-hand side panels of the figure, where only the phase boundaries are drawn in black. Also
note the temperature-independent square shape, at low temperatures, of the phase boundary
of the chirally ordered phases, creating thresholds of p = 0.84 and c = 0.84 or 0.16 into L or
R, respectively. This is also visible in the three-dimensional Fig. 5.1.
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totic renormalization-group flows of the quenched probability distribution. For all renorm-
alization-group flows, originating inside the phases and on the phase boundaries, Eq. (5.5)
is iterated until asymptotic behavior is reached. Thus, we are able to calculate the global
phase diagram of the chiral Potts spin-glass model.
5.4. Chiral Potts Spin Glass:
Calculated Global Phase Diagram
The calculated global phase diagram of the d = 3 chiral Potts spin-glass system,
in temperature J−1, chirality concentration p, and chirality-breaking concentration c, is
given in Fig. 5.1. The ferromagnetically ordered (F) phase occurs at low temperature and
low chirality p. The chiral spin-glass ordered (S) phase occurs at intermediate chirality
p for all c and at high chirality p for intermediate c. The left- and right-chirally ordered
phases L and R occur at high chirality p and values of chirality-breaking c away from
0.5. The disordered phase (D) occurs at high temperature. The global phase diagram is
mirror-symmetric with respect to the chirality-breaking concentration c = 0.5, so that
only 0.5 ≤ c ≤ 1 is shown in Fig. 5.1. In the (not shown) mirror-symmetric 0 ≤ c ≤ 0.5
portion of the global phase diagram, the right-chirally ordered phase (R) occurs in the
place of the left-chirally ordered phase (L) seen in Fig. 5.1. Different cross-sections of
the global phase diagram are shown in Figs. 5.3 and 5.4.
Under renormalization-group transformations, all points in the spin-glass phase are at-
tracted to a fixed probability distribution of the quenched random interactions P (J0, J+, J−),
namely to the sink of the chiral spin-glass phase. As explained in Section 5.3, P (J0, J+, J−)
is composed of three distributions, P0(J+, J−), P+(J0, J−), and P−(J0, J+). Of these,
P0(J+, J−) gives the quenched probability distribution of nearest-neighbor interactions in
which the ferromagnetic interaction J0 is dominant. Similarly, P+(J0, J−) and P−(J0, J+)
give the quenched probability distributions of nearest-neighbor interactions in which, re-
spectively, the left-chiral interaction J+ and the right-chiral interaction J− are dominant.
(As explained in Section 5.2, by subtraction of an overall constant, the dominant interac-
tion is set to zero and the other two, subdominant interactions are therefore negative, with
no loss of generality.) The sink fixed distribution P0(J+, J−) is given in Fig. 5.5, where
the average interactions 〈J±〉 diverge to negative infinity as byRn, where n is the num-
ber of renormalization-group iterations and yR = 0.32 is the runaway exponent, while
conserving the shape of the distribution shown in Fig. 5.5. The other two distributions
P+(J0, J−) and P−(J0, J+) have the same sink distribution. Thus, in the chiral spin-glass
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Figure 5.5: The fixed probability distribution of the quenched random interactions
P0(J+, J−) to which all of the points in the chiral spin-glass phase are attracted under
renormalization-group transformations, namely the sink of the chiral spin-glass phase. The
average interactions 〈J±〉 diverge to negative infinity as 〈J±〉 ∼ byRn, where n is the number
of renormalization-group iterations and yR = 0.32 is the runaway exponent, while J0 = 0
(See Section 5.2). The other two distributions P+(J0, J−) and P−(J0, J+) have the same
sink distribution. Thus, in the chiral spin-glass phase, chiral symmetry is broken local order,
but not globally.
phase, chiral symmetry is broken by local order, but not globally.
We find here that the chaotic rescaling behavior, mentioned in Section 2.2.4, also oc-
curs in our current spin-glass system with competing left- and right-chiral interactions,
as shown in Fig. 5.6. In fact, the chaotic rescaling behavior occurs not only within the
spin-glass phase, but also, quantitatively distinctly, at the phase boundary between the
spin-glass and disordered phases [32]. This chaotic behavior at the phase boundary is
also seen in the chiral system here and also shown in Fig. 5.6. The sum in Eq. (2.34)
is to be taken within the asymptotic chaotic band, which is renormalization-group stable
or unstable for the phase or its boundary, respectively. Thus, we throw out the first 100
renormalization-group iterations to eliminate the transient points outside of, but leading
to the chaotic band. Subsequently, typically using 1000 renormalization-group iterations
in the sum in Eq. (2.34) assures the convergence of the Lyapunov exponent value. Thus,
the Lyapunov exponents that we obtain are numerically exact, to the number of digits
given. We have calculated the Lyapunov exponents λ = 1.77 and 1.94, respectively, for
the chiral spin-glass phase and for the boundary between the chiral spin-glass and dis-
ordered phases. At the chiral spin-glass phase-sink distribution, the average interaction
diverges to negative infinity as 〈J〉 ∼ byRn, where n is the number of renormalization-
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Figure 5.6: Chaotic renormalization-group trajectory: The three interactions at a given lo-
cation, under consecutive renormalization-group transformations, are shown. Bottom panel:
Inside the chiral spin-glass phase. The corresponding Lyapunov exponent is λ = 1.77 and
the average interaction diverges as 〈J〉 ∼ byRn, where n is the number of renormalization-
group iterations and yR = 0.32 is the runaway exponent. Top panel: At the phase boundary
between the chiral spin-glass and disordered phases. The corresponding Lyapunov exponent
is λ = 1.94 and the average nonzero interaction is fixed at 〈J〉 = −2.53. The relative value
of the Lyapunov exponents is unusual for spin-glass systems.
group iterations and yR = 0.32 is the runaway exponent. At the fixed distribution of the
phase boundary between the chiral spin-glass and disordered phases, the average interac-
tion remains fixed at 〈J〉 = −2.53. Interestingly, chaos is stronger at the boundary (larger
Lyapunov exponent) than inside the chiral spin-glass phase. The opposite is seen in the
usually studied ±J ferromagnetic-antiferromagnetic spin glass [32].
By contrast, in each of the ferromagnetic (F), left-chiral (L), and right-chiral (R) or-
dered phases, under consecutive renormalization-group transformations, the quenched
probability distribution of the interactions sharpens to a δ function around a single value
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receding to negative infinity for the respective pairs of interactions, namely (J+, J−), (J0, J+),
and (J0, J−). There is no asymptotic chaotic behavior under renormalization-group in
these phases F, L, and R.
Cross-sections of the global phase diagram, in temperature J−1 and chirality concen-
tration p, are given in Fig. 5.3. The chirality-breaking concentration c is indicated for
each cross-section. Note that, as soon as the chiral symmetry of the model is broken by
c 6= 0.5, a narrow fibrous patchwork (microreentrances) of all four (ferromagnetic, left-
chiral, right-chiral, chiral spin-glass) ordered phases intervenes at the boundaries between
the ferromagnetically ordered phase F and the spin-glass phase S or the disordered phase
D. This intervening regions is more pronounced close to the multicritical region where the
ferromagnetic, spin-glass, and disordered phases meet. The interlacing phase transitions
inside this region are more clearly seen in the right-hand side panels of Fig. 5.3, where
only the phase boundaries are drawn in black. This intervening region gains importance as
cmoves away from 0.5. But it is only at higher values of the chirality-breaking concentra-
tion c, such as c = 0.8 on the figure, that the chirally ordered phase appears as a compact
region at c, p . 1. In this case, again all four (ferromagnetic, left-chiral, right-chiral, chi-
ral spin-glass) ordered phases intervene in a narrow fibrous patchwork at the boundaries
of the chirally ordered phases L and R, the latter mirror symmetric and not shown here.
For c = 1, for which all interactions of the system are, with respective concentrations
1 − p and p, either ferromagnetic, or left-chiral, the phase diagram becomes symmetric
with respect to p = 0.5 as in standard ferromagnetic-antiferromagnetic spin-glass systems
[17], except that the chirally ordered phases dominate the fibrous patchwork on both sides
of the phase diagram.
Cross-sections, in chirality concentration p and chirality-breaking concentration c, of
the global phase diagram are given in Fig. 5.4. The temperature J−1 is given on each
cross-section. Note the narrow fibrous patches of all four (ferromagnetic, left-chiral,
right-chiral, chiral spin-glass) phases intervening at the boundaries of the ferromagnet-
ically ordered phase F and at the boundaries of the chirally ordered phases L and R. It is
seen here that, within these regions, the chirally ordered phases L and R form elongated
lamellar patterns. The interlacing phase transitions inside this region are more clearly
seen in the right-hand side panels of the figure, where only the phase boundaries are
drawn in black. It is again seen that the symmetry around p = 0.5 at the upper hori-
zontal frame (c = 1) of each panel is broken inside the panel (c < 1). Also note the
temperature-independent square shape, at low temperatures, of the phase boundary of the
chirally ordered phases L and R, creating the threshold value of p = 0.84 and c = 0.84 or
0.16 into L or R, respectively. This is also visible in the three-dimensional Fig. 5.1
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Figure 5.7: Representative cross-sections of the d = 2 chiral Potts spin-glass system, in tem-
perature J−1 and chirality concentration p. The chirality-breaking concentration c is given on
each cross-section. The ferromagnetically ordered phase (F), the left-chirally ordered phase
(L), and the disordered phase (D) are marked. No chiral spin-glass phase occurs in d = 2
and no fibrous patchwork is seen at the phase boundaries. The chirally ordered phase appears
for very high chirality-breaking concentration c (seen here for c = 0.934, but not seen for
c = 0.930) and shows reentrance in chirality concentration p. This reentrance disappears as
c = 1 is approached. For c = 1, for which all interactions of the system are, with respective
concentrations 1 − p and p, either ferromagnetic or left-chiral, the phase diagram becomes
symmetric with respect to p = 0.5 as in standard ferromagnetic-antiferromagnetic spin-glass
systems.
5.5. Chiral Reentrance in d = 2
The global phase diagram of the d = 2 chiral Potts spin-glass system is given in
Fig. 5.7. Representative cross-sections in temperature J−1 and chirality concentration p
are shown. The chirality-breaking concentration c is given on each cross-section. The fer-
romagnetically ordered phase (F), the left-chirally ordered phase (L), and the disordered
phase (D) are marked. No chiral spin-glass phase occurs in d = 2 and no fibrous patch-
work is seen at the phase boundaries. The chirally ordered phase appears for very high
chirality-breaking concentration c (seen here for c = 0.934, but not seen for c = 0.930)
and shows reentrance [30, 106–111] in chirality concentration p. This reentrance dis-
appears as c = 1 is approached. For c = 1, for which all interactions of the system
are, with respective concentrations 1 − p and p, either ferromagnetic, or left-chiral, the
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phase diagram becomes symmetric with respect to p = 0.5 as in standard ferromagnetic-
antiferromagnetic spin-glass systems [53].
The absence of the chiral spin-glass phase in d = 2 is consistent with standard
ferromagnetic-antiferromagnetic Ising spin-glass systems, where the lower-critical di-
mension for the spin-glass phase is found around 2.5 [105, 112–115]. Below this dimen-
sion, no spin-glass phase appears (unless some nanorestructuring is done to the system
[53]).
5.6. Conclusion
We have thus obtained the global phase diagram of the chiral spin-glass Potts system
with q = 3 states in d = 3 and 2 spatial dimensions by renormalization-group theory that
is approximate for the cubic lattice and exact for the hierarchical lattice. Unusual fea-
tures have been revealed in d = 3. The phase boundaries to the ferromagnetic, left- and
right-chiral phases show, differently, an unusual, fibrous patchwork (microreentrances)
of all four (ferromagnetic, left-chiral, right-chiral, chiral spin-glass) ordered phases, es-
pecially in the multicritical region. In d = 3, there is a chiral spin-glass phase. Quite
unusually, the phase boundary between the chiral spin-glass and disordered phases is
more chaotic than the chiral spin-glass phase itself, as judged by the magnitudes of the
respective Lyapunov exponents. At low temperatures, the boundaries of the left- and
right-chiral phases become temperature-independent and thresholded in chirality concen-
tration p and chirality-breaking concentration c. In the d = 2, thie chiral spin-glass
system does not have a spin-glass phase, consistently with the lower-critical dimension of
ferromagnetic-antiferromagnetic spin glasses. The left- and right-chirally ordered phases
show reentrance in chirality concentration p.
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Chapter 6
DEVIL’S STAIRCASE CONTINUUM
IN THE CHIRAL CLOCK SPIN GLASS WITH
COMPETING FERROMAGNETIC-
ANTIFERROMAGNETIC AND
LEFT-RIGHT CHIRAL INTERACTIONS
6.1. Introduction
The presence of chiral interactions, motivated by experimental systems [26–30], can
result in extremely rich phase transition phenomena in otherwise simple systems [116].
In this respect, we study here a q = 5 state clock spin-glass model in d = 3 spatial dimen-
sions, using renormalization-group theory. Our system has both competing ferromagnetic
and antiferromagnetic interactions, as in the usually studied spin-glass models [17], and
competing left-chiral and right-chiral interactions [116]. We have studied q = 5 states,
beacause odd numbers of states have built-in entropy for antiferromagnetic interactions,
even without quenched randomness and frustration [33].
The global phase diagram is calculated in temperature, antiferromagnetic bond con-
centration p, random chirality strength, and right-chirality concentration c. We find an
extremely rich phase diagram, with a ferromagnetic phase, a multitude of different chiral
phases, a chiral spin-glass phase, and a critical (algebraically) ordered phase [117, 118].
The ferromagnetic and chiral phases accumulate at the disordered phase boundary and
form devil’s staircases [23, 119], where different ordered phases characteristically inter-
cede at alll scales of phase-diagram space. In fact, a continuum of devil’s staircases is
found. Shallow and deep reentrances of the disordered phase, bordered by fragments of
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regular and temperature-inverted devil’s staircases, are seen. The extremely rich phase
diagrams are presented as continuously and qualitatively changing videos [120].
6.2. The q−State Chiral Clock Double Spin Glass
The q-state clock spin glass mentioned in Section 2.2.3 is extended to double spin
glass systems, by introducing the competing left- and right-chiral interactions [see Chpt. 5]
to clock systems. In the q-state chiral clock double spin glass introduced here, frustration
also occurs via randomly frozen left or right chirality [116]. The Hamiltonian in Eq. (2.17)
is therefore generalized to random local chirality,
−βH =
∑
〈ij〉
[
Jij cos θij + ∆δ
(
θij + ηij
2pi
q
)]
. (6.1)
In a cubic lattice, the x, y, or z coordinates increase as sites along the respective coordi-
nate direction are considered. Bond moving as in Fig. 6.1(a) is done transversely to the
bond directions, so that this sequencing is respected. Equivalently, in the corresponding
hierarchical lattice, one can always define a direction along the connectivity, for example,
from left to right in Fig. 6.1(b), and assign consecutive increasing number labels to the
sites. In Eq. (6.1), for each pair of nearest-neighbor sites 〈ij〉 the numerical site label j
is ahead of i, frozen (quenched) ηij = 1 (left chirality) or −1 (right chirality), and the
δ function δ(x) = 1(0) for x = 0(x 6= 0). The overall concentrations of left and right
chirality are respectively 1 − c and c, with 0 ≤ c ≤ 1. The strength of the random
chiral interaction is ∆/J , with temperature divided out. With no loss of generality, we
take ∆ ≥ 0. Thus, the system is chiral ∆ > 0, chiral symmetric for c = 0.5, and chi-
ral symmetry broken for c 6= 0.5. The global phase diagram is in terms of temperature
J−1, antiferromagnetic bond concentration p, random chirality strength ∆/J , and chiral
symmetry-breaking concentration c.
6.3. Renormalization-Group Method:
Migdal-Kadanoff Approximation and
Exact Hierarchical Lattice Solution
We solve the chiral clock double spin-glass model with q = 5 states by renormalization-
group theory, in d = 3 spatial dimensions, with length rescaling factor b = 3. We use
b = 3, as in previous position-space renormalization-group calculations of spin-glass sys-
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(a)
(b)
Figure 6.1: (a) The Migdal-Kadanoff approximate renormalization-group transformation for
the cubic lattice, composed of the bond-moving followed by decimation steps, with the length
rescaling factor b = 3. The corresponding hierarchical lattice is obtained by the repeated
self-imbedding of the leftmost graph in panel (b).(b) The exact renormalization-group trans-
formation for this d = 3 hierarchical lattice. The two procedures yield identical recursion
relations.
tems, because it treats ferromagnetism and antiferromagnetism on equal footing. Our
solution is simultaneously, the Migdal-Kadanoff approximation [20, 21] for the cubic lat-
tice and the exact solution [44–48] for the d = 3 hierarchical lattice based on the repeated
self-imbedding of leftmost graph of Fig. 6.1(b). Fig. 6.1(a) shows the Migdal-Kadanoff
approximate renormalization-group transformation for the cubic lattice, composed of the
bond-moving followed by decimation steps. Fig. 6.1(b) shows the exact renormalization-
group transformation for the hierarchical lattice. The two procedures yield identical re-
cursion relations.
Exact calculations on hierarchical lattices are also currently widely used on a variety
of statistical mechanics problems [121–137]. On the other hand, this approximation for
the cubic lattice is an uncontrolled approximation, as in fact are all renormalization-group
theory calculations. However, as noted before [138], the local summation in position-
space technique used here has been qualitatively, near quantitatively, and predictively
successful in a large variety of problems, such as arbitrary spin-s Ising models [139],
global Blume-Emery-Griffiths model [140], first- and second-order Potts transitions [141,
142], antiferromagnetic Potts critical (algebraically ordered) phases [117, 118], ordering
[31] and superfluidity [143] on surfaces, multiply reentrant liquid crystal phases [106,
107], chaotic spin glasses [50], random-field [144, 145] and random temperature [146,
147] magnets including the remarkably small d = 3 magnetizaion critical exponent β of
the random-field Ising model, and high-temperature superconductors [148]
Under the renormalization-group transformation described below, the Hamiltonian of
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Eq. (6.1) maps onto the more general form
−βH =
∑
〈ij〉
Vij(θij), (6.2)
where θij = θi − θj can take q different values, so that for each pair 〈ij〉 of nearest-
neighbor sites, there are q different interaction constants
{Vij(θij} = {Vij(0), Vij(δ), Vij(2δ), Vij(3δ), Vij(4δ)} ≡ Vij, (6.3)
which are in general different at each locality (quenched randomness). Here, δ ≡ 2pi/5 is
the angle between consecutive clock-spin directions. The largest element of {Vij(θij)} at
each locality 〈ij〉 is set to zero, by subtracting the same constant G from all q interaction
constants, with no effect on the physics; thus, the q − 1 other interaction constants are
negative.
The local renormalization-group transformation is achieved by the sequence, shown
in Fig. 6.1, of bond movings
V˜ij(θij)− G˜ =
bd−1∑
k=1
V
(k)
ij (θij), (6.4)
and decimations
eV
′
14(θ14)−G =
∑
θ2,θ3
eV˜12(θ12)+V˜23(θ23)+V˜34(θ34), (6.5)
where G˜ and G are the subtractive constants mentioned above, and prime marks the in-
teraction of the renormalized system.
The starting double-bimodal quenched probability distribution of the interactions,
characterized by p and c as described above, is not conserved under rescaling. Recall
that we adapted the convolution from (2.33) to the multiinteraction case in Chpt. 5. Here,
we apply a similar approach, to obtain the renormalized quenched probability distribution
of the interactions by the convolution [49]
P ′(V ′i′j′) =
∫ { i′j′∏
ij
dVijP (Vij)
}
δ(V ′i′j′ −R({Vij})), (6.6)
where Vij ≡ {Vij(θij)} as in Eq. (6.3), R({Vij}) represents the bond moving and bond
decimation given in Eqs. (6.4) and (6.5), and primes refer to the renormalized system.
Similar previous studies, on other spin-glass systems are in Refs. [32, 33, 53, 95–97, 99–
101, 105]. For numerical practicality, the bond moving and decimation of Eqs. (6.4)
and (6.5) are achieved by a sequential pairwise combination of interactions, each pairwise
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combination leading to an intermediate probability distribution resulting from a pairwise
convolution as in Eq. (6.6).
We effect this procedure numerically, first starting with the initial double δ distribution
of Eq. (6.1), giving 4 possible interactions quenched randomly distributed throughout the
system, and generating 1000 interactions that embody the quenched probability distribu-
tion resulting from the pairwise combination. Each of the generated 1000 interactions is
described by q interaction constants, as explained above [Eq. (6.3)]. At each subsequent
pairwise convolution as in Eq. (6.6), 1000 randomly chosen pairs, representing quenched
random neighbors in the lattice, are matched by (6.4) or (6.5), and a new set of 1000 in-
teractions is produced. As a control, we have also calculated phase diagrams given below
using 1500 interactions and the phase diagrams did not change.
Our calculation simply consists in following the recursion relations, Eqs. (6.4)–(6.6),
to the various fixed points and thereby mapping the initial conditions that are the basins
of attraction of the various fixed points. This map is the phase diagram: The different ther-
modynamic phases of the system are identified by the different asymptotic renormalization-
group flows of the quenched probability distribution P (Vij). Two renormalization-group
trajectories starting at each side of a phase boundary point diverge from each other, flow-
ing towards the phase sinks (completely stable fixed points) of their respective phases.
Thus, the phase boundary point between two phases is readily obtained to the accuracy of
the figures. We are therefore able to calculate the global phase diagram of the chiral clock
double spin-glass model.
6.4. Global Phase Diagram of the q = 5 State Chiral
Clock Double Spin Glass
The global phase diagram of the q = 5 state chiral clock double spin-glass model in
d = 3 spatial dimensions, in temperature J−1, antiferromagnetic bond concentration p,
random chirality strength ∆/J , and right-chirality concentration c, is a four-dimensional
object, so that only the cross sections of the global phase diagram are exhibited.
Figure 6.2 shows the calculated sequence of phase diagrams for the ferromagnetic
(p = 0), on the left side of the figure, and antiferromagnetic (p = 1), on the right side,
systems with quenched random left- and right-chiral interactions. The horizontal axis
c is the concentration of right-chiral interactions. Phase diagrams for different random
chirality strengths ∆/J are shown. The system exhibits ferromagnetic (F), a multitude
of different chiral, and spin-glass (S) ordered phases. The antiferromagnetic system also
50
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shows an algebraically (A) ordered (critical) phase, in which every point is a critical point
with divergent correlation length [117, 118]. In all cases, the ferromagnetic and different
chiral phases accumulate as different devil’s staircases [23, 119] at their boundary with
the disordered (D) phase. The definition of the devil’s staircase is that this accumulation is
seen at every expanded scale of the phase diagram variables. This accumulation at every
expanded phase diagram scale is indeed revealed from our calculations, as seen further
below.
Figure 6.3 shows the calculated sequence of phase diagrams for the left chiral (c = 0),
on the upper side, and quenched random left and right chiral (c = 0.5), on the lower side,
system with, in both cases, quenched random ferromagnetic and antiferromagnetic inter-
actions. The horizontal axis is the random chirality strength ∆/J . The consecutive phase
diagrams are for different concentrations of antiferromagnetic interactions p. The system
exhibits ferromagnetic (F), a multitude of different chiral, spin-glass (S), and algebraically
ordered (A) phases. The ferromagnetic and different chiral phases accumulate as different
devil’s staircases [23, 119] at their boundary with the disordered (D) phase. Note shal-
low and deep reentrances of disorder [107–110] at p = 0.4 and p = 0.7, respectively,
surrounded by regular and temperature-inverted devil’s staircases.
Figure 6.4 shows the phase diagram cross section in the upper left of Fig. 6.3, with
calculated 10-fold and 100-fold zoom. The devil’s staircase structure appears at each
zoom level.
The full richness of the continuum of widely varying devil’s staircase phase diagrams
can best be seen in video form, four of which are accessible as Supplemental Material
[120]. These videos effectively exhibit a very large number of calculated phase diagram
cross sections.
6.5. Entire-Phase Criticality, Differentiated Chaos in the
Spin-Glass and at Its Boundary
The renormalization-group mechanism for the algebraically ordered (critical) phase
is that all renormalization-group trajectories originating inside this phase flow to a com-
pletely stable fixed point (sink) that occurs at finite temperature (finite coupling strength)
[117, 118, 149–157]. In all other ordered phases, the trajectories flow to strong (infinite)
coupling.
In the ferromagnetic phase, the interaction Vij(0) becomes asymptotically dominant.
In the chiral phases, in the renormalization-group trajectories, one of the chiral inter-
52
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Figure 6.4: The phase diagram cross section in the upper left of Fig. 6.2, with a calculated
10-fold and 100-fold zoom. The devil’s staircase structure appears at each zoom level.
actions from the right-hand side of Eq. (6.3), {Vij(δ), Vij(2δ), Vij(3δ), Vij(4δ)}, becomes
asymptotically dominant. However, in each of the separate phases, it takes a characteristic
number n of renormalization-group transformations, namely a length scale of 3n, to reach
the dominance of one chiral interaction. This distinct number of iterations, namely scale
changes, determines, by tracing back to the periodic sequence in the original lattice, the
pitch of the chiral phase in the original unrenormalized system. Thus, the chiral phases in
the original unrenormalized system, with distinct chiral pitches, are distinct phases. Af-
ter the dominance of one chiral interaction, the renormalization-group trajectory follows
the periodic sequence Vij(δ) → Vij(3δ) → Vij(4δ) → Vij(2δ) → Vij(δ) resulting from
matching q = 5 and b = 3.
Our calculation is exact for the hierarchical lattice pictured in Fig. 6.1(b); therefore
the phase diagrams in Figs. 6.2 and 6.3 are exactly applicable. However, our calculation
is approximate for the cubic lattice, as pictured in Fig. 6.1(a). Thus, one could speculate
that in the cubic lattice, the multitude of chiral phases would appear as a single chiral
phase with a continuously varying pitch: The continuously varying pitch is shown in the
two-dimensional ANNNI model by Monte Carlo simulations, which was also mentioned
in Section 2.2.3, and classified as a ‘sinusoidal’ phase [25] above a certain temperature.
The d = 3 ANNNI model also exhibits, from mean-field calculations, a devil’s staircase
structure made up of commensurate and incommensurate orders [158]. Figure 6.5 shows
all the chiral phases in our calculation merged into a single phase. It is seen that a quite
unusual phase diagram still appears, with the interlacing of the ferromagnetic phase with
the chiral phase, throughout the bulk of the phase region.
The renormalization-group trajectories starting in the chiral spin-glass phase, unlike
those in the ferromagnetic or chiral phases, do not have the asymptotic behavior where at
any scale a single potential V (θ) is dominant. These trajectories of the spin-glass phase
asymptotically go to a strong-coupling fixed probability distribution P (Vij) which assigns
54
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Figure 6.6: Asymptotic fixed distribution of the spin-glass phase. The part of the fixed
distribution, P3(Vij) for the interactions Vij in which Vij(3δ) is maximum and therefore
0 (and the other four interactions are negative) is shown in this figure, with vij(σδ) =
Vij(σδ)/ 〈|Vij(σδ)|〉. The projections of P3(Vij) onto two of its four arguments are shown
in each panel of this figure. The other four Pσ(Vij) have the same fixed distribution. Thus,
chirality is broken locally but not globally.
nonzero probabilities to a distribution of Vij values, with no single Vij(θ) being dominant.
Projections of this distribution (a function of five variables) are shown in Fig. 6.6. This
situation is a direct generalization of the asymptotic trajectories of the ±J Ising spin-
glass phase, where a fixed probability distribution over positive and negative values of the
interaction J is obtained, with no single value of J being dominant [152].
Since, at each locality, the largest interaction in {Vij(0), Vij(δ), Vij(2δ), Vij(3δ), Vij(4δ)}
is set to zero and the four other interactions are thus made negative, by subtracting the
same constant from all five interactions without affecting the physics, the quenched prob-
ability distribution P (Vij), a function of five variables, is actually composed of five func-
tions Pσ(Vij) of four variables, each such function corresponding to one of the interac-
tions being zero and the other four, arguments of the function, being negative. Figure 6.6
shows one of the latter functions: The part of the fixed distribution, P3(Vij), for the inter-
actions Vij in which Vij(3δ) is maximum and therefore 0 (and the other four interactions
are negative) is shown in this figure. The projections of P3(Vij) onto two of its four argu-
ments are shown in each panel of this figure. The other four Pσ(Vij) have the same fixed
distribution. Thus, chirality is broken locally, but not globally.
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Figure 6.7: Chaotic renormalization-group trajectories of the spin-glass phase (bottom) and
of the phase boundary between the spin-glass and disordered phases (top). The five inter-
actions Vij(0), Vij(δ), Vij(2δ), Vij(3δ), Vij(4δ) at a given location 〈ij〉, under consecutive
renormalization-group transformations, are shown. The θij = σδ angular value of each in-
teraction Vij(θij) is indicated in the figure panels. Bottom panel: Inside the spin-glass phase.
The corresponding Lyapunov exponent is λ = 2.01 and the average interaction diverges as
〈|V |〉 ∼ byRn, where n is the number of renormalization-group iterations and yR = 0.26 is
the runaway exponent. Top panel: At the phase boundary between the spin-glass and disor-
dered phases. The corresponding Lyapunov exponent is λ = 1.70 and the average nonzero
interaction remains fixed at 〈V 〉 = −0.99. As indicated by the Lyapunov exponents, chaos is
stronger inside the spin-glass phase than at its phase boundary.
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Another distinctive mechanics, that of chaos under scale change [50–52] or, equiv-
alently, under spatial translation [32], occurs within the spin-glass phase and differently
at the spin-glass phase boundary [32], in systems with competing ferromagnetic and an-
tiferromagnetic interactions [32, 50–79, 159] and with competing left- and right-chiral
interactions, introduced in Chpt. 5. The physical hierarchical lattice that we solve here
is an infinite system, where 1000 quintuplets {Vij(0), Vij(δ), Vij(2δ), Vij(3δ), Vij(4δ)})
are randomly distributed over the lattice bond positions. Thus, as we can fix our atten-
tion to one lattice position and monitor how the quintuplet at that position evolves un-
der renormalization-group transformation, as it merges with its neighbors through bond-
moving [Eq. (6.4)] and decimation [Eq. (6.5)], and thereby calculate the Lyapunov expo-
nent [32, 53], which when positive is the measure of the strength of chaos.
Figure 6.7 gives the asymptotic chaotic renormalization-group trajectories of the spin-
glass phase and, distinctly, of the phase boundary between the spin-glass and disordered
phases. The chaotic trajectories found here are similar to those found in traditional (Ising)
spin-glasses [32, 53], with of course different Lyapunov exponents seen below. The five
interactions Vij(0), Vij(δ), Vij(2δ), Vij(3δ), Vij(4δ) at a given location 〈ij〉, under consec-
utive renormalization-group transformations, are shown in Fig. 6.7. As noted, chaos is
measured by the Lyapunov exponent [32, 53, 71, 80, 81], which we here generalize, by
the matrix form, to our multiinteraction case:
λ = lim
n→∞
1
n
ln
∣∣∣∣∣E
(
n−1∏
k=0
dvk+1
dvk
)∣∣∣∣∣ , (6.7)
where the function E(M) gives the largest eigenvalue of its matrix argument M and the
vector vk is
vk = {vij(0), vij(δ), vij(2δ), vij(3δ), vij(4δ)}, (6.8)
with vij(σδ) = Vij(σδ)/ 〈|Vij(σδ)|〉, at step k of the renormalization-group trajectory.
The product in Eq. (6.7) is to be taken within the asymptotic chaotic band, which is
renormalization-group stable of unstable for the spin-glass phase or its boundary, respec-
tively. Thus, we throw out the first 100 renormalization-group iterations to eliminate the
transient points outside of, but leading to, the chaotic band. Subsequently, typically using
1000 renormalization-group iterations in the product in Eq. (6.7) assures the convergence
of the Lyapunov exponent value λ, which is thus accurate to the number of significant
figures given. Spin-glass chaos occurs for λ > 0 [71] and as chaos is stronger, λ is more
positive, as seen, for example, in the progressions in Figs. 6 and 7 of Ref. [53]. In the spin-
glass phase of the currently studied system, the Lyapunov exponent is λ = 2.01 and the
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average interaction diverges as 〈|V |〉 ∼ byRn, where n is the number of renormalization-
group iterations and yR = 0.26 is the runaway exponent. At the phase boundary between
the spin-glass and disordered phases, the Lyapunov exponent is λ = 1.70 and the aver-
age nonzero interaction remains fixed at 〈V 〉 = −0.99. As indicated by the Lyapunov
exponents, chaos is stronger inside the spin-glass phase than at its phase boundary.
6.6. Conclusion
It is thus seen that chirality and chiral quenched randomness provides, in a simple
model, remarkably rich phase transition phenomena. These include a multitude of chiral
phases, a continuum of widely varying devil’s staircases, shallow and deep reentrances of
the disordered phase surrounded by regular and temperature-inverted devil’s staircases,
a critical phase, and a chiral spin-glass phase with chaotic rescaling behavior inside and
differently at its boundary. The widely varying continuum of devil’s staircase phase dia-
grams are best seen in video form, four of which are accessible as Supplemental Material
[120]. Finally, the study of an even number of q states, which do not have a built-in
entropy as mentioned above, should yield equally rich but qualitatively different phase
diagrams.
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Chapter 7
PHASE TRANSITIONS BETWEEN
DIFFERENT SPIN-GLASS PHASES AND
MANY CHAOSES IN QUENCHED RANDOM
CHIRAL SYSTEMS
7.1. Introduction
Spin-glass phases, created by competing frustrated random ferromagnetic and anti-
ferromagnetic interactions, have been known [17] to incorporate a plethora of interesting
complex phenomena, not least being the natural generation chaos [50–52]. Recently, it
has been shown [116, 160] that competing left- and right-chiral interactions also create
spin-glass phases, even in the absence of competing ferromagnetic and antiferromagnetic
interactions. First shown [116] with chiral Potts models [26–30], with the inclusion of
quenched randomness, chiral spin glasses were recently extended [160] to clock models
with an odd number of states (q = 5), resulting in a literally moviesque sequence of phase
diagrams, including regular and inverted devil’s staircases, a chiral spin-glass phase, and
algebraic order.
The chiral clock model work was purposefully initiated [160] with odd number of
states q, in order to deal with the complexity of the global phase diagram, since it is known
that the odd q models do not show [33] the traditional ferromagnetic-antiferromagnetic
spin-glass phase. The current study, on the other hand, is on the random chiral clock
model with an even number of states (q = 4). A double spin-glass model is constructed,
including competing quenched random left-right chiral and ferromagnetic-antiferromagnetic
interactions, and solved in three dimensions by renormalization-group theory.
The extremely rich phase diagram includes, to our knowledge for the first time, more
than one (four) spin-glass phases on the same phase diagram and three separate spin-
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glass-to-spin-glass phase transitions. These constitute phase transitions between chaoses.
We determine the chaotic behaviors of the spin-glass phases, of the phase transitions
between the spin-glass phases, of the phase transitions between the spin-glass phases and
the ferromagnetic, antiferromagnetic, quadrupolar, and disordered phases.
7.2. Renormalization-Group Method:
Migdal-Kadanoff Approximation and
Exact Hierarchical Lattice Solution
Our method has been previously described in Chpt. 6 and used on a qualitatively dif-
ferent model, with qualitatively different results. Thus, we solve the chiral clock double
spin-glass model with q = 4 states by renormalization-group theory, in d = 3 spatial
dimensions, with length rescaling factor b = 3. We use b = 3, as in previous position-
space renormalization-group calculations of spin-glass systems, because it treats ferro-
magnetism and antiferromagnetism on equal footing. Once again, our solution is, simul-
taneously, the Migdal-Kadanoff approximation [20, 21] for the cubic lattice and the exact
solution [44–48] for the d = 3 hierarchical lattice based on the repeated self-imbedding
of leftmost graph of Fig. 6.1(b). Figure 6.1(a) shows the Migdal-Kadanoff approximate
renormalization-group transformation for the cubic lattice, composed of the bond-moving
followed by decimation steps. Figure 6.1(a) shows the exact renormalization-group trans-
formation for the matching hierarchical lattice. The two procedures yield identical recur-
sion relations. Exact calculations on hierarchical lattices are also currently widely used
on a variety of statistical mechanics [122–125, 127, 129, 131, 133–137] and finance [161]
problems.
Under the renormalization-group transformation described below, the Hamiltonian of
Eq. (6.1) maps onto the more general form
−βH =
∑
〈ij〉
Vij(θij), (7.1)
where θij = θi − θj can take q different values, so that for each pair < ij > of nearest-
neighbor sites, there are q = 4 different interaction constants
{Vij(θij)} = {Vij(0), Vij(pi/2), Vij(pi), Vij(3pi/2)} ≡ Vij, (7.2)
which are in general different at each locality (quenched randomness). The largest ele-
ment of {Vij(θij)} at each locality 〈ij〉 is set to zero, by subtracting the same constant
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G from all q interaction constants, with no effect on the physics; thus, the q − 1 other
interaction constants are negative.
The local renormalization-group transformation is achieved by the sequence, shown
in Fig. 6.1, of bond movings
V˜ij(θij)− G˜ =
bd−1∑
k=1
V
(k)
ij (θij), (7.3)
and decimations
eV
′
14(θ14)−G =
∑
θ2,θ3
eV˜12(θ12)+V˜23(θ23)+V˜34(θ34), (7.4)
where G˜ and G are the subtractive constants mentioned above, and prime marks the in-
teraction of the renormalized system.
The starting double-bimodal quenched probability distribution of the interactions,
characterized by p and c as described above, is not conserved under rescaling. The renor-
malized quenched probability distribution of the interactions is obtained by the convolu-
tion [49]
P ′(V ′i′j′) =
∫ { i′j′∏
ij
dVijP (Vij)
}
δ(V ′i′j′ −R({Vij})), (7.5)
where Vij ≡ {Vij(θij)} as in Eq. (7.2), R({Vij}) represents the bond moving and bond
decimation given in Eqs. (7.3) and (7.4), and primes refer to the renormalized system.
Similar previous studies, on other spin-glass systems, are in Refs. [32, 33, 53, 95–97,
99–101, 105]. For numerical practicality the bond moving and decimation of Eqs. (7.3)
and (7.4) are achieved by a sequential pairwise combination of interactions, each pairwise
combination leading to an intermediate probability distribution resulting from a pairwise
convolution as in Eq. (7.5)
We effect this procedure numerically, first starting with the initial double delta distri-
bution of Eq. (6.1) giving 4 possible interactions quenched randomly distributed through-
out the system, and generating 1000 interactions that embody the quenched probability
distribution resulting from the pairwise combination. Each of the generated 1000 inter-
actions is described by q = 4 interaction constants, as explained above [Eq. (7.2)]. At
each subsequent pairwise convolution as in Eq. (7.5), 1000 randomly chosen pairs, rep-
resenting quenched random neighbors in the lattice, are matched by (7.3) or (7.4), and
a new set of 1000 interactions is produced. Our calculation simply consists in following
the recursion relations, Eqs. (7.3)–(7.5) to the various fixed points and thereby mapping
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Figure 7.2: Asymptotic fixed distribution of the chiral spin-glass phase SCh. The part of
the fixed distribution P1(Vij), for the interactions Vij in which Vij(pi/2) is maximum and
therefore 0 (and the other three interactions are negative) is shown in this figure, with vij(θ) =
Vij(θ)/ 〈|Vij(θ)|〉. The projections of P1(Vij) onto two of its three arguments are shown in
each panel of this figure. The other three Pσ(Vij) have the same fixed distribution. Thus
chirality is broken locally but not globally, just as, in the long-time studied ferromagnetic-
antiferromagnetic spin glasses, spin-direction symmetry breaking is local but not global (i.e.,
the local magnetization is non-zero, the global magnetization is zero).
the initial conditions that are the basins of attraction of the various fixed points. This map
is the phase diagram: The different thermodynamic phases of the system are identified
by the different asymptotic renormalization-group flows of the quenched probability dis-
tribution P (Vij). Two renormalization-group trajectories starting at each side of a phase
boundary point diverge from each other, flowing towards the phase sinks (completely sta-
ble fixed points) of their respective phases. Thus, the phase boundary point between two
phases is readily obtained to the accuracy of the figures. We are therefore able to calculate
the global phase diagram of the (importantly even) q = 4 chiral clock double spin-glass
model.
7.3. Global Phase Diagram: Multiple Spin-Glass Phases
The global phase diagram of the q = 4 state chiral clock double spin-glass model in
d = 3 spatial dimensions, in temperature J−1, antiferromagnetic bond concentration p,
random chirality strength ∆/J , and right-chirality concentration c, is a four-dimensional
object, so that only the cross-sections of the global phase diagram are exhibited.
Figure 7.1 shows a calculated sequence of phase diagram cross sections for the left-
chiral (c = 0), on the upper side, and quenched random left- and right-chiral (c = 0.5),
on the lower side, systems with in both cases quenched random ferromagnetic and an-
tiferromagnetic interactions. The horizontal axis is the random chirality strength ∆/J
(See Eq. (6.1)). The consecutive phase diagrams are for different concentrations p of an-
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Figure 7.3: Asymptotic fixed distributions of 3 different spin-glass phases, with vij(θ) =
Vij(θ)/ 〈|Vij(θ)|〉. For the ferromagnetic-antiferromagnetic spin-glass SFA phase, r = 0, σ =
2 and r = 2, σ = 0. The other two angles do not occur. For the quadrupolar spin-glass SQ
phase, r = 0, σ = 1 and r = 1, σ = 0, with Vij(0) = Vij(pi) and Vij(pi/2) = Vij(3pi/2). For
the spin-glass SR phase, r = 1, σ = 3 and r = 3, σ = 1. The other two angles do not occur.
The vij(0) = vij(pi) curve obtained from the left panel of Fig. 3 also matches the curve here.
tiferromagnetic interactions. The system exhibits a disordered phase (D), a ferromagnetic
phase (F), a conventionally ordered (in contrast to the algebraically ordered for q = 5)
antiferromagnetic phase (A), a quadrupolar phase (Q), a new "one-step" phase (R), a mul-
titude of different chiral phases, and four different spin-glass phases (SCh, SFA, SQ, SR)
including spin-glass-to-spin-glass phase transitions. The ferromagnetic and different chi-
ral phases accumulate as conventional and temperature-inverted (abutting to the reentrant
[107–111] disordered phase) devil’s staircases [23, 119] at their boundary with the disor-
dered (D) phase. This accumulation occurs at all scales of phase diagram space (i.e., at
all magnifications of the phase diagram figure).
Unlike the odd q case of q = 5, which incorporates built-in entropy [160] even without
any quenched randomness, no algebraically ordered phase [117, 118] occurs in this even q
case of q = 4. The devil’s staircases of the chiral phases is again seen. Most interestingly,
quadrupolar and "one-step" phases, different spin-glass phases for the first time in the
same phase diagram, and spin-glass-to-spin-glass direct phase transitions are seen. The
phases and phase boundaries involving spin glassiness are tracked through the calculated
Lyapunov exponents of their chaos.
In all ordered phases, the renormalization-group trajectories flow to strong (infinite)
coupling. In the ferromagnetic phase, under renormalization-group transformations, the
interaction Vij(0) becomes asymptotically dominant. In the antiferromagnetic phase, un-
der renormalization-group transformations, the interaction Vij(pi) becomes asymptotically
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dominant. In the quadrupolar phase Q, the interactions Vij(0) and Vij(pi) become asymp-
totically dominant and equal. Thus, there are two such quadrupolar phases, namely along
the spin directions±x or±y, with the additional (factorized) trivial degeneracy of± spin
direction at each site. In the new "one-step phase" R, the interactions Vij(+pi/2) and
Vij(−pi/2) become asymptotically dominant and equal. Thus, in such a phase, the aver-
age local spins can span all spin directions, taking ±pi/2 steps from one spin to the next
in the renormalized systems.
In the chiral phases, in the renormalization-group trajectories, one of the chiral inter-
actions from the right-hand side of Eq. (7.2), {Vij(pi/2), Vij(3pi/2))}, becomes asymptot-
ically dominant. However, in each of the separate chiral phases, it takes a characteristic
number n of renormalization-group transformations, namely a length scale of 3n, to reach
the dominance of one chiral interaction. This distinct number of iterations, namely scale
changes, determines, by tracing back to the periodic sequence in the original lattice, the
pitch of the chiral phase in the original unrenormalized system. Thus, the chiral phases in
the original unrenormalized system, with distinct chiral pitches, are distinct phases. After
the dominance of one chiral interaction, the renormalization-group trajectory follows the
periodic sequence Vij(pi/2)→ Vij(3pi/2)→ Vij(pi/2) resulting from matching q = 4 and
b = 3.
The renormalization-group trajectories starting in the spin-glass phases, unlike those
in the ferromagnetic, antiferromagnetic, quadrupolar, "one-step", and chiral phases, do
not have the asymptotic behavior where at any scale one potential V (θ) is dominant.
These trajectories of the spin-glass phases asymptotically go to a strong-coupling fixed
probability distribution P (Vij) which assigns non-zero probabilities to a distribution of
Vij values, with no single Vij(θ) being dominant. These distributions are shown in Figs.
3 and 4. Different asymptotic fixed probability distributions indicate different spin-glass
phases, for the first time in the same phase diagram.
Since, at each locality, the largest interaction in {Vij(0), Vij(pi/2), Vij(pi), Vij(3pi/2)}
is set to zero and the three other interactions are thus made negative, by subtracting the
same constant from all four interactions without affecting the physics, the quenched prob-
ability distribution P (Vij), a function of four variables, is actually composed of four
functions Pσ(Vij) of three variables, each such function corresponding to one of the in-
teractions being zero and the other three, arguments of the function, being negative. Figs.
3 and 4 show the latter functions.
In Fig. 7.2 for the spin-glass phase SCh, the part of the fixed distribution, P1(Vij),
for the interactions Vij in which Vij(pi/2) is maximum and therefore 0 (and the other
three interactions are negative) is shown. The projections of P1(Vij) onto two of its
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three arguments are shown in each panel of Fig. 7.2. The other three Pσ(Vij) have the
same fixed distribution. Thus, chirality is broken locally, but not globally, just as, in the
long-time studied ferromagnetic-antiferromagnetic spin glasses, spin-direction symme-
try breaking is local but not global (i.e., the local magnetization is non-zero, the global
magnetization is zero). The asymptotic fixed distribution of the phase SCh, given in
Fig. 7.2, assigns non-zero probabilities to a continuum of values for all four interac-
tions {Vij(0), Vij(pi/2), Vij(pi), Vij(3pi/2)}. The phase SCh is therefore a chiral spin-glass
phase. The similar chiral spin-glass phase has been seen previously, as the sole spin-glass
phase, for the odd q = 5.[160]. The chiral spin-glass phase occurs even when there is no
competing ferromagnetic-antiferromagnetic interactions.[116, 160]
As seen in Fig. 7.3, in the asymptotic fixed distribution of the spin-glass phase SFA,
non-zero probabilities are assigned to a continuum of values of {Vij(0), Vij(pi)}. Fig.
4 shows the fixed distribution values P0(Vij(pi)) for Vij(0) maximum and therefore set
to zero. Completing the asymptotic fixed distribution of SFA is an identical function
P2(Vij(0)) for Vij(pi) maximum and therefore set to zero. At this fixed distribution, the
values of Vij(pi/2) and Vij(3pi/2) diverge to negative infinity, so that these angles do not
occur. Thus, SFA is the long-studied [17] spin-glass phase of competing ferromagnetic
and antiferromagnetic interactions.
Fig. 7.3 also shows the asymptotic fixed distribution of the spin-glass phase SR,
with the functions P1(Vij(3pi/2)) for Vij(pi/2) maximum (and therefore set to zero) and
P3(Vij(pi/2)) for Vij(3pi/2) maximum (and therefore set to zero). Again, the other two
angles do not occur at this asymptotic fixed distribution. Furthermore, Fig. 7.3 also
shows the asymptotic fixed distribution of the spin-glass phase SQ, with the functions
P0(Vij(pi/2)) and P1(Vij(0)), with Vij(0) = Vij(pi) and Vij(pi/2) = Vij(3pi/2). Thus,
this fixed distribution does not locally distinguish between ± spin directions and is thus a
quadrupolar spin-glass phase.
In fact, the vij(0) = vij(pi) curve obtained from the left panel of Fig. 7.2 also matches
the curve here. The three fixed distributions given in Fig. 7.3 exhibit the same numerical
curve, but refer to widely different interactions. Thus, they underpin different spin-glass
phases.
7.4. Phase Transitions between Chaos
Another distinctive mechanism, that of chaos under scale change [50–52] or, equiva-
lently, chaos under spatial translation [32], occurs within the spin-glass phase and differ-
ently at the spin-glass phase boundary [32], in systems with competing ferromagnetic and
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antiferromagnetic interactions [32, 50–79, 159] and, more recently, with competing left-
and right-chiral interactions [116, 160]. The physical hierarchical lattice that we solve
here is an infinite system, where 1000 quadruplets {Vij(0), Vij(pi/2), Vij(pi), Vij(3pi/2)}
are randomly distributed over the lattice bond positions. Thus, as we can fix our atten-
tion to one lattice position and monitor how the quadruplet at that position evolves under
renormalization-group transformation, as it merges with its neighbors through bond mov-
ing [Eq. (7.3)] and decimation [Eq. (7.4)], and thereby calculate the Lyapunov exponent
[32, 53], which when positive is the measure of the strength of chaos.
Fig. 7.4 gives the asymptotic chaotic renormalization-group trajectories of the four
different spin-glass phases and of the phase boundaries between the spin-glass phases
with other spin-glass phases, with the ordered phases and the disordered phase. The
chaotic trajectories found here are similar to those found in traditional (Ising) spin-glasses
[32, 53], with of course different Lyapunov exponents seen below. The four interactions
Vij(0), Vij(pi/), Vij(pi), Vij(3pi/2) at a given location 〈ij〉, under consecutive renormalization-
group transformations, are shown in Fig. 7.4. As noted, chaos is measured by the Lya-
punov exponent [32, 53, 71, 80, 81], which we have previously [160] generalized, by the
matrix form, to multi-interaction cases:
λ = lim
n→∞
1
n
ln
∣∣∣∣∣E
(
n−1∏
k=0
dvk+1
dvk
)∣∣∣∣∣ , (7.6)
where the function E(M) gives the largest eigenvalue of its matrix argument M and the
vector vk is
vk = {vij(0), vij(pi/2), vij(pi), vij(3pi/2)}, (7.7)
with vij(θ) = Vij(θ)/ < |Vij(θ)| >, at step k of the renormalization-group trajectory.
The product in Eq. (7.6) is to be taken within the asymptotic chaotic band, which is
renormalization-group stable or unstable for the spin-glass phase or its boundaries, re-
spectively. Thus, we throw out the first 200 renormalization-group iterations to eliminate
the transient points outside of, but leading to the chaotic band. Subsequently, typically
using 1,000 renormalization-group iterations in the product in Eq. (7.6) assures the con-
vergence of the Lyapunov exponent value λ.
Spin-glass chaos occurs for λ > 0 [71] and the more positive λ, the stronger is chaos,
as seen for example in the progressions in Figs. 6 and 7 of Ref. [53]. Inside all four
spin-glass phases, the average interaction diverges as < |V | >∼ byRn, where n is the
number of renormalization-group iterations and yR = 0.25 is the runaway exponent. In
the non-spin-glass-ordered phases, the runaway exponent value is yR = d− 1 = 3 [162].
69
At the SCh−SR, SCh−SQ, SFA − F and its symmetric SFA−A phase boundaries,
yR = 0.25 also. At the SCh−SFA phase boundary, yR = 0.11 for Vij(0), Vij(pi) and
yR = 0.25 for Vij(pi/2), Vij(3pi/2). At the phase boundaries of the spin-glass phases with
some non-spin-glass-ordered and disordered phases, the average interaction remains non-
divergent, fixed at < V >= −0.34 for SFA−Q, SR−R, SQ−D and < V >= −1.07 for
SCh−D. As indicated by the Lyapunov exponents, chaos is stronger inside the spin-glass
phase than at its phase boundaries with non-spin-glass phases.
As expected from the asymptotic fixed distribution analysis given above, the three
spin-glass phases SFA, SQ, SR and the phase transitions between these phases have the
same Lyapunov exponent λ = 1.92 and therefore the same degree of chaos. The chiral
spin-glass SCh has more chaos (λ = 1.98) from the other three spin-glass phases. The
phase transition between the chiral spin-glass phase SCh and the other three spin-glass
phases is a phase transition between different types of chaos. This phase transition itself
of course exhibits chaos, as do all spin-glass phase boundaries.
7.5. Conclusion
The left-right chiral and ferromagnetic-antiferromagnetic double spin-glass clock model,
with the crucially even number of states q = 4 and in three dimensions d = 3, has been
solved by renormalization-group theory that is approximate for the cubic lattice and exact
for the corresponding hierarchical lattice. We find, for the first time to our knowledge,
four different spin-glass phases, including conventional, chiral, and quadrupolar spin-
glass phases, and phase transitions between spin-glass phases. The chaoses, in the differ-
ent spin-glass phases and in the phase transitions of the spin-glass phases with the other
spin-glass phases, the non-spin-glass ordered phases, and the disordered phase, are deter-
mined and quantified by Lyapunov exponents. It is seen that the chiral spin-glass phase
is the most chaotic spin-glass phase. The calculated phase diagram is also otherwise very
rich, including regular and temperature-inverted devil’s staircases and reentrances.
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Chapter 8
CONCLUSION
In this thesis, we have investigated a collection of systems, including the interface
roughening-phase transition for the anisotropic Ising models by hard-spin mean-field the-
ory, as well as q−state chiral Potts spin-glass models for frustration from competing left
and right chiralities, the q−state chiral clock double spin-glass models with both com-
peting left-right chiralities, and competing ferromagnetic-antiferromagnetic interactions,
using renormalization-group theory.
In Chpt. 3, we start our discussion by considering homogeneous systems. We study
the interface roughening phase transition of the 3d Ising model using hard-spin mean-
field theory, which is an improved mean-field theory that respects the full magnitude of
individual local spins, which is important when there are competing local interactions.
In Chpt. 4, the approach is extended to the effects of quenched random pinning centers
and missing bonds on the interface of isotropic and uniaxially anisotropic Ising models
in d = 3. We find that these frozen impurities cause domain boundary roughening that
exhibits consecutive thresholding transitions as a function of interaction anisotropy. We
also find that, for both missing-bond and pinning-center impurities, for moderately large
values of anisotropy, the systems saturate to the "solid-on-solid" limit, exhibiting a single
universal curve for the domain boundary width as a function of impurity concentration.
In Chpt. 5, we further examined the quenched random systems, by introducing the
chiral spin-glass Potts system. We studied this system by renormalization-group theory
with q = 3 states in two and three spatial dimensions. The global phase diagrams were
calculated in temperature, chirality concentration p, and chirality-breaking concentration
c, with determination of phase chaos and phase-boundary chaos. In d = 3, the system
reveals ferromagnetic, left-chiral, right-chiral, for the first time chiral spin-glass, and dis-
ordered phases. The phase boundaries to the ferromagnetic, left- and right-chiral phases
show, differently, an unusual fibrous patchwork (microreentrances) of all four (ferromag-
netic, left-chiral, right-chiral, chiral spin-glass) ordered phases, especially in the multicrit-
ical region. We determined the chaotic behavior of the interactions, under scale change,
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both in the chiral spin-glass phase and on the boundary between the chiral spin-glass and
disordered phases, showing Lyapunov exponents in relative magnitudes reversed from
the usual ferromagnetic-antiferromagnetic spin-glass systems. At low temperatures, the
boundaries of the left- and right-chiral phases become thresholded in p and c. In our d = 2
calculation, the chiral spin-glass Potts system does not have a spin-glass phase, consis-
tently with the lower-critical dimension of ferromagnetic-antiferromagnetic spin glasses.
The left- and right-chirally ordered phases show reentrance in chirality concentration p.
In Chpt. 6 we studied a q = 5 state clock spin-glass model in d = 3 spatial dimen-
sions, using renormalization-group theory. Our system has both competing ferromag-
netic/antiferromagnetic interactions, and competing left/right-chiralities. In d = 3, an
extremely rich phase diagram contains a ferromagnetic phase, a multitude of chirally or-
dered phases, a chiral spin-glass phase, and Berker-Kadanoff type critical (algebraically
ordered) phase. The global phase diagram exhibits a richly varying continuum of devil’s
staircases, where the ferromagnetic and chirally ordered phases accumulate at the phase
boundary with the disordered phase. The phase diagrams contain shallow and deep reen-
trances of the disordered phase, surrounded by regular and temperature-inverted devil’s
staircases. The rich continuum of such phase diagrams were combined into a movie,
showing the evolution of phase diagram.
In Chpt. 7, we further examined the initially described q-state chiral clock double spin-
glass system to q = 4. We find, for the first time to our knowledge, four different spin-
glass phases, including conventional, chiral, and quadrupolar spin-glass phases, and phase
transitions between spin-glass phases. The chaoses, in the different spin-glass phases
and in the phase transitions of the spin-glass phases with the other spin-glass phases,
with the non-spin-glass ordered phases, and with the disordered phase, are determined
and quantified by Lyapunov exponents. It is seen that the chiral spin-glass phase is the
most chaotic spin-glass phase. The calculated phase diagram is also otherwise very rich,
including regular and temperature-inverted devil’s staircases and reentrances.
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