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Abstract
We propose an algorithm for the adaptation of the learning rate for stochas-
tic gradient descent (SGD) that avoids the need for validation set use. The
idea for the adaptiveness comes from the technique of extrapolation: to get
an estimate for the error against the gradient flow which underlies SGD, we
compare the result obtained by one full step and two half-steps. The algo-
rithm is applied in two separate frameworks: federated and differentially pri-
vate learning. Using examples of deep neural networks we empirically show
that the adaptive algorithm is competitive with manually tuned commonly
used optimisation methods for differentially privately training. We also show
that it works robustly in the case of federated learning unlike commonly used
optimisation methods.
Introduction
Stochastic gradient descent (SGD) and its variants, including AdaGrad [6], RM-
SProp [21] and Adam [12], are the main workhorses of modern machine learning
and deep learning. These methods are quite sensitive to tuning the learning rate,
which usually requires testing different alternatives and evaluating them on a val-
idation data set. When possible, this adds significantly to the computational cost
of using them. However, there are also situations where proper validation is diffi-
cult, such as differentially private or federated learning. In these settings, effective
adaptive algorithms can be extremely important for efficient learning. While adap-
tive SGD alternatives such as AdaGrad, RMSProp and Adam are not as sensitive
to tuning as plain SGD, they nevertheless require tuning for good performance.
Furthermore, in [23] it is argued that commonly used adaptive methods such as
AdaGrad, RMSProp and Adam can lead to very poor generalisation performance
in deep learning and that properly tuned basic SGD is a very competitive approach.
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Differential privacy (DP) [7] has recently risen as the dominant paradigm for
privacy-preserving machine learning. A number of differentially private algorithms
have been proposed addressing both important specific models (e.g. [3]; [9]; [1]) as
well as more general approaches to learning (e.g. [4]; [5]; [24]; [18]; [11]). Like in
machine learning more generally, differentially private stochastic gradient descent
(DP-SGD) [19, 20, 1] has emerged as an important tool for implementing differen-
tial privacy for a number of applications. The introduction of very tight bounds on
the privacy loss occurring during the iterative algorithm computed via the moments
accountant [1] has made these algorithms particularly attractive. Furthermore, DP’s
invariance to post-processing means that the same privacy guarantees apply to any
algorithm that uses the same gradient information, including adaptive and acceler-
ated methods. In addition to deep learning, stochastic gradients and more recently
the moments accountant have been used in algorithms for other paradigms, such as
Bayesian inference [22, 11, 15].
It is clear that standard hyperparameter tuning methods typically used for tun-
ing the learning rate are not directly applicable to DP learning because of the need
to account for the additional privacy loss for multiple runs of the learning and vali-
dation set use. Most previous work glosses this over, with two notable exceptions.
Kusner et al. [13] presented DP Bayesian optimisation that accounts for the privacy
loss for the validation set, but they completely ignore training set privacy. Very re-
cently Liu and Talwar [16] introduced DP meta selection for DP hyperparameter
tuning, but their approach imposes a 2-3x loss in privacy and only supports random
hyperparameter search which may carry significant computational cost.
Federated learning [17] has become popular as a means for communication-
efficient learning with distributed data, and a useful tool for further improving pri-
vacy as well. The federated setup can severely restrict the possibility of using val-
idation, because individual clients may differ from each other significantly which
limits the value of generalising hyperparameters across clients, while at the same
time limited availability of data and compute at an individual client may limit the
use of local validation. In an extreme case the distribution of samples may be ex-
tremely biased between different clients, requiring the use of very different local
learning rates that are impossible to tune with classical methods. Adaptive learning
rate tuning can greatly increase both learning efficiency and stability in such cases.
In this paper, we propose a rigorous adaptive method for finding a good learn-
ing rate for SGD, and apply in DP and federated learning settings. The adaptation
is performed during learning, which implies that the learning process only has to
be executed once, leading to savings in compute time and efficient use of the pri-
vacy budget. We prove the privacy of our method based on the moments accountant
mechanism.
Main contributions
We propose the first learning rate adaptive DP SGD method. We give rigorous mo-
ment bounds for the method, and using these bounds, we can compute tight (ε, δ)-
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bounds using the so called moments accountant technique. By simple derivations,
we show how to determine the additional tolerance hyperparameter in the algo-
rithm. In computational experiments we show that it is competitive with optimally
tuned standard optimisation methods without any tuning. We further demonstrate
that the method can help stabilise federated learning especially when the data are
non-uniformly distributed to different clients.
Motivation for the learning rate adaptation: extrapolation
of differential equations
The main ingredient of the learning rate adaptation comes from numerical extrap-
olation of ordinary differential equations (ODEs), see e.g. [10]. We next describe
this idea. Let g be a differentiable function g : Rd → R. Gradient descent (GD)
θ`+1 = θ` − η`∇g(θ`) (1)
is a first-order method for finding a (local) minimum of the function g. It can be
seen as an explicit Euler method with a step of size η` applied to the system of
ODEs θ′(t) = −∇g(θ), θ(0) = θ0 ∈ Rd, which is also called the gradient flow
corresponding to g.
To get an estimate of the error made in the numerical approximation (1), we
extrapolate it as follows. Consider one Euler step of size η applied to the gradient
flow,
θ1 = θ0 − η∇g(θ0), (2)
and θ̂1 which is a result of two steps of size η2 :
θ1/2 = θ0 −
η
2
∇g(θ0), θ̂1 = θ1/2 −
η
2
∇g(θ1/2).
Using the Taylor expansion of the true solution θ(η), we see that θ(η) − θ1 =
η2
2 Jg(θ0)∇g(θ0)+O(η3) and that 2(θ̂1− θ1) gives anO(η3)-estimate of the local
error generated by the GD step (1). If at step ` of the iteration we have the error
estimate
err` = ‖θ̂`+1 − θ`+1‖, (3)
and if a local error of size tol is desired, a simple mechanism for updating the step
size is given by
η`+1 = min
(
max
(
tol
err`
, αmin
)
, αmax
)
· η`,
where αmin < 1 and αmax > 1. In our experiments we have used αmin =
0.9, αmax = 1.1. In case ∇g has a large Lipschitz constant, a condition erri < tol
for the update θ`+1 ← θ` gives a more stable algorithm. This procedure is depicted
in Algorithm 1.
We apply Algorithm 1 to the differentially private SGD method and to the
federated learning algorithm. The challenge in the DP setting is that for privacy
reasons the gradients are blurred by the additive DP-noise.
3
Algorithm 1 The update mechanism defined by the parameters αmin, αmax, tol
Evaluate: err` ← ‖θ̂`+1 − θ`+1‖
if err` > tol: then
θ`+1 ← θ` (discard)
end if
update: η`+1 = min(max( tolerr` , αmin), αmax) · η`.
Differential Privacy
Definition of Differential Privacy
We first recall some basic definitions of differential privacy [8]. We use the follow-
ing notation. An input set containingN data points is denoted asX = (x1, . . . , xN ) ∈
XN , where xi ∈ X , 1 ≤ i ≤ N . For giving the definition of the actual differential
privacy we need the following definition.
Definition 1. We say that two data sets X and X ′ are adjacent if they only differ
in one record. i.e., if xi 6= x′i for some i, where xi ∈ X and x′i ∈ X ′.
The following definition formalises the (ε, δ)-differential privacy of a ran-
domised mechanismM.
Definition 2. Let ε > 0 and δ ∈ [0, 1]. MechanismM : XN → Z is (ε, δ)-DP if
for every pair of neighbouring data sets X , X ′ and every measurable set E ⊂ Z
we have
Pr(M(X) ∈ E) ≤ eεPr(M(X ′) ∈ E) + δ.
This definition is closed under post-processing which means that if a mecha-
nismA is (ε, δ)-differential private, then so is the mechanism B◦A for all functions
B that do not depend on the data.
Assuming X and X ′ differ only by one record xi, then by observing the out-
puts, the ability of an attacker to tell whether the output has resulted from X or X ′
remains bounded. Thus, the record xi is protected. As the record in which the two
data sets differ is arbitrary, by definition, the protection applies for the whole data
set.
Moments accountant
We next recall some basic definitions and results concerning the moments accoun-
tant technique which is an important ingredient for our proposed method and cru-
cial for obtaining tight (ε, δ)-privacy bounds for the differentially private stochastic
gradient descent. We refer to [1] for more details.
Definition 3. LetM : XN → Y be a randomised mechanism, and let X and X ′
be a pair of adjacent data sets. Let aux denote any auxiliary input that does not
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depend on X or X ′. For an outcome o ∈ Y , the privacy loss at o is defined as
c(o;M, aux, X,X ′) = log Pr(M(aux, X) = o)
Pr(M(aux, X ′) = o) .
Definition 4. λth moment generating function αM(λ; aux, X,X ′) is defined as
αM(λ; aux, X,X ′) =
logEo∼M(aux,X)
(
exp(λc(o;M, aux, X,X ′))) .
Definition 5. Let M : XN → Y be a randomised mechanism, and let X and
X ′ be a pair of adjacent data sets. Let aux denote any auxiliary input that does
not depend on X or X ′. The moments accountant with an integer parameter λ is
defined as
αM(λ) = max
aux,X,X′
αM(λ; aux, X,X ′).
The privacy of our proposed method is based on the composability theorem
([1, Thm. 2]):
Theorem 1. Suppose that M consists of a sequence of adaptive mechanisms
M1, . . . ,Mk, where Mi :
∏i−1
j=1 Yj × X → Yi, and Yi is in the range of the
ith mechanism, i.e.,M =Mk ◦ . . . ◦M1. Then, for any λ
αM(λ) ≤
k∑
i=1
αMi(λ), (4)
where the auxiliary input for αMi(λ) is defined as all αMj (λ)’s outputs for j < i,
and αM(λ) takesMi’s output, for i < k, as the auxiliary input.
Moreover, for any ε > 0, the mechanismM is (ε, δ)-differentially private for
δ = min
λ
exp(αM(λ)− λε). (5)
The inequality (4) gives an upper bound for the total moment αM(λ) of an
iterative algorithmM if the moments αMi(λ) of each iteration i are known. Using
(5), the privacy parameters ε and δ can be numerically computed from αM(λ)-
values.
Differentially private stochastic gradient descent
Suppose we want to find a minimum (w.r.t. θ) of a loss function of the form
L(θ,X) = 1N
∑N
i=1 f(θ, xi). At each step of the differentially private SGD, we
compute the gradient ∇θf(θ, xi) for a random minibatch B, clip the 2-norm of
each gradient belonging to the minibatch, compute the average, add noise in order
to protect privacy, and take a GD step using this noisy gradient. For a data set X ,
the basic mechanism is then given byM(X) =∑i∈B ∇˜f(θ, xi) +N (0, C2σ2I),
where ∇˜f(θ, xi)’s denote the gradients clipped with a constantC > 0, i.e., ‖∇˜f(θ, xi)‖ ≤
C for all i ∈ B. In numerical experiments we compute the moments using the nu-
merical methods of [1].
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Adaptive DP algorithm
The result of applying the learning rate adaptation to DP-SGD is depicted in Algo-
rithm 2. We abbreviate this method as ADADP. Instead of (3), we use for the error
estimate the 2-norm of the function err(θ, θ̂), where
err(θ, θ̂)i =
|θi − θ̂i|
max(1, |θi|) (6)
as this was found to perform better numerically. In the case of DP learning the
algorithm was found to be stable without the condition erri < tol so we omit it.
Here the factor |B| is dropped, as it only scales the learning rate η.
Algorithm 2 ADADP update mechanism defined by the parameters αmin, αmax,
tol
Draw a batch B1, with probability q = |B| /N .
Clip the gradients (with constant C) and evaluate at θ`:
G1 ←
∑
i∈B1
∇˜fθ`(xi) +N (0, C2σ2I).
Take one Euler step of size η`:
θ`+1 ← θ` − η`G1,
Take a step of size η`2 :
θ`+1/2 ← θ` −
η`
2
G1
Draw a batch B2, with probability q = |B| /N , clip the gradients (with constant
C) and evaluate at θ`+1/2:
G2 ←
∑
i∈B2
∇˜fθ`+1/2(xi) +N (0, C2σ2I).
Take a step of size η`2 :
θ̂`+1 ← θ`+1/2 −
η`
2
G2
Evaluate: err` ← ‖err(θ`+1, θ̂`+1)‖2
Update: η`+1 ← min
(
max
(
tol
err`
, αmin
)
, αmax
) · η`.
Privacy preserving properties of the method
By the very construction of Algorithm 2 and due to the post-processing property
of differential privacy, we have the following result.
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Theorem 2. Let q = |B| /N , σ ≥ 1 and C > 0. Let αM(λ) be the moments ac-
countant of a mechanismM for these parameter values. Let M˜ denote the mech-
anism of Algorithm 2 using these parameter values. Then,
αM˜(λ) ≤ 2αM(λ).
By Theorem 2, using the same parameter values, we are allowed to run Algo-
rithm 2 half as many times as differentially private SGD in order to have the same
privacy.
Choice of parameter tol
For simplicity, consider the situation where we apply DP-SGD with step sizes {η`}.
After T steps
θT = θ0 −
T−1∑
`=0
η`g(θ`) +N
(
0,
T−1∑
`=0
η2`C
2σ2I
)
, (7)
where g(θ`) =
∑
i∈B` ∇˜f(xi). Clearly, ‖g(θ`)‖2 ≤ C |B|. It holds
‖θ`+1 − θ̂`+1‖ = η`
2
‖g(θ`)− g(θ̂`) +N (0, 2C2σ2I)‖.
Assuming
√
d  |B| (Recall: θ ∈ Rd) and taking the expectation value, we may
approximate ‖θ`+1 − θ̂`+1‖ ≈ η`σC
√
d
2 . If we set this estimate to tol, we have
approximately η2` =
2tol2
σ2C2d
. Substituting this into the third term on the right hand
side of (7), we see that after T steps each element of that term is approximately√
2T tol√
d
. By requiring that this noise is, for example, O(1), we find a suitable value
for the parameter tol. In our experiments with neural networks 2Td = O(1) and we
use tol = 1.0. In the other extreme, i.e.,
√
d |B|, the term g(θ`)−g(θ̂`) is likely
to dominate the estimate ‖θ`+1 − θ̂`+1‖. Then it is the Lipschitz constant of g that
dictates the suitable step size η` and potentially a smaller value of tol is needed.
Adaptive federated avearaging algorithm
We consider next the federated averaging algorithm given by [17]. The idea is such
that the same model is first distributed to several clients. The clients update their
models based on their local data, and these models are then aggregated after a given
interval by a server which then averages the models to obtain a global model. This
global model is then again distributed to the clients.
In the algorithm described in [17, Algorithm 1], a random subset of clients
is considered at each aggregation. We consider the case C = 1 where each client
participates in every aggregation, and replace the gradient step in client update with
a non-private variant of Algorithm 2.
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In [17], SGD with a constant learning rate is used for the updates of the clients.
The motivation for using the learning rate adaptation comes from the fact that after
averaging and distributing, the model at each client may be very far from the opti-
mum for the local data and thus small steps are needed in the beginning of each sub
training. Moreover, the data may vary considerably between the clients, leading to
varying optimal learning rates.
For the learning rate adaptation, we use the same procedure as in ADADP, but
without the additive noise and clipping of the gradients. We also add the condition
erri < tol for the model update as it makes the algorithm considerably more sta-
ble. This adaptive client update is equivalent to Algorithm 2 without clipping and
additive noise (i.e., C = ∞ and Cσ = 0). We use here also the error function
(6). In all federated learning experiments, we used tol = 0.1 (see the discussion of
Subsection ).
Experiments
We compare ADADP with Adam combined with DP gradients. The federated av-
eraging algorithm with adaptive learning rates is compared to constant learning
rate SGD. We compare the methods on two standard datasets: MNIST [14] and
CIFAR-10.
The random sampling of minibatches is approximated as in [1], i.e., by ran-
domly permuting the data elements and then partitioning them into minibatches of
a fixed size. As we see, Algorithm 2 needs two minibatches per iteration: one to
compute the vector G1 and then the next one to compute G2. Therefore, in one
epoch we run N2|B| iterations. Then the number of gradient evaluations per epoch
is the same as for SGD and Adam and thus the computation times are essentially
equivalent. When using ADADP, also the per epoch privacy cost is then the same
for all the methods considered, for a fixed value of the noise parameter σ.
In the DP setting the methods are compared by measuring the test accuracy for
a given ε-value, when δ = 10−5. The ε-values are computed using the moments
accountant method described in [1].
The values αmin = 0.9 and αmax = 1.1 were used in all experiments. In all
experiments with DP we used the value tol = 1.0 and in all non-DP experiments
the value tol = 0.1.
All experiments are implemented using PyTorch.
Datasets and test architectures
In MNIST each example is a 28 × 28 size gray-level image. The training set con-
tains 60000 and the test set 10000 examples. For MNIST we use a feedforward
neural network with 2 hidden layers with 256 hidden units. As a result, the total
number of parameters for this network is 334336. We use ReLU units and the last
layer is passed to softmax of 10 classes with cross-entropy loss. Without additional
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noise (σ = 0) we reach an accuracy of around 96%.
CIFAR-10 consists of colour images classified into 10 classes. The training set
contains 50000 and the test set 10000 examples. Each example is a 32× 32 image
with three RGB channels. The CIFAR-100 dataset has similar images classified
into 100 classes. For CIFAR-10 we use a simple neural network, which consists
of two convolutional layers followed by three fully connected layers. The convo-
lutional layers use 3 × 3 convolutions with stride 1, followed by ReLU and max
pools, with 64 channels each. The output of the second convolutional layer is flat-
tened into a vector of dimension 1600. The fully connected layers have 500 hidden
units. Last layer is passed to softmax of 10 classes with cross-entropy loss. The to-
tal number of parameters for this network is about 106. Similarly to the experiments
of [1], in the DP setting we pre-train the convolutional layers using the CIFAR-100
data set and the differentially private optimisation is carried out only for the fully
connected layers.
Federated learning experiments
We consider a pathological case, where the CIFAR-10 training data is divided to
five clients such that client 1 has cars and trucks, client 2 planes and ships, client
3 cats and dogs, client 4 birds and frogs and client 5 deers and horses. Then, each
client has 10000 images. We interpolate between this pathological case and a uni-
formly random distribution of data between the five clients. Figure 1a depicts the
test accuracies for the learning rate adaptive algorithm and SGD. The learning rate
of SGD is tuned in the grid {. . . , 10−2.5, 10−2.0, 10−1.5, . . .}. We use in all alterna-
tives |B| = 10. We see that as the distribution of data becomes more pathological
(33% of the data chosen randomly), the learning rate adaptive method is able to
maintain the overall performance much better than SGD. Figure 1b corresponds
here to the fully pathological case. For a given minibatch size |B|, each client car-
ries outE number of sub steps between each aggregation such that |B|·E = 10000
(one epoch of data for each client).
Figure 2 illustrates further how ADADP is able to adapt even for highly patho-
logical distribution of data whereas the performance of (even an optimally tuned)
SGD reduces drastically when the data becomes less uniformly distributed.
Adam gave poor results in this example. Figure 3 shows the test accuracies in
the interpolated case, where 33% of the data is chosen randomly for each client, for
the best initial learning rates found from the grid {. . . , 10−5.5, 10−5.0, 10−4.5, . . .}.
We use here |B| = 10. Notice here the different scale of y-axis as in Figure 1a.
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(a) Interpolated case.
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Figure 1: CIFAR-10 test accuracies for the federated averaging algorithm using
the adaptive method and a learning rate tuned SGD, when the training data is in-
terpolated between the pathological case and the uniformly random distribution of
data.
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(a) Test accuracy vs. % of randomness.
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(b) Test accuracy vs. learning rate η for different levels of randomness. For
ADADP η means here the initial η0.
Figure 2: CIFAR-10 test accuracies for the federated averaging algorithm after
200 communication rounds using ADADP for different initial learning rates η0
and constant learning rate SGD for different η. The training data is interpolated
between the pathological case and the uniformly random distribution of data. All
points are averages of three runs.
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Figure 3: Test accuracies for the federated averaging algorithm, when the client
updates are done using Adam using different initial learning rates η0. This is the
interpolated case, where 33% of the data is chosen randomly for each client.
Comparison of ADADP against DP-Adam
We use all the methods with minibatch size |B| = 200 and run each method for
100 epochs. The initial learning rate for ADADP is set to 10−1, but the results are
quite insensitive to this value as the algorithm will converge to the desired learning
rate already during the first epoch.
We first compare ADADP with optimally tuned Adam. This means that in each
case we search the best and the second best initial learning rate η0 for Adam on
a grid {. . . , 10−4.5, 10−4, 10−3.5, . . .}. We apply ADADP for 50 steps, then fix
the learning rate (denoted η50) and apply SGD with the decaying learning rate
ηk =
η50
1+0.1·(k−50) , where k denotes the number of epoch (k > 50).
As Figure 5a illustrates, in case of MNIST and the feedforward network, ADADP
is competitive with the learning rate optimised Adam and gives better results than
Adam with the second best learning rate found from the grid. We see from Fig-
ure 5b, that in the case of CIFAR-10 and convolutional network, ADADP is again
competitive with the learning rate optimised Adam and gives clearly better results
than Adam with the second best learning rate.
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Figure 4: DP learning using ADADP and Adam with optimal and nearly opti-
mal initial learning rate η0 sought from the grid {. . . , 10−4.5, 10−4, 10−3.5, . . .}
for each σ.
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Experiments for ADADP and SGD
Next, we search an optimal learning rate for SGD on a grid {. . . , 10−2.5, 10−2.0,
10−1.5, . . .} in the case σ = 2.0. Using this learning rate for SGD, we compare
the performance of SGD and ADADP when σ = 4.0, 6.0 and 8.0. As we see
from Figures 5a and 5b, ADADP finds an appropriate learning rate and gives bet-
ter results than SGD for these values of σ. This example is motivated by the fact
that the learning rate found by ADADP is nearly constant after finding a suitable
level. Thus an optimally tuned SGD would necessarily be very competitive against
ADADP. One could expect to find a a suitable learning rate using the case σ = 2.0.
Conclusions
We have proposed the first learning rate adaptive DP-SGD method. We believe this
is the first rigorous DP-SGD approach, because all previous works have glossed
over the need to tune the SGD learning rate. By simple derivations, we have shown
how to determine the additional tolerance hyperparameter in the algorithm. Based
on this heuristic analysis, we developed a rule for selecting the parameter and
verified the efficiency of the resulting algorithm in a number of diverse learning
problems. The results show that our approach is competitive in performance with
commonly used optimisation methods even without any tuning, which is infeasible
in the DP setting. Overall, our work takes an important step toward truly DP and
automated learning for SGD-based learning algorithms.
Federated learning presents another setting where classical hyperparameter
adaptation with a validation set may be impractical and also leads to subopti-
mal results. One obvious pain point is skewed distribution of data on different
clients, which may lead to different clients requiring very different learning rates
that would be very difficult to tune without an adaptive algorithm. Our algorithm
can handle even highly pathological cases here with ease.
As a future work, it would be useful to develop a better understanding of the
tolerance hyperparameter. Furthermore, it would be important to study the adapta-
tion of other key algorithmic parameters of DP-SGD, such as the gradient clipping
threshold and the minibatch size. [2] provide an interesting non-private implemen-
tation of minibatch adaptation, but unfortunately their approach cannot easily be
applied in the DP case.
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Figure 5: ADADP and SGD. The fixed learning rate η of SGD is tuned in the
σ = 2.0-case using the grid {. . . , 10−2.5, 10−2.0, 10−1.5, . . .}.
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