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Abstract
Various Poincare´-Sobolev type inequalities are studied for a reaction-diffusion
model of particle systems on Polish spaces. The systems we consider consist of
finite particles which are killed or produced at certain rates, while particles in the
system move on the Polish space interacting with one another (i.e. diffusion). Thus,
the corresponding Dirichlet form, which we call reaction-diffusion Dirichlet form,
consists of two parts: the diffusion part induced by certain Markov processes on
the product spaces En(n ≥ 1) which determine the motion of particles, and the
reaction part induced by a Q-process on Z+ and a sequence of reference probability
measures, where the Q-process determines the variation of the number of particles
and the reference measures describe the locations of newly produced particles. We
prove that the validity of Poincare´ and weak Poincare´ inequalities are essentially
due to the pure reaction part, i.e. either of these inequalities holds if and only if
it holds for the pure reaction Dirichlet form, or equivalently, for the corresponding
Q-process. But under a mild condition, stronger inequalities rely on both parts:
the reaction-diffusion Dirichlet form satisfies a super Poincare´ inequality (e.g. the
log-Sobolev inequality) if and only if so do both the corresponding Q-process and
the diffusion part. Explicit estimates of constants in the inequalities are derived.
Finally, some specific examples are presented to illustrate the main results.
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1 Introduction
In this paper we consider interacting particle systems in continnum, say in Rd or, more
generally, in a Polish space E. At any given time we have finitely (but arbitrarily) many
particles interacting with one another (called the diffusion in E). In addition, the system
kills or produces particles at certain rates (called the reaction). We refer e.g. to [6] where
the corresponding discretized model (on the lattice Zd instead of E) is analyzed in detail.
The main aim of this paper is to derive functional inequalities for the Dirichlet form
corresponding to these systems which, as is well-known, gives information about their
long-time behaviour.
Let us consider a system of finite particles on E such that the number of particles
behaves as a Markov chain on Z+ generated by a regular Q-matrix Q := (qij)i,j≥0. Assume
that the Q-process is reversible w.r.t. a probability measure ̺ := {̺i > 0 : i ≥ 0}; that
is,
(H1) ̺iqij = ̺jqji, i, j ≥ 0.
Since we also consider the locations of particles, the state space of the underlying Markov
process for the particle system is the following finite mutiple configuration space:
Γ0 :=
{ n∑
i=1
δxi : xi ∈ E, n ≥ 0
}
,
where δx is the Dirac measure at x and
0∑
i=1
δxi := 0 is regarded as the zero measure. Let
FΓ0 be the Borel σ-field on Γ0 induced by the topology of weak convergence. In particular,
Γ0 is metrizable to be a Polish space (cf. [1, 2, 21] and references therein for geometry
and analysis on Γ0).
To describe the reaction of the particle system, we first fix the death part of its
transition rate. Since the number of particles behaves as a Q-process, the rate to kill k
particles will be q|γ|,|γ|−k, where γ ∈ Γ0 is the configuration of the system and |γ| := γ(E).
Whenever the number of particles to be killed is fixed, we then simply let each particle die
at the same rate. Therefore, the death part of the transition rate of the system reduces
to
qd(γ, A) :=
|γ|∑
k=1
q|γ|,|γ|−k
#{η ∈ Γ
(k)
0 : γ − η ∈ A}
#{η ∈ Γ
(k)
0 : η ≤ γ}
, Γ
(k)
0 := {γ ∈ Γ0 : |γ| = k}, k ≥ 0.
where # is the cardinality of a set and γ − η ∈ A means that γ ≥ η and γ − η ∈ A. By
convention we set qd(0, ·) = 0.
Next, we go to construct the birth part of the transition rate. Once again, since the
birth rate of the particle number is determined by Q, we only need to fix the distributions
of the newly produced particles. We shall use a sequence of measures {µ(n)} to describe the
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distribution of new particles, where µ(n) is a symmetric probability measure on En, n ≥ 1.
To this end, we need the following assumption:
(H2) µ
(n) is equivalent to µ(m)(· × Em−n) for any m > n ≥ 1.
Then the birth part of the transition rate will be determined uniquely by letting the
transition rate to be symmetric w.r.t. the probability measure (see Remark 2.1 below)
πµ,̺(A) := ̺01B(0) +
∞∑
n=1
̺nµ
(n) ◦ ϕ−1n (A ∩ Γ
(n)
0 ),
where
ϕn(x) :=
n∑
i=1
δxi, n ≥ 1, x := (x1, · · · , xn) ∈ E
n.
It is easy to see that ϕn is continuous and hence measurable.
We now describe the construction of the birth part for the transition rate. Given
m > n, let h
(m)
n be a fixed version of the density of µ(n) w.r.t. µ(m)(· × Em−n). Let
µ(m)((x1, · · · , xn), ·) be the regular conditional distribution of µ
(m) given x1, · · · , xn. If
the system with n particles x1, · · · , xn gives birth to m− n new particles, then we let the
distribution of the new particles be
µ(m)n (x1, · · · , xn; ·) := h
(m)
n (x1, · · · , xn)µ
(m)((x1, · · · , xn), ·).
It is trivial to see that µ
(m)
n is symmetric in x1, · · · , xn and
µ(m)(dx1, · · · , dxm) = µ
(n)(dx1, · · · , dxn)µ
(m)
n (x1, · · · , xn; dxn+1, · · · , dxm).
Since µ
(m)
n (x1, · · · , xn;A) is symmetric in x1, · · · , xn, we may and will write
µ(m)n (γ, ·) := µ
(m)
n (x1, · · · , xn; ·), if γ =
n∑
i=1
δxi .
Therefore, the birth part of the transition rate can be written as follows:
qb(γ, A) :=
∞∑
k=1
q|γ|,|γ|+kµ
(|γ|+k)
|γ| (γ, {x ∈ E
k : γ + ϕk(x) ∈ A}), γ ∈ Γ0, A ∈ FΓ0 .
Thus, we define the q-pair for the reaction of the system by letting q(γ) := q(γ,Γ0) =
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q(γ,Γ0 \ {γ}) and
q(γ, A) :=
∞∑
k=1
q|γ|,|γ|+k µ
(|γ|+k)
|γ|
({
x ∈ Ek : γ + ϕk(x) ∈ A
})
+
|γ|∑
k=1
q|γ|,|γ|−k
#{η ∈ Γ
(k)
0 : γ − η ∈ A}
#{η ∈ Γ
(k)
0 : η ≤ γ}
, γ ∈ Γ0, A ∈ FΓ0 .
(1.1)
This q-pair is regular and symmetric w.r.t. πµ,̺ (see Propositions 2.1 and 2.2 below); that
is, there exists a unique q-process with transition probability kernels satisfying
(1.2) lim
t→0
Pt(γ, A)− δγ(A)
t
= q(γ, A)− q(γ)δγ(A)
for all γ ∈ Γ0 and A ∈ FΓ0 such that limt→0 supγ∈A(1−Pt(γ, {γ})) = 0, and the process is
reversible w.r.t. πµ,̺. In particular, (1.2) holds for all A ∈ FΓ0 satisfying supγ∈A |γ| <∞,
see e.g. [7, Theorem 1.5(1)].
Since q(γ, dη) is symmetric w.r.t. πµ,̺, the corresponding quadratic form is given by
E Γ0R (F,G) :=
1
2
∫
Γ0×Γ0
((F (γ)− F (η))(G(γ)−G(η))q(γ, dη)πµ,̺(dγ)
=
∑
m>n≥0
∫
Γ
(n)
0 ×Γ
(m)
0
(F (γ)− F (η))(G(γ)−G(η))qb(γ, dη)πµ,̺(dγ)
=
∞∑
n=0
∞∑
m=n+1
̺nqn,m
∫
Γ
(n)
0
πµ(dγ)
∫
Em−n
(DxF (γ))(DxG(γ))µ
(m)
n (γ, dx)
(1.3)
for all F,G with E Γ0R (F, F ) + E
Γ0
R (G,G) < ∞, where DxF (γ) := F (γ + ϕm−n(x)) −
F (γ), x ∈ Em−n. To ensure that the form is well-defined in the L2(Γ0, πµ,̺)-sense, we
assume that
(H3) µ
(m)
n (γ, ·) is absolutely continuous w.r.t. µ(m−n) for any m > n ≥ 0 and any γ ∈ Γ
(n)
0 .
Under this assumption qb(γ, ·) is absolutely continuous w.r.t. πµ,̺, so that E
Γ0
R is well-
defined on D(E Γ0R ) := {F ∈ L
2(Γ0, πµ,̺) : E
Γ0
R (F, F ) < ∞}; that is, E
Γ0
R (F,G) =
E Γ0R (F
′, G′) if F,G represent the same classes as F ′, G′ respectively in L2(Γ0, πµ,̺). Thus,
(E Γ0R ,D(E
Γ0
R )) is a conservative symmetric Dirichlet form on L
2(Γ0, πµ,̺) associated to the
unique reversible q-process (see Proposition 2.2 below).
If, in particular, µ(n) := µ(1)
n
for all n ≥ 1 and qi,j = 0 for |i − j| > 1, the system is
called a spatial birth-death system which goes back to [22], see also [13] for the study of a
class of birth-death systems on infinite configuration spaces. In these two references the
existence of the associated Markov processes and the description of reversible measures
4
were studied. Recently, there has been increasing interest in the study of functional
inequalities for spatial birth-death systems, see e.g. [33] for the modified log-Sobolev
inequality of spatial birth-death systems on Poisson spaces, [14, 34] for the Poincare´
inequality (or spectral gap) of spatial birth-death systems on configuration spaces. In
this paper we first study functional inequalities for the above constructed q-process (i.e.
the reaction process) then pass to the reaction-diffusion setting where the particles are
allowed to move dependently on E, i.e. undergoing interactions between them.
We prove that if the support of µ(1) is infinite then the Dirichlet form E Γ0R does not
satisfy the super Poincare´ inequality (hence the associated semigroup is not uniformly
integrable, see [11, 29]), and it satisfies the Poincare´ or the weak Poincare´ inequality if
and only if so does EQ, the Dirichlet form of the Q-matrix (see Theorem 3.1 below):
EQ(r, s) :=
∞∑
n=0
∞∑
m=n+1
̺nqn,m(rn − rm)(sn − sm),
r = {rn}, s = {sn} ∈ D(EQ) := {r ∈ L
2(Z+; ̺) : EQ(r, r) <∞}.
Furthermore, one has
(1.4) gap(EQ) ≥ gap(E
Γ0
R ) ≥ ̺0gap(EQ),
where gap(·) is the spectral gap of a conservative Dirichlet form. The first inequality
in (1.4) follows immediately by taking reference functions which are constant on each
Γ
(n)
0 (n ≥ 0), while to obtain the second inequality, one has to show that, up to a mul-
tiplicative constant, the Dirichlet form of a function F dominates the square of the L2-
distance between F and some function with constant value on each Γ
(n)
0 , see the proof of
Theorem 3.1 for details. Moreover, we present an example to show that in general one
has gap(EQ) > gap(E
Γ0
R ) (see Example 3.1 below).
Since in general E Γ0R does not satisfy the super Poincare´ inequality, to derive stronger
(e.g. the log-Sobolev) inequalities one has to enlarge the Dirichlet form. To this end, we
let particles in the system move as Markov processes. More precisely, let (E (n)0 ,D(E
(n)
0 ))
be a symmetric conservative Dirichlet form on L2(En;µ(n)). For any function F on Γ0,
let F (n) := F ◦ ϕn; that is,
F (n)(x1, · · · , xn) := F
( n∑
i=1
δxi
)
, n ≥ 1.
Define
E Γ00 (F,G) :=
∞∑
n=1
ρnE
(n)
0 (F
(n), G(n))
with D(E Γ00 ) := {F ∈ L
2(Γ0, πµ,̺) : F
(n) ∈ D(E (n)0 ), n ≥ 1, E
Γ0
0 (F, F ) < ∞}. According
to Proposition 2.3 below, (E Γ00 ,D(E
Γ0
0 )) is a conservative symmetric Dirichlet form on
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L2(πµ,̺). Moreover, Proposition 2.4 says that E Γ0 := E
Γ0
0 + E
Γ0
R with domain D(E
Γ0) :=
D(E Γ00 ) ∩D(E
Γ0
R ) is a symmetric Dirichlet form on L
2(πµ,̺).
Now, we consider the φ-variance inequality studied in [32] (see also [15] for a special
case). This inequality interpolates the Poincare´ and the log-Sobolev inequalities and has
the additivity property which is in particular crucial for applications in infinite dimensions.
For any probability space (Ω,B, P ) and any decreasing function φ ∈ C([1, 2]) with φ(p) >
0 for p ∈ [1, 2), define the φ-variance by
Vφ,P (f) := sup
p∈[1,2)
P (f 2)− P (|f |p)2/p
φ(p)
, f ∈ L2(P ).
When φ ≡ 1 and f ≥ 0 this quantity coincides with the variance of f , and when φ(p) =
(2 − p)/p it reduces to P (f 2 log f 2), see e.g. [15]. Thus, the following quantity is an
extension of the spectral gap and the log-Sobolev constant:
(1.5) λφ(E
Γ0) := inf{E Γ0(F, F ) : F ∈ D(E Γ0), Vφ,πµ,̺(F ) = 1}.
In particular, if φ ≡ 1 then λφ = gap while if φ(p) = (2 − p)/p then λφ(E
Γ0) coincides
with the log-Sobolev constant
L(E Γ0) := inf{E Γ0(F, F ) : F ∈ D(E Γ0),Entπµ,̺(F
2) = 1}.
Let λφ(E
(n)
0 ) and λφ(EQ) be the corresponding quantities of E
(n)
0 (w.r.t. µ
(n)) and EQ
(w.r.t. ̺). By Theorem 4.1 below, we have
λφ(EQ) ≥ λφ(E
Γ0) ≥ λφ(EQ) ∧ inf
n≥1
λφ(E
(n)
0 ).
Moreover, let E0 be the Dirichlet form of an independent system on L2(EN;µ); that
is, µ = µ(1)
N
and E0 is the sum of single Dirichlet forms (E
(1)
0 ,D(E
(1)
0 )) on L
2(E;µ(1)).
According to Theorem 4.2 below, under a mild condition, E Γ0 satisfies the log-Sobolev
(or the super log-Sobolev) inequality if and only if so do E (1)0 (on L
2(E;µ(1))) and EQ (on
L2(Z+; ̺)). Finally, some specific models are presented in Section 5 to illustrate the main
results.
2 The Dirichlet Forms
Proposition 2.1. Assume (H2). Then (q, q(·, dγ)) is a totally stable and conservative q-
pair on (Γ0,FΓ0). If (H1) holds then q(·, dγ) is symmetric w.r.t. πµ,̺, i.e.πµ,̺(dγ)q(γ, dη) =
πµ,̺(dη)q(η, dγ).
Proof. Since Q is totally stable, by (1.1) we have
q(γ) := q(γ, E) =
∞∑
k=1
q|γ|,|γ|+k +
|γ|∑
k=1
q|γ|,|γ|−k = q|γ| <∞, γ ∈ Γ0,
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so that the q-pair is regular too. It remains to prove the symmetry of the measure
J(dγ, dη) := πµ,̺(dγ)q(γ, dη). For any m > n and measurable sets An ⊂ Γ
(n)
0 , Bm ⊂ Γ
(m)
0 ,
let A˜n := ϕ
−1
n (An) and B˜m := ϕ
−1
m (Bm). By (1.1) we have
J(An × Bm) =
∫
An
qb(γ, Bm)πµ,̺(dγ)
=qn,m
∫
An
µ(m)n (y; {x ∈ E
m−n : γ + ϕ(x) ∈ Bm})πµ,̺(dγ)
=qn,m̺n
∫
A˜n
µ(m)n (y; {x ∈ E
m−n : (y, x) ∈ B˜m})µ
(n)(dy)
=qn,m̺nµ
(m)((A˜n × E
m−n) ∩ B˜m).
(2.1)
On the other hand,
J(Bm × An) =
∫
Bm
qd(γ, An)πµ,̺(dγ)
= qm,n̺m
∫
B˜m
1
#{η ∈ Γ
(n)
0 : η ≤ ϕm(x)}
∑
η∈Γ
(n)
0 :η≤ϕm(x)
1An(η)µ
(m)(dx).
Since A˜n, B˜m and µ
(m) are symmetric in coordinates, one has
J(Bm × An) =qm,n̺m
∫
B˜m
1A˜n(x1, · · · , xn)µ
(m)(dx1, · · · , dxm)
=qm,n̺mµ
(m)((A˜n ×E
m−n) ∩ B˜m).
Combining this with (2.1) and (H1), we obtain J(An × Bm) = J(Bm × An). Therefore,
for any measurable sets A and B, letting An := A ∩ Γ
(n)
0 and Bm := B ∩ Γ
(m)
0 , we have
J(A×B) =
∞∑
n,m=0
J(An × Bm) =
∞∑
n,m=0
J(Bm × An) = J(B ×A).
Remark 2.1. Once the death part qd(γ, dη) is given, q(γ, dη) (hence the birth part
qb(γ, dη)) is uniquely determined by its symmetry w.r.t. πµ,̺. Indeed, since the measure
J(dγ, dη) := πµ,̺(dγ)q(γ, dη) is symmetric, it is uniquely determined by J(An × Bm)
for n > m and A,B ∈ FΓ0 , which depends only on qd and πµ,̺. Then q(γ, dη)/q(γ),
as the regular conditional measure of the probability measure J(dγ, dη)/q(γ) given Γ0,
is uniquely determined by qd for πµ,̺-a.e. Γ0 (note that πµ,̺(dγ) is the first marginal
measure of J(dγ, dη)/q(γ)).
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Proposition 2.2. Assume (H1) − (H3). Then there exists a unique q-process, which is
reversible w.r.t. πµ,̺ with Dirichlet form (E
Γ0
R ,D(E
Γ0
R )).
Proof. According to [6, Lemma 6.52], (E Γ0R ,D(E
Γ0
R )) is a Dirichlet form on L
2(Γ0, πµ,̺).
Since q(γ) = q(γ, E) by [6, Theorem 3.8], to prove the uniqueness of the q-process, it
suffices to verify that for any bounded nonnegative measurable function F such that
(2.2) LΓ0R F (γ) :=
∫
Γ0
(F (η)− F (γ))q(γ, dη) = F,
one has F = 0, or equivalently, dimUλ = 0 for all λ > 0 as indicated by [6, Theorem
2.37]. To this end, let r0 := F (0) and rn :=
1
̺n
∫
Γ
(n)
0
Fdπµ,̺ for n ≥ 1. We first prove that
rn = 0 for all n ≥ 0. By (2.2) and the symmetry of the q-pair, we have
rn :=
∫
Γ
(n)
0 ×Γ0
(F (η)− F (γ))πµ,̺(dγ)q(γ, dη)
=
∞∑
m=n+1
̺nqn,m(rm − rn) +
n−1∑
m=0
̺mqm,n(rm − rn)
=
∞∑
m=0
̺nqn,m(rm − rn).
Since the Q-process is unique, by this and [6, Theorem 6.42] we have rn = 0 for all n ≥ 0,
that is, F = 0 πµ,̺-a.e. Next, it follows from (H3) that qb(γ, ·) is absolutely continuous
w.r.t. πµ,̺. Hence (2.2) implies that
|γ|−1∑
n=0
q|γ|,n
#{η ≤ γ : |η| = n}
∑
η≤γ:|η|=n
F (η) = F (γ)(q(γ) + 1).
Since ̺0 > 0 and F = 0 πµ,̺-a.e., one has F (0) = 0 and hence by inducion in n and apply-
ing the above formula, we prove that F ≡ 0. Thus, the q-process is unique and according
to [6, Theorems 6.7 and 6.56], the unique q-process is πµ,̺-reversible and associated to
the Dirichlet form (E Γ0R ,D(E
Γ0
R )).
Proposition 2.3. (E Γ00 ,D(E
Γ0
0 )) is a symmetric Dirichlet form on L
2(πµ,̺).
Proof. Obviously, D(E Γ00 ) contains the set
C1 := {F ∈ C0 : F
(n) ∈ D(E (n)0 ), n ≥ 1}.
Since D(E (n)0 ) is dense in L
2(En;µ(n)), C1 is dense in C0 and hence in L2(Γ0, πµ,̺). Next,
the sub-Markovian property and the symmetry follow from that of E (n)0 (n ≥ 1). So, it
remains to verify the closedness. Let {Fk}k≥1 be a Cauchy sequence w.r.t. the corre-
sponding Sobolev norm, and let F be its limit in L2(Γ0, πµ,̺). By the definition of E
Γ0
0
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one concludes that for all m ≥ 1, {F
(m)
k } is a Cauchy sequence w.r.t. the Sobolev norm
induced by E0. Since (E0,D(E0)) is a Dirichlet form, it follows that F (m) ∈ D(E0) and
F
(m)
k → F
(m) in the Sobolev norm for each m ≥ 1. Therefore, by Fatou’s lemma we obtain
∞∑
n=1
̺nE
(n)
0 (F
(n), F (n)) =
∞∑
n=1
lim inf
k→∞
̺nE
(n)
0 (F
(n)
k , F
(n)
k ) ≤ lim inf
k→∞
E Γ00 (Fk, Fk) <∞.
Hence F ∈ D(E Γ00 ). By using Fatou’s lemma again, we obtain E
Γ0
0 (F − Fk, F − Fk)→ 0
as k →∞.
Proposition 2.4. Let D(E Γ0) := D(E Γ00 ) ∩ D(E
Γ0
R ) and E
Γ0(F,G) := E Γ00 (F,G) +
E Γ0R (F,G). Then (E
Γ0 ,D(E Γ0)) is a symmetric Dirichlet form on L2(πµ,̺).
Proof. Simply note that D(E Γ0) ⊃ C1 and hence is dense in L
2(Γ0, πµ,̺). For the proof
of closedness see [17, Chapter I, Section 3].
3 Poincare´ and weak Poincare´ inequalities for the re-
action process
We first consider the spectral gap of (E Γ0R ,D(E
Γ0
R )):
gap(E Γ0R ) := inf
{
E Γ0R (F, F ) : F ∈ D(E
Γ0
R ), πµ,̺(F
2) = 1, πµ,̺(F ) = 0
}
.
Since E Γ0R is induced by the Q-matrix, it is natural for us to relate its spectral gap to that
of EQ:
gap(EQ) := inf
{
EQ(r, r) : r ∈ D(EQ), ̺(r) = 0, ̺(r
2) = 1
}
.
Next, we consider the weak Poincare´ inequality introduced in [23], which describes the
general convergence rate of the associated semigroup:
(3.1) πµ,̺(F
2) ≤ αR(r)E
Γ0
R (F, F ) + r‖F‖
2
∞, r > 0, F ∈ D(E
Γ0
R ), πµ,̺(F ) = 0,
where αR : (0,∞)→ (0,∞) is a positive function. Similarly, this inequality is related to
the corresponding one for EQ:
(3.2) ̺(r2) ≤ αQ(r)EQ(r, r) + r sup
n≥0
r2n, r > 0, r = {rn}n≥0 ∈ D(EQ), ̺(r) = 0.
Theorem 3.1. Assume (H1)− (H3).
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(1) gap(EQ) ≥ gap(E
Γ0
R ) ≥ ̺0gap(EQ). Consequently, gap(E
Γ0
R ) > 0 if and only if
gap(EQ) > 0. In particular, for the birth-death case where ln := qn,n+1 > 0 for all n ≥ 0
but qn,m = 0 for m > n+ 1, one has gap(E
Γ0
R ) > 0 if and only if
(3.3) sup
n≥0
̺([n + 1,∞))
n∑
j=0
1
̺jlj
<∞.
(2) E Γ0R satisfies the weak Poincare´ inequality if and only if so does EQ. More precisely,
(3.1) implies (3.2) for αQ = αR while (3.2) implies (3.1) for αR(r) =
1
̺0
αQ((̺0r)/4).
(3) If the support of µ(1) is infinite, then E Γ0R does not satisfy the super Poincare´
inequality, i.e. the following inequality does not hold for any β : (0,∞)→ (0,∞):
(3.4) πµ,̺(F
2) ≤ rE Γ0R (F, F ) + β(r)πµ,̺(|F |)
2, r > 0, F ∈ D(E Γ0R ).
Proof. (1) For any r = {rn} with ̺(r) = 0 and ̺(r
2) = 1, let F :=
∑∞
n=0 rn1Γ(n)0
. We have
πµ,̺(F ) = 0 and πµ,̺(F
2) = 1, and by (1.3),
E Γ0R (F, F ) =
∞∑
n=0
∞∑
m=n+1
̺nqn,m(rn − rm)
2 = EQ(r, r).
Then
gap(E Γ0R ) ≤ inf{EQ(r, r) : ̺(r) = 0, ̺(r
2) = 1} = gap(EQ).
Next, by the triangle inequality of the L2-norm,
E Γ0R (F, F ) =
∞∑
n=0
∞∑
m=n+1
̺nqn,m
∫
Em
(F (m)(x, y)− F (n)(y))2µ(m)n (y; dx)µ
(n)(dy)
≥
∞∑
n=0
∞∑
m=n+1
̺nqn,m
(√
µ(m)(F (m)
2
)−
√
µ(n)(F (n)
2
)
)2
.
(3.5)
Let
λ0(EQ) := inf{EQ(r, r) : ̺(r
2) = 1, r0 = 0}.
It follows from (3.5) that if F (0) = 0 then
E Γ0R (F, F ) ≥ λ0(EQ)
∞∑
n=0
̺nµ
(n)(F (n)
2
) = λ0(EQ)πµ,̺(F
2).
Thus, for any F ∈ D(E Γ0R ) with πµ,̺(F ) = 0,
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E Γ0R (F, F ) = E
Γ0
R (F − F (0), F − F (0)) ≥ λ0(EQ)πµ,̺((F − F (0))
2) ≥ λ0(EQ)πµ,̺(F
2).
This implies that gap(E Γ0R ) ≥ λ0(EQ). Since for any r with r0 = 0 and m̺(r
2) = 1 one has
̺(r2)− ̺(r)2 ≥ ̺(r2)− ̺(r2)(1− ̺0) = ̺0,
λ0(EQ) ≥ ̺0gap(EQ) and hence the desired lower bound of gap(E
Γ0
R ) follows. Therefore,
the proof of (1) is finished by noting that for the birth-death case one has gap(EQ) > 0 if
and only if (3.3) holds, see [20] or [7].
(2) By taking F :=
∑∞
n=0 rn1Γ(n)0
one concludes that (3.1) implies (3.2) for αQ = αR.
On the other hand, for any F ∈ D(E Γ0R ) with F (0) = 0, it follows from (3.5) and (3.2)
that
αQ(r)E
Γ0
R (F, F ) ≥ πµ,̺(F
2)−
( ∞∑
n=1
̺n
√
µ(n)(F (n)
2
)
)2
− r‖F‖2∞
≥ πµ,̺(F
2)̺0 − r‖F‖
2
∞.
Therefore, for any F ∈ D(E Γ0R ) with πµ,̺(F ) = 0,
πµ,̺(F
2) ≤ πµ,̺((F − F (0))
2) ≤
1
̺0
αQ(r)E
Γ0
R (F, F ) +
r
̺0
‖F − F (0)‖2∞
≤
1
̺0
αQ(r)E
Γ0
R (F, F ) +
4r
̺0
‖F‖2∞.
This implies (3.1) for αR =
1
̺0
αQ(̺0r/4).
(3) For any nonnegative f ∈ L2(µ), let F (γ) := γ(f)1
Γ
(1)
0
. Then
πµ,̺(F ) = ̺1µ
(1)(f), πµ,̺(F
2) = ̺1µ
(1)(f 2)
and
E Γ0R (F, F ) = ̺0q0,1µ
(1)(f 2) + ̺1
∞∑
m=2
q1,mµ
(1)(f 2) ≤ (̺0 ∨ ̺1)q1µ
(1)(f 2).
Thus, if the super Poincare´ inequality holds then there exists a constant c > 0 such that
µ(1)(f 2) ≤ cµ(1)(f)2 for all nonnegative f , which is impossible if the support of µ(1) is
infinite.
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Remark 3.1. Let πσ be the Poisson measure with (σ-finite) intensity σ. It is well-known
that the following Poincare´ inequality holds (see [33, Remark 1.4]):
(3.6) πσ(F
2) ≤
∫
Γ0
dπσ
∫
E
(DxF )
2σ(dx) + πσ(F )
2, F ∈ L2(πσ).
See [3, 14, 34] for extensions to a class of Gibbs measures with E = Rd. Thus, in our
present setting one has gap(E Γ0R ) ≥ 1 provided ̺ ≡ 1 and ln := qn,n+1 ≥ 1, qn,m = 0 for
m > n+ 1. But it is easy to see that in this case (3.3) holds if and only if infn≥0 nln > 0.
Therefore, Theorem 3.1 (1) provides a much weaker and sharp condition for gap(E Γ0R ) > 0.
To conclude this section, let us present an example to show that in general gap(E Γ0R )
is strictly less than gap(EQ).
Example 3.1. Let q1,k = βk > 0 and qk,1 =
1
2
for k 6= 1, and qi,j = 0 for i, j 6= 1. By
(H1) one has ̺1 = (1 + 2q1)
−1 and ̺k = 2̺1βk(k 6= 1), where q1 :=
∑
k 6=1 q1,k <∞. Then
gap(EQ) =
1
2
(see [8, Example 4.7]). On the other hand, if µ(1) is non-trivial, then there
exists f ∈ L2(E;µ(1)) with µ(1)(f) = 0 and µ(1)(f 2) = 1. Let F (γ) := γ(f)1
Γ
(1)
0
(γ). We
have πµ,̺(F ) = 0 and πµ,̺(F
2) = ̺1. Moreover, by the symmetry of the q-pair,
E Γ0R (F, F ) =
∑
k 6=1
qk,1̺k =
1
2
(1− ̺1).
Therefore,
gap(E Γ0R ) ≤
1− ̺1
2̺1
<
1
2
= gap(EQ), if ̺1 >
1
2
.
4 Functional inequalities for the reaction-diffusion
process
We first consider λφ(E Γ0) which provides a certain exponential convergence rate of the
corresponding Markov semigroup, see [32].
Theorem 4.1. Assume (H1) − (H3). Let λφ(·) be the quantity defined as in (1.5) for a
Dirichlet form. We have
λφ(EQ) ≥ λφ(E
Γ0) ≥ λφ(EQ) ∧ inf
n≥1
λφ(E
(n)
0 ).
Consequently, if infn≥1 λφ(E
(n)
0 ) ≥ λφ(EQ), then λφ(E
Γ0) = λφ(EQ).
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Proof. Let F ∈ D(E Γ0) with Vφ,πµ,̺(F ) = 1. We have
E Γ00 (F, F ) :=
∞∑
n=1
̺nE
(n)
0 (F
(n), F (n)) ≥ inf
n≥1
λφ(E
(n)
0 )
∞∑
n=1
̺nVφ,πµ,̺(F
(n))
≥ sup
p∈[1,2)
infn≥1 λφ(E
(n)
0 )
φ(p)
(
πµ,̺(F
2)− ̺0F (0)
2 −
∞∑
n=1
̺nµ
(n)(|F (n)|p)2/p
)
.
(4.1)
Next, letting r0 := F (0) and rn := µ
(n)(|F (n)|p)1/p for n ≥ 1, we have
̺0F (0)
2 +
∞∑
n=1
̺nµ
(n)(|F (n)|p)2/p =
∞∑
n=0
̺nr
2
n
≤
( ∞∑
n=0
̺nr
p
n
)2/p
+
φ(p)EQ(r, r)
λφ(EQ)
= πµ,̺(|F |
p)2/p +
φ(p)
λφ(EQ)
∞∑
n=0
∞∑
m=n+1
̺nqn,m(rm − rn)
2.
(4.2)
Since F (k) is symmetric, we have µ(k)(|F (k)|p) = µ(k)(|F (k)|p) for any k ≥ 1. Then, by the
triangle inequality and Jensen’s inequality,
(rn − rm)
2 =
(
µ(n)(|F (n)|p)1/p − µ(m)(|F (m)|p)1/p
)2
≤
(∫
Em
|F (m)(x, y)− F (n)(y)|pµ(m)n (y; dx)µ
(n)(dy)
)2/p
≤
∫
Em
(F (m)(x, y)− F (n)(y))2µ(m)n (y; dx)µ
(n)(dy).
Thus,
∞∑
n=0
∞∑
m=n+1
̺nqn,m(rm − rn)
2 ≤ E Γ0R (F, F ).
Combining this with (4.1) and (4.2), we obtain
E Γ00 (F, F ) ≥ inf
n≥1
λφ(E
(n)
0 )
{
Vφ,πµ,̺(F )−
E Γ0R (F, F )
λφ(EQ)
}
.
Equivalently,
Vφ,πµ,̺(F ) ≤
E Γ00 (F, F )
infn≥1 λφ(E
(n)
0 )
+
E Γ0R (F, F )
λφ(EQ)
≤
E Γ0(F, F )
infn≥1 λφ(E
(n)
0 ) ∧ λφ(EQ)
.
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This implies that λφ(E Γ0) ≥ infn≥1 λφ(E
(n)
0 ) ∧ λφ(EQ). Finally, for any r ∈ D(EQ), let
F :=
∑∞
n=0 rn1Γ(n)0
.We have E Γ00 (F, F ) = 0 since F
(n) := rn, n ≥ 1.Moreover, Vφ,πµ,̺(F ) =
Vφ,̺(r). Hence λφ(EQ) ≥ λφ(E Γ0).
Obviously, if φ ∈ C[1, 2] is strictly decreasing with φ(2) = 0 then λφ(E
Γ0) > 0 implies
the following super Poincare´ inequality for some positive function β :
(4.3) πµ,̺(F
2) ≤ rE Γ0(F, F ) + β(r)πµ,̺(|f |)
2, r > 0, F ∈ D(E Γ0).
Thus, according to Theorem 3.1, if µ(1) is not finitely supported, then the non-triviality
of E0 is necessary for λφ(E Γ0) > 0. But in general, λφ(E Γ0) > 0 only implies a certain
functional inequality of E0 rather than infn≥1 λφ(E
(n)
0 ) > 0. To see this, let us consider a
simple situation where E0 is the Dirchlet form of an independent particle system. More
precisely, let µ = µ(1)
N
be the product measure and let (E (1)0 ,D(E
(1)
0 )) be a conservative
symmetric Dirichlet form on L2(E;µ(1)). For any f ∈ L2(EN;µ) and x = (x1, x2, · · · ) ∈
EN, let
fx|i(y) := f(x1, · · · , xi−1, y, xi+1, · · · ), i ≥ 1, y ∈ E.
Define
E0(f, g) :=
∞∑
i=1
∫
EN
E (1)0 (fx|i, gx|i)µ(dx),
D(E0) := {f ∈ L
2(µ) : fx|i ∈ D(E
(1)
0 ), µ-a.e. x, i ≥ 1, E
(n)
0 (f, f) <∞}.
(4.4)
Then it is easy to see that (E0,D(E0)) is a symmetric conservative Dirichlet form on
L2(EN;µ). Moreover, since a function on En can be regarded as a cylindrical function on
EN, we have the following Dirichlet forms:
(4.5) E (n)0 (f, g) := E0(f, g), D(E
(n)
0 ) := {f ∈ L
2(En; (µ(1))n) : E0(f, f) <∞}, n ≥ 1.
We study the log-Sobolev inequality
(4.6) πµ,̺(F
2 logF 2) ≤ C1(E
Γ0)E Γ0(F, F ) + C2(E
Γ0), F ∈ D(E Γ0), πµ,̺(F
2) = 1
by using the following corresponding ones:
(4.7) µ(1)(f 2 log f 2) ≤ C1(E
(1)
0 )E
(1)
0 (f, f) + C2(E
(1)
0 ), f ∈ D(E
(1)
0 ), µ
(1)(f 2) = 1,
(4.8) ̺(r2 log r2) ≤ C1(EQ)EQ(r, r) + C2(EQ), r ∈ D(EQ), ̺(r
2) = 1.
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Theorem 4.2. Assume (H1)− (H3) and let E
(n)
0 be given by (4.4) and (4.5).
(1) Assume that (4.7) and (4.8) hold. If there exists δ > 0 such that
∑∞
n=0 ̺ne
δn <∞
then (4.6) holds for
C1(E
Γ0) = C1(E0) ∨
{(
1 + δ−1C2(E0)
)
C1(EQ)
}
,
C2(E
Γ0) = C2(EQ)(1 + δ
−1C2(E0)) + δ
−1C2(E0)
∞∑
n=0
̺ne
δn−1.
(2) If (4.6) holds then (4.8) holds for C1(EQ) = C1(E Γ0) and C2(EQ) = C2(E Γ0), and
(4.7) holds for C1(E
(1)
0 ) = C1(E
Γ0) and
C2(E
(1)
0 ) = inf
n≥1
1
n
{
log ̺n + C1(E
Γ0)qn + C2(E
Γ0)
}
.
Proof. (1) Let F ∈ D(E Γ0) with πµ,̺(F
2) = 1. By the sub-additivity property of the
entropy (see e.g. [16, (4.2)]), for any F ∈ D(EΓ0) we have
Entµ(n)(F
(n)2) ≤
n∑
i=1
∫
En
Entµ(1)(F
(n)
x|i
2
)µ(n)(dx).
Then by (4.7) we have
Entµ(n)(F
(n)2) ≤ C1(E0)E0(F
(n), F (n)) + nC2(E0)µ
(n)(F (n)
2
).
Thus,
πµ,̺(F
2 logF 2) ≤
∞∑
n=0
̺nµ
(n)(F (n)
2
) log µ(n)(F (n)
2
)
+ C1(E0)E
Γ0
0 (F, F ) + C2(E0)
∞∑
n=0
n̺nµ
(n)(F (n)
2
)
≤ (1 + δ−1C2(E0))
∞∑
n=0
̺nµ
(n)(F (n)
2
) logµ(n)(F (n)
2
)
+ C1(E0)E
Γ0
0 (F, F ) + δ
−1C2(E0)
∞∑
n=0
̺ne
δn−1,
(4.9)
where the last step is due to Young’s inequality. Next, by (4.8) we have
∞∑
n=0
̺nµ
(n)(F (n)
2
) logµ(n)(F (n)
2
)− πµ,̺(F
2) log πµ,̺(F
2)
≤ C1(EQ)
∞∑
n=0
∞∑
m=n+1
̺nqn,m
(√
µ(n)(F (n)
2
)−
√
µ(m)(F (m)
2
)
)2
+ C2(EQ)πµ,̺(F
2).
(4.10)
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We may regard F (n) as a function in L2(Em;µ(m)) so that the triangle inequality and the
symmetry of F (n) and F (m) imply
(√
µ(n)(F (n)
2
)−
√
µ(m)(F (m)
2
)
)2
=
(√
µ(n)(F (n)
2
)−
√
µ(m)(F (m)
2
)
)2
≤ µ(m)((F (n) − F (m))2).
Therefore, combining (4.9) and (4.10) and noting that πµ,̺(F
2) = 1, we arrive at
πµ,̺(F
2 logF 2) ≤C1(E0)E
Γ0
0 (F, F ) + (1 + δ
−1C2(E0))C1(EQ)E
Γ0
R (F, F )
+ (1 + δ−1C2(E0))C2(EQ) + δ
−1C2(E0)
∞∑
n=0
̺ne
δn−1.
(2) Assume that (4.6) holds. For any r ∈ D(EQ), letting F :=
∑∞
n=0 rn1Γ(n)0
we
have E Γ00 (F, F ) = 0 and E
Γ0
R (F, F ) = EQ(r, r). Moreover, Entπµ,̺(F
2) = Ent̺(r
2) and
πµ,̺(F
2) = ̺(r2). Then we obtain (4.8) for Ci(EQ) = Ci(E
Γ0
R ), i = 1, 2. Next, for any
f ∈ D(E (1)0 ) with µ
(1)(f 2) = 1 and any n ≥ 1, let
(4.11) F (γ) :=
{
f(x1) · · ·f(xn), if γ =
∑n
i=1 δxi ∈ Γ
(n)
0 ,
0, otherwise.
Then it is easy to see that
πµ,̺(F
2) = ̺n,Entπµ,̺(F
2) = n̺nµ
(1)(f 2 log f 2)− ̺n log ̺n,
E Γ00 (F, F ) = n̺nE
(1)
0 (f, f), E
Γ0
R (F, F ) =
n−1∑
l=0
̺lql,n +
∞∑
l=n+1
̺nqn,l = ̺nqn,
where the last equality is due to (H1). Thus, (4.6) implies (4.7) for the desired constants.
Now, let φ(p) := (2− p)/p so that λφ coincides with the log-Sobolev constant and let
̺ satisfy
∑∞
n=1 e
δn̺n < ∞ for some δ > 0. According to Theorem 4.2, if λφ(EQ) > 0 and
(4.7) holds, then (4.6) holds. Since λφ(EQ) > 0 implies gap(EQ) > 0, we have gap(E Γ0) > 0
according to Theorem 3.1. Thus, λφ(E Γ0) > 0. On the other hand, however, there are a lot
of examples where (4.7) holds but λφ(E
(1)
0 ) = 0 (hence, infn≥1 λφ(E
(n)
0 ) = 0). Therefore,
as claimed before, λφ(E Γ0) > 0 does not imply infn≥1 λφ(E
(n)
0 ) > 0.
Theorem 4.2 enables us to study the super log-Sobolev inequality
(4.12) πµ,̺(F
2 logF 2) ≤ rE Γ0(F, F ) + β(r), F ∈ D(E Γ0), πµ,̺(F
2) = 1,
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where β : (0,∞) → (0,∞) is a positive function. According to [9], this inequality is
equivalent to the supercontractivity of P Γ0t : ‖P
Γ0
t ‖L2(Γ0,πµ,̺)→L4(γ,πµ,̺) <∞ for all t > 0.
We shall study this inequality by using the corresponding ones for EQ and E
(1)
0 :
(4.13) µ(1)(f 2 log f 2) ≤ rE (1)0 (f, f) + β0(r), f ∈ D(E
(1)
0 ), µ
(1)(f 2) = 1,
(4.14) ̺(r2 log r2) ≤ rEQ(r, r) + βQ(r), r ∈ D(EQ), ̺(r
2) = 1.
The following result is a direct consequence of Theorem 4.2.
Corollary 4.3. Consider the situation of Theorem 4.2 and assume that
∑∞
n=0 ̺ne
δn <∞
for some δ > 0. Then (4.13) and (4.14) imply (4.12) for
β(r) = βQ
(
δ/(δ + β0(r))
)
(1 + δ−1β0(r)) + δ
−1β0(r)
∞∑
n=0
̺ne
δn−1.
On the other hand, (4.12) implies (4.14) for βQ = β and (4.13) for
β0(r) = inf
n≥1
1
n
{log ̺n + β(r) + rqn}.
Finally, the above arguments can be also applied to the super Poincare´ inequality.
Corollary 4.4. Consider the situation of Theorem 4.2 and assume that gap(E0) > 0.
Then E Γ0 satisfies (4.3) for some β if and only if there exist β0, βQ : (0,∞) → (0,∞)
such that
(4.15) µ(1)(f 2) ≤ rE (1)0 (f, f) + β0(r)µ
(1)(|f |)2, f ∈ D(E (1)0 ), r > 0,
(4.16) ̺(r2) ≤ rEQ(r, r) + βQ(r)̺(|r|)
2, r ∈ D(EQ), r > 0.
Proof. The proof that (4.3) implies (4.15) and (4.16) is similar to the proof that (4.6)
implies (4.7) and (4.8), so we only prove the converse. Since the super Poincare´ inequal-
ity is equivalent to a Sobolev type inequality, that is, replacing the function log in the
log-Sobolev inequality by some function increasing to infinity as the variable goes to in-
finity (see [11] or [29]), and since gap(E0) > 0, by [32, Theorem 1.1] and (4.15) we have
infn≥1 λφ(E
(n)
0 ) > 0 for some strictly decreasing φ ∈ C([1, 2]) with φ(2) = 0. For any
F ∈ D(E Γ0), by the sub-additivity of Vφ,µ we have
Vφ,µ(n)(F
(n)) ≤
1
λφ(E
(1)
0 )
E (n)0 (F
(n), F (n)), n ≥ 1.
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This implies
(4.17) πµ,̺(F
2) ≤
∞∑
n=0
̺nµ
(n)(|F (n)|p)2/p +
φ(p)
λφ(E
(1)
0 )
E Γ00 (F, F ), p ∈ [1, 2).
Next, we claim that for any probability space (Ω,B, P ) and any function h ∈ L2(P ) one
has
(4.18) P (|h|p)2/p ≤
1
2
P (h2) +
2
p
(
4
p
)2p/(2−p)P (|h|)2, p ∈ [1, 2).
Indeed, letting P (|h|) = 1 we have
P (|h|p)2/p ≤
2
p
(
P (|h|p1{|h|>R})
2/p +R2
)
≤
2
p
(
R−(2−p)/pP (h2) +R2
)
, R > 0.
Taking R = (4
p
)p/(2−p) we prove (4.18). Letting c(p) := 2
p
(4
p
)2p/(2−p), by (4.17), (4.18) and
(4.16) we obtain
πµ,̺(F
2) ≤
2φ(p)
λφ(E
(1)
0 )
E Γ00 (F, F ) + 2c(p)
∞∑
n=0
̺nµ
(n)(|F (n)|)2
≤
2φ(p)
λφ(E
(1)
0 )
E Γ00 (F, F ) + 2c(p)r1E
Γ0
R (F, F ) + 2c(p)βQ(r1)πµ,̺(|F |)
2
for any p ∈ [1, 2) and any r1 > 0. Since φ(2) = 0, (4.3) holds with
β(r) := inf
{
2c(p)βQ(r1) : p ∈ [1, 2), r1 > 0 such that
2φ(p)
infn≥1 λφ(E
(n)
0 )
∨ (2c(p)r1) ≤ r
}
which is finite for any r > 0.
5 Examples
In this section we present three specific models where the underlying Markov chain is
the birth-death process; that is, Q and ̺ satisfy (H1) with ln := qn,n+1 > 0 for n ≥ 0
and qn,m = 0 for m > n + 1. In the first two examples E0 refers to some infinite-
dimensional diffusion on a manifold, where in the first example the diffusion process is
without interaction but the manifold is non-compact, and in the second example the
diffusion process is given by the one-dimensional stochastic Ising model over a compact
manifold. Finally, as a supplement to Theorem 3.1(3), we show in the last example that
the pure reaction Dirichlet form E Γ0R may satisfy the log-Sobolev inequality if E is finite.
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Example 5.1. (with independent diffusions) LetM be connected and noncompact
with Ricci curvature bounded from below. Let V ∈ C(M) such that V + cρθ is bounded,
where c > 0, θ > 1 are constants, and ρ is the Riemannian distance function to a fixed
point. By the volume comparison theorem (see [5]) one has Z :=
∫
E
eV (x)dx <∞, where
dx is the volume measure. Let µ(1)(dx) := Z−1eV (x)dx and E (1)0 (f, g) := µ
(1)(〈∇f,∇g〉)
with D(E (1)0 ) := H
2,1(µ(1)), the completion of C∞0 (M) under the Sobolev norm ‖·‖L2(µ(1))+
E (1)0 (·, ·)
1/2. Let E0 and E
(n)
0 be given by (4.4) and (4.5). We have:
(i) E Γ0R (and hence E
Γ0) always satisfies the weak Poincare´ inequality, and it (equivalently,
E Γ0) satisfies the Poincare´ inequality if and only if (3.3) holds.
(ii) (4.3) holds for some β if and only if
(5.1) lim
n→∞
̺([n + 1,∞))
n∑
j=0
1
̺jlj
= 0.
(iii) Let φ(p) := (2 − p)α for α ∈ (0, 1]. Then λφ(E Γ0) > 0 if and only if θ ≥ 2/(2 − α)
and
(5.2) sup
n≥0
̺([n + 1,∞))
(
log ̺([n+ 1,∞))−1
)α n∑
j=0
1
̺jlj
<∞.
(iv) Assume that
∑∞
n=0 ̺ne
δn <∞ for some δ > 0. Then E Γ0 satisfies (4.12) for some β
if and only if θ > 2 and
(5.3) lim
n→∞
[
̺([n + 1,∞)) log ̺([n + 1,∞))−1
] n∑
j=0
1
̺jlj
= 0.
Proof. (i) follows from Theorem 3.1 (1) and (2) and the following facts: any reversible ir-
reducible countable Markov chain satisfies the weak Poincare´ inequality (see [23, Theorem
3.1] or [31, Corollary 1.3]); gap(E0) = gap(E
(1)
0 ) > 0 according to [27] or [24, Corollary
1.3]; gap(EQ) > 0 if and only if (3.3) holds (see [20] or [7]).
(ii) follows from Corollary 4.4 and the facts that gap(E (1)0 ) > 0 and E
(1)
0 satisfies the
super Poincare´ inequality since θ > 1 (see [28, Corollary 2.5] or [24, Corollary 1.3]), while
by the discrete Hardy inequality (see [20] and [28, Theorem 4.1]), so does EQ if and only
if (5.1) holds (see also [7]).
(iv) follows from Corollary 4.3 and the facts that E (1)0 satisfies the super log-Sobolev
inequality if and only if θ > 2 (see [28, Corollaris 2.5 and 3.3]), and so does EQ if and only
if (5.3) holds (see [19]).
Finally, by [28, Corollary 2.5], (4.15) holds with β0(r) = exp[c0(1 + r
−1/α)] for some
c0 > 0 if and only if θ ≥ 2/(2 − α). Then by [32, Corollary 1.2], λφ(E
(1)
0 ) > 0 for the
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above φ if and only if θ ≥ 2/(2−α). Therefore, (iii) follows from Theorem 4.1, Theorem
4.2 (2) and and the fact that λφ(EQ) > 0 if and only if (5.2) holds. The proof of this fact
is similar to that presented in [18] for the log-Sobolev inequality, the only difference is to
use the so-called N -function Ψ(r) := |r|{log(1 + |r|)}α in place of |r| log(1 + |r|), see [26]
for details.
Example 5.2. (with interacting diffusions) Let M be compact and J := {JA :
A ⊂⊂ N} a smooth potential with finite range; that is, JA ∈ C
∞(MA) and vanishes if the
diameter of A is big enough. A probability measure µ on MZ is called a Gibbs state with
potential J if for any A ⊂⊂ N, its regular conditional distribution given xAc ∈MA
c
is
µA|x(dyA) :=
1
ZA(xAc)
exp[−UA(yA × xAc)]λ
A(dyA),
where λA is the volume measure on MA, UA :=
∑
Λ:Λ∩A 6=∅ JΛ and ZA(xAc) is the nomal-
ization. Let µ(n) be the projection of µ on M{1,··· ,n}, and let E (n) be determined by (4.5)
with
E0(f, g) :=
∫
MN
∞∑
k=1
〈∇kf,∇kg〉dµ, f, g ∈ FC
1(MN) :=
⋃
A⊂⊂N
C1(MA),
where ∇k is the gradient w.r.t. the k-th component. Assume that E0 satisfies the log-
Sobolev inequality
(5.4) µ(f 2 log f 2) ≤ cE0(f, f), f ∈ FC
1(MN), µ(f 2) = 1
for some constant c > 0. See e.g. [10, Theorem 2.17] for an explicit condition on J for
(5.4) to hold. Thus, if moreover (5.2) holds for α = 1 so that EQ satisfies the log-Sobolev
inequality, then Theorem 4.2 implies the log-Sobolev for E Γ0.
Example 5.3. (the pure reaction case with finite E) Let E = {1, 2, · · · , N} for
someN ≥ 2 and let µ be a product probability measure on EN. Assume that
∑∞
n=1 ̺ne
δn <
∞ for some δ > 0. Then E Γ0R satisfies the log-Sobolev inequality (i.e. L(E
Γ0
R ) > 0) if and
only if (5.2) holds with α = 1, while (4.12) holds for E Γ0R in place of E
Γ0 for some β if and
only if (5.3) holds. Indeed, if E is finite then the trivial Dirichlet form E (1)0 := 0 satisfies
(4.13) for some β0, so that the above assertions follow from Theorem 4.2 and Corollary
4.3.
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