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Introduction
For a finite CW-complex X with co-H-space structure, if X ≃ X 1 ∨ X 2 with non-contractible X 1 and X 2 , then X is called decomposable; otherwise X is called indecomposable. One of the basic problems in homotopy theory is to classify indecomposable homotopy types. Although, it is impossible to find all indecomposable homotopy types, it is indeed possible to solve this problem in special situations. Let A k n (n ≥ k + 1), the homotopy category consisting of (n − 1)-connected finite CWcomplexes with dimension at most n+k, any complex in A k n is a suspension and thus a co-H-space; F k n , the full subcategory of A k n consisting of complexes with torsion free homology groups; F k n(2) , the full subcategories of A k n consisting of complexes with 2-torsion free homology groups; F k n (2, 3) , the full subcategories of A k n consisting of complexes with 2 and 3 torsion free homology groups.
In 1950, S.C. Chang classified the indecomposable homotopy types in A 2 n (n ≥ 3) [6] , that is where Z + denotes the set of positive integers.
Classification of indecomposable homotopy types of A 3 n (n ≥ 4) are given by Baues and Hennes in [5] and for k ≥ 4, classification of indecomposable homotopy types of A k n (n ≥ k + 1) is wild in the sense similar to that in representation theory of finite dimensional algebras. Classification of indecomposable homotopy types of F k n (n ≥ k + 1) for k = 4, 5, 6 are given by Baues and Drozd in [3] , [4] and [8] and it is wild for k ≥ 7. Based on these earlier results, in our previous papers [12] and [13] , we classify indecomposable homotopy types of F k n(2,3) (n ≥ k + 1) for k ≤ 6 and F 4 n(2) (n ≥ 5).
As pointed out by Jie Wu [18] , starting from an explicit space X, one obtains more indecomposable spaces from the self-smash products of X since self-smash products of co-H-spaces admit decompositions. This motivates us to consider the decomposability of smash products of different indecomposable complexes. There are only a few results for this problem. The decomposability of M(Z/p r , n)∧M(Z/p s , n) is well known [10] . Jie Wu [17] proved that M(Z/2, n) ∧ C n+2 η and C n+2 η ∧ C n+2 η are indecomposable. As a main result in this paper, we determine the decomposability of all remaining smash product of two indecomposable complexes in A 2 n (n ≥ 3) and give the decomposition whenever possible. Since the suspension functor Σ : A 2 n → A 2 n+1 is an equivalence for n ≥ 3. It suffices to deal with the case n = 3. q r ≃ * for prime q = p ( * is the point space). We will not discuss these cases any more in the following.
It is known from Theorem 1.2 of [15] that for any p-local CW-complex, there is a functorial decomposition ΩΣX ≃ A min (X) × Ω( X (n) is a n-fold self-smash product of X. In order to determine the homotopy type of Q max n (X), it is significant to decompose X (n) to a wedge of indecomposable spaces. The decomposition of self-smash product is easy for M n p r (p > 2) and M n 2 s (s > 1). The decomposition of self-smash product is obtained by Jie Wu [17] for M n 2 and C n η . In a sequel we will study the decomposition of self-smash product for Chang complexes.
Main Method (Assume C 1 and C 2 are indecomposable homotopy types in A   2 3 ) The indecomposability of C 1 ∧ C 2 is obtained by contradiction. Assuming that C 1 ∧ C 2 is decomposable one gets a contradiction by computing its homotopy invariants such as homotopy groups, cohomotopy groups or Steenrod operations.
There are two ways to get the wedge decomposition of C 1 ∧ C 2 :
One way: Applying Lemma 2.3 to cofibre sequence
prove that f i ≃ 0 for some i or f ′ j ≃ 0 for some j which will imply that ΣX i or Y j is a wedge summand of C 1 ∧ C 2 .
Another way: Firstly, observe that C 1 ∧ C 2 is a CW-complex with only one top cell e 10 and one bottom cell S 6 ; cancel the top cell and pinch the bottom cell to a point to get spaces (C 1 ∧ C 2 ) (9) and (C 1 ∧ C 2 )/S 6 respectively. The two spaces have mapping cone structures by Lemma 2.4; Secondly, decompose
by matrix techniques introduced briefly in Subsection 2.1. At last, from the decomposition of (C 1 ∧ C 2 ) (9) , there is a cofibre sequence
Section 2 contains necessary notations and lemmas. Related results of elementary Moore spaces and Chang-complexes are stated in Section 3. In Section 5, we prove the last part of Theorem 1.1 by determining the decomposition of C 
Some notations
• All spaces are suspensions of simply connected finite CW-complexes.
• |G| denotes the order of a group G and |g| denotes the order of an element g in group G. If G is an abelian group with decomposition
f ij , where j A j and p B i are canonical inclusions and projections respectively. Sometimes, (f ij ) is written graphically as follows to indicate the domain and codomain
be a map such that p Y i f j X j ≃ f ij , where j X j and p Y i are canonical inclusions and projections respectively. Similarly, (f ij ) is written as
Generally, (f ij ) is not unique up to homotopy. However, if s = 1 or X i (i = 1, · · · , t) and Y j (j = 1, · · · , s) are in the category A k n for some k ≥ n + 2, then (f ij ) is unique.
Thus in category
The composition (sum) of the maps is compatible with the product (sum) of the matrices. Thus a self-map is homotopy equivalent if and only if the corresponding matrix is invertible. Moreover for two matrices
It is clear that if (f ij ) ∼ = (g ij ), then the mapping cones C (f ij ) and C (g ij ) are homotopy equivalent to each other.
To simplify the text, we fix names for some elementary transformations as follows (i) −r n (−c n ) : composing n-th row (column) with −id;
(ii) c m f + c n : adding the m-th column, composed with map f , to the n-th column;
(iii) gr m + r n : adding the m-th row, composed with map g, to the n-th row;
(iv) kr m + r n (kc m + c n ): adding k times of the m-th row (column) to the n-th row (column), where k ∈ Z + ;
• In the following of the paper, S k ω = S k for ω ∈ {1, 2, 3, 4, a, b}.
• η = η n ∈ [S n+1 , S n ] is a Hopf map for n ≥ 3 and ̺ = ̺ n ∈ [S n+3 , S n ] ∼ = Z/24 is a fixed generator for n ≥ 5.
• κ, κ ′ , ε, ε ′ ∈ {0, 1}.
• The k times of the identity map id of ΣX is written as k : ΣX → ΣX for nonzero integer k (hence, 1 = id);
• For k ≥ 5, and r, s ∈ Z + , let
Spanier-Whitehead duality
If A k n is in the stable range, i.e., [X, Y ]
which is called Spanier-Whitehead duality (or (2n + k)-duality). D satisfies the following properties from [2] , [7] and [14] :
Proposition 2.1.
(i) D 2 is equal to the identity functor; 
Lemma 2.4. (Lemma 14.30. of [14] ) For (ii) dim H 8 (A; Z/2) ≥ 2 and there are nonzero elements a 8 = a
If A ≃ X ∨Y and H 6 X = 0, then H t X ∼ = H t A for t = 6, 9, 10 and dim
Proof. Let
where j 1 , j 2 , p 1 , p 2 be the canonical inclusions and projections.
where j * u p * u = id which implies that p * u is injective and j * u is surjective for u = 1, 2. Since H 6 X = 0, we get that H 6 X ∼ = H 6 A, H 6 Y = 0 and H 6 (p 1 ; Z/2) is isomorphic, hence there is 0 = x 6 ∈ H 6 (X; Z/2) such that p * 1 (x 6 ) = a 6 . It follows from p * 1 (Sq 4 x 6 ) = Sq 4 p * 1 (x 6 ) = a 10 = 0 that 0 = Sq 4 x 6 ∈ H 10 (X; Z/2) which implies 
A complex X is called 2-local if all homotopy groups or equivalently all homology groups of X are finitely generated Z (2) -module, where Z (2) is 2-localization of Z. Let X (2) be the 2-localization of X and denote by X ≃ (2) 
Lemma 2.7.
and
Proof. It suffices to prove when X 1 and X 2 are 2-local. The proof of (i): There are cofibre sequences
Given a homotopy equivalence α :
Since i j is a generator of π m X j for j = 1, 2, there is an odd integer k such that α * ki 1 = i 2 ∈ π m X 2 . Since X 1 and X 2 are 2-local, kα : X 1 → X 2 is also a homotopy equivalence. Thus there is a commutative diagram
The proof of (ii) is dual to the proof of (i) by investigating the cofibre sequences
and using isomorphism [
3 Moore spaces and Chang-complexes In this section, we will collect some basic facts about Chang-complexes and Moore spaces.
Moore spaces
Firstly, from Proposition 3E.3 of [9] , the Steenrod square action on M n 2 r is given by
Secondly, we list some results of maps between Moore spaces from [5] .
where B(χ) is given by Proposition (2.3) of [5] , which satisfies
Here we choose a generator ξ 1 and set ξ t = B(χ)ξ 1 . The generator η 1 is the dual map of ξ 1 and η t = η 1 B(χ). And qξ t = η, η
where
is given by the following Lemma
] is obtained from Lemma 5.2 and Theorem 5.11 of [17] . For r > 1 there are two exact sequences
The following commutative diagram is induced by η :
It is known that the upper exact sequence splits. If σ is the section of q * , then η * σ is the section of the lower q * .
At last, it follows from Lemma 2.5 that
Chang-complexes
Firstly, since C k,1
k−2 -complexes with the same homology groups, thus
Cofibre sequences for Chang-complexes
can be written as mapping cones of different maps, that is, there are different cofibre sequences for C.
• The cofibre sequence for C k η
• The cofibre sequences for C k,s r
Homologies and Cohomologies
;
otherwise.
Proof. To simplify the notation, take k = 5. Using Cof2 and Cof3 of C 5,s r ,we have a split exact sequence
and an isomorphism
where p l is the canonical projection for l = 1, 2. Let u
Applying Cof4 of C
5,s
r and by the commutative diagram
we get
homotopy groups and cohomotopy groups For k ≥ 5
where (j 1 η)
where X u ju − −→ X 1 ∨X 2 is the canonical inclusion and X 1 ∨X 2 pu − −→ X u is the canonical projections for u = 1, 2. n are given by Part IV of [1] . We will use these results directly in the following of this paper. 
otherwise
By the Steenrod operation action on Chang-complexes given in Section 3.2, we get
If follows from the isomorphism Sq 2 :
In the rest of this subsection we will give cell structure of spaces M r which will be used later.
, where h r is determined by h r i S = (2 r , η), i.e.,
The top rows are cofibre sequences in each commutative diagrams. Moreover,
where η (3) = ηηη.
Proof. From Lemma 2.4,
So, there are cofibre sequences
where a, b ∈ Z and x, y ∈ {0, 1}. Since the following two homomorphisms
are injective, h r and h r are determined by h r i S and q S h r respectively.
Thus we prove the first part of this Lemma. Now π * (M 
Proof. Apply Lemma 2.4 to cofibre sequences
where A =
Apply Lemma 2.4 to cofibre sequences
where B =
There is a cofibre sequence
where α ′ = i C (t ′ ̺ 6 ), t ′ = 1 for r = 1 and t ′ ∈ {1, 2} for r > 1 since
injective.
Next we will determine t ′ for r > 1. By computing the exact sequence π 9 of cofibre sequence (10), we get
On the other hand,
r ] is stable for k ≥ 6). There is an exact sequence
From Lemma 3.1 and the following commutative diagram
we get the surjection
, Proposition 2.6 (iii)), we get
hence
Together with (11), t ′ = 1.
There is the following commutative diagram
where the top row is a cofibre sequence. Hence
• If r ≥ u and r > 1, then 1 ∧ 2
, we get
• If r < u, apply Lemma 2.4 to cofibre sequences
we can easily get
Suppose that M By the properties of the duality functor D we have
2 u for s ≥ u and indecomposable for u > s.
If u > r and u > s there is a cofibre sequence
where the top row is a cofibre sequence. Since 2 If u = r = s = 1, then from Corollary 3.7 of [17] ,
In summary, 
r ≃ X ∨ Y is decomposable and H 6 (X) = 0, then X is indecomposable and Y ≃ C 9,t l for some t ∈ {m us , r}, l ∈ {m ur , m us }.
is isomorphic. Thus dim H 7 X = dim H 8 X = 1 and dim H * Y = 1, * = 7, 8 0, otherwise which implies that X is indecomposable and Y ≃ C 9,t l for some t ∈ {m us , r}, l ∈ {m ur , m us }.
Firstly we study (C 
(i) For s ≤ u < r, by transformations ir 1 + r 4 if u = 1 (otherwise, omitting this one); qr 4 + r 2 ; 2 r−u r 3 + r 1 and −r 3 ,
(ii) For s ≤ u and r ≤ u, by transformations ir 1 + r 4 if u = 1; qr 4 + r 2 ; 2 u−r r 1 + r 3 ; c 2 q + c 3 if r = u,
(iv) For u < s and u < r, by transformations 2 r−u r 3 + r 1 ; −r 3 and −r 4 ,
Secondly, we study the codimension 1 skeleton (C
r . Using cofibre sequences
2 ), where
For u ≥ r and u > 1, by Corollary 3.2, there is a retraction τ ′ 3 of i ∧ 1 yielding the following commutative diagram
From the following commutative diagrams
For r > u ≥ 1, similarly, there is a retraction τ 3 of 1 ∧ i yielding the following commutative diagram
and for iη ∧ 1 :
2 r we have
Note that for r > u, the composition of M 
and similarly, for the composition of M
where the invertible transformations are given by
Tr2 : c 1 (1 + κiηq) + c 2 ;
• For s ≥ u, since 2
2 u ] for s > 1 and take invertible transformation c 1 q + c 3 on B for s = 1, we get
Lemma 4.5. The mapping cone of the map
Proof. ΣC (from Lemma 4.3), we have
1 . On the other hand, from (21),
Now, from (19), (21) and Lemma 4.5 we get if s ≥ u and r ≥ u,
• For u > s, it is easy to get if u > s and u ≥ r, then
The decomposability of C 
(ii) For u < s, u < r, suppose C u . There is a cofibre sequence, 
( k : A 1 → A 2 denotes the homomorphism of abelian groups defined by multiplication by k). Thus
which is a contradiction since [C
is indecomposable for u < s and u < r.
(iii) For r ≤ u < s Lemma 4.6. The wedge summand
in (17) is indecomposable.
Proof. Assume that Z ≃ Z 1 ∨ Z 2 is decomposable and H 9 Z 1 = 0. From the mapping cone structure of Z, we get [Z,
6 , there are isomorphisms
r )/S 6 ; Z/2) is isomorphic and Sq 2 on H 7 (Z; Z/2) is also isomorphic which implies that Moore spaces can not be split out of Z. Together with
r is decomposable, by Corollary 4.4 and its homology,
Hence C 9,k l is split out of (C 
2 r ∨ U, where
for some y ∈ {0, 1} and
r induces isomorphisms
Thus Sq 2 is isomorphic on both
r ) (9) ; Z/2) and H 7 (Z ′ ; Z/2), which implies y = 1. Hence
From (16), (23), (24), together with Lemma 4.7, for u ≥ s, u ≥ r,
By (29), there is a cofibre sequence
From (4),
′ is a homotopy equivalence, which implies that Γ is also a homotopy equivalence. Thus
where C α h s is indecomposable ( Corollary 4.4) which implies that t = 1 for r = 1 and t ∈ {1, 2} for r > 1 (By (4)).
Proof. From Lemma 4.3, it suffices to show that t = 1, i.e., α = i C ̺ 6 .
For r = 1, t = 1.
For r > 1, by the similar computation of π 9 (C 
t can be determined by computing
Cof3 of C 7,u yields the following exact sequence
By the fact u ≥ r ≥ 2 and from (13), there is a short exact sequence
Together with (32), we get t = 1.
From Lemma 4.8, there is a decomposition
(v) For u = s < r, from (15) and (22), we have
r . By the same proof as in the case (iv), we get that
In summary C 
Preliminaries
In this section, let u 3 , u 4 , u 4 , u 5 (resp. u
) which satisfy conditions (1) of Lemma 3.3. 
otherwise ; (ii) dim H 7 X + dim H 8 X = 4 which implies dim H 7 X = dim H 8 X = 2 and Y ≃ C We will prove the (a) of Cases and omit the proofs of other cases since they are similar or easier. 
(C
On the other hand, π 9 (C 5,s ′ ∧ C 
