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1. Introduction
The following result is known in the literature as Ostrowski’s inequality [1]:
Let f : [a, b]→ R be a differentiable mapping on (a, b) with the property that f ′(t) ≤ M for all t ∈ (a, b). Thenf (x)− 1b− a
 b
a
f (t)dt
 ≤
1
4
+

x− a+b2
b− a
2 (b− a)M (1.1)
for all x ∈ (a, b). The constant 14 is best possible in the sense that it cannot be replaced by a smaller constant.
The above result has been naturally extended for absolutely continuous functions and Lebesgue p-norms of the derivative
f ′ in [2–4] and can be stated as:
Theorem 1. Let f : [a, b]→ R be absolutely continuous on [a, b]. Then for all x ∈ [a, b] we have:f (x)− 1b− a
 b
a
f (t)dt

≤

1
4
+

x− a+b2
b− a
2 (b− a) f ′∞ if f ′ ∈ L∞ [a, b] ;
1
(p+ 1) 1p

x− a
b− a
p+1
+

b− x
b− a
p+1
(b− a) 1q f ′q if f ′ ∈ Lp [a, b] , 1p + 1q = 1, p > 1;
1
2
+
x− a+b2b− a

 f ′1 ,
(1.2)
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where ∥·∥r (r ∈ [1,∞]) are the usual Lebesgue norms on Lr [a, b], i.e.,
∥g∥∞ := ess sup
t∈[a,b]
|g(t)| and ∥g∥r :=
 b
a
|g(t)|r dt
 1
r
, r ∈ [1,∞) .
The constants 14 ,
1
(p+1)1/p and
1
2 respectively are sharp in the sense mentioned above.
The inequalities (1.2) can also be obtained, in a slightly different form, as particular cases of some results established by
Fink in [5] for n-time differentiable functions.
For other Ostrowski type inequalities concerning Lipschitzian and r − H-Hölder type functions, see [6,7].
The cases of bounded variation functions and monotonic functions were considered in [8,9] while the case of convex
functions was studied in [10].
For various generalizations, extensions and related Ostrowski type inequalities for functions of one or several variables
see the monograph [11] and the references therein. For related results see [12–14] and [23–26].
In order to extend the Ostrowski inequality for absolutely continuous functions of selfadjoint operators we need some
definitions and results related to the continuous functional calculus.
Let A be a selfadjoint linear operator on a complex Hilbert space (H; ⟨., .⟩). The Gelfand map establishes a ∗-isometrically
isomorphism Φ between the set C (Sp(A)) of all continuous functions defined on the spectrum of A, denoted Sp(A), and the
C∗-algebra C∗(A) generated by A and the identity operator 1H on H as follows (see for instance [15, p. 3]):
For any f , g ∈ C (Sp(A)) and any α, β ∈ Cwe have
(i) Φ (αf + βg) = αΦ(f )+ βΦ(g);
(ii) Φ(fg) = Φ(f )Φ(g) andΦ f¯  = Φ(f )∗;
(iii) ∥Φ(f )∥ = ∥f ∥ := supt∈Sp(A) |f (t)|;
(iv) Φ (f0) = 1H andΦ (f1) = A, where f0(t) = 1 and f1(t) = t , for t ∈ Sp(A).
With this notation we define
f (A) := Φ(f ) for all f ∈ C (Sp(A))
and we call it the continuous functional calculus for a selfadjoint operator A.
If A is a selfadjoint operator and f is a real valued continuous function on Sp(A), then f (t) ≥ 0 for any t ∈ Sp(A) implies
that f (A) ≥ 0, i.e. f (A) is a positive operator on H . Moreover, if both f and g are real valued functions on Sp(A) then the
following important property holds:
f (t) ≥ g(t) for any t ∈ Sp (A) implies that f (A) ≥ g(A) (P)
in the operator order of B(H).
For a recent monograph devoted to various inequalities for functions of selfadjoint operators, see [15] and the references
therein.
For other results see [16–22].
Motivated by the above results we investigate in this paper some Ostrowski type inequalities for absolutely continuous
functions of selfadjoint operators in Hilbert spaces. Applications for some particular functions of interest are provided as
well.
2. Inequalities for absolutely continuous functions of selfadjoint operators
We start with the following scalar inequality that is of interest in itself since it provides a generalization of the Ostrowski
inequality (1.1) when upper and lower bounds for the derivative are provided:
Lemma 1. Let f : [a, b] → R be an absolutely continuous function whose derivative is bounded above and below on [a, b], i.e.,
there exists the real constants γ and Γ , γ < Γ with the property that γ ≤ f ′(s) ≤ Γ for almost every s ∈ [a, b]. Then we have
the double inequality
− 1
2
· Γ − γ
b− a

s− bΓ − aγ
Γ − γ
2
− Γ γ

b− a
Γ − γ
2
≤ f (s)− 1
b− a
 b
a
f (t)dt
≤ 1
2
· Γ − γ
b− a

s− aΓ − bγ
Γ − γ
2
− Γ γ

b− a
Γ − γ
2
(2.1)
for any s ∈ [a, b]. The inequalities are sharp.
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Proof. We start withMontgomery’s identity
f (s)− 1
b− a
 b
a
f (t)dt = 1
b− a
 s
a
(t − a) f ′(t)dt + 1
b− a
 b
s
(t − b) f ′(t)dt (2.2)
that holds for any s ∈ [a, b].
Since γ ≤ f ′(t) ≤ Γ for almost every t ∈ [a, b], then
γ
b− a
 s
a
(t − a) dt ≤ 1
b− a
 s
a
(t − a) f ′(t)dt ≤ Γ
b− a
 s
a
(t − a) dt
and
Γ
b− a
 b
s
(b− t) dt ≤ 1
b− a
 b
s
(b− t) f ′(t)dt ≤ Γ
b− a
 b
s
(b− t) dt
for any s ∈ [a, b].
Now, due to the fact that s
a
(t − a) dt = 1
2
(s− a)2 and
 b
s
(b− t) dt = 1
2
(b− s)2
then by (2.2) we deduce the following inequality that is of interest in itself:
− 1
2 (b− a)

Γ (b− s)2 − γ (s− a)2 ≤ f (s)− 1
b− a
 b
a
f (t)dt
≤ 1
2 (b− a)

Γ (s− a)2 − γ (b− s)2 (2.3)
for any s ∈ [a, b].
Further on, if we denote by
A := γ (s− a)2 − Γ (b− s)2 and B := Γ (s− a)2 − γ (b− s)2
then, after some elementary calculations, we derive that
A = − (Γ − γ )

s− bΓ − aγ
Γ − γ
2
+ Γ γ
Γ − γ (b− a)
2
and
B = (Γ − γ )

s− aΓ − bγ
Γ − γ
2
− Γ γ
Γ − γ (b− a)
2
which, together with (2.3), produces the desired result (2.1).
The sharpness of the inequalities follow from the sharpness of some particular cases outlined below. The details are
omitted. 
Corollary 1. With the assumptions of Lemma 1 we have the inequalities
1
2
γ (b− a) ≤ 1
b− a
 b
a
f (t) dt − f (a) ≤ 1
2
Γ (b− a) (2.4)
and
1
2
γ (b− a) ≤ f (b)− 1
b− a
 b
a
f (t)dt ≤ 1
2
Γ (b− a) (2.5)
and f a+ b2

− 1
b− a
 b
a
f (t) dt
 ≤ 18 (Γ − γ ) (b− a) (2.6)
respectively. The constant 18 is best possible in (2.6).
The proof is obvious from (2.1) on choosing s = a, s = b and s = a+b2 , respectively.
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Corollary 2. With the assumptions of Lemma 1 and if, in addition γ = −α and Γ = β with α, β > 0 then
1
b− a
 b
a
f (t)dt − f

bβ + aα
β + α

≤ 1
2
· αβ

b− a
β + α

(2.7)
and
f

aβ + bα
β + α

− 1
b− a
 b
a
f (t)dt ≤ 1
2
· αβ

b− a
β + α

. (2.8)
The proof follows from (2.1) on choosing s = bβ+aα
β+α ∈ [a, b] and s = aβ+bαβ+α ∈ [a, b], respectively.
Remark 1. If f : [a, b] → R is absolutely continuous and f ′∞ := ess supt∈[a,b] f ′(t) < ∞, then by choosing
γ = − f ′∞ and Γ = f ′∞ in (2.1) we deduce the classical Ostrowski’s inequality for absolutely continuous functions
incorporated in the first inequality from Theorem 1. The constant 14 in Ostrowski’s inequality is best possible.
We are able now to state the following result providing upper and lower bounds for absolutely convex functions of
selfadjoint operators in Hilbert spaces whose derivatives are bounded below and above:
Theorem 2. Let A be a selfadjoint operator in the Hilbert space H with the spectrum Sp(A) ⊆ [m,M] for some real numbers
m < M. If f : [m,M] → R is an absolutely continuous function such that there exists the real constants γ and Γ , γ < Γ with
the property that γ ≤ f ′(s) ≤ Γ for almost every s ∈ [m,M], then we have the following double inequality in the operator order
of B(H):
− 1
2
· Γ − γ
M −m

A− MΓ −mγ
Γ − γ · 1H
2
− Γ γ

M −m
Γ − γ
2
· 1H

≤ f (A)−

1
M −m
 M
m
f (t)dt

· 1H
≤ 1
2
· Γ − γ
M −m

A− mΓ −Mγ
Γ − γ · 1H
2
− Γ γ

M −m
Γ − γ
2
· 1H

. (2.9)
The proof follows by the property (P) applied for the inequality (2.1) in Lemma 1.
Theorem 3. With the assumptions in Theorem 2 we have in the operator order the following inequalities
f (A)−  1M −m
 M
m
f (t) dt

· 1H
 ≤

1
4
1H +

A− m+M2 1H
M −m
2 (M −m) f ′∞ if f ′ ∈ L∞ [m,M] ;
1
(p+ 1) 1p

A−m1H
M −m
p+1
+

M1H − A
M −m
p+1
(M −m) 1q f ′q
if f ′ ∈ Lp [m,M] , 1p + 1q = 1, p > 1;
1
2
1H +
A− m+M2 1HM −m

 f ′1 .
(2.10)
The proof is obvious by the scalar inequalities from Theorem 1 and the property (P).
The third inequality in (2.10) can be naturally generalized for functions of bounded variation as follows:
Theorem 4. Let A be a selfadjoint operator in the Hilbert space H with the spectrum Sp(A) ⊆ [m,M] for some real numbers
m < M. If f : [m,M]→ R is a continuous function of bounded variation on [m,M], then we have the inequalityf (A)−  1M −m
 M
m
f (t) dt

· 1H
 ≤

1
2
1H +
A− m+M2 1HM −m


M
m
(f ) (2.11)
where
M
m (f ) denotes the total variation of f on [m,M]. The constant
1
2 is best possible in (2.11).
Proof. Follows from the scalar inequality obtained by the author in [8], namelyf (s)− 1b− a
 b
a
f (t)dt
 ≤

1
2
+
 s− a+b2b− a


b
a
(f ) (2.12)
for any s ∈ [a, b], where f is a function of bounded variation on [a, b]. The constant 12 is best possible in (2.12). 
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3. Inequalities for convex functions of selfadjoint operators
The case of convex functions is important for applications.
We need the following lemma.
Lemma 2. Let f : [a, b]→ R be a differentiable convex function such that the derivative f ′ is continuous on (a, b) and with the
lateral derivative finite and f ′−(b) ≠ f ′+(a). Then we have the following double inequality
− 1
2
· f
′−(b)− f ′+(a)
b− a ×

s− bf
′−(b)− af ′+(a)
f ′−(b)− f ′+(a)
2
− f ′−(b)f ′+(a)

b− a
f ′− (b)− f ′+(a)
2
≤ f (s)− 1
b− a
 b
a
f (t)dt ≤ f ′(s)

s− a+ b
2

(3.1)
for any s ∈ [a, b].
Proof. Since f is convex, then by the fact that f ′ is monotonic nondecreasing, we have
f ′+(a)
b− a
 s
a
(t − a) dt ≤ 1
b− a
 s
a
(t − a) f ′(t)dt ≤ f
′(s)
b− a
 s
a
(t − a) dt
and
f ′(s)
b− a
 b
s
(b− t) dt ≤ 1
b− a
 b
s
(b− t) f ′(t)dt ≤ f
′−(b)
b− a
 b
s
(b− t) dt
for any s ∈ [a, b], where f ′+(a) and f ′−(b) are the lateral derivatives in a and b respectively.
Utilising the Montgomery identity (2.2) we then have
f ′+(a)
b− a
 s
a
(t − a) dt − f
′−(b)
b− a
 b
s
(b− t) dt ≤ f (s)− 1
b− a
 b
a
f (t)dt
≤ f
′(s)
b− a
 s
a
(t − a) dt − f
′(s)
b− a
 b
s
(b− t) dt
which is equivalent with the following inequality that is of interest in itself
1
2 (b− a)

f ′+(a) (s− a)2 − f ′−(b) (b− s)2
 ≤ f (s)− 1
b− a
 b
a
f (t)dt ≤ f ′(s)

s− a+ b
2

(3.2)
for any s ∈ [a, b].
A simple calculation reveals now that the left side of (3.2) coincideswith the same side of the desired inequality (3.1). 
We are able now to state our result for convex functions of selfadjoint operators:
Theorem 5. Let A be a selfadjoint operator in the Hilbert space H with the spectrum Sp(A) ⊆ [m,M] for some real numbers
m < M. If f : [m,M] → R is a differentiable convex function such that the derivative f ′ is continuous on (m,M) and with the
lateral derivative finite and f ′−(M) ≠ f ′+(m), then we have the double inequality in the operator order of B (H)
− 1
2
· f
′−(M)− f ′+(m)
M −m ×

A− Mf
′−(M)−mf ′+(m)
f ′−(M)− f ′+ (m)
· 1H
2
− f ′−(M)f ′+(m)

M −m
f ′− (M)− f ′+(m)
2
· 1H

≤ f (A)−

1
M −m
 M
m
f (t)dt

· 1H ≤

A− m+M
2
· 1H

f ′(A). (3.3)
The proof follows from the scalar case in Lemma 2.
Remark 2. We observe that one can drop the assumption of differentiability of the convex function and will still have the
first inequality in (3.3). This follows from the fact that the class of differentiable convex functions is dense in the class of all
convex functions defined on a given interval.
A different lower bound for the quantity
f (A)−

1
M −m
 M
m
f (t)dt

· 1H
expressed only in terms of the operator A and not its second power as above, also holds:
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Theorem 6. Let A be a selfadjoint operator in the Hilbert space H with the spectrum Sp(A) ⊆ [m,M] for some real numbers
m < M. If f : [m,M]→ R is a convex function on [m,M], then we have the following inequality in the operator order of B(H)
f (A)−

1
M −m
 M
m
f (t)dt

· 1H ≥

1
M −m
 M
m
f (t)dt

· 1H − f (M) (M · 1H − A)+ f (m) (A−m · 1H)M −m . (3.4)
Proof. It suffices to prove for the case of differentiable convex functions defined on (m,M).
So, by the gradient inequality we have that
f (t)− f (s) ≥ (t − s) f ′ (s)
for any t, s ∈ (m,M).
Now, if we integrate this inequality over s ∈ [m,M] we get
(M −m) f (t)−
 M
m
f (s)ds ≥
 M
m
(t − s) f ′(s)ds
=
 M
m
f (s)ds− (M − t) f (M)− (t −m) f (m) (3.5)
for each s ∈ [m,M].
Finally, if we apply to the inequality (3.5) the property (P), we deduce the desired result (3.4). 
Corollary 3. With the assumptions of Theorem 6 we have the following double inequality in the operator order
f (m)+ f (M)
2
· 1H ≥ 12

f (A)+ f (M) (M · 1H − A)+ f (m) (A−m · 1H)
M −m

≥

1
M −m
 M
m
f (t)dt

· 1H . (3.6)
Proof. The second inequality is equivalent with (3.4).
For the first inequality, we observe, by the convexity of f we have that
f (M) (t −m)+ f (m) (M − t)
M −m ≥ f (t)
for any t ∈ [m,M], which produces the operator inequality
f (M) (A−m · 1H)+ f (m) (M · 1H − A)
M −m ≥ f (A). (3.7)
Now, if in both sides of (3.7) we add the same quantity
f (M) (M · 1H − A)+ f (m) (A−m · 1H)
M −m
and perform the calculations, then we obtain the first part of (3.6) and the proof is complete. 
4. Some vector inequalities
Let U be a selfadjoint operator on the complex Hilbert space (H, ⟨·, ·⟩)with the spectrum Sp (U) included in the interval
[m,M] for some real numbersm < M and let {Eλ}λ be its spectral family. Then for any continuous function f : [m,M]→ R,
it is well known that we have the following spectral representation in terms of the Riemann–Stieltjes integral:
⟨f (U)x, y⟩ =
 M
m−0
f (λ) d (⟨Eλx, y⟩) , (4.1)
for any x, y ∈ H . The function gx,y (λ) := ⟨Eλx, y⟩ is of bounded variation and right continuous on the interval [m,M] and
gx,y (m− 0) = 0 and gx,y(M) = ⟨x, y⟩
for any x, y ∈ H . It is also well known that gx (λ) := ⟨Eλx, x⟩ ismonotonic nondecreasing and right continuous on [m,M].
The following result holds:
Theorem 7. Let A be a selfadjoint operator in the Hilbert space H with the spectrum Sp(A) ⊆ [m,M] for some real numbers
m < M and let {Eλ}λ be its spectral family. If f : [m,M]→ R is an absolutely continuous function on [m,M], then we have the
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inequalities
|f (s) ⟨x, y⟩ − ⟨f (A)x, y⟩| ≤
M
m−0

E(·)x, y
×


1
2
(M −m)+
s− m+M2
 f ′∞ if f ′ ∈ L∞ [m,M]
1
2
(M −m)+
s− m+M2
1/q f ′p if f
′ ∈ Lp [m,M] , p > 1,
1
p
+ 1
q
= 1,
≤ ∥x∥ ∥y∥


1
2
(M −m)+
s− m+M2
 f ′∞ if f ′ ∈ L∞ [m,M]
1
2
(M −m)+
s− m+M2
1/q f ′p if f
′ ∈ Lp [m,M] , p > 1,
1
p
+ 1
q
= 1,
(4.2)
for any x, y ∈ H and s ∈ [m,M].
Proof. Since f is absolutely continuous, then we have
|f (s)− f (t)| =
 t
s
f ′(u)du
 ≤  t
s
f ′(u) du
≤
|t − s|
f ′∞ if f ′ ∈ L∞ [m,M]
|t − s|1/q f ′p if f ′ ∈ Lp [m,M] , p > 1, 1p + 1q = 1, (4.3)
for any s, t ∈ [m,M].
It is well known that if p : [a, b] → C is a continuous functions and v : [a, b] → C is of bounded variation, then the
Riemann–Stieltjes integral
 b
a p (t) dv(t) exists and the following inequality holds b
a
p(t)dv(t)
 ≤ maxt∈[a,b] |p(t)| ba (v),
where
b
a(v) denotes the total variation of v on [a, b].
Now, by the above property of the Riemann–Stieltjes integral we have from the representation (4.1) that
|f (s) ⟨x, y⟩ − ⟨f (A)x, y⟩| =
 M
m−0
[f (s)− f (t)] d (⟨Etx, y⟩)

≤ max
t∈[m,M]
|f (s)− f (t)|
M
m−0

E(·)x, y

≤
M
m−0

E(·)x, y

max
t∈[m,M]
|t − s| f ′∞ if f ′ ∈ L∞ [m,M]
max
t∈[m,M]
|t − s|1/q f ′p if f
′ ∈ Lp [m,M] , p > 1,
1
p
+ 1
q
= 1,
:= F (4.4)
where
M
m−0

E(·)x, y

denotes the total variation of

E(·)x, y

and x, y ∈ H .
Since, obviously, we have maxt∈[m,M] |t − s| = 12 (M −m)+
s− m+M2 , then
F =
M
m−0

E(·)x, y



1
2
(M −m)+
s− m+M2
 f ′∞ if f ′ ∈ L∞ [m,M]
1
2
(M −m)+
s− m+M2
1/q f ′p if f
′ ∈ Lp [m,M] , p > 1,
1
p
+ 1
q
= 1,
(4.5)
for any x, y ∈ H .
If P is a nonnegative operator on H , i.e., ⟨Px, x⟩ ≥ 0 for any x ∈ H , then the following inequality is a generalization of the
Schwarz inequality in H
|⟨Px, y⟩|2 ≤ ⟨Px, x⟩ ⟨Py, y⟩
for any x, y ∈ H .
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Now, if d : m− s = t0 < t1 < · · · < tn−1 < tn = M where s > 0 is an arbitrary partition of the interval [m− s,M], then
we have by Schwarz’s inequality for nonnegative operators that
M
m−s

E(·)x, y
 = sup
d

n−1
i=0
Eti+1 − Eti x, y

≤ sup
d

n−1
i=0

Eti+1 − Eti

x, x
1/2 Eti+1 − Eti y, y1/2

:= I. (4.6)
By the Cauchy–Buniakovski–Schwarz inequality for sequences of real numbers we also have that
I ≤ sup
d


n−1
i=0

Eti+1 − Eti

x, x
1/2 n−1
i=0

Eti+1 − Eti

y, y
1/2
≤ sup
d


n−1
i=0

Eti+1 − Eti

x, x
1/2
sup
d

n−1
i=0

Eti+1 − Eti

y, y
1/2
=

M
m−s

E(·)x, x
1/2  M
m−s

E(·)y, y
1/2
(4.7)
for any x, y ∈ H .
On making use of (4.4), (4.5), (4.6) and (4.7), and letting s → 0+ we deduce the desired result (4.2). 
Corollary 4. With the assumptions of Theorem 7 we have the following inequalitiesf  ⟨Ax, x⟩∥x∥2

⟨x, y⟩ − ⟨f (A)x, y⟩
 ≤ ∥x∥ ∥y∥
×


1
2
(M −m)+
 ⟨Ax, x⟩∥x∥2 − m+M2
 f ′∞ if f ′ ∈ L∞ [m,M]
1
2
(M −m)+
 ⟨Ax, x⟩∥x∥2 − m+M2
1/q f ′p if f
′ ∈ Lp [m,M] , p > 1,
1
p
+ 1
q
= 1,
(4.8)
and
f m+M2

⟨x, y⟩ − ⟨f (A)x, y⟩
 ≤ ∥x∥ ∥y∥

1
2
(M −m) f ′∞ if f ′ ∈ L∞ [m,M]
1
21/q
(M −m)1/q f ′p if f
′ ∈ Lp [m,M] , p > 1,
1
p
+ 1
q
= 1,
(4.9)
for any x, y ∈ H.
Remark 3. In particular, we obtain from (2.8) the following inequalities
|f (⟨Ax, x⟩)− ⟨f (A)x, x⟩| ≤


1
2
(M −m)+
⟨Ax, x⟩ − m+M2
 f ′∞ if f ′ ∈ L∞ [m,M]
1
2
(M −m)+
⟨Ax, x⟩ − m+M2
1/q f ′p if f
′ ∈ Lp [m,M] , p > 1,
1
p
+ 1
q
= 1,
(4.10)
and
f m+M2

− ⟨f (A)x, x⟩
 ≤

1
2
(M −m) f ′∞ if f ′ ∈ L∞ [m,M]
1
21/q
(M −m)1/q f ′p if f
′ ∈ Lp [m,M] , p > 1,
1
p
+ 1
q
= 1,
(4.11)
for any x ∈ H with ∥x∥ = 1.
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Theorem 8. Let A be a selfadjoint operator in the Hilbert space H with the spectrum Sp(A) ⊆ [m,M] for some real numbers
m < M and let {Eλ}λ be its spectral family. If f : [m,M]→ R is r−H-Hölder continuous on [m,M], then we have the inequality
|f (s) ⟨x, y⟩ − ⟨f (A)x, y⟩| ≤ H
M
m−0

E(·)x, y
 1
2
(M −m)+
s− m+M2
r
≤ H ∥x∥ ∥y∥

1
2
(M −m)+
s− m+M2
r (4.12)
for any x, y ∈ H and s ∈ [m,M].
In particular, we have the inequalitiesf  ⟨Ax, x⟩∥x∥2

⟨x, y⟩ − ⟨f (A)x, y⟩
 ≤ H ∥x∥ ∥y∥ 12 (M −m)+
 ⟨Ax, x⟩∥x∥2 − m+M2
r (4.13)
and f m+M2

⟨x, y⟩ − ⟨f (A)x, y⟩
 ≤ 12r H ∥x∥ ∥y∥ (M −m)r (4.14)
for any x, y ∈ H.
Proof. Utilising the inequality (4.4) and the fact that f is r − H-Hö lder continuous we have successively
|f (s) ⟨x, y⟩ − ⟨f (A)x, y⟩| =
 M
m−0
[f (s)− f (t)] d (⟨Etx, y⟩)

≤ max
t∈[m,M]
|f (s)− f (t)|
M
m−0

E(·)x, y

≤ H max
t∈[m,M]
|s− t|r
M
m−0

E(·)x, y

= H

1
2
(M −m)+
s− m+M2
r M
m−0

E(·)x, y

(4.15)
for any x, y ∈ H and s ∈ [m,M].
The argument follows now as in the proof of Theorem 7 and the details are omitted. 
5. Logarithmic inequalities
Consider the identric mean
I = I (a, b) :=

a if a = b,
1
e

bb
aa
 1
b−a
if a ≠ b, a, b > 0;
and observe that
1
b− a
 b
a
ln tdt = ln [I (a, b)] .
If we apply Theorem 5 for the convex function f (t) = − ln t, t > 0, then we can state:
Proposition 1. Let A be a positive selfadjoint operator in the Hilbert space H with the spectrum Sp(A) ⊆ [m,M] for some positive
numbers 0 < m < M. Then we have the double inequality in the operator order of B(H)
− 1
2mM

A2 −mM · 1H
 ≤ ln I (m,M) · 1H − ln A ≤ m+M2 · A−1 − 1H . (5.1)
If we denote by G (a, b) := √ab the geometric mean of the positive numbers a, b, then we can state the following result
as well:
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Proposition 2. With the assumptions of Proposition 1, we have the inequalities in the operator order of B(H)
lnG (m,M) · 1H ≤ 12

ln A+ lnM · (M · 1H − A)+ lnm · (A−m · 1H)
M −m

≤ ln I (m,M) · 1H . (5.2)
The inequality follows by Corollary 3 applied for the convex function f (t) = − ln t, t > 0.
Finally, the following vector inequality may be stated
Proposition 3. With the assumptions of Proposition 1, for any x, y ∈ H we have the inequalities
|⟨x, y⟩ ln s− ⟨ln Ax, y⟩| ≤ ∥x∥ ∥y∥


1
2
(M −m)+
s− m+M2
 1m ,
1
2
(M −m)+
s− m+M2
1/q Mp−1 −mp−1(p− 1)Mp−1mp−1 ,
(5.3)
for any s ∈ [m,M], where p > 1, 1p + 1q = 1.
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