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A PROOF OF SONDOW’S CONJECTURE ON THE
KEMPNER FUNCTION
XIUMEI LI AND MIN SHA
Abstract. The Kempner function of a positive integer n, denoted
by K(n), is defined to be the smallest positive integer j such that
n divides the factorial j!. In this note, we prove that for any
fixed number k > 1, the inequality nk < K(n)! holds for almost
all n. This confirms Sondow’s conjecture which asserts that the
inequality n2 < K(n)! holds for almost all n.
1. Introduction
In 2006 Sondow [10] gave a new measure of irrationality for e (the
base of the natural logarithm), that is, for all integers m and n with
n > 1
(1.1)
∣∣∣e− m
n
∣∣∣ > 1
(K(n) + 1)!
,
where K(n) is the smallest positive integer j such that n divides the
factorial j!. On the other hand, there is a well-known irrationality
measure for e (see, for instance, [1, Theorem 1]): given any ǫ > 0 there
exists a positive constant n(ǫ) such that
(1.2)
∣∣∣e− m
n
∣∣∣ > 1
n2+ǫ
for all integers m and n with n > n(ǫ). Sondow asserted that (1.2) is
usually stronger than (1.1) by posing the following conjecture.
Conjecture 1.1 ([10, Conjecture 1]). The inequality n2 < K(n)! holds
for almost all n.
As indicated in [10], in Conjecture 1.1 K(n) can be replaced by P (n)
due to a result of Ivic´ [2, Theorem 1], where P (n) is the largest prime
factor of n for n ≥ 2 (put P (1) = 1). By definition, P (n) ≤ K(n) for
any positive integer n.
In number theory, K(n) is called the Kempner function. This func-
tion was studied by Lucas [7] for powers of primes and then by Neuberg
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[8] and Kempner [3] for general n. In particular, Kempner [3] gave the
first correct algorithm for computing this function. It is also sometimes
called the Smarandache function following Smarandache’s rediscovery
in 1980; see [9]. In addition, the polynomial analogue of the Kempner
function has been applied in [4, 5] and studied detailedly in [6].
In this note, we prove a stronger form of Conjecture 1.1.
For any k > 1 and x > 1, denote by Nk(x) the number of positive
integers n such that n ≤ x and K(n)! ≤ nk.
Theorem 1.2. For any fixed number k > 1 and any sufficiently large
x, we have
Nk(x) ≤ x exp
(
−
√
2 log x log log x(1 + ck log log log x/ log log x)
)
,
where ck is a constant depending on k.
From Theorem 1.2, for any k > 1, we have Nk(x)/x→ 0 as x→∞.
This in fact confirms Conjecture 1.1 when k = 2.
Our approach in fact can achieve more. Let M(x) be the number of
positive integers n such that n ≤ x and K(n)! ≤ exp(n1/ log logn). Note
that for any fixed k > 1 and any sufficiently large n, we have
nk < exp(n1/ log logn).
Theorem 1.3. M(x)≪ x/√log x.
Theorem 1.3 implies that the inequality exp(n1/ log logn) < K(n)!
holds for almost all n.
Here, we use the big O notation O and the Vinogradov symbol ≪.
We recall that the assertions f(x) = O(g(x)) and f(x) ≪ g(x) are
both equivalent to the inequality |f(x)| ≤ cg(x) with some absolute
constant c > 0 for any sufficiently large x.
2. Proof of Theorems 1.2 and 1.3
To prove Theorems 1.2 and 1.3, we need the following three lemmas.
Lemma 2.1 ([2, Theorem 1]). For any x > 1, denote by N(x) the
number of positive integers n such that n ≤ x and K(n) 6= P (n). Then
N(x) = x exp
(
−
√
2 log x log log x(1 +O(log log log x/ log log x))
)
.
Lemma 2.2 ([11, Chapter I.0, Corollary 2.1]). For any integer n ≥ 1,
we have
log n! = n log n− n+ 1 + θ log n
with θ = θn ∈ [0, 1].
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Lemma 2.3 ([11, Chapter III.5, Theorem 1]). For any 2 ≤ y ≤ x,
denote by Ψ(x, y) the number of positive integers n such that n ≤ x
and P (n) ≤ y. Then
Ψ(x, y)≪ x exp(− log x
2 log y
).
We are now ready to prove Theorems 1.2 and 1.3.
Proof of Theorem 1.2. We first separate the integers n counted inNk(x)
into two cases depending on whether K(n) 6= P (n) or K(n) = P (n).
So, we define
Nk,1(x) = |{n ≤ x : K(n)! ≤ nk, K(n) 6= P (n)}|,
Nk,2(x) = |{n ≤ x : K(n)! ≤ nk, K(n) = P (n)}|.
Then
(2.1) Nk(x) = Nk,1(x) +Nk,2(x).
For Nk,1(x), in view of N(x) and using Lemma 2.1, we obtain
Nk,1(x) ≤ N(x)
= x exp
(
−
√
2 log x log log x(1 +O(log log log x/ log log x))
)
.
(2.2)
We now estimate Nk,2(x). The integers n counted in Nk,2(x) can be
divided into the following two cases:
(i) K(n)! ≤ nk and K(n) = P (n) ≤ 5 ;
(ii) K(n)! ≤ nk and K(n) = P (n) ≥ 7 .
In Case (i) there are at most 12 possibilities of n by considering K(n) =
P (n) ≤ 5 (that is, 1, 2, 3, 5, 6, 10, 15, 20, 30, 40, 60, 120). For any integer
n in Case (ii), using Lemma 2.2 we have
e
(
P (n)
e
)P (n)
≤ P (n)! = K(n)! ≤ nk ≤ xk,
which, together with P (n) ≥ 7, gives
(2.3) P (n) ≤ 1 + P (n) log P (n)
e
≤ k log x.
So, we obtain
Nk,2(x) ≤ 12 + Ψ(x, k log x).
By Lemma 2.3,
Ψ(x, k log x)≪ x exp(− log x
2(log k + log log x)
)
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when 2 ≤ k log x ≤ x. Thus, for any sufficiently large x we get
(2.4) Nk,2(x)≪ x exp(− log x
2(log k + log log x)
).
Finally, combining (2.1) with (2.2) and (2.4), we have
Nk(x) ≤ x exp
(
−
√
2 log x log log x(1 + ck log log log x/ log log x)
)
for any sufficiently large x, where ck is a constant depending on k. This
completes the proof. 
Proof of Theorem 1.3. We use the same approach as in proving Theo-
rem 1.2. First, we have
M(x) = M1(x) +M2(x),
where
M1(x) = |{n ≤ x : K(n)! ≤ exp(n1/ log logn), K(n) 6= P (n)}|,
M2(x) = |{n ≤ x : K(n)! ≤ exp(n1/ log logn), K(n) = P (n)}|.
As before, we obtain
M1(x) ≤ N(x)
= x exp
(
−
√
2 log x log log x(1 +O(log log log x/ log log x))
)
.
For any integer n counted in M2(x) satisfying P (n) ≥ 7, as (2.3) we
get
P (n) ≤ x1/ log log x.
So, using Lemma 2.3, for any sufficiently large x we have
M2(x) ≤ 12 + Ψ(x, x1/ log log x)≪ x/
√
log x.
Hence, we obtain
M(x)≪ x/
√
log x.
This completes the proof. 
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