A two-player, zero-sum, switching game is formulated for general stochastic differential systems and is studied using a combined dynamic programming and viscosity solution approach. The existence of the game value is proved. For the proof of the related dynamic programming principle (DDP) for the lower and upper value functions, the measurability problem, of the same kind as mentioned in the paper of Fleming and Souganidis, is also encountered, and we are able to get around it via a delicate adaptation of their technique. Moreover, the traditional direct method to prove the time continuity of lower and upper value functions also gives rise to a serious measurability problem. To get around the new difficulty, a subtle dynamic programming argument is developed to obtain the time continuity, which in return is used to derive the DDP for random intermediate times from the DDP with deterministic intermediate times.
Introduction.
Consider a differential game of the following stochastic differential system on Wiener space (Ω, F, P ):
dy(t) = f (t, y(t), a(t), b(t)) dt + g(t, y(t), a(t), b(t)) dw(t), t ∈ (s, 1], y(s) = x
with the cost functional 
t, y(t), a(t), b(t)) dt + h(y(1))
Here f, g, f 0 , and h are given maps; w(·) is the coordinate process in Ω, and its natural filtration is denoted by F t . The subscript sx of the expectation operator E indicates that the underlying mathematical expectation is taken under the condition that the underlying system state process y(·) takes the value x at time s. The first player chooses the control a from a given finite set A to minimize the payoff (1.2), and each time-horizon case with an analytical approach rather than the dynamic programming approach. Hypothesis 2. For all a, a, a ∈ A, a = a = a, and 0 ≤ s ≤ t ≤ 1, Moreover, the inverse of Π is defined in an evident way: Ω s = Π −1 (Ω s,ŝ , Ωŝ Note that in the case of θ 1 = θ 2 the term a 1 χ [θ1,θ2) (r) will be void, but we still keep it in the above expression. This is due to the fact that the sequence {a i , θ i } with or without (a 1 , θ 1 ) represents two different switching controls and their costs are different. A similar identification will also be used for {b i , τ i } ∈ B b [t, 1] . Following Elliott and Kalton [3] and Fleming and Souganidis [6] , we define in the switching game an admissible strategy as follows. 
Preliminaries. Let

k(t, a, a) < k(t, a, a) + k(t, a, a), k(t, a, a) > 0, k(t, a, a) = 0, k(t, a, a) ≤ k(s, a, a).
b(·)](r) = α a,t [ b(·)](r) (resp., β b,t [a(·)](r) = β b,t [ a(·)](r))
for r ∈ [s,ŝ]. We denote all admissible strategies with the initial value a (resp., b) for player I (resp., II) on [ 
Set for (s, x) ∈ [0, 1] × X,
The matrix-valued functions V and U are called the lower and the upper value function, respectively. If V = U , we say that the above stochastic switching game has a value. Our aim is to study the existence of the value of our stochastic switching game. U and V should satisfy the dynamic programming principle. However, the conventional proof leads to serious technical problems related to measurability issues, which have been noticed by Fleming and Souganidis [6] in the study of classical stochastic differential games . To circumvent these problems, we borrow the techniques of Fleming and Souganidis [6] and introduce in the following the concepts of restrictive class of admissible strategies, π-admissible switching processes, and π-admissible strategies.
is an admissible control for player II, i.e., b( 
The matrix-valued functions V 1 and U 1 are called the r-lower and the r-upper value function, respectively.
Let π s = {s = t 0 < t 1 < · · · < t M = 1} be a partition of [s, 1] , and denote by ||π s || = max 1≤i≤M (t i − t i−1 ) its mesh. The notions of π-admissible switching processes and π-admissible strategies are then defined as follows. [s, 1] , and this is due to the fact that the initial position of a player is crucial in our switching game.
According to the definitions of
, and U a,b (s, x), we have immediately the following two relations:
Next, let us introduce some operators. For any m × n matrix-valued function
The two operators are called obstacle operators. According to the definitions, for any (a, b, s, x) ∈ A × B × [0, 1] × X, the following are true:
Before closing this section, we state without proof the following result on the continuity in the space variable of the costs and the value functions.
Proposition 2.1. The time continuity of value functions turns out to be a measurability issue and will be considered in the next section.
3. Dynamic programming and time continuity of various value functions. In this section, we use the Bellman dynamic programming principle to study the time continuity and the dynamics of various value functions related to our game. 
where {a i , θ i } and {b j , τ j } are associated with a(·) and β[a(·)], respectively, and
Proof of Proposition 3.1. We prove only the inequality (3.1a); the inequality (3.1b) can be proved in the same manner.
Let (s, x, a, b) be fixed, and let W a,b (s, x) be the right-hand side of (3.1a). Then,
thus there exists αâ
Next let {A i : i = 1, 2, . . . } be a partition of X by Borel sets, and choose ξ i ∈ A i (i = 1, 2, . . . ). If the diameter of the A i 's is sufficiently small, then for i = 1, 2, . . .
Now we use the strategies α and αâ 
On the other hand, for
, we derive from (3.4) and (3.5) that
Combining the above inequalities, we have (3.10)
Therefore,
and the result now follows. From Proposition 3.1, we can obtain the following time continuity of V 1 and U 1 .
There exists L > 0 such that for any a ∈ A, b ∈ B, x ∈ X, and s, t ∈ [0, 1]
Proof of Proposition 3.2. We prove only the Suppose that s < t. First, we prove the following:
From Proposition 3.1 and Hypothesis 3, we derive
Note that in the last step, we have used the relation (2.11). We then have (3.14)
which proves (3.12) by the uniformly Lipschitz continuity of V 
Second, we prove the following: 
Here we have used Hypothesis 2. Then we see that
which implies (3.15). Remark 3.1. It is still true to replace in Proposition 3.1 the deterministic timê s ∈ (s, 1] with a stopping time τ which takes its values in (s, 1]. In fact, in this version of Proposition 3.2, it is sufficient to note that, for any (
respectively, by letting N be sufficiently large. Here we have used the following notation:
where y
is the solution of the system (
, which will occasionally be abbreviated as y sx or simply y to simplify the notation. It is easy to see that τ
To simplify the notation, we shall simply write
is not confused from the context. We also have
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In fact, we have
where N is the dimension of the state space X, for i = 1, . . . , N, e i is the unit vector of X whose ith component is one, and
For θ ∈ X, from Itô's formula, it follows that the process
is a continuous martingale, and
As h is sufficiently small, take
and we further have 
The desired result then follows.
Then there exist a deterministic time s 0 > s and a sufficiently small number
Here we have abbreviated τ
Here we have abbreviated τ δ s,x (a, b) as τ δ . Remark 3.2. Proposition 3.3 can be viewed as a stochastic version of Theorem 3.2 by Yong [10] . However, it is by no means trivial and is of stochastic nature in its formulation. The upper limits of the integrals in (3.19b ) and (3.20b) are more complicated than the deterministic counterparts: The former are a deterministic timê s > s which is sufficiently close to the initial time s, stopped by the first time of the system state process y a,b s,x (steered by both players I and II with constant actions a ∈ A and b ∈ B, respectively) escaping from a sufficiently small ball centered at the initial state x, while the latter are simply a deterministic timeŝ > s which is sufficiently close to the initial time s. Obviously, both coincide. Our proof below is quite different from the deterministic case and is of stochastic nature; it includes a delicate analysis.
Proof of Proposition 3.3. We prove only statement (1); the proof of statement (2) is similar.
If statement (1) were not true, then there would exist sequencesŝ → s, δ → 0+, and ε → 0+ such that On the other hand, using Proposition 3.2 and the idea exposed in Remark 3.1, we can show the following analogy to Proposition 3.1 (1):
. Therefore, we have
Furthermore, by definition, we conclude that there exists y(r; a, b) , a, b) dr
Hence, noting Propositions 2.1 and 3.2, we have
for some positive constant C, which implies that
Letting δ → 0+ and ε → 0+, we have
which contradicts (3.19a) . Note that the time continuity of V 1 and U 1 given by Proposition 3.2 is used in the proof of Proposition 3.3.
Denote by C 0,1 (X, R m×n ) the totality of R m×n -valued uniformly Lipschitz continuous functions on X. 
We have the following.
where
(r), a(r), β[a(·)](r)) dr
Proof of Proposition 3.4. We prove only (3.31a) here; the proof of (3.31b) is identical and therefore will be omitted.
For
(r), a(r), b(r)) dr
The desired result can be derived from the following assertion: 
and this gives the other inequality in (3.31a). We invite the reader to see Fleming and Souganidis [6] for the details of the proof. We conclude the proof by establishing (3.33) and (3.34). For ϕ ∈ C 0,1 (X, R m×n ), define
(r), a(r), b) dr
Here y sx (·) is the solution of (1.1) with
and, in particular,
We partition X into Borel sets {A i : i = 1, 2, . . . } of diameter less than δ, where δ is to be specified later, and we choose x i ∈ A i . Given γ > 0, we can choose δ small enough and b
and thus (3.40b) 
where for j = i 0 + 1 we replace t i0 by s. Here y tj xi (·; ab ij (·), b) is the solution of (1.1) with the initial data (t j−1 , x i ) and on the switchings a(·) = ab ij (·) and b(·) ≡ b. We need to introduce more notations. As before, we identify ω ∈ Ω s with the pair (ω 1j , ω 2j ) for j = i 0 + 2, . . . , M, where
With this identification, the Wiener measure P s on Ω s can be regarded as the product measure P 1j ⊗ P 2j of the two probability measures P 1j and P 2j , which are defined on the two measure spaces (Ω s,tj−1 , F s,tj−1 ) and (Ω tj−1 , F tj−1 ), respectively. In view of this identification, we will be writing
where the random variable y sx (·) is defined successively on intervals [s, 
. . , M − 1, as the solution to (1.1) with b(r) = β ε [a(·)](r). Note that ∀a(·) ∈ A a [s, 1] and r ∈ (s, 1), β ε [a(·)](r) depends only on a(·)| [s,r) and is independent of a(r). For b(·)
To obtain (3.33) and (3.34), it suffices to show that the following statements hold:
They can be derived from (3.41) and (3.40b), separately. It is easy to see that V 
x ∈ X, and y ∈ X we have 
Proof of Proposition 3.6. First, we prove (3.50a). Assume, without loss of generality, that s < t. In an identical way, we can show (3.50b).
This concludes the
Passing to the limit π → 0 in Proposition 3.4, we obtain that two functions v and u satisfy the following dynamic programming principle.
where Proof of Proposition 3.7. We only derive the equality (3.52a) from the equality (3.31a) in Proposition 3.4. The proof of the equality (3.52b) is similar.
Sinceŝ ] when i is sufficiently large. From Proposition 3.4, we have that, when i is sufficiently large,
It is easy to see from Propositions 3.5 and 3.6 that (3.54)
|}. From Propositions 3.5 and 3.6, we have that, for any given positive constant C,
which implies that
we see that
for an arbitrary sufficiently large positive number C, and therefore
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It follows from Proposition 3.7 that, for (a, b, s,
From the above two formulas, we have
In view of the time continuity given by Proposition 3.6, the deterministic timê s may be replaced in Proposition 3.7 with an arbitrary stopping time which takes values in [s, 1] . That is, we have the following. 
where at (a, b, s, x) 
Then there exist a deterministic time s 0 > s and a sufficiently small number δ 0 > 0, such that for allŝ ∈ [s, s 0 ] and δ ∈ (0, δ 0 ],
Here we have abbreviated τ 
Here we have abbreviated τ 4. Viscosity solutions, uniqueness result, dynamic programming equations, and existence of the game value. In this section, we shall introduce the generalized notion of viscosity solution for our Isaacs' system of variational inequalities. The value functions defined in sections 2 and 3 turn out to be its viscosity sub-or supersolutions. We then prove the uniqueness of the viscosity solution and establish the existence of the value of our stochastic switching game.
Define
Here S is the set of all real symmetric transformations in X. Let C 1,2 ([0, 1) × X) be the set of all continuous functions which are continuously differentiable in t and twice continuously differentiable in x.
Associated with our stochastic switching game is the following Isaacs' system of quasi-variational inequalities where W is to be solved:
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we have Proof of Proposition 4.1. We now prove that the r-lower value function V 1 is a viscosity subsolution of (4.2)-(4.5). From the definition, it follows that
In view of (2.11), we see that
From Proposition 3.3, we see that there exist a deterministic time s 0 > s and a sufficiently small number δ 0 > 0, such that for allŝ ∈ (s, s 0 ] and δ ∈ (0, δ 0 ], we have
Therefore, 
Concluding the above, we see that V 1 is a viscosity subsolution. Noting (3.59), (3.61a), and (3.61b), we can prove all other assertions in Proposition 4.1 in an identical way.
Let us introduce the following sets, which are adopted from Evans and Ishii [5] .
The following result is standard. 
we have 
we have t, x, y, a, b 
Proof of Theorem 4.1. We prove the theorem by contradiction. So suppose that
Consider the following test function:
with parameters α > 0 and β > 0. We choose a sufficiently small α > 0 such that it does not depend on the parameter β > 0 and that it satisfies the following:
Now consider the function
From (4.13), (4.15), and (4.17), we see that there is a point
At this stage, we have the following two conclusions. for some (t, x) ∈ [0, 1] × X, which immediately implies β ≤ C + Cα. Since we can choose β to be sufficiently large so that β > C + αC, we arrive at a contradiction. Hence, (4.14) is proved. Remark 4.1. Note that the stochastic nature leads to the corresponding Isaacs' system of variational inequalities involving a second-order differential operator, and thus the proof of the uniqueness of the viscosity solutions necessarily involves the computation of the second-order differentials of the chosen test function, say, ψ in our proof. Due to this feature, the test function used by Yong [10] does not seem to carry over to our case. Here we use a different test function. It is both simpler and more powerful in proving the uniqueness of unbounded viscosity solutions, as is shown in the above proof. In view of Proposition 3.6, we have
Combining these inequalities with (2.9), we have In short form, we have
From Proposition 4.1, we also know that u and v are two viscosity solutions of (4.2)-(4.5). By Theorem 4.1, we have u = v. Concluding the above, we have
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