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ESCAPE RATE AND HAUSDORFF MEASURE FOR
ENTIRE FUNCTIONS
WALTER BERGWEILER AND JO¨RN PETER
Abstract. The escaping set of an entire function is the set of
points that tend to infinity under iteration. We consider subsets
of the escaping set defined in terms of escape rates and obtain
upper and lower bounds for the Hausdorff measure of these sets
with respect to certain gauge functions.
1. Introduction and results
The escaping set I(f) of a non-linear and non-constant entire func-
tion f consists of all points in the complex plane C which tend to
∞ under iteration of f . The Julia set J(f) is the subset of C where
the iterates fail to be normal. By a result of Eremenko [14] we have
J(f) = ∂I(f). For an introduction to the dynamics of entire functions
we refer to [5].
Considerable attention has been paid to the Hausdorff dimension and
Hausdorff measures of these sets; see [37] for a survey. We denote the
Hausdorff dimension of a subset A of C by dimA and the Hausdorff
measure of A with respect to a gauge function h by Hh(A); see section 2
for these definitions and some discussion of them.
The first results on the Hausdorff dimension of Julia sets of tran-
scendental entire functions are due to McMullen who proved [19, The-
orem 1.2] that dim J(λez) = 2 for λ ∈ C, λ 6= 0. He notes [19, p. 336]
that Hh(J(λe
z)) =∞ if h(t) = t2 log log . . . log(1/t), for any number of
logarithms. A refinement of this result is given in [21]. McMullen actu-
ally showed that dim I(λez) = 2 and then noted that I(λez) ⊂ J(λez).
McMullen’s results initiated a large body of research on Hausdorff
dimension and measure of Julia sets and escaping sets; see the survey
[37] as well as more recent results in [3, 4, 9, 22, 25, 28, 33]. Most of
these results, exceptions being [8, 34], have been concerned with the
Eremenko-Lyubich class B which consists of all transcendental entire
functions f for which the set sing(f−1) of singularities of the inverse of f
is bounded. We note that sing(f−1) coincides with the set of critical and
finite asymptotic values of f . For f(z) = λez we have sing(f−1) = {0}
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and thus f ∈ B. Eremenko and Lyubich [15, Theorem 1] proved that
if f ∈ B, then I(f) ⊂ J(f) and thus J(f) = I(f).
Baker [2] showed that if f is transcendental entire, not necessarily
in the Eremenko-Lyubich class, then J(f) contains continua. Rippon
and Stallard [29] proved that I(f) also contains continua. In fact, they
showed [31, Theorem 1.3] that I(f) ∩ J(f) contains continua. It fol-
lows that dim J(f) ≥ 1 and dim I(f) ≥ 1 for every transcendental
entire function f . Bishop [11] has recently constructed an entire tran-
scendental function f satisfying dim J(f) = 1. On the other hand,
Stallard ([35], see also [4] and [10, Theorem 1.5]) proved that if f ∈ B,
then dim J(f) > 1. Moreover, she showed [36] that for each d ∈ (1, 2]
there exists a function f ∈ B such that dim J(f) = dim I(f) = d.
In contrast to Stallard’s result that dim J(f) > 1 for f ∈ B, Rempe
and Stallard [28] showed that there exists a function f ∈ B with
dim I(f) = 1. Thus Hh(I(f)) = 0 if h(t) = t
1+ε with ε > 0.
In recent studies of the escaping set, several subsets of the escaping
set defined in terms of escape rates have turned out to be important;
see, e.g., [30, 31]. For example, the key idea in the proof in [29] that I(f)
has at least one unbounded component was to consider a subset A(f)
of I(f) which, roughly speaking, consists of all points tending to ∞ at
the fastest rate compatible with the growth of f . This set A(f), now
called the fast escaping set, was introduced in [7] to study a problem
concerning permutability. It is shown in [29] that all components of
A(f) are unbounded continua. In contrast, the set I(f) \ A(f) need
not contain continua. In fact, if f(z) = λez with 0 < λ < 1/e, then
I(f) \ A(f) is totally disconnected; cf. [12, 18, 27]. Theorem 1 below
implies that dim(I(f) \A(f)) ≥ 1 for f ∈ B.
For a sequence (pn) of positive real numbers tending to∞ we denote
by Esc(f, (pn)) the set of all z ∈ I(f) such that |fn(z)| ≤ pn for all
large n. We prove that Hh(Esc(f, (pn))) =∞ if h(t) tends to 0 slower
than the functions t 7→ t1+ε.
Theorem 1. Let f ∈ B and let h be a gauge function satisfying
lim
t→0
log h(t)
log t
= 1. (1.1)
Let (pn) be a sequence of positive real numbers tending to ∞. Then
Hh(Esc(f, (pn))) =∞.
In particular, Hh(I(f)) =∞ and dimEsc(f, (pn)) ≥ 1.
In contrast to Theorem 1, we show that the set of points which escape
with a definitive speed (in particular the fast escaping set) can have
zero Hh-measure for certain gauge functions satisfying (1.1).
To formulate the result, let again (pn) be a real sequence tending
to∞ and let Unb(f, (pn)) be the set of all z ∈ C such that |fn(z)| > pn
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for infinitely many n. Thus
Esc(f, (pn)) = I(f) \ Unb(f, (pn)).
Note that points in Unb(f, (pn)) have unbounded orbits, but need not
be in I(f).
Theorem 2. Let (pn) be a real sequence tending to ∞ and let h be a
gauge function satisfying
lim
t→0
h(t)
t
= 0. (1.2)
Then there exists f ∈ B such that
Hh(Unb(f, (pn))) = 0.
Note that (1.2) cannot be weakened since A(f) contains continua [29].
Similarly, (1.1) cannot be weakened by [28].
There exist gauge functions h satisfying both (1.1) and (1.2). Thus
Theorem 1 and Theorem 2 imply that the set of slow escaping points
can be larger (from a measure-theoretic point of view) than the fast
escaping set. This is in contrast to the situation for the functions λez
where the fast escaping set is larger [17].
We describe the idea of the proof of Theorem 1. An important in-
gredient is a result of Baran´ski, Karpin´ska and Zdunik [4] saying that
the hyperbolic dimension of the Julia set of a transcendental meromor-
phic function with a logarithmic tract is strictly greater than 1. In
the proof the authors construct iterated function schemes consisting of
inverse branches of the second iterate of F which map a certain square
S into itself. Here F is a function obtained from f by a logarithmic
change of variable (cf. section 3). As the result is stated in [4] not quite
in the form we need, we formulate a version of it as Lemma 3.4 below;
cf. the remark at the end of section 4 for the difference to [4]. For the
convenience of the reader we also include the proof.
We will take a suitable sequence (Sk) of such squares tending to
infinity and obtain a subset of Esc(f, (pn)) by considering points in S1
which stay in S1 under many iterations of F
2, are then mapped to S2,
stay there for many iterations of F 2, and so forth.
In order to estimate the Hausdorff measure of the set obtained, we
extend in section 2 a result of [16] concerning the Hausdorff dimension
of the limit set of iterated function schemes. The definitions and basic
properties of Hausdorff measures and the Hausdorff dimension as well
as iterated function schemes are recalled at the beginning of that sec-
tion. The results of sections 2 and 3 are then combined in section 4 to
prove Theorem 1.
The function f constructed in Theorem 2 will be large inside a nar-
row strip and bounded outside the strip. In section 5 we will give
preliminary results for the construction, in particular we discuss some
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results of Ahlfors [1] concerning conformal mappings of strips. The
actual proof of Theorem 2 is then carried out in section 6.
2. Hausdorff measures
We recall the definition of Hausdorff measure and Hausdorff dimen-
sion; see the book by Falconer [16] for more details.
A gauge function (or dimension function) is an increasing, continu-
ous function h : [0, η) → [0,∞) which satisfies h(0) = 0, where η > 0.
For A ⊂ C and δ > 0 we call a sequence (Aj) of subsets of C a δ-cover
of A if diamAj < δ for all j ∈ N and
A ⊂
∞⋃
j=1
Aj .
Here diamAj denotes the (Euclidean) diameter of Aj . For a gauge
function h we put
Hδh(A) = inf
{
∞∑
j=1
h(diamAj) : (Aj) is δ-cover of A
}
and call
Hh(A) = lim
δ→0
Hδh(A)
the Hausdorff measure of A with respect to the gauge function h.
Note that Hδh(A) is a non-increasing function of δ so that the limit
defining Hh(A) exists. It is possible that H
δ
h(A) = ∞, meaning that∑∞
j=1 h(diamAj) diverges for all δ-covers (Aj). Similarly, we may have
Hh(A) =∞. Given gauge functions h1, h2 and A ⊂ C, we have
Hh1(A) ≤ Hh2(A) if h1(t) ≤ h2(t) for all small t. (2.1)
In the special case that h(t) = ts for some s > 0, we call Hh(A)
the s-dimensional Hausdorff measure. There exists d ≥ 0 such that
Hts(A) = ∞ for 0 < s < d and Hts(A) = 0 for s > d. This value d is
called the Hausdorff dimension of A and denoted by dimA.
The following result [24, Theorem 7.6.1] about the Hausdorff measure
is known as the mass distribution principle. Here D(x, r) denotes the
open disk of radius r around a point x ∈ C.
Lemma 2.1. Let h be a gauge function and A ⊂ C. If there exists a
Borel probability measure µ supported on A such that
lim
r→0
µ(D(x, r))
h(r)
= 0 for all x ∈ A,
then Hh(A) =∞.
Let D ⊂ C be compact. A mapping T : D → D is called a contrac-
tion on D if there exists c ∈ (0, 1) such that |T (z)− T (w)| ≤ c |z − w|
for all z, w ∈ D. Clearly a contraction is continuous. Let T1, . . . , Tm
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be contractions on D. Then the family T = {T1, . . . , Tm} is called an
iterated function scheme on D. It can be shown (see [16, Theorem 9.1])
that there exists a unique non-empty compact set X ⊂ D which is
invariant for the Ti, that is, which satisfies
X =
m⋃
i=1
Ti(X).
Moreover, we have
X =
∞⋂
n=1
⋃
i1,...,in
(Ti1 ◦ . . . ◦ Tin) (F )
for every non-empty compact set F ⊂ D satisfying Ti(F ) ⊂ F for all i.
The set X is called limit set of the iterated function scheme T .
The following result [16, Proposition 9.7] gives a lower bound for the
Hausdorff dimension of the limit set of an iterated function scheme;
see [16, Proposition 9.6] for an analogous upper bound.
Lemma 2.2. Let D ⊂ C be compact and T1, . . . , Tm : D → D be con-
tractions. Suppose that Ti(D) ∩ Tj(D) = ∅ for all i 6= j and that for
each i there exists bi ∈ (0, 1) with
|Ti(z)− Ti(w)| ≥ bi |z − w| (2.2)
Define s by
m∑
i=1
bsi = 1.
Then the limit set X of the iterated function scheme T = {T1, . . . , Tm}
satisfies dimX ≥ s.
We need a version of Lemma 2.2 for sequences of iterated function
schemes. Let (Tk)k∈N be such a sequence, with Tk = {Tk,1, . . . , Tk,mk}.
Define the limit set X of (Tk) by
X =
∞⋂
k=1
⋃
1≤il≤ml,
1≤l≤k
(T1,i1 ◦ . . . ◦ Tk,ik)(D).
Lemma 2.3. Let D ⊂ C be compact, (Rk) a sequence of iterated func-
tion schemes on D, with Rk = {Rk,1, . . . , Rk,mk}, and h a gauge func-
tion satisfying (1.1). Let Xk be the limit set of Rk. Suppose that, for
all k ∈ N,
(1) Rk,i(D) ∩Rk,j(D) = ∅ for i 6= j;
(2) for 1 ≤ j ≤ mk there exists b˜k,j ∈ (0, 1) with
mk∑
j=1
b˜k,j > 1 and |Rk,j(z)− Rk,j(w)| ≥ b˜k,j |z − w| for z, w ∈ D.
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Then there exists an increasing sequence (ni) of positive integers such
that if (Tk) is a sequence of iterated function schemes with
Tk ∈ {R1, . . . , Ri} for all k ≤ ni (2.3)
and X is its limit set, then Hh(X) =∞.
Remark. It is clear that the conclusion also holds for any increasing
sequence (n′i) satisfying n
′
i ≥ ni for all i. We will use this fact later.
Proof. Let h(t) = t1+ε(t). By (1.1) we have ε(t)→ 0 as t→ 0. We may
assume that ε is non-decreasing, since otherwise we can replace ε(t) by
max0≤s≤t ε(s) and use (2.1). Similarly, we may assume that ε(t) → 0
as t→ 0 so slowly that with g(t) = tε(t) and hence h(t) = tg(t) we have
g(t)→ 0 as t→ 0. (2.4)
By condition (2), the solution s˜k of
∑
j b˜
s˜k
k,j = 1 satisfies s˜k > 1 for
all k. Let an increasing sequence (ni) be given. We will show that (ni)
has the required properties if it tends to infinity sufficiently fast. Let
(Tk) be a sequence of iterated function schemes satisfying (2.3) and let
X be its limit set. If Tk = Rm, we set bk,j = b˜m,j and sk = s˜m.
By a standard argument, it is possible to construct a probability
measure µ supported on X such that
µ((T1,j1 ◦ . . . ◦ Tk,jk)(D)) = bs11,j1 · . . . · bskk,jk .
Note that since
∑
j b
sk
k,j = 1 for all k, we have
µ
( ⋃
j1,...,jk
(T1,j1 ◦ . . . ◦ Tk,jk)(D)
)
= 1.
Assuming that (ni) tends to ∞ sufficiently fast, we will show that
if x ∈ X and r > 0 is sufficiently small, then there exist k ∈ N and
p1, . . . , pk such that
D(x, r) ∩X ⊂ (T1,p1 ◦ . . . ◦ Tk,pk)(D) (2.5)
and
µ((T1,p1 ◦ . . . ◦ Tk,pk)(D)) ≤ r1+2ε(r). (2.6)
Let
dk = min
l≤k
min
j 6=j′
dist(Tl,j(D), Tl,j′(D)).
Rescaling if necessary, we may assume that dk < 1 for all k. Further,
define
αk = min
l≤k
min
j
bl,j, βk = max
l≤k
max
j
bl,j, γk = min
l≤k
sl, δk = max
l≤k
sl.
It follows from these definitions that the quantities αni , βni, γni and δni
depend only on R1, . . . , Ri and not on the choice of the sequence (ni).
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So we can choose (ni) such that
γni+1 −
δni+1 log(αni+1dni+1)
log(dni(βni)
ni)
≥ 1 + 2ε(dni(βni)ni). (2.7)
To see that this condition can be satisfied we note that γni+1 > 1, the
denominator tends to −∞ if ni → ∞ and the right side tends to 1 as
ni → ∞. The latter statements follow since (βni)ni decreases to 0 as
ni →∞ (note that βni < 1).
Now let r > 0 be small and choose k ∈ N with
dk+1
k+1∏
l=1
bl,pl ≤ r ≤ dk
k∏
l=1
bl,pl,
where p1, . . . , pk+1 are the uniquely determined positive integers such
that x ∈ (T1,p1 ◦ . . . ◦ Tk+1,pk+1)(D).
If (q1, . . . , qk) 6= (p1, . . . , pk) and y = (T1,q1 ◦ . . . ◦ Tk,qk)(w) for some
w ∈ D, we obtain with k0 = min{l ∈ {1, . . . , k} : ql 6= pl} that
|y − x| ≥ b1,p1 · . . . · bk0−1,pk0−1 · dk0 ≥ dk
k∏
l=1
bl,pl ≥ r,
so (2.5) holds.
Let i be such that ni ≤ k < ni+1. By the choice of k we have
r ≤ dni(βni)ni. Since ε is a non-decreasing function, (2.7) implies that
γni+1 −
δni+1 log(αni+1dni+1)
log r
≥ 1 + 2ε(r).
Multiplying this by log r and taking exponentials, it follows that
rγni+1
1
(αni+1dni+1)
δni+1
≤ r1+2ε(r).
By the definition of the quantities above, we have
rγk+1 ≤ rγni+1 , d−γk+1k+1 ≤ d
−δni+1
ni+1 and b
−sk+1
k+1,pk+1
≤ α−δni+1ni+1 .
This implies that (
r
dk+1
)γk+1
· b−sk+1k+1,pk+1 ≤ r1+2ε(r)
so that
µ((T1,p1 ◦ . . . ◦ Tk,pk)(D)) =
k∏
l=1
bsll,pl = b
−sk+1
k+1,pk+1
k+1∏
l=1
bsll,pl
≤ b−sk+1k+1,pk+1
(
k+1∏
l=1
bl,pl
)γk+1
≤ b−sk+1k+1,pk+1
(
r
dk+1
)γk+1
≤ r1+2ε(r),
which is (2.6).
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Using (2.5) and (2.6) we obtain µ(D(x, r)) ≤ r1+2ε(r) and thus
µ(D(x, r))
h(r)
=
µ(D(x, r))
r1+ε(r)
≤ rε(r) = g(r)→ 0 as r → 0
by (2.4). As this holds for all x ∈ X , Lemma 2.1 implies that Hh(X) =
∞. 
The next lemma follows easily from the previous one.
Lemma 2.4. Let h be a gauge function satisfying (1.1). Let
D = {z ∈ C : 0 ≤ Re z ≤ 1, 0 ≤ Im z ≤ 1} (2.8)
and let (Pk)k∈N and (Qk)k∈N be sequences of iterated function schemes
on D, with
Pk = {Pk,1, . . . , Pk,lk} and Qk = {Qk,1, . . . , Qk,mk}.
Suppose that
(1) Pk,i(D) ∩ Pk,j(D) = ∅ for all k ∈ N and i 6= j.
(2) For k ∈ N, 1 ≤ i ≤ lk and 1 ≤ j ≤ mk, there exist b˜k,i, bk,j ∈
(0, 1) with
lk∑
i=1
b˜k,i > 1 (2.9)
such that for z, w ∈ D, we have b˜k,i |z − w| ≤ |Pk,i(z)− Pk,i(w)|
and bk,j |z − w| ≤ |Qk,j(z)−Qk,j(w)| .
Then there exists an increasing sequence (ni) of positive integers such
that with n0 = 0 the limit set X of the sequence (Tk) of iterated function
schemes defined by
Tk =
{
Pi for ni−1 + 1 ≤ k ≤ ni − 1,
Qi for k = ni,
(2.10)
satisfies Hh(X) =∞.
Proof. We have not assumed that Qk satisfies condition (1) of Lem-
mas 2.3 and 2.4. But we may do so since otherwise we could work
with Qk = {Qk,1} so that mk = 1, as this would make X smaller. In
contrast, lk ≥ 2 by (2.9).
For k ∈ N we put R2k−1 = Pk and R2k = (Pk)pk ◦Qk, where pk ∈ N.
Then the R2k−1 satisfy the hypotheses of Lemma 2.3. We claim that
the R2k also satisfy these hypotheses if the pk are chosen large enough.
The conclusion then follows from Lemma 2.3.
Let 1 ≤ j ≤ mk and q1, . . . , qpk ∈ {1, . . . , lk}. Then∣∣Pk,qpk ◦ . . . ◦ Pk,q1 ◦Qk,j(z)− Pk,qpk ◦ . . . ◦ Pk,q1 ◦Qk,j(w)∣∣
≥ bk,j
pk∏
n=1
b˜k,qn |z − w| =: cj,q1,...,qpk |z − w| .
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Since
mk∑
j=1
∑
q1,...,qpk∈{1,...,lk}
cj,q1,...,qpk =
mk∑
j=1
∑
q1,...,qpk∈{1,...,lk}
(
bk,j
pk∏
n=1
b˜k,qn
)
≥ mkmin
j
bk,j
∑
q1,...,qpk∈{1,...,lk}
pk∏
n=1
b˜k,qn = mk min
j
bk,j
(
lk∑
i=1
b˜k,i
)pk
> 1
by (2.9) if pk is large enough, the above claim follows. 
Note that Lemma 2.2 implies that dim X > s whenever
∑m
i=1 b
s
i > 1.
The converse is not true in general, but it holds for some iterate of T if
the maps in T are conformal on a domain containing D. Thus in this
case condition (2) in Lemmas 2.3 and 2.4 is essentially equivalent to
the statement that the corresponding iterated function schemes have
limit sets of dimension greater than 1.
We prove this result for completeness.
Proposition 2.5. Let D ⊂ C be compact. Let T1, . . . , Tm : D → D be
contractions that extend conformally to self-maps of some domain B
that contains D. Suppose that the limit set X of the iterated function
scheme T = {T1, . . . , Tm} satisfies dim X > s. Then, for large p ∈ N,
the iterated function scheme
S = T p = {Tip ◦ . . . ◦ Ti1 : i1, . . . , ip ∈ {1, . . . , m}}
has the property that, for i = (i1, . . . , ip) ∈ {1, . . . , m}p and Si = Tip ◦
. . . ◦ Ti1,
|Si(z)− Si(w)| ≥ bi |z − w| for z, w ∈ D, (2.11)
with constants bi ∈ (0, 1) satisfying
∑
i b
s
i > 1.
Proof. It is clear that S = T p and T have the same limit set X
for all p ∈ N. As the Tk extend to conformal self-maps of B, the
same is true for the Si. Thus for all i there exist some constant
bi ∈ (0, 1) such that (2.11) holds. We define bi as the largest num-
ber with this property. It can be deduced from the Koebe distortion
theorem (Lemma 3.1) that there exists a constant K, depending only
on the domain B, with Kbi |z − w| ≥ |Si(z)− Si(w)| for all z, w ∈ D
and all i. Because dim X > s and the maps Si are contractions, we
have limp→∞
∑
i(diamSi(D))
s =∞. So for p large enough we obtain∑
i
bsi ≥
∑
i
sup
z,w∈D
|Si(z)− Si(w)|s
(K |z − w|)s ≥
∑
i
(diamSi(D))
s
(K diam(D))s
→∞,
which proves the proposition. 
The following simple lemma will be used in the proof of Theorem 1.
Lemma 2.6. Let h be a gauge function satisfying h(2t) ≤ K h(t) for
some K > 0 and all small t. Let A ⊂ Rn and f : A→ Rn be Lipschitz-
continuous. If Hh(A) <∞, then Hh(f(A)) <∞.
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Proof. Let L be the Lipschitz constant of f ; that is, |f(z)− f(w)| ≤
L |z − w| for z, w ∈ A. Choosing m ∈ N with L ≤ 2m and putting
C = Km we have h(Lt) ≤ C h(t) for small t. Let δ > 0 and let (Bj) be
a δ-cover of A. Then (f(Bj)) is an Lδ-cover of f(A) and∑
j
h(diam f(Bj)) ≤
∑
j
h(L diamBj) ≤ C
∑
j
h(diamBj)
so that Hh(f(A)) ≤ C Hh(A). 
It follows that if f : A→ f(A) is a bilipschitz map, then Hh(A) <∞
if and only if Hh(f(A)) <∞.
3. Preliminaries for the proof of Theorem 1
For a function f ∈ B we choose R > |f(0)| such that sing(f−1) ⊂
D(0, R) and put G = {z : |f(z)| > R}, H = {z : Re z > logR} and
U = exp−1(G). Eremenko and Lyubich [15, section 2] showed that
there exists a holomorphic, 2pii-periodic function F : U → H with
exp(F (z)) = f(exp(z)) for all z ∈ U . We call F the logarithmic trans-
form of f . Moreover, they showed that for every connected compo-
nent V of U , the map F |V : V → H is bijective and the inverse map
φ : H → V satisfies
|φ′(w)| ≤ 4pi
Rew − logR (3.1)
for every w ∈ H . In terms of F we obtain
|F ′(z)| ≥ 1
4pi
(ReF (z)− logR) (3.2)
for all z ∈ U . In the sequel, we will assume without loss of generality
that R = 1. Let
ξ = inf{Re z : z ∈ U} = log inf{|ζ | : |f(ζ)| = R}.
As in [9] we consider the function h : (ξ,∞)→ (0,∞),
h(x) = max
Re z=x
ReF (z), (3.3)
and choose zx ∈ U with Re zx = x such that h(x) = ReF (zx). The
function h is increasing and convex and thus differentiable except pos-
sibly at a countable set C of x-values, and for x ∈ (ξ,∞) \ C we have
h′(x) = F ′(zx), (3.4)
cf. [38, p. 2562]. Recalling that R = 1 and h(x) = ReF (zx) we deduce
from (3.2) and (3.4) that
h′(x)
h(x)
≥ 1
4pi
. (3.5)
Integration yields log h(x) ≥ (x− ξ)/(4pi) and thus
h(x) ≥ 2x (3.6)
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for large x.
The following result is known as the Koebe distortion theorem and
the Koebe one quarter theorem.
Lemma 3.1. Let g : D(a, r) → C be a univalent function, 0 < λ < 1
and z ∈ D(a, λr) \ {a}. Then
1
(1 + λ)2
|g′(a)| ≤ |g(z)− g(a)||z − a| ≤
1
(1− λ)2 |g
′(a)|
and
1− λ
(1 + λ)3
|g′(a)| ≤ |g′(z)| ≤ 1 + λ
(1− λ)3 |g
′(a)| .
Moreover,
g(D(a, r)) ⊃ D(g(a), 1
4
|g′(a)| r).
Usually Koebe’s theorems are stated only for the special case that
a = 0, r = 1, g(0) = 0 and g′(0) = 1, but the above result follows easily
from this special case.
For a ∈ C and r > 0 we define the square
S(a, r) = {z ∈ C : |Re(z − a)| < r, |Im(z − a)| < r}.
Lemma 3.2. For sufficiently large x there exist m ∈ N and pairwise
disjoint domains W1,W2, . . . ,Wm ⊂ S(F (zx), 14 ReF (zx)) satisfying
m∑
j=1
diamWj ≥ 10−5h(x)
3
h′(x)
(3.7)
such that F 2 is a univalent map from eachWj onto S(F (zx),
1
4
ReF (zx))
whose inverse extends univalently to S(F (zx),
1
2
ReF (zx)).
Proof. Let φ be the branch of F−1 which maps F (zx) to zx and let
Px = φ(S(F (zx),
1
4
ReF (zx))).
It follows from Koebe’s theorem that
D(zx, rx) ⊂ Px ⊂ D(zx, Rx)
where
rx =
1
4
|φ′(F (zx))| · 1
4
ReF (zx) =
1
16
ReF (zx)
|F ′(zx)| =
1
16
h(x)
h′(x)
(3.8)
and, by (3.5),
Rx = 4 |φ′(F (zx))| · 1
4
ReF (zx) = 16rx =
h(x)
h′(x)
≤ 4pi (3.9)
for x /∈ C. In particular, Px ⊂ H = {z ∈ C : Re z > 0} for large x. For
k ∈ Z we put
dx,k = |φ′(zx + 2piik)| , vx,k = φ(zx + 2piik) and Vx,k = φ(Px + 2piik).
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Then, since R = 1,
dx,k ≤ 4pi
Re zx
=
4pi
x
≤ 1
4pi
(3.10)
for large x by (3.1). Again by Koebe’s one quarter and distortion
theorems,
D(vx,k, tx,k) ⊂ Vx,k ⊂ D(vx,k, Tx,k) (3.11)
where
tx,k =
1
4
dx,krx (3.12)
and
Tx,k = 2dx,kRx = 128tx,k.
By (3.9) and (3.10) we have
Tx,k ≤ 24pi
x
4pi =
32pi2
x
≤ 1 (3.13)
for large x. Koebe’s distortion theorem and (3.10) also yield that
|vx,k+1 − vx,k| ≤ 4pidx,k ≤ 16pi
2
x
≤ 1 (3.14)
for large x. It is easy to see that Re vx,k →∞ as k →∞ or k → −∞.
On the other hand, for large x there also exists k0 ∈ Z such that
Re vx,k0 ≤ x ≤
1
2
ReF (zx).
Let
k1 = max
{
k ∈ Z : Re vx,k ≤ 34h(x) + 1
}
and
k2 = min
{
k ∈ Z : k ≥ k1 and Re vx,k > 54h(x)− 1
}
.
For k1 < k < k2 we then have
3
4
h(x) + 1 ≤ Re vx,k ≤ 54h(x) − 1 and
thus
Vx,k ⊂
{
z ∈ C : 3
4
h(x) ≤ Re z ≤ 5
4
h(x)
}
by (3.11) and (3.13). Now
1
2
h(x)− 2 ≤ Re vx,k2 − Re vx,k1 =
k2−1∑
k=k1
(Re vx,k+1 − Re vx,k)
≤
k2−1∑
k=k1
|vx,k+1 − vx,k| ≤ 4pi
k2−1∑
k=k1
dx,k ≤ 4pi
k2−1∑
k=k1+1
dx,k + 1
(3.15)
by (3.10) and (3.14). Hence
k2−1∑
k=k1+1
diam(Vx,k) ≥ 2
k2−1∑
k=k1+1
tx,k =
1
2
rx
k2−1∑
k=k1+1
dx,k
≥ 1
8pi
rx
(
1
2
h(x)− 3
)
≥ h(x)
2
103h′(x)
(3.16)
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by (3.8), (3.11), (3.12) and (3.15). We now put
Nx =
⌊
1
2pi
(
1
2
h(x)− 3
)⌋
.
Then
Nx ≥ 1
20
h(x) (3.17)
for large x. For k1 < k < k2 there exists lk ∈ Z such that if lk ≤ l <
lk +Nx, then
vx,k + 2piil ∈ S(F (zx), 14 ReF (zx)− 1)
and hence
Vx,k + 2piil ⊂ S(F (zx), 14 ReF (zx))
by (3.11) and (3.13). We now put m = (k2 − k1 − 1)Nx and denote by
W1, . . . ,Wm the collection of the sets Vx,k + 2piil where k1 < k < k2
and lk ≤ l < lk +Nx. We deduce from (3.16) and (3.17) that
m∑
j=1
diamWj = Nx
k2−1∑
k=k1+1
diamVx,k ≥ h(x)
20
· h(x)
2
103h′(x)
≥ 10−5h(x)
3
h′(x)
.
To prove that the inverse function of F 2 : Wj → S(F (zx), 14 ReF (zx))
extends univalently to S(F (zx),
1
2
ReF (zx)) we only note that the ar-
gument showing that Px ⊂ H for large x actually yields that
φ(S(F (zx),
1
2
ReF (zx))) ⊂ H
for large x. 
The following growth lemma for real functions is well known, but for
completeness we include the short proof. Usually it is stated for differ-
entiable functions, but it also holds for absolutely continuous functions.
Note that such functions are differentiable almost everywhere.
Lemma 3.3. Let g : [x0,∞) → R be an increasing, absolutely contin-
uous function satisfying limx→∞ g(x) = ∞. Let δ > 0. Then there
exists a measurable subset E of [x0,∞) having finite measure such that
g′(x) ≤ g(x)1+δ for x /∈ E.
Proof. Suppose that E = {x ≥ x0 : g′(x) > g(x)1+δ ≥ 1} 6= ∅. Then∫
E
dx ≤
∫
E
g′(x)
g(x)1+δ
dx ≤
∫ ∞
x1
g′(x)
g(x)1+δ
dx =
1
δg(x1)δ
≤ 1
δ
<∞,
where x1 = inf E. 
We apply Lemma 3.3 to the function h defined by (3.3). Given ε > 0,
we deduce from (3.7) that, in the situation of Lemma 3.2,
m∑
j=1
diamWj ≥ h(x)2−ε
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for x outside some set of finite measure. We summarize the above
results as follows.
Lemma 3.4. There exist x0 > 0 and a subset E of [x0,∞) of finite
measure with the following property: if x ∈ [x0,∞)\E, then there exist
m ∈ N and pairwise disjoint sets W1, ...,Wm ⊂ S(F (zx), 14 ReF (zx))
satisfying
m∑
j=1
diamWj ≥ h(x)3/2. (3.18)
such that F 2 : Wj → S(F (zx), 14 ReF (zx)) is a conformal map whose
inverse extends univalently to the square S(F (zx),
1
2
ReF (zx)).
4. Proof of Theorem 1
By (1.1) we have h(t) = t1+ε(t) where ε(t) → 0 as t → 0. Similarly
as at the beginning of the proof of Lemma 2.3, we can assume without
loss of generality that ε is positive and non-decreasing. Let F : U → H
be the logarithmic transform of f as defined in section 3. The set
corresponding to Esc(f, (pn)) is the set
Z = {z ∈ U : ReF n(z)→∞,ReF n(z) ≤ log pn for large n}.
Note that expZ ⊂ Esc(f, (pn)). We will show first that there exists a
bounded subset Y of Z satisfying Hh(Y ) =∞. From this we will then
deduce that Hh(Esc(f, (pn))) = ∞. Our main tool in the proof will
be Lemma 2.4, so we have to construct a sequence of iterated function
schemes.
Let x0 and E be as in Lemma 3.4. Since E has finite measure, there
exists M ≥ x0 with meas(E ∩ [M,∞)) < 12 . So we can find a sequence
(xk) with x1 ≥M , x1 /∈ E and
xk ∈ [h(xk−1), h(xk−1) + 1] \ E for k ≥ 2.
It follows from (3.6) that xk →∞ if x1 is chosen large enough. Let
Sk = S(F (zxk),
1
4
ReF (zxk)) = S(F (zxk),
1
4
h(xk)).
Let Wk,1, . . . ,Wk,lk be the sets obtained from Lemma 3.4. The maps
P˜k,j = (F
2|Wk,j)−1
define an iterated function scheme P˜k on Sk. By conjugating P˜k,j with
the affine map Lk that sends Sk to the square D defined by (2.8) we
obtain an iterated function scheme Pk = {Pk,1, . . . , Pk,lk} on D. In
other words, we define Pk,j = Lk ◦ P˜k,j ◦ L−1k with Lk : Sk → D,
Lk(z) =
2
h(xk)
(z − F (zxk)) +
1
2
+
i
2
.
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Further, we have maps Q˜k,j : Sk+1 → Vk,j ⊂ Sk which are inverse
branches of F |Vk,j , for 1 ≤ j ≤ mk. Setting
Qk,j = Lk ◦ Q˜k,j ◦ L−1k+1
defines an iterated function scheme Qk on D. It is obvious that con-
dition (1) from Lemma 2.4 holds. It remains to verify condition (2).
Since all the maps P˜k,i and Q˜k,j can be continued univalently to a
square with twice the side length of Sk resp. Sk+1, the existence of
positive numbers b˜k,i and bk,j with b˜k,i |z − w| ≤ |Pk,i(z)− Pk,i(w)| and
bk,j |z − w| ≤ |Qk,j(z)−Qk,j(w)| follows immediately from the Koebe
distortion theorem (Lemma 3.1). For the proof of (2.9), we will use
(3.18). First note that, again by the Koebe distortion theorem, there
exists an absolute constant K > 0 with
Kb˜k,i ≥ |Pk,i(z)− Pk,i(w)||z − w| ≥ b˜k,i.
Choosing z0, w0 ∈ D with
|Pk,i(z0)− Pk,i(w0)| = max
z,w∈D
|Pk,i(z)− Pk,i(w)| = 2diamWk,i
h(xk)
,
we obtain
Kb˜k,i ≥ sup
z,w∈D
|Pk,i(z)− Pk,i(w)|
|z − w| ≥
|Pk,i(z0)− Pk,i(w0)|
|z0 − w0|
≥ |Pk,i(z0)− Pk,i(w0)|
supz,w∈D |z − w|
=
√
2
diamWk,i
h(xk)
,
so
b˜k,i ≥ C diamWk,i
h(xk)
for some absolute constant C. Using (3.18), we obtain
lk∑
i=1
b˜k,i ≥ C
∑lk
i=1 diamWk,i
h(xk)
≥ C h(xk)1/2 > 1
if x1 was chosen large enough at the beginning. By Lemma 2.4, there
exists an increasing sequence (ni) such that the limit set X of (Tk),
where Tk is defined as in (2.10), satisfies Hh(X) =∞.
Put Y = L−11 (X). By increasing (ni) if necessary, we can achieve
that ReF k(z) ≤ log pk if z ∈ Y and k is large enough. We also have
ReF n(z) → ∞ as n → ∞ for z ∈ Y . To see this, let z = L−11 (w),
where w ∈ X . Let k ∈ N and put ik = max{i : ni ≤ k}. Then
(T−1k,jk ◦ . . . ◦ T−11,j1)(w) = Lik+1(F 2k−ik(L−11 (w))) = Lik+1(F 2k−ik(z)).
Since ik → ∞ and maxz∈Sk Re z → ∞ as k → ∞, we can deduce
from this that ReF 2k−ik(z)→∞ as k →∞, from which we can easily
deduce that ReF n(z) → ∞ as n → ∞. Altogether we thus have
Y ⊂ Z.
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Since Hh(X) =∞ and infinite Hh-measure is invariant under affine
mappings for any gauge function h, we have Hh(Y ) = ∞. In order to
deduce that Hh(Esc(f, (pn))) =∞ we use Lemma 2.6. Recall that
exp Y ⊂ expZ ⊂ Esc(f, (pn)). (4.1)
Since Y is bounded and Hh(Y ) =∞, there exists y0 ∈ R with
Hh(Y ∩ {z : Im z ∈ (y0, y0 + pi)}) =∞. (4.2)
Noting that ε is non-decreasing, we also see that
h(2t) = 2t · (2t)ε(2t) ≤ 3t · tε(2t) ≤ 3t · tε(t) = 3h(t)
for small t. Since exp restricted to Y ∩ {z : Im z ∈ (y0, y0 + pi)} is a
bilipschitz mapping, Lemma 2.6 and (4.2) yield
Hh(exp(Y ∩ {z : Im z ∈ (y0, y0 + pi)})) =∞.
An application of (4.1) finishes the proof. 
Remark. The result of [4] yields a sequence (Sk) of squares tending to
∞ and associated iterated function schemes P˜k as in the above proof.
Lemma 3.4 yields additional information about the “density” of such
squares. However, this is not essential for the argument, since otherwise
we could replace the Q˜k,j by inverse branches of some iterate of F .
5. Preliminaries for the proof of Theorem 2
The function f will have the property that it is bounded outside a
narrow strip. There is a well-established technique to construct such
functions using contour integrals, cf. [23, Chapter III, Problems 158-
160], [32], [36] and, in particular, [26]. In order to apply this method
we need some estimates concerning conformal mappings of strips. Let
Ω be a domain of the form Ω = {x + iy : |y| < φ(x)} with some non-
negative function φ : R → R and let w : Ω → {x + iy : |y| < pi} be a
conformal map satisfying w(x)→ ±∞ as x→ ±∞. Put
H(x) = sup
|y|<φ(x)
Rew(x+ iy) and H(x) = inf
|y|<φ(x)
Rew(x+ iy).
The celebrated Ahlfors distortion theorem [1, §2], specialized to strips
of the above form, says that
H(x2)−H(x1) ≥ pi
∫ x2
x1
dx
φ(x)
− 8pi if
∫ x2
x1
dx
φ(x)
> 4.
We mention that Ahlfors denoted the “width” of a cross section (of
more general strips) by θ(x). In our setting we have θ(x) = 2φ(x).
Ahlfors [1, §3] also proved an inequality in the opposite direction,
provided that φ satisfies some regularity conditions. (It is easy to see
that some additional hypotheses are necessary for such estimates.)
Suppose that φ is bounded, continuous and of bounded variation on
every finite interval. Following Ahlfors we denote by φm(x1, x2) the
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minimum of φ and by V (x1, x2) the total variation of φ
2 in the interval
[x1, x2]. Noting that w extends continuously to ∂G, with ∂G being
mapped bijectively onto {x+ iy : |y| = pi}, we put
x = Rew−1(H(x) + ipi) and x = Rew−1(H(x) + ipi).
With L = supx∈R φ(x) Ahlfors’s result [1, p. 15] then takes the form
H(x2)−H(x1) ≤ pi
∫ x2
x1
dx
φ(x)
+ 8piL2
φm(x1, x2)
2 + V (x1, x2)
φm(x1, x2)
4
.
Suppose in addition that φ is decreasing. Then this simplifies to
H(x2)−H(x1) ≤ pi
∫ x2
x1
dx
φ(x)
+ 8piL2
φ(x1)
2
φ(x2)4
≤ pi
∫ x2
x1
dx
φ(x)
+
8piL4
φ(x2)4
.
(5.1)
Ahlfors [1, p. 15] also showed that∫ x1
x1
dx
φ(x)
≤ 8 and
∫ x2
x2
dx
φ(x)
≤ 8.
This implies that 8 ≥ (x2 − x2)/φ(x2) and hence
x2 ≤ x2 + 8φ(x2). (5.2)
We will also assume that φ(x) ≤ 1/x for large x. Assuming that
x1 ≥ 0 we can now deduce from (5.1) and (5.2) that
H(x2)−H(x1) ≤ pi x2
φ(x2)
+
8piL4
φ(x2)4
≤ 9piL
4
φ(x2)4
≤ 9piL
4
φ(x2 + 8φ(x2))4
for large x2. For us only the case where x1 is fixed and x = x2 →∞ is
of interest. We obtain the following result.
Lemma 5.1. Let φ : R → R be a positive, bounded, continuous and
decreasing function satisfying φ(x) ≤ 1/x for large x. Let
w : {x+ iy : |y| < φ(x)} → {x+ iy : |y| < pi}
be a conformal map satisfying w(x) → ±∞ as x → ±∞. Then there
exists a constant C such that
sup
|y|<φ(x)
Rew(x+ iy) ≤ C
φ(x+ 8φ(x))4
for all large x.
Let φ be as above and put
S = {x+ iy : x > 0, |y| < φ(x)}. (5.3)
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The method of contour integrals described in the papers mentioned
above consists of defining a function f by
f(z) =
1
2pii
∫
∂S
exp
(
ew(ζ)
)
ζ − z dζ
for z ∈ C\S and analytic continuation of f to the whole plane by
deforming the path of integration. The results of Rempe [26, Theo-
rem 1.7] imply the following lemma.
Lemma 5.2. Let φ and w be as in Lemma 5.1 and define S by (5.3).
Then there exists f ∈ B satisfying
f(z) =
{
exp
(
ew(z)
)
+O(1/z) for z ∈ S,
O(1/z) for z /∈ S.
It follows from Lemma 5.1 that the function f in Lemma 5.2 satisfies
|f(z)| ≤ exp
(
exp
(
C
φ(|z|+ 8φ(|z|))4
))
(5.4)
for some C > 0 if |z| is large. Replacing f by εf with a small constant
ε we may assume in addition that
sing
(
f−1
) ⊂ {z ∈ C : |z| < 1
2
}
, (5.5)
|f(z)| ≤ 1
2
for |z| ≤ 1 (5.6)
and
|f(z)| ≤ 1 for z /∈ S. (5.7)
It is apparent from the above discussion that the behavior of φ(x) as
x → −∞ is irrelevant for our purposes. In fact, it suffices to define
the function φ on an interval [x0,∞), as it can be continued to R by
setting φ(x) = φ(x0) for x < x0. We shall use the following result to
define the function φ.
Lemma 5.3. Let α : [x0,∞) → (0,∞) be decreasing and continuous
and let β : (0, 1] → (0,∞) be increasing and continuous. Then there
exists a decreasing, continuous function φ : [x0,∞) → (0, 1] satisfying
φ(x+ α(x)) ≤ β(φ(x)) for large x.
Proof. We may assume that the function σ given by σ(x) = x+α(x) is
increasing as this can achieved by replacing α by a decreasing, contin-
uous function α∗ : [x0,∞) → (0,∞) satisfying α∗(x) ≤ α(x) for all x.
Similarly, we may assume that β(x) < x for all x. We now define φ
in the interval [x0, σ(x0)] by φ(x0) = 1, φ(σ(x0)) = β(φ(x0)) = β(1),
and linear interpolation in (x0, σ(x0)). For k ∈ N we extend this to
the interval (σk(x0), σ
k+1(x0)] by putting φ(σ
k(x)) = βk(φ(x)). Since
σk(x0)→∞ as k →∞, this defines a decreasing, continuous function
φ : [x0,∞)→ (0, 1] satisfying φ(x+ α(x)) = β(φ(x)). 
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We will also use the following result known as the Besicovich covering
lemma [13, Theorem 3.2.1]. Here B(x, r) is the open ball of radius r
around a point x ∈ Rn.
Lemma 5.4. Let K ⊂ Rn be bounded and r : K → (0,∞). Then there
exists an at most countable subset L of K satisfying
K ⊂
⋃
x∈L
B(x, r(x))
such that no point in Rn is contained in more than 42n of the balls
B(x, r(x)), x ∈ L.
The following result is a simple consequence of the Besicovich cover-
ing lemma; see [6, Lemma 5.2] for a similar result concerning Hausdorff
dimension.
Lemma 5.5. Let K ⊂ Rn and let h be a gauge function. Suppose that
for all x ∈ K and ε > 0 there exists δ(x) ∈ (0, ε), N(x) ∈ N and balls
B1, . . . , BN(x) such that
K ∩ B(x, δ(x)) ⊂
N(x)⋃
j=1
Bj and
N(x)∑
j=1
h(diamBj) ≤ εδ(x)n.
Then Hh(K) = 0.
Proof. We may assume that K is bounded, say K ⊂ B(0, R). Let
ε > 0. For x ∈ K, let δ(x) ∈ (0, ε), N(x) ∈ N and B1(x), . . . , BN(x)(x)
be as given in the hypothesis. Let L be as in Lemma 5.4. Then
{Bj(x) : x ∈ L, 1 ≤ j ≤ N(x)}
is an open cover of K. We may assume that diamBj(x) ≤ 2δ(x) < 2ε
for x ∈ L and 1 ≤ j ≤ N(x). Moreover,
∑
x∈L
N(x)∑
j=1
h(diamBj(x)) ≤ ε
∑
x∈L
δ(x)n ≤ ε 42n(R + ε)nωn,
where ωn is the volume of the unit ball in R
n. Thus
Hh(K) ≤ ε 42n(R + ε)nωn,
and the conclusion follows. 
6. Proof of Theorem 2
Let (pn) and h be as in the hypothesis. First we note that if pn ≥ qn
for large n, then Unb(f, (pn)) ⊂ Unb(f, (qn)) and thus
Hh(Unb(f, (pn))) ≤ Hh(Unb(f, (qn))).
Hence it is no loss of generality to assume that
pn ≤ n and pn − pn−1 ≥ 6
n2
(6.1)
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for large n, since otherwise we could pass to the sequence (qn) defined
by
qn = min
{
n, inf
k≥n
pk
}
+ 6
n∑
k=1
1
k2
− pi2,
which has the above properties and satisfies qn ≤ pn.
We write our gauge function h in the form h(t) = tg(t). Then (1.2)
says that g(t) → 0 as t → 0. By (2.1) we may assume that g is
increasing and satisfies g(t) ≥ t for all t, since otherwise we could
replace g(t) by t+ sups≤t g(s).
We consider the function τ : (0, 1]→ (0,∞),
τ(t) =
(
t
4
exp
(
− exp
(
1
t5
)))1/t
.
We apply Lemma 5.3 to the function β = g−1 ◦ τ and to a decreasing
function α : [p1,∞) → (0, 1/4] satisfying α(x) ≤ 1/n2 for x ≥ pn−1
and n ≥ 2. For example, we may define α by putting α(pn−1) = 1/n2
and interpolating linearly in the intervals [pn−1, pn] for n ≥ 2. We now
choose φ : [p1,∞)→ (0, 1] according to Lemma 5.3 and obtain
g
(
φ
(
x+
1
n2
))
≤ τ(φ(x)) for x ≥ pn−1. (6.2)
Since g(t) ≥ t this implies, together with (6.1), that
φ(pn) ≤ g(φ(pn)) ≤ τ(φ(pn−1)) ≤ 1
4
φ(pn−1)
and thus
φ(pn) ≤ 1
4n
(6.3)
by induction. Combined with (6.1) this yields φ(n) ≤ 4−n ≤ (n+ 1)−2
so that
φ(x) ≤ 1
x2
≤ 1
x
(6.4)
for x ≥ p1. Thus φ satisfies the hypotheses of Lemma 5.1 and we may
choose f ∈ B according to Lemma 5.2. As mentioned after Lemma 5.2,
we may assume that (5.4)–(5.7) hold.
Fix ξ ∈ Unb(f, (pn)) and ε > 0. In order to apply Lemma 5.5,
we have to show that there exist δ(ξ) ∈ (0, ε) and a positive integer
N(ξ) such that D(ξ, δ(ξ))∩Unb(f, (pn)) can be covered by N(ξ) disks
D1, . . . , DN(ξ) such that
N(ξ)∑
j=1
h(diamDj) ≤ ε δ(ξ)2. (6.5)
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In order to show that such δ(ξ) and N(ξ) exist we note first that there
exist arbitrarily large n with
|fn(ξ)| ≥ pn and |fn(ξ)| ≥ 6
n2
+ max
0≤k≤n−1
∣∣fk(ξ)∣∣ . (6.6)
Indeed, since (|fm(ξ)|)m∈N is unbounded, there exist arbitrarily large
m such that
|fm(ξ)| ≥ 6
m2
+ max
0≤k≤m−1
∣∣fk(ξ)∣∣ .
For m with this property we take
n = min{k ∈ N : k ≥ m and ∣∣fk(ξ)∣∣ ≥ pk}.
Then n satisfies (6.6). For such n we put
tn = |fn(ξ)|− 1
n2
, sn = |fn(ξ)|− 3
n2
and rn = |fn(ξ)|− 5
n2
. (6.7)
Then
tn > sn > rn ≥ pn − 5
n2
> pn−1
and thus
g(φ(tn)) ≤ τ(φ(sn)) (6.8)
by (6.2). Moreover, (6.3) yields
φ(tn) ≤ φ(sn) ≤ φ(rn) ≤ 1
4n−1
≤ 1
n2
≤ 1
n
, (6.9)
Put
ln = tn − sn = 2
n2
and let Qn = S(f
n(ξ), 1/n2) be the square of side length ln centered at
fn(ξ). We can cover Qn ∩ S by Nn squares of side length φ(tn), where
S is given by (5.3) and
Nn ≤ 2ln
φ(tn)
. (6.10)
Put
ρn =
1
|(fn)′(ξ)| .
We deduce from (5.5) and (5.6) that, for large n, the branch of the
inverse function of fn which maps fn(ξ) to ξ extends univalently to a
square centered at fn(ξ) which has twice the side length of Qn. Koebe’s
distortion theorem now shows that, for certain absolute constants c1
and c2, which in fact could be determined explicitly, we can cover
D(ξ, c1ρnln) ∩ f−n(S) by Nn disks D1, . . . , DNn of diameter at most
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c2ρnφ(tn). Using (5.6) and (5.7) we see that D(ξ, c1ρnln)∩Unb(f, (pk))
is covered by these disks. We have
Nn∑
j=1
h(diamDj) ≤ Nnh(c2ρnφ(tn)) = Nnc2ρnφ(tn)g(c2ρnφ(tn))
≤ 2c2ρnlng(c2ρnφ(tn))
(6.11)
by (6.10).
Put δn = c1ρnln. It is easy to see that ρn → 0 and thus δn → 0.
We will show that (6.5) holds for δ(ξ) = δn and N(ξ) = Nn if n is
sufficiently large. In order to do so we note that, by (6.11), it suffices
to show that
2c2ρnlng(c2ρ(n)φ(tn)) ≤ ε δ2n,
which, by the definition of δn and ln, is equivalent to
g(c2ρnφ(tn)) ≤ εδ
2
n
2c2lnρn
=
c21ε
c2n2
ρn.
Since ρn → 0 we have c2ρn ≤ 1 for large n and thus it suffices to show
that
g(φ(tn)) ≤ c
2
1ε
c2n2
ρn (6.12)
for large n. To estimate ρn we note that
ρn =
1∏n−1
k=0 |f ′(fk(ξ))|
by the chain rule. Cauchy’s integral formula implies that
max
|z|≤r
|f ′(z)| ≤ 1
R − r max|z|≤R |f(z)|
for 0 < r < R. Since∣∣fk(ξ)∣∣ ≤ |fn(ξ)| − 6
n2
≤ rn − 1
n2
for 0 ≤ k ≤ n− 1
by (6.6) and (6.7), we deduce from (5.4) that
∣∣f ′(fk(ξ))∣∣ ≤ n2 max
|z|=rn
|f(z)| ≤ n2 exp
(
exp
( C
φ(rn + 8φ(rn))4
))
.
Now (6.9) says that n2 ≤ 1/φ(sn) and (6.9) also yields that
8φ(rn) ≤ 8
4n−1
≤ 2
n2
= sn − rn
and hence rn + 8φ(rn) ≤ sn for large n. We conclude that∣∣f ′(fk(ξ))∣∣ ≤ 1
φ(sn)
exp
(
exp
( C
φ(sn)4
))
≤ 1
φ(sn)
exp
(
exp
( 1
φ(sn)5
))
,
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provided n is sufficiently large. We obtain
ρn ≥
(
φ(sn) exp
(
− exp
( 1
φ(sn)5
)))n
= 4n
(
φ(sn)
4
exp
(
− exp
( 1
φ(sn)5
)))n
.
Using (6.9) we obtain ρn ≥ 4nτ(φ(sn)) ≥ 4ng(φ(tn)) which implies (6.12)
for large n.
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