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Abstract. The thermodynamic uncertainty relation bounds the amount current
fluctuations can be suppressed in terms of the dissipation in a mesoscopic system.
By considering the fluctuations in the hysteresis of the current – the sum of the
currents in the time-forward and time-reversed processes – we extend this relation
to systems with broken time-reversal symmetry, either due to the presence of odd
state variables, odd driving fields or due to explicit time-dependent driving that is
time-reversal asymmetric. We illustrate our predictions on a dilute, weakly-interacting
gas driven out of equilibrium by the slow compression of a piston and on a ballistic
multi-terminal conductor with an external magnetic field.
PACS numbers: 05.70.Ln,05.40.-a
1. Introduction
In fluctuating systems, stochastic thermodynamics has emerged as a systematic
theoretical framework for identifying the thermodynamic properties of currents – such
as heat, particle transport and work [1, 2]. Of particular interest is identifying
universal energetic trade-offs (or constraints) to such flows, as they often imply general
performance bounds on mesoscopic devices [3, 4, 5, 6, 7]. One such result is the
thermodynamic uncertainty relation, which bounds the fluctuations in the accumulation
of a generic current JT in time T with the system’s entropy production rate σ. In its
original formulation it states that for a system with Markovian dynamics the relative
fluctuations – given as the ratio of the average steady-state flux 〈j〉 = limT→∞〈JT 〉/T
and variance Var(j) = limT→∞Var(JT )/T – is bounded as [8, 9],
〈j〉2
Var(j)
≤
σ
2kB
, (1)
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where kB is Boltzmann’s constant. This prediction is based on two necessary
assumptions: (i) the system relaxes to a unique time-independent steady state, and (ii)
the dynamics are time-reversal symmetric, i.e., the system’s configurations and all the
forces are even and do not change sign under time reversal, which forbids the presence
of, say, magnetic fields. Under these conditions, several extensions have been formulated
over the last few years, leading to thermodynamic uncertainty relations for finite-
time processes [10, 11, 12], equilibrium systems [13], non-Markovian systems [14], and
formulations in terms of other variables [15, 16, 17, 18]. Furthermore, the above relation
has found applications in the study of chemical reaction networks [19, 20, 21], molecular
motors [22, 23, 24, 25], heat engines [26, 27, 28], self-assembly [29], synchronization [30],
and inference of entropy production [31, 32]. It has also been related to information-
theoretic measures [33, 34] and was an inspiration for a new measurement method for
diffusion coefficients [35].
If we relax the steady-state assumption and allow time-dependent driving, it is
known that the standard thermodynamic uncertainty relation Eq. (1) fails [36, 37, 38,
39, 40, 41, 42, 43, 44, 45]. However, if one focuses on time-symmetric, periodic driving,
say with period ∆t, then one can show a weaker bound in the periodic steady state [38],
〈j∆t〉
2
Var(j∆t)
≤
1
2∆t
(
exp
(
∆S
kB
)
− 1
)
(2)
where ∆S is the total entropy production over one period with 〈j∆t〉 = limn→∞〈Jn∆t〉/n
and Var (j∆t) = limn→∞Var(Jn∆t)/n the average current and variance per period
obtained in the limit that the number of periods n tends to infinity. This relation also
holds for discrete-time steady-state Markov chains, where ∆S is the average entropy
production per step and ∆t its duration. Several alternatives have been proposed
for the case where the driving is not time-reversal symmetric [40, 42, 43]. These
alternatives rely on the introduction of new quantities that mix thermodynamic with
kinematic properties. As a result, the interpretation of their physical meanings can be
less transparent than entropy production.
Similar problems arise for steady-state systems with broken time-reversal symmetry,
either due to the presence of odd variables or odd external fields. This problem can
already be seen in the linear response regime in the presence of a magnetic field,
where Eq. (1) no longer holds due to the breakdown of Onsager symmetry [46]. With
odd variables, like the momentum in underdamped Brownian motion, the issues are
more subtle as one usually encounters a reversible Hamiltonian evolution perturbed
by thermal fluctuations. Thus, currents can flow in phase space even in the absence of
dissipation making the validity of Eq. (1) suspect. The result is that the thermodynamic
uncertainty relation cannot be adapted straightforwardly to underdamped dynamics
[47, 48, 49]. Furthermore, quantum tests of the thermodynamic uncertainty relation
that naturally combine Hamiltonian evolution with dissipative dynamics have violated
Eq. (1) [50, 51, 52] or required modification and weakening [53, 54].
In this article, we develop a modified thermodynamic uncertainty relation that
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overcomes some of these difficulties by taking into account the fluctuations in the current
of the time-reversed dynamics J˜T . In particular, we find that the fluctuations in the
sum of the current and its time reversal or hysteretic current JT + J˜T satisfies a bound
of the form
〈JT + J˜T 〉2
Var(JT ) + Var(J˜T )
≤ exp
(
R+ R˜
2
)
− 1, (3)
where R and R˜ are particular path averages of the stochastic process and its
time-reverse, related to the entropy flow into the environment. We further find
particularly transparent interpretations upon specializing to isothermal driven processes
or nonequilibrium steady-states within linear response.
2. Setup
Our analysis applies to mesoscopic systems that can be modeled as Markov processes. In
this section, we set the stage by reviewing the relevant properties of their dynamics and
thermodynamics, before introducing our main theoretical tool, level 2 large deviations
for independent trajectories.
2.1. Dynamics and environmental entropy flow
We have in mind a mesoscopic system with configurations labeled by the vector of state
variables x = {x1, . . . , xM} whose evolution is driven by a collection of controllable
external parameters or forces λ = {λ1, . . . , λΘ}. Both the state variables and control
parameters are further assumed to have a well defined symmetry under time-reversal,
which we indicate as ǫx = {ǫ1x1, . . . , ǫMxM} and ǫλ = {ǫ1λ1, . . . , ǫΘλΘ} with ǫi = 1 for
even variables/parameters, such as positions, and ǫi = −1 for odd variables/parameters,
such as velocities or magnetic fields.
Due to thermal fluctuations, the evolution of the system is stochastic. Thus, in
each realization of the process over a time interval t ∈ [0, T ] the system traces out a
random trajectory Γ = {x(t)}Tt=0, which we allow to also depend on a specified driving
protocol for the parameters λ(t). We concisely denote the probability for this trajectory
as
pΓ = P [Γ|x(0);λ(t)]ρ0[x(0)] (4)
in terms of an initial probability density ρ0 and the conditional probability P to observe
the trajectory under the driving protocol given the initial configuration.
Conjugate to this forward process is a reverse process characterized by a time-
reversed driving protocol λ˜(t) = ǫλ(T − t). Allowing for arbitrary initial probability
distribution ρ˜0, we have for the reverse trajectory probability
p˜Γ = P [Γ|x(0); λ˜(t)]ρ˜0[x(0)], (5)
where the tilde on p˜Γ emphasizes that this is a distinct probability on all trajectories
Γ characterized by the time-reversed driving λ˜(t).
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Having introduced the trajectory probability for the forward process and the reverse
process, we can now lean on the theoretical framework of stochastic thermodynamics [1]
to connect these trajectory dynamics to thermodynamics. We assume that our dynamics
satisfy the principle of local detailed balance, which allows us to identify the entropy flow
into the environment with the time-reversal asymmetry of the trajectory probabilities.
In particular, the entropy flow can be identified by comparing the probability of
a trajectory Γ in the original forward process to the time-reversed trajectory Γ˜ =
{ǫx(T − t)}Tt=0 in the reverse process with time-reversed driving [1]:
∆Senv = kB
〈
ln
P [Γ|x(0);λ(t)]
P [Γ˜|ǫx(T ); λ˜(t)]
〉
λ(t)
, (6)
where the average is over the forward driving. Once we specify the thermodynamic
reservoirs in the environment, the entropy flow can be related to the flow of energy
through system. For example, if the environment is composed of a single thermal
reservoir at inverse temperature β, then the entropy flow is simply proportional to
the heat Q exhausted by the system: ∆Senv = βQ.
The identification of the environmental entropy flow in the presence of odd variables
from the time-reversal asymmetry of the path probability as in Eq. (6) requires some
comment. Microscopic reversibility is not sufficient to make the identification in Eq. (6)
when there are odd-parity variables [55]. However, it has been pointed out that if
the environment is composed of thermodynamic reservoirs, then additional symmetries,
such as rotational symmetry or spatial parity, allow one to correctly identify the
environmental entropy change through the time-reversal asymmetry of the trajectory
probability [56, 57, 58]. Throughout this paper we will assume such an identification to
be possible.
2.2. Level 2 large deviations for independent trajectories
Our main approach to obtaining the inequality in Eq. (3) will be to analyze the large
deviations in the trajectory fluctuations. In this section, we provide a heuristic argument
underpinning this approach and review relevant formulas. One could cast the following
argument into a more rigorous formulation via a limiting procedure, as was done in [42].
Let us imagine that we take N ≫ 1 copies of our system, each initialized in ρ0 and
let to evolve independently for a time T under the same driving protocol λ(t). Each
copy will trace out a different trajectory Γi, with i = 1, . . . , N . We can ask what fraction
of the copies trace out the same trajectory qΓ = (1/N)
∑
i δ(Γ−Γi), thereby forming an
empirical (or observved) trajectory density. Since each copy is independent, we have,
roughly, for the probability distribution of the empirical density
PN({qΓ}) =
N !∏
Γ(NqΓ)!
(pΓ)
NqΓ ∼ e−NJ ({qγ}), (7)
where we have identified the large deviation rate function from the exponential decay
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of rare fluctuations [59]
J ({qΓ}) = − lim
N→∞
1
N
lnPN({qΓ}) =
∑
Γ
qΓ ln
(
qΓ
pΓ
)
(8)
as the relative entropy or Kullback-Leibler divergence of the path weights [60]. The
argument here, while not formal, is much in the spirit of Sanov’s theorem for the
empirical density of independent random variables [59].
Ultimately, we are interested in odd currents JT , which can be expressed as
trajectory averages
JT =
∑
Γ
FΓqΓ, (9)
whose odd-parity under time-reversal is captured by the symmetry with the time-
reversed weight F˜Γ:
FΓ = −F˜Γ˜. (10)
Fluctuations in JT can now readily be obtained from our level 2 large deviation function
for independent trajectories through the contraction principle [59]
I(JT ) = min
{qΓ}
J ({qΓ}), (11)
where the minimization is over distributions qΓ that satisfy normalization
∑
Γ qΓ = 1
and give the correct flux
∑
ΓFΓqΓ = JT . From this large deviation function, many
important properties of the current fluctuations can be deduced. For our purposes, the
mean (most likely) current 〈JT 〉 is the minimum of the large deviation function, which
by convention is set to zero: I(〈JT 〉) = I
′(〈JT 〉) = 0. Furthermore, the current variance
is obtained from the curvature at the minimum [59]
I ′′(〈JT 〉) =
1
Var(JT )
. (12)
Exactly the same considerations hold for the large deviations of the reverse process
with its empirical density q˜Γ and reverse currents J˜T =
∑
Γ F˜Γq˜Γ.
3. Main Result
3.1. Fluctuations of hysteretic currents
Our main inequality is a bound on the joint fluctuations of the hysteretic currents, which
we address by considering the joint fluctuations of the forward and reverse processes.
Now the fluctuations in the forward process and the reverse process are independent.
As such, the joint probability for the empirical density qΓ and the empirical density for
the reverse process q˜Γ factorizes PN ({qΓ}, {q˜Γ′}) = PN({qΓ})P˜N ({q˜Γ′}). As such, the
joint large deviation rate function
− lim
N→∞
1
N
lnPN({qΓ}, {q˜Γ′}) = J ({qΓ}) + J˜ ({q˜Γ′}) (13)
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is simply the sum of the large deviation functions of the original process J and the
reverse process J˜ . With this large deviation function we can extract the fluctuations of
the hysteretic currents,
JT + J˜T =
∑
Γ
FΓqΓ +
∑
Γ′
F˜Γ′ q˜Γ′, (14)
from the contraction principle
I(JT + J˜T ) = min
{qΓ,q˜Γ′}
[
J ({qΓ}) + J˜ ({q˜Γ′})
]
, (15)
where minimization is constrained by∑
Γ
qΓ =
∑
Γ′
q˜Γ′ = 1,
∑
Γ
FΓqΓ +
∑
Γ′
F˜Γ′ q˜Γ′ = JT + J˜T . (16)
3.2. Uncertainty bound for hysteretic currents
While the minimization in Eq. (15) can rarely be done analytically, a useful upper bound
can be found using the variational ansatz – which is a slight variation of the ansatz used
in [38] to obtain Eq. (2) –
q
(JT+J˜T )
Γ = pΓ +
JT + J˜T −
〈
JT + J˜T
〉
〈
JT + J˜T
〉 (pΓ − pΓp˜Γ˜
N (pΓ + p˜Γ˜)
)
q˜
(JT+J˜T )
Γ = p˜Γ +
JT + J˜T −
〈
JT + J˜T
〉
〈
JT + J˜T
〉 (p˜Γ − pΓ˜p˜Γ
N (pΓ˜ + p˜Γ)
)
, (17)
with
N =
∑
Γ
pΓp˜Γ˜
pΓ + p˜Γ˜
, (18)
where we emphasize that p˜Γ˜ is the probability in the reverse process to observe Γ˜, the
time reverse of the trajectory Γ. The rationale for this ansatz can be seen by recognizing
it as an expansion of qΓ around its most likely value pΓ to first order in the deviation in
the hysteric current around its typical value, while maintaining the constraints. While
many ansatzs could satisfy this criteria, this one minimizes the resulting bound on the
variance.
Using Eq. (10), it is clear that the conditions in Eq. (16) are valid, and therefore,
I(JT + J˜T ) ≤ J ({q
(JT+J˜T )
Γ }) + J˜ ({q˜
(JT+J˜T )
Γ }). (19)
This translates into a bound on variance through Eq. (12) after noting that
J ({q
(〈JT+J˜T 〉)
Γ }) = J
′({q
(〈JT+J˜T 〉)
Γ }) = 0 (and analogous relations for J˜ ),
I ′′(〈JT + J˜T 〉) =
1
Var(JT + J˜T )
≤
1〈
JT + J˜T
〉2
(
1
N
− 2
)
. (20)
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To arrive at the final result, we now need to bound N . Following closely [38], we
introduce the pair of trajectory averages with an eye towards entropy flow (cf. Eq. (6)),
R+ R˜ =
∑
Γ
pΓ ln
pΓ
p˜Γ˜
+
∑
Γ′
p˜Γ′ ln
p˜Γ′
pΓ˜′
. (21)
Now from the definition of N (Eq. (18)) and an application of Jensen’s inequality we
have
lnN +
R+ R˜
2
= ln
(∑
Γ
pΓp˜Γ˜
pΓ + p˜Γ˜
)
+
∑
Γ
pΓ − p˜Γ˜
2
ln
(
pΓ
p˜Γ
)
≥
∑
Γ
pΓ + p˜Γ˜
2
ln
(
2pΓp˜Γ˜
(pΓ + p˜Γ˜)
2
)
+
∑
Γ
pΓ − p˜Γ˜
2
ln
(
pΓ
p˜Γ˜
)
=
∑
Γ
p˜Γ˜
(
1 + uΓ
2
ln
2uΓ
(1 + uΓ)2
+
uΓ − 1
2
ln uΓ
)
, (22)
with uΓ = pΓ/p˜Γ˜. Using the one-dimensional inequality[38, 42]
1 + u
2
ln
2u
(1 + u)2
+
u− 1
2
ln u ≥ (1− ln 2)
1 + u
2
−
2u
u+ 1
, (23)
which can be verified upon graphical inspection, one can do the summation in the last
line of Eq. (22) explicitly, leading to
lnN +
R+ R˜
2
≥ 1− ln 2− 2N ≥ ln(1−N ), (24)
where the last inequality follows from the concavity of the logarithmic function. It now
readily follows that
1
N
≤ e
R+R˜
2 + 1. (25)
Plugging this back in into Eq. (20), immediately leads to the final result in Eq. (3), after
noting that since the two processes are independent the joint variance is the sum of the
individual variances.
4. Applications
The path averages R + R˜ in Eq. (21) are intimately related to the entropy flow in
Eq. (6). Indeed, we can peel off the entropy flow contribution as follows. For R (and
analogously for R˜), we have
R = ∆Senv/kB + B (26)
where we have singled out the boundary contribution
B =
〈
ln
ρ0(x(0))
ρ˜0(ǫx(T ))
〉
λ(t)
=
∑
x
ρ0(x) ln ρ0(x)−
∑
x
ρT (x) ln ρ˜0(ǫx), (27)
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with ρT the final distribution of the forward process. Roughly speaking, this boundary
contribution B quantifies the time-reversal asymmetry between the initial and terminal
distributions of the two processes. Though to provide B with a clear thermodynamic
interpretation, we need to specify these distributions. In this section, we explore some
possible choices.
4.1. Isothermal work fluctuations
Let us specialize to systems coupled to a single thermal reservoir at inverse temperature
β. In the absence of driving, we assume the system relaxes to a thermal equilibrium
state given by the Botlzmann distribution ρeq(x;λ) = eβ(F (λ)−E(x;λ)) with time-reversal
invariant energy function E(x;λ) = E(ǫx; ǫλ) and free energy F (λ).
An interesting choice for initial conditions in this situation is to choose the
initial distribution of the forward process to be the initial equilibrium distribution
ρ0(x) = ρ
eq(x;λ(0)) and for the reverse process the final equilibrium distribution
ρ˜0(x) = ρ
eq(x;λ(T )) [61]. In this case,
R+ R˜ = β〈WT + W˜T 〉, (28)
is simply the sum of the work into the system in the forward and reverse processes, i.e.,
the work hysteresis [62, 63].
A particular interesting current is then the work hysteresis itself, WT +W˜T , leading
to the thermodynamic bound on work fluctuations〈
WT + W˜T
〉2
Var(WT ) + Var(W˜T )
≤ exp
(
β
2
〈WT + W˜T 〉
)
− 1. (29)
It should be noted that this bound on work fluctuations is independent of the work
fluctuation relations [61], offering an orthogonal constraint to the structure of work
distributions.
4.2. Steady-state fluctuations within linear response
Another special case where progress can be made is systems at near-equilibrium
steady states. Let us assume that when the parameters are time-independent λ,
the system relaxes to a parameter-dependent steady-state distribution π(x;λ). By
choosing the initial distribution of the forward process as the steady-state distribution
ρ0(x) = π(x;λ) and initiating the reverse process in the parameter-reversed steady-state
distribution ρ˜0(x) = π(x; ǫλ) we find that the boundary contributions sum to
B + B˜ =
∑
x
π(x;λ) ln
π(x;λ)
π(ǫx; ǫλ)
+
∑
x
π(x; ǫλ) ln
π(x; ǫλ)
π(ǫx;λ)
, (30)
which is a symmetrized relative entropy (Jensen-Shannon divergence [60]) of the steady-
state distribution with its time reverse. Thus, when the steady-state distribution is
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time-reversal symmetric these boundary terms drop out. This term has previously been
identified in [55, 64] as an unavoidable component in the analysis of the thermodynamics
of systems with broken time-reversal symmetry.
It is now very natural, in light of the original thermodynamic uncertainty relation
in Eq. (1), to consider how our bound constrains the long time limit of the current
fluctuations: 〈JT 〉 = T 〈j〉 and Var(JT ) → T Var(j). Unfortunately, our result turns
out not to be informative in this limit: for long times the entropy flow grows linearly
with time ∆Senv = Tσ causing the our upper bound to diverge. Thus, despite the close
formal similarity with previous results, direct comparison is challenging. Interesting
progress can be made however for systems near equilibrium within linear response.
Within linear response all currents and conjugate thermodynamic forces are small,
but their fluctuations need not be. To formalize this notion, it is helpful to introduce a
small parameter η that ‘measures’ the distance from equilibrium; roughly, the strength of
the thermodynamic forces holding the system slightly out of equilibrium. As the entropy
flow is a bilinear function of currents and forces, it too is small but behaves as ∼ η2.
Similarly, one can show using standard perturbation theory that if the steady-state is
near equilibrium as assumed, π(x;λ) = ρeq(x,λ)+η δπ(x;λ), then the boundary terms
as relative entropies also behave as ∼ η2. Thus, we can make a consistent expansion
of our uncertainty relation in Eq. (3) utilizing our identifications in Eqs. (26) and (27)
resulting in the near-equilibrium bound
〈JT + J˜T 〉2
Var(JT ) + Var(J˜T )
≤
∆Senv +∆S˜env
2kB
+
δB + δB˜
2
, (31)
with δB and δB˜ the lowest-order linear-response corrections to the boundary terms,
which are zero for time-reversal symmetric steady-states.
Interestingly, the steady-state version of this linear response inequality is
reminiscent of the original formulation of the uncertainty relation. Indeed, returning to
the steady-state current 〈j〉 = limT→∞〈JT 〉/T , variance Var(j) = limT→∞Var(JT )/T ,
and entropy flow which becomes equal to the entropy production rate in the steady state
σ = limT→∞∆Senv/T , we have 〈
j + j˜
〉2
Var(j) + Var
(
j˜
) ≤ σ + σ˜
2kB
, (32)
after noting that the boundary terms are not extensive in time. In Appendix A, we
provide an alternative viewpoint on this prediction by deriving it entirely within the
framework of linear response theory.
5. Illustrations
In this section, we provide two illustrations that highlight the utility of the two
applications discussed in the previous section. The first example is a model for the
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adiabatic expansion/compression of a dilute, weakly-interacting gas. The second is
a steady-state multi-terminal conductor in an external magnetic field within linear
response.
5.1. Isothermal work protocol
0
1
2
0 2 4
Figure 1. Left panel: Depiction of a dilute gas confined to a box with a movable
piston used to expand the volume from V0 to V1. Right panel: Verification of the work
uncertainty relation for d = 2, N = 1 as a function of the work-distribution parameter
α = (V0/V1)
2/d − 1.
Our first illustration is a solvable model developed by Crooks and Jarzynski [65].
The system of interest is a dilute, weakly-interacting gas of N particles confined to a
box in d dimensions with one wall actuated by a movable piston that allows one to do
work by varying the volume, Fig. 1. The gas is initialized in thermal equilibrium at
inverse temperature β and volume V0 by coupling the gas to a large thermal reservoir.
The reservoir is then disconnected and the piston is slowly, adiabatically compressed (or
expanded) changing the volume from V0 → V1.
In this model, the full probability distribution of work can be determined
analytically [65], and is given by the Gamma distribution parameterized by α =
(V0/V1)
2/d − 1 as
P (W ) =
β
|α|Γ(k)
(
βW
α
)k−1
e−βW/αθ(αW ), (33)
with shape parameter k = dN/2, where Γ(k) is the Gamma function and θ(y) is the
Heaviside step function. For example, a compression has V0 > V1 implying α > 0 and
the work distribution is supported only on the positive work values.
We will now consider the forward process to be compression from V0 → V1
with associated parameter α = (V0/V1)
2/d − 1, and the reverse process is expansion
from V1 → V0 with α˜ = (V1/V0)
2/d − 1. Reading off the mean 〈WT 〉 = kα/β and
variance Var(WT ) = kα
2/β2 from the Gamma distribution, one can check that the work
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uncertainty relation Eq. (29),
dN
2
(α+ α˜)2
α2 + α˜2
≤ exp
(
dN
4
(α + α˜)
)
− 1, (34)
is valid as α˜ = (1 + α)−1 − 1. This result is illustrated in Fig. 1.
5.2. Multi-terminal conductor
Consider a collection of n particle reservoirs, connected via a central scattering region
in a magnetic field B, where each reservoir α has a constant inverse temperature β
and chemical potential µα, α = 1, . . . , n, c.f. Fig. 2. This class of systems was studied
previously in the context of thermodynamic uncertainty relations in [46], where it was
shown that the original uncertainty relation Eq. (1) does not hold due to the presence
of the magnetic field.
μ1
μ2
μ3
μnB
Figure 2. Illustration of a multi-terminal conductor: A central scattering region
(circle) in a magnetic field B exchanges particles with n particle reservoirs with
chemical potentials µ1, . . . , µn and equal inverse temperature β.
We are interested in the particle flux to each reservoir α. This can be written
in terms of the transmission matrix T αγ
B
(E), which gives the rate at which a particle
starting at reservoir α with energy E ends up in reservoir γ. The flux is then given by
the multi-terminal Landauer formula [66, 67, 68],
〈jα〉 =
1
h
∫ ∞
0
dE
∑
γ
T αγ
B
(E)(uα(E)− uγ(E)), (35)
where h is Planck’s constant and
uα(E) = exp [−β(E − µα)] . (36)
One can show that the variance associated with the particle flux is given by [53]
Var(jα) =
1
h
∫ ∞
0
dE
∑
γ 6=α
T αγ
B
(E)(uα(E) + uγ(E)), (37)
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and the average entropy production rate is
σ =
∑
α
Fαjα, (38)
with
Fα = β(µα − µ0), (39)
µ0 being an arbitrary, constant chemical potential.
In the time-reversed situation, where the magnetic field reverses its sign, the above
expressions stay the same apart from the transmission matrix T˜ αγ
B
(E) = T αγ−B(E). The
transmission matrix does however satisfy an important Onsager-Casimir-like symmetry
relation [68],
T αγ−B(E) = T
γα
B
(E). (40)
From these basic expressions, formulas for the hysteretic fluctuations follow readily.
They are conveniently expressed through the quantities [46]
Vαγ
B
=
1
h
∫ ∞
0
dE
(
T αγ
B
(E) + T˜ αγ
B
(E)
)
uγ(E), Dαγ = Fα − Fγ (41)
as
〈
jα + j˜α
〉
=
∑
γ
Vαγ
B
(
eDαγ − 1
)
(42)
Var(jα) + Var(j˜α) =
∑
γ 6=α
Vαγ
B
(
eDαγ + 1
)
(43)
σ + σ˜ =
kB
2
∑
α,γ
Vαγ
B
Dαγ
(
eDαγ − 1
)
. (44)
We can now verify the linear response uncertainty relation in Eq. (32) by
demonstrating that X = (σ + σ˜)(Var(jα) + Var(j˜α))/(2kB)−
〈
jα + j˜α
〉2
is positive. To
this end, we first note that Vαγ
B
(
eDαγ − 1
)
= −Vγα
B
(
eDγα − 1
)
, and therefore
σ + σ˜ ≥
kB
h
∑
γ
Vαγ
B
Dαγ
(
eDαγ − 1
)
. (45)
Now combining Eqs. (42)-(45), we find
X ≥
1
h
∑
γ,γ′
VαγB V
αγ′
B
(
Dαγ
2
(
eDαγ − 1
) (
eDαγ′ + 1
)
−
(
eDαγ − 1
) (
eDαγ′ − 1
))
≥
2
h
∑
γ,γ′
VαγB V
αγ′
B
(
eDαγ − eDαγ′
)2
(eDαγ + 1)(eDαγ′ + 1)
≥ 0, (46)
where we used the inequality y(exp(y)− 1) ≥ 2(exp(y)− 1)2/(exp(y) + 1).
Hysteretic uncertainty relation 13
6. Conclusion
In this paper, we derived a finite-time thermodynamic uncertainty relation for systems
with broken time-reversal symmetry by looking at hysteretic currents – joint current
fluctuations in the time-forward and time-reversed processes. Our result implies that
for nonequilibrium steady-states within linear response, the original thermodynamic
uncertainty relation holds as long as we account for the time-reversal asymmetry of
the steady state. When this hysteretic uncertainty relation is specialized to driven
isothermal work processes, it implies a nontrivial relationship between the fluctuations
of the work in the forward and reverse process. In each case, the quantities have clear
physical and thermodynamic interpretations. We have also verified that the hysteretic
uncertainty relation holds for two examples that strictly do not fall within our setup:
a ballistic multi-terminal conductor as well as for slow, adiabatic compression of a gas.
This raises an interesting question as to the generality of our extension, a question
which might be answered by doing a fully Hamiltonian derivation of the thermodynamic
uncertainty relation.
We have also seen that direct comparison with earlier results for steady-state
currents arbitrarily far from equilibrium is challenged by the structure of our bound.
A similar difficulty arrises when comparing with uncertainty bounds derived for system
driven by time-periodic protocols, where the issue of taking the limit of number of
periods to infinity leads to an uninformative inequality. Indeed, in [40, 42, 43], relations
similar to Eqs. (1) and (2) were derived for systems with time-asymmetric driving, but
focused on this long-time limit. On the other hand, our finite-time results only depends
on the entropy production, while previous results mixed entropy production with
various other quantities. Some use measures of the time-reversal symmetry breaking
in the kinetics. Others introduce entropy-production-like quantities but utilizing time-
averaged current and forces. It would be interesting to see how our bound compares to
these results from the literature more precisely.
Beyond the cases considered here one can think of several other classes of systems
where the hysteretic uncertainty relation can give new physical insights. One could for
example think about systems which are prepared in echo states [69]. Another interesting
extension would be to quantum systems, where one might overcome some of the observed
deficiencies in the original uncertainty relation [53, 51]. It would also be interesting to
see if one can use the hysteretic uncertainty relation to constrain the performance of
heat engines with broken time-reversal symmetry, in a similar way as was done for
time-symmetric steady-state driving [26].
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Appendix A. Thermodynamic uncertainty relation near equilibrium
In this appendix, we give an alternative derivation of the hysteretic thermodynamic
uncertainty relation in the linear response regime, presented in section 4.2, using linear
response theory [70]. Previous derivations of the time-symmetric uncertainty relation
within linear response [8, 46] relied on the Onsager matrix being positive-definite.
Similar to these approahes, we will see by using hysteretic currents, that we can again
exploit the fact that the symmetric part of the Onsager-Casimir matrix is positive-
definite. (In general, the Onsager-Casimir matrix itself is not positive-definite.)
For notational simplicity, we will focus on a system with two independent
thermodynamic fluxes J1 and J2 with thermodynamic forces F1 and F2 conjugated
through the entropy production rate σ = kB(J1F1 + J2F2). The following can easily be
extended to systems with more thermodynamic fluxes. In the linear response regime,
the currents can be expanded linearly in terms of the forces [70]
J1 = L11F1 + L12F2, J2 = L21F1 + L22F2, (A.1)
where the expansion parameters Lij are known as the Onsager coefficients. In terms of
these coefficients, the entropy production can be written as the quadratic form
σ = kB
2∑
i,j=1
FiLijFj . (A.2)
Notably, if we introduce the symmetric and antisymmetric Onsager coeffecients
L
(s)
ij =
Lij + Lji
2
, L
(a)
ij =
Lij − Lji
2
, (A.3)
then the entropy production only depends on the symmetrized coeffecients, σ =
kB
∑2
i,j=1 FiL
(s)
ij Fj . The second law then guarantees the positivity of the entropy
production independent of the choice of Fi, which implies the useful condition on the
symmetric Onsager coefficients
L
(s)
11 L
(s)
22 ≥ L
(s)
12
2
. (A.4)
Analogously, we can write for the time-reversed dynamics (assuming the
thermodynamic forces to be time-reversal symmetric),
J˜1 = L˜11F1 + L˜12F2, J˜2 = L˜21F1 + L˜22F2 (A.5)
where the time-reversed Onsager matrix can be related to the time-forward Onsager
matrix via Onsager-Casimir symmetry [70],
L˜ij = Lji. (A.6)
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The Onsager-Casimir symmetry further determines the symmetric and anti-symmetric
Onsager coefficients associated with the time-reversed driving
L˜
(s)
ij = L
(s)
ij , L˜
(a)
ij = −L
(a)
ij . (A.7)
As such, within linear response the entropy production of time-forward and time-
reversed dynamics are equal:
σ˜ ≡ kB
2∑
i,j=1
J˜iFi = kB
2∑
i,j=1
FiL˜
(s)
ij Fj = σ. (A.8)
The Onsager-Casimir symmetry significantly simplifies the quantities appearing in
the hysteretic uncertainty relation. Indeed, we have the hysteretic entropy production
rate
σ + σ˜ = 2kB
∑
i,j
FiL
(s)
ij Fj. (A.9)
From the definition of the thermodynamic fluxes, Eq. (A.1), and the above constrains,
we can also write 〈
J1 + J˜1
〉
= 2
(
L
(s)
11 F1 + L
(s)
12 F2
)
, (A.10)
and an analogous relation for J2. Meanwhile, the variance of the fluxes can be written
in terms of the Onsager coefficients via the fluctuation-dissipation relation,
Var(J1) = 2L
(s)
11 , (A.11)
and therefore,
Var(J1 + J˜1) = 4L
(s)
11 . (A.12)
Combining these results leads to
(σ + σ˜)Var(J1 + J˜1)
2kB
−
〈
J1 + J˜1
〉2
= 4L
(s)
11
∑
j,k
FjL
(s)
jk Fk
− 4
∑
k,l
FkL
(s)
1k L
(s)
1j Fj
= 4F 22
(
L
(s)
11 L
(s)
22 − L
(s)
12
2
)
≥ 0, (A.13)
which verifies Eq. (32).
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