We use a simple optical/infrared (IR) photometric selection of high-redshift QSOs that identifies a Lyman Break in the optical photometry and requires a red IR color to distinguish QSOs from common interlopers. The search yields 100 z ∼ 3 (U -dropout) QSO candidates with 19 < r ′ < 22 over 11.7 deg 2 in the ELAIS-N1 (EN1) and ELAIS-N2 (EN2) fields of the Spitzer Wide-area Infrared Extragalactic (SWIRE) Legacy Survey. The z ∼ 3 selection is reliable, with spectroscopic follow-up of 10 candidates confirming they are all QSOs at 2.83 < z < 3.44. We find that our z ∼ 4 (g ′ -dropout) sample suffers from both unreliability and incompleteness but present 7 previously unidentified QSOs at 3.50 < z < 3.89. Detailed simulations show our z ∼ 3 completeness to be ∼ 80 − 90% from 3.0 < z < 3.5, significantly better than the ∼ 30 − 80% completeness of the SDSS at these redshifts. The resulting luminosity function extends two magnitudes fainter than SDSS and has a faint end slope of β = −1.42 ± 0.15, consistent with values measured at lower redshift. Therefore, we see no evidence for evolution of the faint end slope of the QSO luminosity function. Including the SDSS QSO sample, we have now directly measured the space density of QSOs responsible for ∼ 70% of the QSO UV luminosity density at z ∼ 3. We derive a maximum rate of HI photoionization from QSOs at z ∼ 3.2, Γ = 4.8 × 10 −13 s −1 , about half of the total rate inferred through studies of the Lyα forest. Therefore, star-forming galaxies and QSOs must contribute comparably to the photoionization of HI in the intergalactic medium at z ∼ 3.
INTRODUCTION
The QSO luminosity function (QLF) is an observable constraint on models of galaxy formation and the corresponding growth of super-massive black holes (SMBHs) (eg. Small & Blandford 1992; Kauffmann & Haehnelt 2000; Haiman & Menou 2000) . These models are useful in interpreting observed phenomena, such as the relation between a galaxy's black hole mass and bulge luminosity (Kormendy & Richstone 1995; Magorrian et al. 1998) , as well as inferring specifics of QSO activity, such as initial black hole mass functions, QSO light curves, and accretion rates (see eg. Hopkins et al. 2006) .
In addition to galaxy formation models, the QLF can be used to derive the QSOs' contribution to HI and HeII reionization. QSOs are responsible for HeII reionization at z ∼ 3 (Jakobsen et al. 1994; Reimers et al. 1997; Hogan et al. 1997; Sokasian et al. 2002) and are presumed to have a neglible contribution to the HI reionization at z ∼ 6 (Madau et al. 1999 ). However, both of these claims require assumptions about the faint end slope of the QLF, as this has not been measured accurately at z > 2.
The first QSO luminosity functions demonstrated a rapid increase in space densities toward higher redshift (Schmidt 1968; Schmidt & Green 1983) . Deeper surveys, which primarily identified QSOs by their "UV-excess" 10 , found that the faint end of the QLF was shallower than the bright end (Boyle et al. 1988; Heisler & Ostriker 1988; Koo & Kron 1988; Hartwick & Schade 1990) . Recent large surveys, most notably the 2dF Quasar Redshift Survey (2QZ, Boyle et al. 2000; Croom et al. 2004 ) have found thousands of z < 2.5 QSOs. With these large samples, the QSOs have been placed into smaller bins in both luminosity and redshift, accurately constraining the shape and evolution of the QLF. The data are typically fit to a broken power-law (Boyle et al. 1988; Pei 1995) 
with the break at L * and a bright end slope, α, steeper than the faint end slope, β. The QLF evolution with redshift is consistent with Pure Luminosity Evolution (PLE) 2 Siana et al. (Marshall et al. 1983; Marshall 1985; Boyle et al. 1988; Hartwick & Schade 1990; Boyle et al. 2000; Croom et al. 2004; Richards et al. 2005) . That is, the evolution can be parametrized by a shift in the luminosity of the break, L * (z), without any change in its shape. Recently, the 2dF-SDSS LRG and QSO Survey (2SLAQ, Richards et al. 2005) has extended the "UV-excess" QSO search one magnitude fainter to more accurately measure the faint end slope of the QLF out to z = 2.1. These deeper data, when combined with the bright end slope from the 2QZ and 6QZ (Croom et al. 2004) , fit a faintend slope, β = −1.45, and bright-end slope, α = −3.31, and demonstrates a ∼40-fold increase in L * from z = 0 to z = 2.
At high redshift, various surveys have been conducted through grism searches for UV emission lines (Schmidt et al. 1995) , spectroscopic follow-up of point sources with optical colors away from the stellar main sequence (Warren et al. 1994; Kennefick et al. 1995; Fan et al. 2001 ), X-ray (Hasinger et al. 2005) , searches for radio-loud (Dunlop & Peacock 1990) or infrared luminous QSOs (Brown et al. 2006) . These surveys all show a precipitous decrease in space densities at z > 3. Early data from the Sloan Digital Sky Survey (SDSS, York et al. 2000) , Fan et al. (2001) show a factor of six decrease in M < −25.5 QSOs from z = 3.5 to z = 6.0. Recent results from SDSS suggest that the bright end slope is no longer constant at z > 3. Rather, it is getting shallower toward higher redshift (Richards et al. 2006) . Unfortunately, these high redshift surveys are shallow (i 20) and can only measure the bright end of the QLF at z > 3. Therefore, little can be said about the shape of the faint end of the high-z QLF, or its integrated properties (eg. contribution to intergalactic HI, HeII ionizing radiation or black hole growth) without a census of fainter QSOs at z > 3. Hunt et al. (2004) (hereafter, H04) searched for faint AGN at z ∼ 3 with deep Keck spectroscopy over 0.43 deg 2 and found 11 QSOs. Though limited by small numbers, the fitted faint-end slope, β = −1.24 ± 0.07, is substantially shallower than low redshift measurements.
X-ray selected samples suggest a rather modest evolution in AGN space density at high-z (Barger et al. 2005) , or even a luminosity dependent density evolution (LDDE) where lower luminosity AGN peak in number density at lower redshifts than more luminous QSOs (Ueda et al. 2003; Hasinger et al. 2005) .
Given the importance of the QSO luminosity function in constraining models of galaxy and black hole formation as well as the contribution of AGN to the ionizing background, these initial indications that the QLF shape is evolving at z > 3 warrant deeper surveys to better constrain the high redshift QLF.
The SWIRE Legacy Survey (Lonsdale et al. 2003) , a wide-area infrared survey with deep ground-based optical data, is optimal for searches of faint QSOs at high redshift as it is deep enough to detect sub-L * QSOs at z ≤ 4 and covers sufficient area to detect large numbers of them. In Section 3 we outline our method for creating a new QSO template spanning far-UV to mid-IR wavelengths. In Section 4, we present a simple optical/IR color selection for QSOs at z > 2.8 and identify areas of possible contaminations or incompleteness. Our selection results are given in Section 5. In Section 6, the reliability of the sample is assessed through spectroscopic follow-up and analysis of the infrared colors. In Section 7 we determine, through simulations and comparisons with known samples, our sample completeness as a function of redshift. In Sections 8 and 9 we present our measurement of the QLF at z ∼ 3 and compare to previous studies. In Section 10, the QSO contribution to photoionization of HI in the IGM is computed and compared to measurements of the total photoionization rate.
Although many early studies of high redshift QLFs use an Einstein-DeSitter cosmology with H 0 = 50km s −1 Mpc −1 , throughout this paper we choose to use a more recent cosmology with H 0 = 70 km s −1 Mpc −1 , Ω m = 0.3, Ω Λ = 0.7 and correct other measurements accordingly. All optical magnitudes are Vega magnitudes unless stated otherwise.
OBSERVATIONS
The SWIRE survey covers 49 deg 2 over six fields at high galactic latitude with minimum galactic cirrus emission. Most of this area has now been imaged in multiple optical filters to depths r ′ 24.5. Our analysis is conducted within the first two fields for which both optical and infrared catalogs were available, ELAIS-N1 (16h11m+55
• 00') and ELAIS-N2 (16h37+41 • 02').
2.1. Spitzer Infrared Data SWIRE is an IR imaging survey with all four bands on the Infrared Array Camera (IRAC, Fazio et al. 2004 ) and all three bands on the Multiband Imaging Photometer (MIPS, Rieke et al. 2004 ) aboard the Spitzer Space Telescope . The IR filter characteristics and SWIRE depths are summarized in Table 1 . The EN1 IRAC campaign was undertaken January 14-20, 2004 and MIPS January 21-28, 2004 . MIPS went into standby mode on January 25, 2004, resulting in lost AORs which were reobserved July 29, 2004. The EN2 IRAC campaign was observed July 05-06, 2004 and MIPS July 08-11, 2004 .
The IRAC and MIPS photometry were measured with the SExtractor program (Bertin & Arnouts 1996) within 1.9 ′′ and 15 ′′ diameter apertures for IRAC and MIPS 24µm, respectively . Aperture corrections were derived from measurements of composite point spread functions from bright stars in the SWIRE fields.
Optical Data
The EN1 and EN2 fields were imaged as part of the Wide Field Survey (WFS, McMahon et al. 2001) 11 . Images were taken with the Wide Field Camera (WFC) on the 2.5-meter Isaac Newton Telescope (INT). Both EN1 and EN2 have been observed with the U ,g ′ ,r ′ ,i ′ ,Z filters over 9 deg 2 each, with 600 second exposures at each pointing in each filter. A fraction of the fields ∼ 30% were not observed on the same night in every filter. The filter characteristics and depths are summarized in Table 2 . The median seeing is ∼1.1 ′′ and never worse than 1.6
′′ . The optical coverage overlaps the Spitzer IR data by 7.45 and 4.29 deg 2 in EN1 and EN2, respectively . Data processing was done by the Cambridge Astronomical Survey z=3 QSO Luminosity Function 3 Unit CASU) and is outlined in and Gonzalez-Solares et al. (2005) .
Photometry was measured with the CASU software, requiring a source to have five continguous pixels 1.5σ above the background pixel noise. Detection and photometry were performed in each band separately and then matched between bands. Fluxes were measured within 2.3 ′′ (7 pixels) diameter apertures. Given the typical seeing of ∼ 1.1 ′′ , these apertures contain 80-90% of the total flux. Aperture corrections for each image were derived from bright stars within that image. Total and isophotal magnitudes were computed as well but only aperture photometry is used in this analysis as our objects are point sources by definition. Limiting magnitudes (5σ) for non-detections were computed from the pixel-to-pixel noise of the corresponding image. The images were not interpolated before photometry was performed and therefore do not suffer from correlated noise from projection procedures.
QSO TEMPLATE
Our optical QSO selection (defined in Section 4.1) uses three filters which typically span the rest-frame wavelengths 700Å < λ < 2000Å. For the infrared selection (see Section 4.2) we use the same two filters (IRAC1 & IRAC2) for all targeted QSO redshifts, so the photometry samples a large range in the rest-frame optical to near-IR wavelengths, 5000Å < λ < 2µm. In order to define the expected optical/mid-IR colors of QSOs at 2.7 < z < 5.0, we have created a QSO template which spans many decades in wavelength from the far-UV to the mid-IR.
UV Template
Several composite QSO spectra have been created from large QSO surveys, and agree well with each other except for minor variations due to selection effects in optical color and luminosity. Vanden Berk et al. (2001) created a composite spectrum of 2200 QSOs from the SDSS spanning the wavelengths between 800Å < λ < 8555Å. In order to obtain such a broad coverage in rest-frame wavelength, QSOs from a wide redshift range (0.044 ≤ z ≤ 4.789) were used. Since the UV spectrum is composed from only high-redshift QSOs, the mean continuum shortward of Lyα is artificially decreased by the large number of Lyman line absorbers at high redshift. Because the level of absorption is redshift dependent, we need a template which reflects the intrinsic SED, to which we can then apply a redshift dependent model of the HI absorption. Telfer et al. (2002) have created a high S/N composite UV spectrum (300Å < λ < 1275Å) using HST UV spectra of 77 radio quiet QSOs. Because these data were taken in the observed UV rather than the optical, the QSOs contributing to the critical wavelength range 700 < λ < 1216Å are at lower redshift (< z >= 1.42) than the SDSS QSOs (whose spectra cover the same rest-frame wavelengths at z > 2.4). Therefore, there is much less Lyman line and continuum absorption in this composite. Furthermore, Telfer et al. (2002) corrected for absorbers with column densities N HI < 10 16 cm 2 and statistically corrected for lower column density absorbers, resulting in a good template of the intrinsic UV spectrum of QSOs. For our UV template we have used the composite from Telfer et al. (2002) for 300Å < λ < 1250Å and the SDSS composite for 2000Å < λ < 8555Å. The mean of the two composites is used in the overlapping regions 1250 A< λ <2000Å, where they agree well with each other (Telfer et al. 2002) .
Optical to Mid-Infrared Template
The SDSS composite from Vanden Berk et al. (2001) covers the optical to λ < 8555Å. However, at λ > 5000Å the composite is produced by low-z, low luminosity AGN and suffers significant contamination from host galaxy stellar light. Indeed, a comparison with the median broadband SED of luminous QSOs from Elvis et al. (1994) , for which stellar contribution to luminosity should be small, shows a much redder continuum slope in the SDSS composite at λ > 5000Å. To reliably select QSOs at 2.5 < z < 6.0 with our mid-IR photometry, a new template is needed which covers the rest-frame 5000Å < λ < 2µm and resembles the high luminosity (M 1450 < −23) QSOs that we are targeting.
We matched the SDSS photometry of all spectroscopically confirmed QSOs in the SDSS Data Release 3 ) with the near-IR photometry from the Two Micron All Sky Survey (2MASS, Skrutskie et al. 2006 ) point-source catalog, including the 2MASS Deep Lockman Hole Catalog (Beichman et al. 2003) , which goes ∼ 1 magnitude deeper than the typical 2MASS all-sky depths. There were 8642 2MASS objects within 2 ′′ of the SDSS positions. To extend the template to longer wavelengths, we also matched the Spitzer IR photometry of the 241 SDSS QSOs in the SWIRE fields (Lockman, EN1, & EN2).
We chose to normalize the photometry at rest frame λ norm = 2400Å for three reasons. First, the λ norm is easily measured with our ground based optical/near-IR data for a broad range of redshifts, without using extrapolations and invoking assumptions about the SED spectral slope. Second, the UV flux is dominated by the AGN rather than the host galaxy stellar light. Third, this wavelength is far from any major emission lines which would significantly affect the photometry (eg, MgII or CIII]). Only QSOs with detections in adjacent filters surrounding λ rest = 2400Å were used to minimize the interpolation of the flux to the normalization wavelength. After an F ν (2400Å) was calculated, only those QSOs with M 2400 < −24 were used to ensure the flux was dominated by the AGN. This also corresponds well with the minimum luminosity of QSOs in our search (M 1450 = −23.5) and is ∼1 mag brighter than the classical QSO/Seyfert demarcation. This cut in absolute magnitude left 3378 QSOs (39% of SDSS/2MASS matches) with which we made the template.
The template was made by averaging all of the flux measurements (SDSS/2MASS/SWIRE) in 1000 wavelength bins spaced logarithmically between 753Å and 11 µm. The result is plotted in green in Figure 1 and traces well the combined template of Telfer et al. (2002) and Vanden Berk et al. (2001) in the UV. As expected, the relative UV to optical ratio of our template is significantly less than the Vanden Berk et al. (2001) template because our sample is subject to less contamination from the host galaxies.
Broadband photometry works well in recreating smooth, continuous SEDs, but sharp features such as emission lines and continuum breaks are convolved with the filters through which they are observed, effectively broadening the features. Deconvolution of this broadening is difficult since our photometry comes from 13 different filters (ugrizJHK, MIPS24 Table 3 . An important feature of the template is the minimum at λ ∼ 1µm and the monotonic rise (in νf ν ) toward longer wavelengths. This is produced by hot dust at varying distances from the central engine (Barvainis 1987) . The minimum at λ ∼ 1µm has been shown to be prevalent in QSO SEDs (Sanders et al. 1989) and is attributed to sublimation of dust grains at T > ∼ 1500K (Barvainis 1987 Finally, we point out that our broadband template is significantly redder than the Elvis et al. (1994) template, with the ratio of far-UV to near-IR nearly a factor of two larger in the latter. This is not surprising since their sample was selected in the soft (0.3-2.0 keV) and "ultrasoft" (0.1-0.3 keV) X-ray bands. Also, their sample is composed of more luminous QSOs, which are known to have bluer UV-optical colors than fainter QSOs (Richards et al. 2006a ).
HIGH REDSHIFT QSO SELECTION
In this section we define z > 3 QSO selection criteria requiring only three optical bands and the two most sensitive imaging bands on the Spitzer Space Telescope (IRAC1 & IRAC2) and assess its efficacy. The method consists of an optical color selection to identify a Lyman Break in the rest-frame UV, thereby isolating QSOs to a narrow redshift range (ie. z ∼ 3 for U-band dropouts). In addition, we also require a red Spitzer IR color to eliminate typical contaminants in Lyman-Break Galaxy surveys (stars and low-z galaxies).
Optical Selection
The space density of neutral Hydrogen (HI) absorbers increases rapidly with redshift (Bechtold 1994; Weymann et al. 1998 ). There are hundreds of absorbers with N HI > 10 12 cm −2 along any line-of-sight (LOS) to galaxies with z > 2, resulting in Lyman line absorption, or "blanketing", of the source's continuum at λ rest < 1216Å. In addition, Lyman continuum absorption by the absorbers significantly decreases the observed flux at λ rest < 912Å. At z ≥ 2.5, these features redshift into the bluest filter accessible to ground-based telescopes (U band) and can be identified by a flux decrement at wavelengths shortward of an otherwise blue continuum. This method, known as the Lyman Break technique, has been used extensively to search for both QSOs and galaxies at z > 3 (Irwin et al. 1991; Steidel et al. 1996; Madau et al. 1996) .
We use the Madau (1995) prescription for the HI opacity evolution to determine average QSO colors as a function of redshift. Figure 2 shows the U − g ′ , g ′ − r ′ color track of our our QSO template as it is redshifted and the HI absorption is applied. At z = 2.3 the Lyman Break redshifts into the U filter, resulting in redder U −g ′ colors, thereby causing the QSO to move away from the locus of blue, low-redshift QSOs. At z > ∼ 2.8 the QSO moves away from the optical color space of main sequence stars and into color space unoccupied by typical stars or galaxies. We can therefore search for QSOs in this color space while minimizing contamination.
Our color selection for both the z ∼ 3 and z ∼ 4 sample, defined in Table 4 and shown in Figures 2 and 3 were defined to select QSOs with < ∼ 2σ deviation in spectral slope (see Section 7.3.1). As we expect to eliminate stars and low-z galaxies from our sample with an additional IR selection, we are able to use a color cut which is much broader (and closer to the stellar locus) than optical-only surveys such as SDSS.
In addition to these color criteria, a candidate QSO is required to be unresolved in images taken through the two redder filters (eg. g ′ and r ′ for z ∼ 3 selection). This minimizes contamination from low-z galaxies. Our sample is limited to objects brighter than r ′ < 22, corresponding to a signal-to-noise ratio SNR ≥ 20 in both g ′ and r ′ . Therefore, we have sufficient sensitivity to detect significant deviations from a point source (eg. F W HM > 0.5 ′′ ). Figures 2 and 3 , we expect some contamination from stars in both our U -dropout and g ′ -dropout samples. Fortunately, the mid IR SEDs of stars are very z=3 QSO Luminosity Function
Infrared Selection As seen in
The solid curve is the color track of our QSO template with IGM absorption applied. The black filled circles denote the locations in redshift increments of 0.1 from 2.9 ≤ z ≤ 3.4. The shaded regions denote the color space spanned by QSOs with ±2σ deviations in the spectral slope (see Table 7 ). The lines are color tracks of various galaxy templates from 0 < z < 2: Ell (age=2Gyr, dotted), Sa (dashed), Sc(dot-dashed), and Sd(multiple dot-dashed) taken from the GRASIL library of models (Silva et al. 1998) , with the boxes corresponding to their respective colors at z = 0. The black asterisks are stars from the Gunn & Stryker (1983) catalog. blue in color as they lie on the Rayleigh-Jeans side of the blackbody spectrum, whereas QSO SEDs are red, rising (in νf ν ) towards longer wavelengths as seen in Figure 1 . Many groups have proven Spitzer's ability to select AGN with IRAC colors Stern et al. 2005; Hatziminaoglou et al. 2005) . In Figure 4 , we plot the IRAC colors of all point sources with r ′ < 22. There are two clear loci of points. The objects with blue IR colors (lower left) are stars and those with red IR colors (upper right) are AGN. Both Lacy et al. (2004) and Stern et al. (2005) use all four IRAC bands to select AGN, but Figure  4 shows that the IRAC1-IRAC2 is a robust discriminator of AGN from stars when a point-source criterion is also used. Also, we seek an IR selection using only IRAC channels 1 & 2 since they are ∼ 2 magnitudes more sensitive than channels 3 & 4 given the same exposure time (see Table 1 ). Therefore, we apply the IR color cut of
in addition to our optical selection to remove stars from our sample. Here 
Finally, we search only sources with f ν (4.5µm) ≥ 10µJy (∼ 7σ) so that Poisson errors in the flux measurement are minimized, thereby decreasing the risk of contamination from sources with large errors in IRAC colors. We will see in Section 7.1 that this matches well our r ′ < 22 optical cut. In addition to stellar contamination, some low redshift galaxies may also meet our optical color criteria. This is due to the Balmer-or 4000Å-Break being mistaken for a U -or g ′ -dropout at z < 0.1 and 0.1 < z < 0.5, respectively. Our point-source criterion will remove the lowest redshift galaxies as they will have large angular diameters, but our optical images may not resolve the most compact galaxies at 0.3 < z < 0.5. Therefore, we expect to see some contamination from galaxies within this redshift range in the g ′ -dropout sample. In Figure  5 , the [3.6] − [4.5] color of our QSO and galaxy templates are plotted versus redshift, as well as the IR colors of SDSS QSOs in the SWIRE fields. Unfortunately, many galaxies which may contaminate our g ′ -dropout optical selection (ie. 0.3 < z < 0.5) are expected to meet our IR color selection. This is due primarily to the presence of strong 3.3 µm PAH emission in star-forming galaxies (Imanishi & Dudley 2000) . Therefore, we expect some contamination from z ∼ 0.4 galaxies within our z ∼ 4 QSO sample.
In Figure 5 , we can see that both our QSO template, and all but three of the SDSS QSOs remain above our IRAC color cut for 0 < z < 3.9, including the 18 of 19 SDSS QSOs in the targeted redshift range for Udropouts. However, the QSO template dips close to our IR color cut between 3.8 < z < 4.8, as do four of the five SDSS QSOs in this redshift range. This is partly due to the change to bluer slope at λ < 1.5µm, but is caused primarily by Hα redshifting into IRAC1. At these redshifts the Hα equivalent width is W(Hα)∼ .15µm and the IRAC1 filter width is 0.7µm. Therefore, the Hα flux causes the [3.6]−[4.5] color to decrease by ∼ 0.2 mags. As a result, the g ′ -dropout selection may suffer from signifcant incompleteness between 3.9 < z < 4.5 (in addition to the unreliability discussed above).
Selection Summary
• Point source brighter than r ′ < 22 (i ′ < 21.5 for z ∼ 4 sample) to ensure proper morphological characterization and bright enough to determine a large
• IRAC2 > 10µJy to ensure high SNR needed for accurate mid-IR colors.
• Optical colors which identify a Lyman Break in the continuum (see Table 4 ).
• Red mid-IR color ([3.6] − [4.5] > −0.15) to remove interlopers.
RESULTS
We performed our search in the EN1 and EN2 SWIRE fields, covering 11.7 deg 2 with both optical and IR coverage. We found 100 z ∼ 3 and 26 z ∼ 4 QSO candidates which meet both our optical and IR criteria. The z ∼ 3 candidates in EN1 and EN2 and their optical/infrared photometric data are listed in Table 5 . The optical colors of the z ∼ 3 sample are plotted in Figure 6 along with the colors of all other point sources with r ′ < 22. We will show that the z ∼ 4 sample suffers from signifcant contamination and therefore do not list them. In Section 6, we assess the reliability of our sample through spectroscopic follow-up. In Section 7, we assess the completeness through Monte-Carlo simulations and derive effective volumes for use in computing the luminosity function.
Optical spectra were obtained for 10 z ∼ 3 and 10 z ∼ 4 QSO candidates. Thirteen spectra for faint candidates (6 U -dropouts and 7 g ′ -dropouts) were obtained with the Low-Resolution Imaging Spectrometer (LRIS Oke et al. 1995) on the Keck I Telescope during the nights of 03-04 March, 2005. The U -dropout sample, with the expected redshift of z ∼ 3, have the most prominent emission lines at λ < 7500Å. Therefore, only the blue channel (see Appendix in Steidel et al. 2004 ) was used for these sources with a 1.5
′′ wide longslit and a 300 l/mm grism blazed at 5000Å, giving a resolution of 1.43Å pixel −1 over 3300 < λ < 7650Å. For the g ′ -dropout sample, in order to detect the CIV (1549Å) line, we used a dichroic at 6800Å and used both the blue and red LRIS channel. We used the same grism on the blue side and the 400 l/mm grating blazed at 8500Å on the red side giving a blue side resolution of 1.43Å pixel −1 from 3300 < λ < 6800 The blue arrows and circles also have red IRAC colors, but match the optical color criteria for z ∼ 3 QSOs. The arrows denote upper limits where there is no detection in U . Spectroscopically confirmed candidates are circled. The photometry of two spectroscopically confirmed QSOs were revised and are therefore slightly out of our optical selection window but are still displayed here. They are both QSOs at z ∼ 3 and their photometry is included at the end of Table 5 .
A and 1.86Å pixel −1 from 7000 < λ < 8500Å. Total exposure times ranged from 5 to 15 minutes. Both nights were photometric with seeing of ∼ 1.2 ′′ . The spectra were flux calibrated with observations of the standard star G1919B2B from Massey et al. (1988) .
Seven additional spectra (4 z ∼ 3 and 3 z ∼ 4 candidates) were obtained for brighter candidates with the COSMIC spectrograph on the 5-meter Hale Telescope at Palomar Observatory on the nights of 11-14 March, 2005. A 300 l/mm grism blazed at 5500Å was used with a 1.5 ′′ wide longslit, giving a dispersion of 3.1Å pixel −1 and wavelength coverage of 3800 < λ < 8500Å. The nights were photometric with poor seeing (∼ 2 − 4 ′′ ) so long exposure times of 10-60 minutes were required. The spectra were flux calibrated with observations of the standard star G191B2B from Massey et al. (1988) .
All ten U -dropout candidates are QSOs with redshifts between 2.83 < z < 3.44, the expected redshift range for our sample. The spectra are shown in Figure 7 , exhibiting broad Lyα and CIV (1549Å) lines and the QSOs with spectroscopic confirmation are circled in Figure 6 . The six candidates observed with Keck/LRIS were chosen simply in ascending order in declination in order to sample the QSOs randomly in color space. After these six were shown to be QSOs, we decided to target QSOs with extreme optical colors on the edges of our selection region as these are more likely to be interlopers or objects with spurious photometry. In our subsequent run at Palomar, four of these QSOs with extreme colors were observed: one with blue g ′ − r ′ color, one with red U − g ′ color, and two with optical colors that lie close to stellar main sequence. All four are in fact QSOs at the expected redshift.
As expected (see Section 4.2), our g ′ -dropout sample suffers from significant contamination. Seven of ten candidates are QSOs with 3.48 < z < 3.88 and are displayed in Figure 8 and listed in Table 6 . The three other spectra are plotted in Figure 9 . Two of the contaminants z=3 QSO Luminosity Function Table 5 and redshifts are given and the Lyα and CIV lines are labeled. Table 6 and redshifts are given and the Lyα line is labeled.
are galaxies at low redshift (z = 0.354,0.390) and exhibit strong breaks in the continuum at λ ∼ 5500Å. At these redshifts, the interlopers' 4000Å break falls between the g ′ and r ′ filters. The third contaminant has a high S/N spectrum, but did not show any emission features, nor a break in the continuum as expected, so we have not identified a redshift for this object. Therefore, the reliability of our z ∼ 3 and z ∼ 4 QSO samples are 100% (> 69% 1σ) and 70 +16 −26 %, respectively. The spectroscopic follow-up of the g ′ -dropouts shows the expected incompleteness at the high redshift end of the targetted range (3.5 < z < 4.5). All 7 confirmed QSOs have z < 3.9. Beyond this redshift, Hα redshifts into IRAC1 and may cause the [3.6] − [4.5] color to be bluer than our color criterion.
Infrared Reliability
In Figure 6 , there are a few tens of point sources (out of more than 11,000) with red IRAC colors that lie within the stellar locus where we would not expect QSOs to lie (upper-right), suggesting possible contamination where the stellar locus crosses the color space of our QSO selection. These may be red galaxies at moderate redshift, highly reddened QSOs, or stars whose IRAC colors are just redder than our color cut. Figure 10 shows that indeed there is not a distinct bimodality of IRAC colors for point sources. It's clear there are two peaks in the distribution, but there are hundreds of sources in the valley between the two peaks. We have also plotted the IRAC color distribution of the point sources which also meet our optical color criteria. In this histogram, nearly all of the sources in the valley between the two peaks have been removed, revealing a clear bimodality. There are two reasons for the this. Firstly, galaxies can have either red or blue IRAC colors depending on redshift, but should not lie in the optical color space of z ∼ 3 QSOs. Secondly, though a few stars may have IRAC colors redder than our cut, the stars must be either very bright or very red to be detected in IRAC channel 2 at all. Stars that lie in the z ∼ 3 optical color space have r ′ − [4.5] = 1.6 mags (AB). Since the IRAC channel 2 flux limit corresponds to 21.4 in AB magnitudes, this means we shouldn't detect the stars in channel 2 unless they are brighter than r ′ 19.7 (Vega). Indeed, in Figure 11 there are two sources at the bright end of our sample that have blue optical-IR colors and may be stars.
As mentioned in Section 4.2, IRAC color selection of AGN is robust when all four bands are used because the SEDs of most contaminants are not flat (or rising toward longer wavelengths) over such a broad wavelength range. Therefore, we can use all four IRAC fluxes, when available, to assess the reliability of our single color AGN selection. In our sample, 58% (58 of 100) of our objects are detected in all four IRAC channels and their IRAC colors are plotted in Figure 12 . Essentially all of these objects have IR colors in the expected locus of AGN. Therefore, it appears the contamination rate is low. However, as stellar contaminants are expected to have blue IRAC colors, we do not expect to detect the fainter interlopers in IRAC3 and IRAC4 and we cannot assess the nature of these objects. Therefore, we look at only the bright end of our sample where all sources are detected in all four bands. At r ′ < 20.5, 21 of 24 (88%) sources are detected in all four IRAC bands, and all of these have IR colors within the expected AGN locus. If we make the conservative assumption that the three non-detections (in IRAC3 & IRAC4) amongst the bright sample are not QSOs, then we obtain an upper limit to the contamination rate of 13%.
In summary, the point sources which match our optical color criteria have a distinct bimodal distribution in [3.6] − [4.5] colors, suggesting minimal contamination from stars, except at the bright end (r ′ < 20). However, the four-band IRAC colors suggest that even the bright end of our sample has a contamination rate of less than 13%.
7. COMPLETENESS 7.1. Infrared Completeness As mentioned in Section 4.2, we expect our IR color cut to include nearly all QSOs at z ∼ 3 (as seen with the SDSS QSOs). However, we must ensure that no QSOs are missing due to the f ν (4.5µm) ≥ 10µJy. Figure 11 plots the optical-IR colors of all U -dropout candidates as a function of the optical magnitudes. The locus of colors agree well with the infrared selected QSOs of Brown et al. (2006) . Also plotted is the limit due to the IRAC2 flux cut. Except for the faintest of the six half-magnitude bins, there is is no incompleteness due to non-detections in IRAC2. In the faintest bin, 21.5 < r ′ < 22.0, it is possible that we miss a few of the bluest r ′ − [4.5] QSOs, but we estimate this to be < 15% (based on the r ′ -[4.5] distribution in Figure 11 ) and make no attempt to correct for it. We've also verified that increasing the counts by 15% in this bin has a neglible effect on the QLF fit.
Morphological Completeness
Our selection requires that the candidates be unresolved in the optical data, where typical resolution is ∼ 1.1 ′′ . We have assumed that the QSOs are significantly brighter than their host galaxies and, even if we could detect the host galaxy, galaxies at z > 3 should have angular diameters less than 1 ′′ (Giavalisco 2002 ). To test this assumption, we've matched our catalogs to all of the SDSS QSOs (which do not have to meet a morphological criterion) within the EN1 and EN2 fields. Of the 58 SDSS QSOs at high redshift (z > 1), 57 (98%) are categorized as point sources in our optical catalogs. Therefore, we do not expect any significant incompleteness due to our point-source criterion.
Optical Completeness
Our color selection should be strict enough to minimize contamination, but broad enough to encompass the majority of the targeted QSOs to minimize completeness corrections. As a first-order look at comz=3 QSO Luminosity Function 9 pleteness, we compare with the SDSS QSO sample between 3.1 < z < 3.2 where SDSS is ∼ 80% completete (Richards et al. 2006b ). SDSS uses four colors, to look at all point-sources away from the color space of stars (Richards et al. 2002) . Therefore it is possible that SDSS selects redder QSOs at z ∼ 3, which would lie outside of our color selection. Converting SDSS to Vega magnitudes, and correcting for slight U /u ′ filter differences (0.06 mag correction), ∼97.5% (392/402) of SDSS QSOs at 3.1 < z < 3.2 would also be selected with our color selection. Therefore, < 3% of SDSS QSOs are redder, and selected with other colors in the SDSS filters.
Significant dispersion in spectral features may cause some QSOs to lie outside of our selection criteria. The most important factors affecting the optical color (and therefore the completeness) are redshift, intervening high column-density HI absorbers, UV continuum slope, and emission line equivalent widths, and variability. Here we present our Monte Carlo simulations to assess the combined effects of these characteristics on our completeness as a function of magnitude and redshift. We then use this completeness to derive the effective volume of our sample as a function of apparent magnitude.
Model of QSO Optical Color Distribution
Both the UV spectral slope of the continuum α ν , where f ν ∝ ν α , and the emission line equivalent widths, W , can vary about the mean and cause significant dispersion in colors at any given redshift. The mean of the spectral slope and the equivalent widths are defined by our template spectrum and are consistent with values found by Vanden Berk et al. (2001) and Hunt et al. (2004) . The distribution of these attributes are assumed to be gaussian with standard deviations taken from Francis (1996) , and are listed in Table 7 .
Along the line-of-sight to any given QSO at high redshift there are hundreds of intervening neutral hydrogen clouds (or filaments) absorbing the UV light through Lyman line and Lyman continuum absorption. Much of this absorption is caused by the rare, high columndensity absorbers known as Lyman Limit Systems (LLSs, N HI > 1.6 × 10 17 cm 2 ) and Damped Lyman-α Systems (DLAs; N HI > 1 × 10 20 cm 2 ). Therefore, there is a large dispersion in line-of-sight HI opacity at any given redshift due to the small numbers of these high column density clouds. Bershady et al. (1999) show that simple analytic expressions for the mean and scatter in line-of-sight opacity are insufficient and, therefore, Monte-Carlo simulations are required to correctly represent the stochastic distributions of the absorbers.
The number density distribution of HI absorbers is typically given as a fit to a power-law with redshift
and the column density distribution is given as
Since absorbers of different column densities are known to evolve differently (Kim et al. 1997) , we have split them into four groups with differing evolution, similar to the work of Bershady et al. (1999) and Fan et al. (2001) but with updated values for DLA number densities. The parameters used are summarized in Table 8 .
For each line of sight, the number of line-of-sight absorbers is selected from a Poisson distribution with the expectation value set to < N > of the population.
Their redshifts and column densities are chosen randomly from the distributions in Eqns. 3 and 4, respectively. Finally, we compute Voigt profiles with natural broadening and doppler widths, b, from Table 8 for the first ten Lyman lines for each absorber. We choose not to model the distribution of Doppler widths (or its evolution) as this is expected to be a small, second order effect. Continuum absorption is applied with a scattering cross-section of σ 0 = 6.3 × 10 −18 cm 2 at the Lyman Limit and decreasing as ν −3 . An example of the Lyα Forest transmission for one line of site at z = 3 is plotted in Figure 13 .
For 300 lines-of-sight in each redshift bin of ∆z = 0.1, we compute QSO spectra with spectral slopes and emission line equivalent widths culled from the distributions defined in Table 8 and apply the simulated IGM absorption for that line of sight.
QSOs of these luminosities and redshifts exhibit variability of order ∆m ∼ 0.15 mags (Vanden Berk et al. 2004 ). 29% of our fields were observed at separate times (over two years) in the U and g ′ filters, and 29% of our fields were observed at separate times in the g ′ and r ′ filters. We therefore add a variable offset selected from a gaussian distribution with ∆m ∼ 0.15 to the computed U − g ′ and g ′ − r ′ optical colors of 30% of the simulated lines of sight. The net effect of this variability is a slight ∼ 5% decrease in completeness, and a slightly broader redshift range.
After adding in variability and photometric errors, we compute the optical colors for the 300 QSOs in each redshift bin. This allows us to determine the selection completeness based on color selection alone, but the imaging depth must still be taken into consideration.
The optical magnitude limit of our QSO search, r ′ = 22.0, is set by our infrared depths and corresponds to ∼ 20σ detections in both g ′ and r ′ . Therefore, we do not expect any incompleteness due to non-detections in g ′ or r ′ . However, when looking for significant "U -dropouts", it's important to have deeper imaging in U relative to the bands at longer wavelengths. Otherwise, non-detections will result in upper limits in flux which cannot distinguish between a true "dropout" or a red source which is just below the detection limit. The WFS was not designed for finding U -dropouts and the U band is generally less sensitive due to CCD quantum efficiency (QE) and poor throughput in the telescope optics. Therefore, the Uband images in the SWIRE fields are less sensitive (to all classes of object) than the g ′ and r ′ images. Furthermore, this sensitivity varies by ∼ 0.5 magnitudes from pointing to pointing due to changing observing conditions (seeing, airmass, lunar phase). Therefore, careful measurements of the selection completeness as a function of pointing must be assessed, along with dependencies on redshift and magnitude.
Both EN1 and EN2 are comprised of 54 22.8 ′ ×11.4 ′ optical pointings. For each CCD at each pointing, a 5σ limiting magnitude is determined within our 2.3 ′′ diameter aperture and is used as an upper limit when no object is detected.
Due to overlaps in pointings and varying observing conditions, it is nontrivial to compute the limiting magnitude for a given position on the sky. For both fields we make "depth maps" by making mosaic images of the entire field with pixel values set to the 5σ limiting magnitude of the deepest pointing which covers that pixel. In this way, we can quickly compute the area over which we can detect an object of a given magnitude U test by summing the pixels with value greater than U test . These depth maps are trimmed to the area which also has Spitzer data. The U-band depth map for EN1 is plotted in Figure 14 , showing the non-uniformity and complex structure of the coverage.
As shown in Figure 2 , the bluer of the two optical colors, (U − g ′ ), becomes redder as the QSO goes to higher redshift, making non-detections in U increasingly likely at higher redshift. For example, a typical r ′ = 21 QSO at z = 2.9 will have g ′ ∼ 21.5 and U ∼ 21.8, bright enough to be detected in all bands by our survey. However, a QSO with the same r ′ magnitude at z = 3.4 will have g ′ ∼ 22 and U ∼ 24.5, too faint to be detected in our U images. Our upper limit in this case is insufficient in distinguishing a high-redshift QSO candidate from a low-redshift object with bluer U − g ′ . Given our simulated spectra and our depth maps, we determine an effective completeness in the following manner. For each redshift bin, we compute U − g ′ and g ′ − r ′ colors for the 100 simulated QSOs along 100 different lines of sight. Then we compute the percentage of these QSOs which would be selected by our color criteria if our imaging was sufficiently deep. This gives us a measure of our completeness based strictly on our color criteria alone, C color . The completeness cutoff at the high redshift end (z ∼ 3.5) is nearly a step-function since the QSO color track moves perpendicular to our color cuts and most of the dispersion in color is parallel to the color cut. At the low redshift end (z ∼ 2.9), the incompleteness is predominantly due to line-of-sight variations in IGM.
Of the QSOs which meet the color criteria, the fluxes are scaled to give the desired r ′ magnitude in intervals of ∆r ′ = 0.25 mags and the g ′ − r ′ color is used to determine the U -band depth required to either detect this QSO or derive a lower limit to the magnitude which is high enough to put it in the color-color selection window. The percentage of QSOs with colors in our selection window which would also be selected given the U -band depth at that pixel value is denoted as C(r ′ , z), plotted in Figure 15 . The effective volume of the survey can then be calculated as
where Ω is the solid angle of the survey and dV /dz is the differential comoving volume. The effective volumes and average redshifts for each half-magnitude bin are given in Table 9 . To give an idea of the scales of the incompleteness corrections, the effective volume in our faintest magnitude bin V ef f (r ′ = 21.75) is 74% of the effective volume in our brightest bin V ef f (r ′ = 19.25), requiring a relatively small correction of 35% to the number counts.
THE Z ∼ 3 QSO LUMINOSITY FUNCTION
Given the effective volume, V ef f (r ′ ), the comoving space density is then
where N (r ′ ) is the number of QSOs in the r ′ bin and w bin is the width of the bin in magnitudes. We then z=3 QSO Luminosity Function 11 convert r ′ to the absolute AB magnitude at 1450Å since the r ′ filter covers 1450Å over our entire redshift range and this value is generally used for high redshift QSO studies.
where r ′ is the Vega magnitude listed in Table 5 , r ′ AB (V ega) = 0.15 is the Vega to AB conversion, DM = 47.19 is the distance modulus at z=3.2, and K(∆z) is the K-correction resulting from shifts in redshift around z = 3.2. As we don't have exact redshifts for most of our QSOs, we set K(∆z) = 0, but note that this varies by ±0.1 mags from 2.9 < z < 3.5.
The resulting QSO luminosity function at z ∼ 3.2 is plotted in Figure 16 , along with previous surveys of QSOs at these redshifts. Our measurements, while using smaller magnitude bins (w bin = 0.5 mags) than previous surveys of faint high-z QSOs, have significantly reduced error bars. The space densities at the bright end of our survey match well with the faintest bins from the SDSS (Richards et al. 2006b ) and show a clear transition to a shallower slope at the faint end. We use our data in combination with the Richards et al. (2006b) SDSS results at z ∼ 3.25 because it is the largest sample available, and its completeness corrections have been carefully determined.
We do a least-squares fit to the standard double powerlaw given in Eqn. 1, converted to absolute magnitudes .
(9) As mentioned previously, when the error bars are reduced, the quasar luminosity function exhibits curvature over all luminosities, not just at the break (Wolf et al. 2003; Richards et al. 2005) . Therefore, since both our data and the SDSS data show some curvature, and the SDSS has much smaller error bars, a least squares fit of a double power-law will force the break position (M * ) to be contained within the range of magnitudes covered by the SDSS. This produces a very steep faint end slope and is a poor fit to our faintest bins. Of the four parameters that determine the QLF, the SDSS can only measure the bright-end slope with certainty at z ∼ 3.2. Therefore, we also perform a fit with a fixed bright end slope, α = −2.85, defined by the SDSS measured relation of α with redshift at z = 3.2. This yields a more realistic values of M * = −25.6, and a faint end slope, β = −1.62±0.19, which is constrained by 4-5 bins fainter than M * . The results of the double power-law fits are given in Table 10 .
Maximum Likelihood Fit
In the above fit to the binned data, we assumed that all of our QSOs are at a single redshift (z = 3.2). For most of our objects, however, we do not have spectroscopic redshifts and do not know the absolute magnitudes. This can be problematic because we do not know, for example, if the brighter QSOs are indeed more luminous or simply at the low redshift end of our redshift range (the distance modulus changes by ∼ 0.5 mags from z = 2.8 − 3.4). Furthermore, the luminosity function is known to change over these redshifs, which may skew the apparent magnitude distribution from what is expected at a single redshift.
Our only known quantity is the distribution of apparent magnitudes of QSOs in this redshift range. Therefore, we have modeled the expected distribution in QSO apparent magnitudes to compare to the observed distribution. The model distributions are computed in the following way.
1. We allow Φ * , M * , and faint-end slope, β, to vary independent of one another. We keep the brightend slope fixed at α = −2.85 as determined by SDSS QSOs (Richards et al. 2006b ).
2. For each set of parameters, we compute the apparent magnitude distribution in small redshift intervals.
3. At each redshift, we apply the completeness function as a function of apparent magnitude, C(r ′ , z), computed in Section 7.3.1.
4. Finally, we sum up the apparent magnitude distribution in each redshift interval to determine the expected apparent magnitude distribution function over the entire redshift range for each set of QLF parameters.
5. We repeat the above steps three times with different QLF evolution: no evolution, pure luminosity evolution (PLE) and pure density evolution (PDE). For the two evolving models, we choose the level of evolution to fit the variation in space density of bright QSOs seen by SDSS (∼ 40% decrease from z ∼ 2.8 − 3.5, Richards et al. 2006b ).
In addition to the observed apparent magnitude distribution from our sample, we also use the QSO sample of Richards et al. (2006b) from the SDSS Data Release 3. We only use the QSOs with 2.9 < z < 3.5 and use the completeness for each QSO derived in Richards et al. (2006b) .
The apparent magnitude distribution function gives the relative probability of finding a QSO with a given magnitude from the whole sample. We compute the likelihood that a given parameter set adequately describes the data as the product of the values of the apparent magnitude distribution function for all of the QSO r ′ magnitudes in our sample (Marshall et al. 1983) . We then find the set of parameters which maximizes this likelihood. The best fit model parameters are given in Table 10 . The maximum-likelihood fit gives a somewhat shallower faint-end slope, β = −1.42 ± 0.15, and a similar location of the break, and agrees within ∼ 1σ with the binned QLF when we assumed all QSOs were at z = 3.2. The apparent magnitude distributions which included evolution in the QLF (both PLE and PDE) produce best-fit parameters which were not significantly different from the no evolution fits because there is little evolution over such a small redshift range. We choose to use the PLE model, with β = −1.42 ± 0.15, in the subsequent analysis. Figure 16 are three previously determined luminosity functions at z ∼ 3. Pei (1995) compiled several QSO samples to produce a QLF and its evolution between 0 < z < 4.5. A constant QLF shape was assumed, and fitted with Pure Luminosity Evolution. Unfortunately, most of the high redshift QSOs are very luminous, so the faint-end slope is mostly determined by lower redshift QSOs. As seen in Figure 16 , the Pei (1995) QLF has a steeper faint end slope, β = −1.6 and lies above our QLF determination until M * 1450 < −26, where it passes through the SDSS data points. We believe that this discrepancy is caused by the assumption of a constant QLF shape. The Pei (1995) QLF shape was determined mostly by QSOs at z < 3, and normalized to the bright QSOs at high-redshift. Because the bright end slope at z > 3 is getting shallower (Richards et al. 2006b ), this has caused a significant over-estimate of the space densities of faint QSOs. In fact, all previous QLF estimates at high redshift that assume a shape derived at low redshift and normalize using bright, QSOs will overestimate the number of faint QSOs at z > 3. At z ∼ 3, this results in a factor of ∼ 2 overestimate, but will get worse at higher redshift as the bright end slope is measured to get even shallower at 3 < z < 5.
COMPARISON WITH PREVIOUS LUMINOSITY FUNCTIONS

Plotted in
The H04 QLF, though measured with a much smaller sample, shows a very shallow faint-end slope and a steep bright-end slope, resulting in a very prominent break. Our QLF has a significantly shallower bright-end slope and a steeper faint end slope. The space densities of our faintest QSOs are about twice that of H04 and predict 2-3 times more QSOs between −24 < M 1450 < 20.
H04 threw out most of their AGN sample (16 of 29) because the emission line widths were less than 2000 km/s. These narrow-line AGN are, on average, one magnitude fainter than the broad-line sample. Therefore, if these were included, they would have added significantly to the faint-end counts, resulting in a steeper faint-end slope. We cannot discriminate between different types of AGN in our sample, since we only have spectra for 10 objects (9 of 10 have F W HM > 2000 km/s). However, narrowline AGN (ie., F W HM < 2000 km s −1 ) may explain at least part of the discrepancy in our faint-end slopes.
Recent surveys of X-ray selected AGN have also concluded that the faint end slope gets shallower at higher redshift (Ueda et al. 2003; Hasinger et al. 2005 ). The Hasinger et al. (2005) sample overlaps our redshift range but differs from ours in the same way as H04, as it is a soft X-ray selected type-I AGN sample. If the difference between the H04 and Hasinger et al. (2005) luminosity functions and our QLF is attributed to increasing numbers of moderately obscurred AGN at fainter rest-frame UV luminosities (as suggested by Ueda et al. (2003) ), then we would expect to see increasing numbers of QSOs with redder UV spectral slopes and higher L IR /L UV ratios amongst faint QSOs. Indeed, Figure 11 A recent optical/X-ray search for faint AGN at 3.1 < z < 5.2 by Fontanot et al. (2007) finds relatively large space densities, requiring a steep faint-end slope, β = −1.71 ± 0.41. Though the errors are large, this rules out a significantly shallower faint-end slope at z > 3 and agrees, within 1σ, with our fit. In their study, only 18% (2/11) AGN have narrow lines. Therefore, the fraction of narrow-line to broad-line AGN is too small to completely explain the discrepancy between the shallow faint-end slope of H04 and the steep faint-end slope found in this study and in Fontanot et al. (2007) .
The COMBO-17 (Wolf et al. 2003) and VVDS (Bongiorno et al. 2007 ) QLFs Bongiorno et al. (2007) are both consistent with our QLF, within errors. Both of these surveys did not require any optical color or morphological criteria yet they still agree with our numbers. Both the (Wolf et al. 2003) and (Bongiorno et al. 2007 ) samples are larger than ours (192 and 130, respectively) , but the QSOs are spread out over all redshifts (0 < z < 5) so they have 5-10 times fewer QSOs in this redshift range.
QSO CONTRIBUTION TO HI IONIZING FLUX AT
With this new determination of the QSO Luminosity Function, we can simply integrate Φ(L) given in Equation 1 to determine the specific luminosity density (at λ = 1450Å) of QSOs at z ∼ 3.2,
Integrating from −30 < M 1450 < −20, (43.96 < log(L 1450 ) < 47.96 ergs s −1 ), we derive a value for the specific luminosity density, ǫ 1450 = 7.3 × 10 24 ergs s
. This is comparable to the values derived from the Hunt et al. (2004) QLF (7.1 × 10 24 ) and significantly lower than the value from the Pei (1995) QLF (1.4×10 25 ) when correcting for different cosmologies. Although our QLF determination predicts more integrated UV flux from faint QSOs than that of Hunt et al. (2004) , our M * is more than 1.5 magnitudes fainter. These two effects essentially cancel out to produce similar luminosity densities.
We can now determine the photoionization rate z=3 QSO Luminosity Function
However, we can not assume that J(ν) is the shape of the average QSO SED, since the higher energy photons will be reprocessed by HI and HeII, resulting in a higher value for Γ. Haardt & Madau (1996) have modeled this reprocessing in a "clumpy" IGM to determine the effect on the HI photoionization by QSOs. This correctly includes HI clouds as sources of ionizing photons, as well as sinks, and increases Γ by ∼ 40% at z ∼ 3. We multiply ǫ 1450 by the ratio of f 912 /f 1450 = 0.58 in our template, and convert to a proper volume emissivity at z = 3.2 to directly compare with the ǫ Q calculated by Haardt & Madau (1996) and how it scales with the photoionization rate, Γ HI and the ionizing intensity at the Lyman Limit J 912 . It should be stated that the scaling relations from ǫ Q to J 912 and Γ HI are dependent upon the value of ǫ Q itself, as this will effect the ionization levels of the surrounding medium. However this is a secondary effect, and our ǫ Q is within ∼ 50% of the Haardt & Madau (1996) value so we don't expect this to be a large effect on the scaling relations.
We get values of Γ HI ∼ 4.5 × 10 −13 s −1 and J 912 = 1.5 × 10 −22 ergs s −1 cm −2 Hz −1 sr −1 . As pointed out by Hunt et al. (2004) , these should be taken as upper limits as it assumes that all ionizing photons escape from QSOs of all luminosities, though this is not at all clear for lower luminosity AGN.
It is interesting to compare the HI photoionization rate from QSOs with that from star-forming galaxies (LBGs at these redshifts). Unfortunately, it is difficult to determine the photoionization rate from Lyman Break galaxies, since their photoionizing SEDs are difficult to directly detect and are sensitive to parameters with large uncertainties: dust reddening, initial mass function, starburst age, metallicity, and the escape fraction of ionizing photons, f esc (Steidel et al. 2001; Shapley et al. 2006; Siana et al. 2007) .
It is possible, however, to address this question indirectly if the total ionizing background (QSOs+galaxies) is accurately determined. Several groups have made these measurements by measuring the mean transmission of QSO UV flux through the Lyα forest (McDonald & Miralda-Escudé 2001; Tytler et al. 2004; Bolton et al. 2005; Bolton & Haehnelt 2007; Becker et al. 2007) , or by measuring the extent of the proximity effect (Carswell et al. 1982) around high redshift QSOs (Scott et al. 2000 (Scott et al. , 2002 . Figure 17 shows the current estimates for the total photoionization rate at high redshift, compared with our estimate of the contribution from QSOs at z ∼ 3.2. The lower limit to Γ is derived by integrating the QLF between 30 < M 1450 < 23.5, the range covered by our survey and SDSS. The upper limit is derived by integrating the QLF 3.5 magnitudes fainter and assumes a 100% escape fraction amongst these faint QSOs as well. The Scott et al. (2000) value has been scaled (by the value given in Scott et al. (2002) ) to our assumed cosmology. The McDonald & Miralda-Escudé (2001) values have also been scaled to the same cosmology using Eqn. 3 in their paper.
Although the error bars are large, all of the total photoionization measurements are consistent and give a (Tytler et al. 2004 ), diamonds (McDonald & Miralda-Escudé 2001 , and squares (Bolton et al. 2005; Bolton & Haehnelt 2007) . The shaded region is the photoionization rate determined by Scott et al. (2000) adjusted to our cosmology (decrease of 31%) as stated in Scott et al. (2002) . The open circle is the Hunt et al. (2004) determination of the QSO contribution at z ∼ 3. The black square encompasses the redshift range and plausible limits of the QSO contribution to HI photoionization from our sample. The lower and upper bounds are determined by integrating the QSO luminosity function to R < 22 (M 1450 < −23.5) and R < 25.5 (M 1450 < −20), respectively.
value of Γ ∼ 1.0 × 10 12 s −1 at z = 3. The contribution from QSOs is less than half of this value. Therefore, it is likely that star-forming galaxies' contribution to the HI photoionization rate is comparable to that of QSOs at z ∼ 3.2. This is consistent with measurements by Shull et al. (2004) which examine the relative rates of HeII and HI photoionization within individual Lyα absorbers at 2.3 < z < 2.9 to infer the spectral index of background radiation at each location. They conclude that the spectral index varies greatly between absorbers, with significant contribution from "soft" sources that may be starburst galaxies or dust-attenuated AGN.
Furthermore, recent measurements of the escape fraction, f esc , of photoionizing radiation from Lyman Break Galaxies also suggest that star-formation may significantly contribute to the ionizing background at z ∼ 3. Steidel et al. (2001) made a composite rest-frame ultraviolet spectrum of 29 LBGs and found that greater than 50% of the photoionizing flux that is not absorbed by dust escapes into the IGM (ie. relative escape fraction f esc,rel > 0.5). Deeper spectra of 14 z ∼ 3 LBGs give a smaller value of f esc,rel = 0.14, but this still gives an ionizing radiation field J 900 ∼ 2.6 × 10 −22 erg s
Hz −1 , nearly twice the value of our upper limit from QSOs.
SUMMARY
We present our method of finding high redshift, z > 2.8, QSOs by identifying a Lyman Break in the optical photometry, and ensuring red mid-IR ([3.6]−[4.5]) colors indicative of QSOs. The use of only three optical filters allows a search over larger areas in the SWIRE fields as most of the area does not have coverage in four or more bands. The use of only IRAC1 and IRAC2 channels is emphasized as these two bands are a factor of seven times more sensitive than IRAC3 and IRAC4.
Spectroscopic follow-up of 10 z ∼ 3 (U -dropout) candidates confirms that all 10 are QSOs between 2.83 < z < 3.44. Spectroscopy of 10 z ∼ 4 (g ′ -dropout) candidates confirmed 7 QSOs with 3.48 < z < 3.88, two galaxies at low redshift (z = 0.354, 0.390) and one unconfirmed redshift. We place reliability estimates on our z ∼ 3 and z ∼ 4 samples of 100% (> 69% 1σ) and 70
+16
−26 %, respectively. Since we have not spectroscopically confirmed all of our candidates, we only use the more reliable z ∼ 3 sample for determining a luminosity function.
By using detailed models which include variations in number and column density of line-of-sight HI absorbers, UV spectral slope, emission line equivalent width, redshift, observed magnitude, and photometric errors, we assess the completeness of the optical color selection. Completeness near the center of the redshift range of our U -dropout selection is 85-90%. However, our completeness decreases significantly in our faintest magnitudes bins (∼ 75%), due to the shallow depth of the U -band imaging.
We find 100 z ∼ 3 QSO candidates with r ′ < 22 over 11.7 deg 2 . Through our models of completeness versus redshift, we derive effective volumes for each halfmagnitude bin and compute the z ∼ 3 QSO luminosity function. When combined with SDSS data, a least-squares fit to a double power-law gives a faint-end slope, β = −1.62 ± 0.19, and location of the break at M * = −25.6. Our binned QLF assumes that all of the QSO candidates are at z = 3.2, which may skew the fitted parameters because of luminosity function evolution over our redshift range and Eddington Bias (Eddington 1913) due to large dispersions in the actual absolute magnitude distribution. Therefore, we have performed a maximum likelihood fit of the apparent magnitude distribution of our sample with that inferred from a specific QLF over this redshift range. Our results are slightly different, with a shallower faint-end slope, β = −1.43 ± 0.15, and a somewhat fainter break at M * = −24.9. This fit is more accurate as it does not assume that all of the QSOs are at the same redshift.
The fitted slope is consistent, within the errors, with values measured at low redshift (0.5 < z < 2.0), β = −1.45 ) and therefore does not require evolution in the faint end slope of the luminosity function. Our QLF predicts significantly more faint QSOs than suggested with initial measurements at z ∼ 3 . Although it is difficult to tell with our limited spectroscopic sample, some of the difference between our faint-end slope and that of Hunt et al. (2004) may be attributed to an increasing number of narrowline, moderately reddened AGN at fainter UV luminosities which were excluded from the H04 sample.
The QLF exhibits some curvature at all magnitudes and, because of this, the parameters for a double powerlaw fit are degenerate. That is, the position of the break, (M * ,Φ * ), can be fit at different locations along the binned QLF, with appropriate changes in the bright and faint end slopes (α,β). This is especially true at high redshift, where the difference between the bright and faint end slopes appears to decrease. Therefore, one must be careful when assigning physical significance to the measured values of these parameters when comparing to models.
The QSOs in our sample span the break in the luminosity function (0.25L * < L < 4.0L * ) and thus we measure the space density of QSOs that comprise the majority (55%) of the QSO UV luminosity density at these redshifts. When combined with the SDSS sample this percentage is more than 70%. Therefore, large extrapolations are not required to estimate the effects of undetected QSOs. The integrated UV luminosity density at z ∼ 3.2 is ǫ 1450 = 7.3 × 10 24 ergs s −1 Hz −1 h Mpc −3 . Using the scaling relation derived by Haardt & Madau (1996) , we infer a maximum HI photoionization rate by QSOs, Γ = 4.5×10 −13 s −1 . This is about 50% of the total IGM HI photionization rate at z = 3, requiring comparable ionizing flux from either starburst galaxies or redder AGN that lie outside our color criteria. This publication makes use of data products from the Two Micron All Sky Survey, which is a joint project of the University of Massachusetts and the Infrared Processing and Analysis Center/California Institute of Technology, funded by the National Aeronautics and Space Administration and the National Science Foundation.
Facilities: Spitzer(IRAC,MIPS) 
Sample
Color Criteria (Vega)
Optical/IR Photometry of the 100 z ∼ 3 QSO candidates. Spectroscopic redshifts are given when available. U -band magnitudes in parentheses are 5σ limits. Two objects with spectroscopic confirmation were moved just outside of our color criteria (due to revised photometry) and are no longer part of our primary sample. We list these at the end of the 
