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A CLASSIFICATION OF PROPER HOLOMORPHIC MAPPINGS
BETWEEN GENERALIZED PSEUDOELLIPSOIDS OF
DIFFERENT DIMENSIONS
ATSUSHI HAYASHIMOTO
Abstract. We classify proper holomorphic mappings between generalized
pseudoellipsoids of different dimensions. Those domains are parametrized by
the exponents. The relations among them are also obtained. Main tool is the
orthogonal decomposition of a CR bundle. Such a decomposition derives the
“variable-splitting” of the mapping.
1. Introduction
Let α1, . . . , αN−1 be positive integers with α1, . . . , αN−1 ≥ 2 and wj = (w
1
j , . . . ,
w
mj
j ) ∈ C
mj , w = (w1, . . . , wN ) ∈ Cm1 ×· · ·×CmN , m1+ · · ·+mN = m and z ∈ C.
Let R(z, w) be a real analytic function defined by
R(z, w) = |z|2 +
N−1∑
j=1
||wj ||
2αj + ||wN ||
2 − 1,
where ||wj ||2 = |w1j |
2 + · · ·+ |w
mj
j |
2 denotes the squared Euclidean norm.
Let E(m;m1, . . . ,mN ;α1, . . . , αN−1, 1) be a bounded domain in C
m+1 with real
analytic boundary defined by the following:
E(m;m1, . . . ,mN ;α1, . . . , αN−1, 1)
= {(z, w1, . . . , wN ) ∈ C× C
m1 × · · · × CmN : R(z, w) < 0}.
We call this domain a generalized pseudoellipsoid with N blocks. We abbreviate
E(m;m1, . . . ,mN ;α1, . . . , αN−1, 1) as E(m; (m); (α)). We sometimes write αN = 1.
Let H(m; (m); (α)) be a pseudoconvex domain defined by
H(m; (m); (α)) ={(z, w1, . . . , wN ) ∈ C× C
m1 × · · · × CmN :
Im z > ||w1||
2α1 + · · ·+ ||wN−1||
2αN−1 + ||wN ||
2}.
The generalized pseudoellipsoid E(m; (m); (α)) is biholomorphically equivalent to
its unbounded representation H(m; (m); (α)) via the mapping
Ψ : H(m; (m); (α)) ∋ (z, w1, . . . , wN )(1)
7→ (
i − z
i + z
,
21/α1w1
(i+ z)1/α1
, . . . ,
21/αN−1wN−1
(i+ z)1/αN−1
,
2wN
i+ z
) ∈ E(m; (m); (α)).
We study a proper holomorphic mapping
(F ,G) = (F ,G1, . . . ,GN ) : E(m; (m); (α))→ E(n; (n); (β))
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or its unbounded representation
Φ = Ψ˜−1 ◦ (F ,G) ◦Ψ : H(m; (m); (α))→ H(n; (n); (β)),
here Ψ˜ is a mapping between H(n; (n); (β)) and E(n; (n); (β)) defined analogously
by (1). Let Φ = (F,G) = (F1, G1, . . . , GN ). If (F ,G) extends holomorphically past
the boundary, so does (F,G). In this case, we use the extended mapping (F,G)
in two meanings without any mention: one is the mapping between their closures:
H(m; (m); (α)) → H(n; (n); (β)) and the other is its restriction to the boundaries:
∂H(m; (m); (α))→ ∂H(n; (n); (β)).
Let f, g : D1 → D2 be mappings with the same source and target domains.
We say that f is equivalent to g if there exist automorphisms φ1 ∈ Aut(D1) and
φ2 ∈ Aut(D2) such that f = φ2 ◦ g ◦ φ1 holds.
Now we introduce a homogeneous proper holomorphic mapping HM (z) between
balls of different dimensions. For a variable z = (z1, . . . , zn) ∈ Cn, we define the
tensor product by
z ⊗ z = (z1z1, z2z1, . . . , znz1, z1z2, . . . , znzn).
Namely, the tensor product of z and z is the mapping whose components are all
possible products of the components of z. Repeat tensor products M times and
after applying a unitary transformation that collects the same monomials together
and ignoring zero components, we denote by the resulted mapping HM (z), which
has an expression:
(2) HM (z) = (. . . ,
√
M !
p1! . . . pn!
zp, . . . )
for p = (p1, . . . , pn) ∈ (Z≥0)n, p1+· · ·+pn =M . D’Angelo introduced this mapping
to classify proper holomorphic mappings between balls of different dimensions, in
fact,
HM (z) : B
n → BN , N =
(
n+M − 1
M
)
is a proper holomorphic mapping and satisfies the equality ||z||2M = ||HM (z)||2.
For this mapping, refer the book [D].
With the above notations and terminology, we can state our result as follows:
Main Theorem 1.1. Let E(m; (m); (α)) and E(n; (n); (β)) be generalized pseu-
doellipsoids with N blocks. Let (F ,G1, . . . ,GN ) : E(m; (m); (α))→ E(n; (n); (β)) be
a proper holomorphic mapping that is holomorphic up to the boundary. Assume that
all components F ,G1, . . . ,GN are not constant and that mj ≥ 2, j = 1, . . . , N − 1.
Then we have the following:
(1) There exists a permutation σ of {1, . . . , N − 1} such that
Gj |wσ(j)=0 = 0, j = 1, . . . , N − 1.
(2) There exist integers M1, . . . ,MN−1 such that ασ(j) =Mjβj , j = 1, . . . , N−1.
(3) nj ≥
(Mj +mσ(j) − 1)!
Mj!(mσ(j) − 1)!
, j = 1, . . . , N − 1.
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(4) (F ,G1, . . . ,GN ) is equivalent to (F˜ , G˜1, . . . , G˜N ) of the form
F˜(z, w1, . . . , wN ) = z,
G˜j(z, w1, . . . , wN ) = (HMj (wσ(j)), 0), j = 1, . . . , N − 1,
G˜N (z, w1, . . . , wN ) = (wN , 0).
Remark 1.1. Outline of the proof is the following.
(1) Decompose a CR vector bundle into a special kind of direct sum and the
decomposition derives expansions of the mapping. See Sections 2 and 3.
(2) Restricting our situation to a certain variety, we get the relations of exponents
αj and βj. See Section 4.
(3) Again we restrict to a certain variety to reduce an N blocks case to a one block
case. Then we obtain the normalization of a certain component of the mapping.
Varying the variety to restrict, we obtain the whole normalization of the mapping.
See Sections 5 and 6.
If mj = 1, we call the domain E(m; (1), α) a pseudoellipsoid. For pseudoellip-
soids and generalized pseudoellipsoids, following topics have been studied.
(1) Given two (generalized) pseudoellipsoids, find necessary and sufficient condi-
tions to exist proper holomorphic mappings between them. Classify the mappings
between them. [DP1], [DP2], [Ha1], [Ha2], [K4], [L], [MM]
(2) Given any local biholomorphic mapping on a neighborhood of a boundary
point such that the point is mapped to a boundary point, prove that it can be
extended to a global biholomorphic mapping. [DP2], [K3]
(3) Characterize (generalized) pseudoellipsoids by mean of their holomorphic
automorphism groups. [GK], [K1], [K2], [K3], [KKM]
Present article is related to (1). The first result on this line is done by M. Lan-
ducci [L]. He studied pseudoellipsoids
E(α) = {z ∈ Cn :
n∑
k=1
|zk|
2αk < 1}
for αk ∈ N. If there exists a proper holomorphic mapping f : E(α)→ E(β), then,
after reordering the variables, αj/βj ∈ N holds, and the mapping is equivalent
to (z1, . . . , zn) 7→ (z
α1/β1
1 , . . . , z
αn/βn
n ). Another proof of the relations between αj
and βj was given by the author [Ha1] using the tangential Cauchy-Riemann equa-
tion. After that, G. Dini-A. S. Primicerio [DP1] proved the case of αj ∈ R>0 in
Landucci’s theorem. The determination of the mappings between generalized pseu-
doellipsoids was given by R. Monti-D. Morbidelli [MM]. They studied local CR
mappings, which are viewed as boundary values of proper holomorphic mappings,
between boundaries of generalized pseudoellipsoids and decomposed them to ele-
mentary mappings, namely, any such local CR mappings are composite mappings
of inversions, one-parameter group of dilations, a kind of unitary transformations,
and shifts. G. Dini and A. S. Primicerio studied more general domain, which is
denoted by Σ(m,β, d), and obtained the relations of indices. Let Σ(m,β, d) be a
domain defined by
Σ(m,β, d) = {z ∈ CN :
n∑
k=1
 sk−1∑
j=sk−1
|zj|
2dj
βk < 1},
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where d = (d1, . . . , dN ) ∈ NN , β = (β1, . . . , βn) ∈ Nn, and N = m1+ · · ·+mn, s0 =
1, sk = sk−1 + mk and m = (m1, . . . ,mn). If there exists a proper holomorphic
mapping between Σ(p, α, c) and Σ(m,β, d), then, up to reordering the variables,
p = m, α = β and cj/dj ∈ N.
All results mentioned above are for the equi-dimensional case, namely, source
and target domains have the same dimensions. On the other hand, our present
research is to study the higher codimensional case. By codimension, we mean the
difference of the source and the target dimensions. When we study such a case, we
find some strange phenomena. For instance, by [Do], there exists a proper holomor-
phic mapping f : BN → BN+1 that can be extended continuously to the closure
BN but can not be extended in a C2 way to any open subset of the boundary of
BN . The determination of proper holomorphic mappings between pseudoellipsoids
for small codimensional case was studied by P. Ebenfelt-D. N. Son [ES] and they
obtained the explicit parametrization of the mappings. In the case of generalized
pseudoellipsoids, under some assumptions on dimensions and nondegeneracy condi-
tion of a certain kind of Jacobian matrix, the author [Ha2] obtained the conditions
to exist mappings between those domains and gave equivalence classes of the map-
pings. The purpose of this article is to weaken those assumptions. The relations
between author’s previous results and the present results are discussed in the final
section.
We list some notation. Let wj = (w
1
j , . . . , w
mj
j ) ∈ C
mj , w = (w1, . . . , wN ) ∈
Cm1×· · ·×CmN , and pj = (p1j , . . . , p
mj
j ) ∈ (Z≥0)
mj , p = (p1, . . . , pN ) ∈ (Z≥0)m1 ×
· · · × (Z≥0)mN , and α = (α1, . . . , αN−1, 1) ∈ NN .
• The multi-index notations; (wj)
pj = (w1j )
p1j · · · (w
mj
j )
p
mj
j and (w)p = (w1)
p1
× · · · × (wN )
pN .
• |||w|||2α = ||w1||2α1 + · · · + ||wN−1||2αN−1 + ||wN ||2. |pj | = p1j + · · · + p
mj
j
and |p| = |p1|+ · · ·+ |pN |.
• The total degree of wj and wj in a monomial (wj)pj × (wj)qj is the sum
|pj |+ |qj |.
• ∂Ω is the boundary of the domain Ω. ∂∗Ω is the strongly pseudoconvex
part of ∂Ω.
• Re z = x.
When we need to distinguish the notation of source and target objects, we add
‘tilde’ on the target objects.
The author would like to express his sincere thanks to Professor Akio Kodama for
reading this article and pointing out some mistakes. His advice was very valuable
and made some arguments clear.
2. decomposition of a CR vector bundle
Following [MM], we decompose a CR vector bundle. We employ the usual co-
ordinate (x,w) ∈ R × Cm on the boundary of H(m; (m); (α)), that is, we identify
naturally (x,w) with (x+ i|||w|||2α, w) throughout this paper.
We define CR vector fields Lλj by
Lλj =
∂
∂wλj
+ iαj||wj ||
2(αj−1)wλj
∂
∂x
, j = 1, . . . , N, λ = 1, . . . ,mj .
A CLASSIFICATION THEOREM FOR PROPER MAPPINGS 5
Define the pseudohermitian structure ϑ as
ϑ = dx− i
N∑
j=1
mj∑
µ=1
αj ||wj ||
2(αj−1)
(
wµj dw
µ
j − w
µ
j dw
µ
j
)
.
We define the Levi form on ∂H(m; (m); (α)) to be a 2-form: Levi = −idϑ.
We introduce the holomorphic vector fields on ∂∗H(m; (m); (α)):
Ej =
1
αj
mj∑
µ=1
wµj L
µ
j , j = 1, . . . , N,
which is called a vector field of radial type. The vector fields E1, . . . , EN span
an N -dimensional subbundle E ⊂ T 1,0∂∗H(m; (m); (α)). We denote by E⊥ the
orthogonal component of E in T 1,0∂∗H(m; (m); (α)) with respect to the Levi form.
Let Q : T 1,0∂∗H(m; (m); (α))→ E⊥ be the projection
Q(X) = X −
N∑
j=1
Levi(X,Ej)
Levi(Ej , Ej)
Ej .
Let Wλj = Q(L
λ
j ). Then, by calculation, it is written as
Wλj =
∂
∂wλj
−
mj∑
µ=1
wλj w
µ
j
||wj ||2
∂
∂wµj
=
mj∑
µ=1
{
δλµ −
wλj w
µ
j
||wj ||2
}
Lµj .(3)
Here δλµ is the Kronecker’s delta. Then the bundle E
⊥ is an (m −N)-dimensional
subbundle of T 1,0∂∗H(m; (m); (α)) and is generated by the set of vector fields
{Wλj }.
Let Wj be the subbundle of T 1,0∂∗H(m; (m); (α)) generated by W 1j , . . . ,W
mj
j .
Since the relation w1jW
1
j + · · · + w
mj
j W
mj
j = 0 holds, the subbundle Wj is, in
fact, generated by, say, W 1j , . . . ,W
mj−1
j . Then we have E
⊥ =W1 ⊕ · · · ⊕ WN and
Wj⊥Wk if j 6= k. Hence we obtain the orthogonal decomposition
(4) T 1,0∂∗H(m; (m); (α)) =W1 ⊕ · · · ⊕WN ⊕ E .
We sometimes use the notation E = WN+1. For later use, we here list the values
of the Levi form as follows: Using the fact that θ(Lλj ) = 0 and
θ([Lλj , L
µ
j ]) = −2iαj||wj ||
2(αj−1)
{
δµλ + (αj − 1)
wλj w
µ
j
||wj ||2
}
,
we obtain that
Levi(Wλj ,W
µ
j ) = −2αj||wj ||
2(αj−1)
wλj w
µ
j
||wj ||2
, Levi(Wλj ,W
µ
k ) = 0, j 6= k,
Levi(Wλj , Ek) = 0, Levi(Ej , Ej) = 2||wj ||
2αj .
(5)
Rest of this section is devoted to obtain relations amongWj ’s, W˜i’s and Φ∗. In the
following, for j, k = 1, . . . , N , we denote by W˜λj,k (resp.W˜
λ
j,N+1) the W˜k-component
(resp. the E˜-component) of Φ∗W
λ
j . For a fixed j = 1, . . . , N , also denote by W˜N+1,k,
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k = 1, . . . , N (resp. W˜N+1,N+1) the W˜k-component (resp. the E˜-component) of
Φ∗Ej . Let Ji be a subset of {1, . . . , N} defined by Ji = {ℓ ∈ {1, . . . , N} : W˜ℓ-
component of Φ∗Wi is equal to zero}.
Lemma 2.1. For any j, k = 1, . . . , N with j 6= k, we have Jj ∩ Jk = ∅.
Proof. Take any Wλj ∈ Wj and W
µ
k ∈ Wk for j, k = 1, . . . , N with j 6= k. Let us
denote by
Φ∗W
λ
j = W˜
λ
j,1 + · · ·+ W˜
λ
j,N + W˜
λ
j,N+1,(6)
Φ∗W
µ
k = W˜
µ
k,1 + · · ·+ W˜
µ
k,N + W˜
µ
k,N+1.(7)
We calculate the Levi form L˜evi(Φ∗W
λ
j ,Φ∗W
µ
k ) in two ways. Since the mapping Φ
is CR, there exists a positive function f such that Φ∗ϑ˜ = fϑ. Hence we have
L˜evi(Φ∗W
λ
j ,Φ∗W
µ
k ) = fLevi(W
λ
j ,W
µ
k ) = 0.
On the other hand, by using (6) and (7), it is expanded as follows:
L˜evi(Φ∗W
λ
j ,Φ∗W
µ
k )(8)
= L˜evi(W˜λj,1, W˜
µ
k,1) + · · ·+ L˜evi(W˜
λ
j,N , W˜
µ
k,N ) + L˜evi(W˜
λ
j,N+1, W˜
µ
k,N+1)
+ L˜evi(W˜λj,1, W˜
µ
k,N+1) + · · ·+ L˜evi(W˜
λ
j,N , W˜
µ
k,N+1)
+ L˜evi(W˜λj,N+1, W˜
µ
k,1) + · · ·+ L˜evi(W˜
λ
j,N+1, W˜
µ
k,N ).
For i = 1, . . . , N , let us denote by
W˜λj,i = a
1
i W˜
1
i + · · ·+ a
ni−1
i W˜
ni−1
i , W˜
µ
k,i = b
1
i W˜
1
i + · · ·+ b
ni−1
i W˜
ni−1
i ,
W˜λj,N+1 = A1E˜1 + · · ·+AN E˜N , W˜
µ
k,N+1 = B1E˜1 + · · ·+BN E˜N ,
then it follows from (5) that each term on the right hand side of (8) is calculated
as follows:
L˜evi(W˜λj,i, W˜
µ
k,i) = −2βi||w˜i||
2(βi−1)
ni−1∑
ν1,ν2=1
aν1i b
ν2
i
w˜ν1i w˜
ν2
i
||w˜i||2
, i = 1, . . . , N,
L˜evi(W˜λj,N+1, W˜
µ
k,N+1) = 2(A1B1||w˜1||
2β1 + · · ·+ANBN ||w˜N ||
2),
L˜evi(W˜λj,i, W˜
µ
k,N+1) = L˜evi(W˜
λ
j,N+1, W˜
µ
k,i) = 0, i = 1, . . . , N.
Hence we obtain
−
N∑
i=1
2βi||w˜i||
2(βi−1)
ni−1∑
ν1,ν2=1
aν1i b
ν2
i
w˜ν1i w˜
ν2
i
||w˜i||2
+ 2
N∑
i=1
AiBi||w˜i||
2βi = 0,
which means that for each i = 1, . . . , N ,
a1i b
1
i = · · · = a
1
i b
ni−1
i = 0,
...
ani−1i b
1
i = · · · = a
ni−1
i b
ni−1
i = 0.
Take any i = 1, . . . , N and fix it. If aλi = 0 for any λ = 1, . . . , ni − 1, then
W˜λj,i = 0; and hence, the W˜i-component of Φ∗W
λ
j is equal to zero. If there exists
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λ = 1, . . . , ni − 1 such that aλi 6= 0, then b
1
i = · · · = b
ni−1
i = 0 and this means that
the W˜i-component of Φ∗W
µ
k is equal to zero. Hence both Φ∗W
λ
j and Φ∗W
µ
k do not
have the W˜i-component simultaneously. 
The same conclusion holds for Φ∗E and Φ∗Wj .
Lemma 2.2. For any j = 1, . . . , N , we have Jj ∩ JN+1 = ∅.
Proof. Take any k = 1, . . . , N and fix it. Let us denote by
Φ∗Ek = W˜N+1,1 + · · ·+ W˜N+1,N + W˜N+1,N+1,
Φ∗W
λ
j = W˜
λ
j,1 + · · ·+ W˜
λ
j,N + W˜
λ
j,N+1.
Lemma follows by the same argument as in Lemma 2.1. 
Lemma 2.3. There does not exist Wλj ∈ Wj , j = 1, . . . , N such that Φ∗W
λ
j ∈ E˜.
Proof. We use the expansion of Gµℓ :
Gµℓ (x,w) =
∑
|p|+q≥0
bµℓ,p,q(w)
p(x+ i|||w|||2α)q.
Suppose that there existsWλj ∈ Wj such that Φ∗W
λ
j ∈ E˜ and express it as Φ∗W
λ
j =
Aλ1 E˜1 + · · ·+A
λ
N E˜N . Take ℓ = 1, . . . , N such that A
λ
ℓ 6= 0. Apply w˜
µ
ℓ = G
µ
ℓ to this
relation to get the following:
Aλℓ
βℓ
Gµℓ =W
λ
j G
µ
ℓ =
mj∑
ν=1
(
δνλ −
wλj w
ν
j
||wj ||2
)
LνjG
µ
ℓ(9)
=
∑
|p|+q≥0
pλj ≥1
bµℓ,p,q
∂(w)p
∂wλj
(x + i|||w|||2α)q
−
wλj
||wj ||2
mj∑
ν=1
∑
|p|+q≥0
pνj≥1
bµℓ,p,qp
ν
j (w)
p(x + i|||w|||2α)q.
For convenience, we want to rewrite the last summation in (9) as follows. To this
end, let us introduce a subset Pk of Z
mj defined by
Pk = {(p
1
j , . . . , p
mj
j ) ∈ Z
mj : k components among p1j , . . . , p
mj
j are positive and
the rest are zero}.
Take any p0j ∈ Pk such that its λ1-th, . . . , λk-th components are positive and the
others are zero. Then, among mj summations in the second term on the far right
hand side of (9),∑
|p|+q≥0
p1j≥1
bµℓ,p,qp
1
j(w)
p(x+ i|||w|||2α)q, . . . ,
∑
|p|+q≥0
p
mj
j
≥1
bµℓ,p,qp
mj
j (w)
p(x + i|||w|||2α)q,
the term of the form: ∑
|p|+q≥0
pj=p
0
j
bµℓ,p,qp
ν
j (w)
p(x+ i|||w|||2α)q
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comes only from the λ1-th, . . . , the λk-th summations. Thus (9) can be rewritten
as
Aλℓ
βℓ
Gµℓ =
∑
|p|+q≥0
pλj≥1
bµℓ,p,q
∂(w)p
∂wλj
(x+ i|||w|||2α)q
−
wλj
||wj ||2
{
mj
∑
|p|+q≥0
pj∈Pmj
bµℓ,p,q|pj |(w)
p(x+ i|||w|||2α)q
+ · · ·+ (mj − k)
∑
|p|+q≥0
pj∈Pmj−k
bµℓ,p,q|pj|(w)
p(x+ i|||w|||2α)q
+ · · ·+
∑
|p|+q≥0
pj∈P1
bµℓ,p,q|pj|(w)
p(x+ i|||w|||2α)q
}
.
Hence comparing the wλj terms and the (w)
p terms with pj ∈ Pmj−k, we have∑
|p|+q≥0
pj∈Pmj−k
bµℓ,p,q|pj |(w)
p(x+ i|||w|||2α)q = 0, k = 0, . . . ,mj − 1
and thus Gµℓ has an expansion
Gµℓ (x,w) =
∑
|p|+q≥0
pj=0
bµℓ,p,q(w)
p(x+ i|||w|||2α)q.
This means that the variables wj do not appear in (w)
p. Therefore again by the
relation (9) and by Aλℓ 6= 0, we conclude that G
µ
ℓ = 0 for any µ = 1, . . . nℓ. This
contradicts the assumption on the main theorem. 
From the proof of this lemma, the following corollary holds, which will be used
in the next argument.
Corollary 2.1. Let f be a CR function on ∂H(m; (m); (α)). Assume that there
exist Wλj ∈ Wj and a constant A such that W
λ
j f = Af . If A 6= 0, then f ≡ 0 and
if A = 0, then f has an expansion:
f =
∑
|p|+q≥0
pj=0
ap,q(w)
p(x+ i|||w|||2α)q.
From Lemma 2.1 to Lemma 2.3, we have proved that there exists a permutation
σ of {1, . . . , N} such that Φ∗Wσ(j) ⊂ W˜j ⊕ E˜ . Here we assert that Φ∗Wσ(j) ⊂ W˜j
for all j = 1, . . . , N . We now verify this only in the case where j = 1, since the
verification in the general case is almost identical. So, take any Wλσ(1) ∈ Wσ(1) and
write
(10) Φ∗W
λ
σ(1) = a
λ
1W˜
1
1 + · · ·+ a
λ
n1−1W˜
n1−1
1 +A
λ
1 E˜1 + · · ·+A
λ
N E˜N .
Assume that there exist λ = 1, . . . ,mσ(1) and ℓ = 2, . . . , N such that A
λ
ℓ 6= 0. Apply
w˜µℓ = G
µ
ℓ to (10) to get W
λ
σ(1)G
µ
ℓ = (A
λ
ℓ /βℓ)G
µ
ℓ . Then by Corollary 2.1, G
µ
ℓ = 0 for
any µ = 1, . . . , nℓ, which is a contradiction. Thus A
λ
ℓ = 0 for any λ = 1, . . . ,mσ(1)
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and ℓ = 2, . . . , N . Among A11, . . . , A
mσ(1)
1 , assume that A
λ1
1 , . . . , A
λi
1 6= 0 and the
others are zero. Apply x˜ = (F + F )/2 to (10) to get (1/2)Wλσ(1)F = iA
λ
1 ||G1||
2β1 .
Since F has an expansion
(11) F =
∑
|p|+q≥0
ap,q(w)
p(x+ i|||w|||2α)q,
we get
1
2
∑
|p|+q≥0
pλσ(1)≥1
ap,q
∂(w)p
∂wλσ(1)
(x+ i|||w|||2α)q(12)
−
1
2
wλσ(1)
||wσ(1)||2
mσ(1)∑
ν=1
∑
|p|+q≥0
pνσ(1)≥1
ap,qp
ν
σ(1)(w)
p(x+ i|||w|||2α)q
= iAλ1 ||G1||
2β1
for any λ = 1, . . . ,mσ(1). Multiply (12) by w
λ
σ(1) and add them from λ = 1 to
λ = mσ(1). Then we have
0 = i||G1||
2β1{Aλ11 w
λ1
σ(1) + · · ·+A
λi
1 w
λi
σ(1)}
and this means that G1 = 0. This is a contradiction. Thus A
λ
1 = 0 for all λ. Hence,
the E˜-component of Φ∗W
λ
σ(1) is equal to zero and Φ∗Wσ(1) ⊂ W˜1, as asserted. By
the same argument as above, it can be seen that Φ∗E ⊂ E˜ . Summarizing the above,
we obtain the following:
Proposition 2.1. There exists a permutation σ of {1, . . . , N} such that Φ∗Wσ(j) ⊂
W˜j for all j = 1, . . . , N ; and Φ∗E ⊂ E˜.
3. Expansions of F and G
Using Proposition 2.1, we can characterize the expansions of F and Gλj .
Lemma 3.1. Up to an automorphism of H(n; (n); (β)), the mapping (F,G) has
the following expansions on ∂H(m; (m); (α)):
F (x,w) = x+ i|||w|||2α,(13)
Gµj (w) =
∑
|pσ(j)|≥1
bµj,pσ(j)(wσ(j))
pσ(j) , j = 1, . . . , N.(14)
Proof.
Claim 3.1. Gµj is expanded as
(15) Gµj (w) =
∑
|pσ(j)|≥0
bµj,pσ(j)(wσ(j))
pσ(j) .
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Take any j = 1, . . . , N and fix it. Since Φ∗W
λ
σ(i) ∈ W˜i, by applying w˜
µ
j = G
µ
j to
Φ∗W
λ
σ(i), i = 1, . . . , N, λ = 1, . . . ,mσ(i) with i 6= j, we get the relations:
W 1σ(1)G
µ
j = 0, . . . ,W
mσ(1)
σ(1) G
µ
j = 0,
...
W 1σ(N)G
µ
j = 0, . . . ,W
mσ(N)
σ(N) G
µ
j = 0.
Note that W 1σ(j)G
µ
j = 0, . . . ,W
mσ(j)
σ(j) G
µ
j = 0 are not contained in these relations. It
follows from Corollary 2.1 that we obtain the expansion:
Gµj (x,w) =
∑
|pσ(j)|+q≥0
bµj,pσ(j),q(wσ(j))
pσ(j) (x+ i|||w|||2α)q.
We apply w˜µj = G
µ
j to Φ∗Ek = A
k
1E˜1 + · · · + A
k
N E˜N with k 6= σ(j). Assume that
Akj 6= 0 for all k = 1, . . . , N and k 6= σ(j). Then we get the relation EkG
µ
j =
Akj E˜jw˜
µ
j = (A
k
j /βj)G
µ
j . This relation is rewritten as
2i||wk||
2αk
∑
|pσ(j)|+q≥0
q≥1
bµj,pσ(j),q (wσ(j))
pσ(j)q(x + i|||w|||2α)q−1 =
Akj
βj
Gµj .
By comparing the terms with ||wk||2αk , the both sides must be zero. Since G
µ
j
does not vanish identically, Akj = 0. This is a contradiction. Thus there exists
k = 1, . . . , N such that k 6= σ(j) and Akj = 0. Take such k and apply w˜
µ
j = G
µ
j to
Φ∗Ek = A
k
1E˜1 + · · ·+A
k
N E˜N to get the relation EkG
µ
j = 0. This is rewritten as
2i||wk||
2αk
∑
|pσ(j)|+q≥0
q≥1
bµj,pσ(j),q (wσ(j))
pσ(j)q(x+ i|||w|||2α)q−1 = 0.
This means that the coefficients bµj,pσ(j) ,q vanish for |pσ(j)|+ q ≥ 0, q ≥ 1. Now we
conclude that Gµj has an expansion of the form (15).
Let us denote by Φ∗Eσ(1) = A
σ(1)
1 E˜1 + · · · + A
σ(1)
N E˜N . Apply w˜
µ
j = G
µ
j with
j 6= 1 to get (A
σ(1)
j /βj)G
µ
j = 0 and this means that A
σ(1)
j = 0 for j 6= 1. By the
same reason, we have A
σ(k)
j = 0 for j 6= k, namely, we have Φ∗Eσ(j) = A
σ(j)
j E˜j ,
which will be used in the next claim.
Claim 3.2. F is expanded as
(16) F (x,w) = a0 + a1(x+ i|||w|||
2α).
First of all we apply x˜ = (F + F )/2 to Φ∗W
λ
σ(1) ∈ W˜1, . . . ,Φ∗W
λ
σ(N) ∈ W˜N to
get
W 1σ(1)F = 0, . . . ,W
mσ(1)
σ(1) F = 0,
...
W 1σ(N)F = 0, . . . ,W
mσ(N)
σ(N) F = 0.
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By the same argument as in Claim 3.1, F is a function of variable x + i|||w|||2α.
Next applying x˜ = (F + F )/2 to Φ∗Eσ(j) = A
σ(j)
j E˜j and using the expansion (11),
we get
(17) ||wσ(j)||
2ασ(j)
∑
q≥1
ap,qq(x + i|||w|||
2α)q−1 = A
σ(j)
j ||Gj ||
2βj .
Since the right hand side does not contain the variable x, we obtain ap,q = 0 for
q ≥ 2. This leads to an expansion of the form (16).
Go back to the proof of lemma. The equation (17) is reduced to ||wσ(j)||
2ασ(j)a1
= A
σ(j)
j ||Gj ||
2βj . This means that Gµj does not have a constant term, which implies
the desired expansion of (14). On the boundary ∂H(m; (m); (α)), we have
(18) Im (a0 + a1(x+ i|||w|||
2α)) = |||G|||2β .
Since the right hand side does not have the constant term and the terms containing
x, we obtain that a0 and a1 are real and also obtain that a1 > 0. Since the mapping
(19) (z˜, w˜) 7→ (
z˜ − a0
a1
,
w˜1
a
1/2βσ(1)
1
, . . . ,
w˜N−1
a
1/2βσ(N−1)
1
,
w˜N
a
1/2
1
)
is an automorphism of H(n; (n); (β)). It follows that F has an desired expansion
(13). This automorphism does not change the form of (14). 
4. The relations between exponents
Making use of the expansions of F and Gλj , we will get the relations between
exponents αj and βj . It follows from Lemma 3.1 that we have |||w|||2α = |||G|||2β
on the boundary of H(m; (m); (α)). Take j with σ(j) = N . We restrict |||w|||2α =
|||G|||2β to the variety w1 = · · · = wN−1 = 0. Then it is reduced to ||wN ||2 =
||Gj(wN )||2βj . Substitute the expansion of Gλj (wN ) into this and compare the
degree of wN . Then we obtain βj = 1, which implies that j = N . Hence we get
σ(N) = N . Thus, from now on, we consider σ as a permutation of {1, . . . , N − 1}.
Now we obtain the relations between the exponents α and β.
Lemma 4.1. There exist M1, . . . ,MN−1 ∈ N such that ασ(j) = Mjβj for j =
1, . . . , N − 1.
Proof. Once we get the relation between ασ(1) and β1, the relations between ασ(j)
and βj for 2 ≤ j ≤ N − 1 are obtained by the same argument. So, it suffices
to show the case j = 1. First we restrict the expansions (13) and (14) to the
variety wσ(2) = · · · = wσ(N−1) = wN = 0 and obtain the relation on the boundary
∂H(m; (m); (α)):
(20) ||wσ(1)||
2ασ(1) = ||
∑
|pσ(1)|≥1
b1,pσ(1)(wσ(1))
pσ(1) ||2β1 .
Case 1: ασ(1) < β1. Comparing the minimal total degree of wσ(1) and wσ(1) in
the both sides, we reach a contradiction.
Case 2: ασ(1) ≥ β1. Assume that there does not exist M1 ∈ N as in the lemma.
Take M ∈ N such that Mβ1 < ασ(1) < (M + 1)β1. The terms of wσ(1) and wσ(1)
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which have total degree less than or equal to 2Mβ1 on the right hand side are zero.
Hence the equation (20) becomes
||wσ(1)||
2ασ(1) = ||
∑
|pσ(1)|≥M+1
b1;pσ(1)(wσ(1))
pσ(1) ||2β1 .
Comparing the minimal total degree of wσ(1) and wσ(1) in the both sides, we reach
a contradiction. Hence we obtain ασ(1) =M1β1 for some M1 ∈ N. This completes
the proof. 
5. Normalization of the mapping
Substituting ασ(1) =M1β1 to (20) and comparing the total degree of wσ(1) and
wσ(1), we conclude that G
µ
1 is of the form:
Gµ1 (wσ(1)) =
∑
|pσ(1)|=M1
bµ1;pσ(1)(wσ(1))
pσ(1) .
Analogously, we conclude that Gµj , j = 1, . . . , N, have the following expansions:
Gµj (wσ(j)) =
∑
|pσ(j)|=Mj
bµj,pσ(j)(wσ(j))
pσ(j) , j = 1, . . . , N − 1, µ = 1, . . . , nj ,(21)
GµN (wN ) =
∑
|pN |=1
bµN,pN (wN )
pN , µ = 1, . . . , nN .
We give a normalization of one block case by restricting Φ = (F,G) to the variety
wσ(2) = · · · = wσ(N−1) = wN = 0. This restriction does not influence to G1. The
reduced mapping is now
(22) (F,G1) : {Imz = ||wσ(1)||
2ασ(1)} → {Imz˜ = ||w˜1||
2β1}.
Lemma 5.1. Let ασ(1) =M1β1. Then we have the following:
(a) n1 ≥
(M1 +mσ(1) − 1)!
M1!(mσ(1) − 1)!
; and
(b) (F,G1) is equivalent to (z,HM1(wσ(1)), 0).
Proof. We introduce two notations:
TM,m =
(M +m− 1)!
M !(m− 1)!
=
(
M +m− 1
m− 1
)
, CM,p =
√
M !
p1! . . . pm!
for M,m ∈ N and p = (p1, . . . , pm) ∈ Nm. Note that TM,m is the number of
solutions of x1 + · · · + xm = M for x1, . . . , xm ∈ Z≥0. Substituting (21) and
aσ(1) =M1β1 into (20) and taking the β1-th root, we get the equation:
(23) ||wσ(1)||
2M1 = ||
∑
|pσ(1)|=M1
b1;pσ(1)(wσ(1))
pσ(1) ||2.
Since the coefficients of |(wσ(j))
pσ(j) |2 with |pσ(j)| = M1 on the left hand side is
C2M1,pσ(1) and the one on the right hand side is |b
1
1;pσ(1)
|2 + · · · + |bn11;pσ(1) |
2, the
vector (1/CM1,pσ(1))b1;pσ(1) ∈ C
n1 is a unit vector. On the other hand, picking up
the terms (w1)
pσ(1) (w1)
pˆσ(1) with pσ(1) 6= pˆσ(1) from the both sides of (23), we have
< b1;pσ(1) , b1;pˆσ(1) >= 0 for pσ(1) 6= pˆσ(1). Thus the set {(1/CM1,pσ(1))b1;pσ(1)} con-
sisting of TM1,mσ(1) vectors is an orthogonal systems in C
n1 ; and hence, TM1,mσ(1) ≤
n1. This is the inequality required in (a). For simplicity, we now denote by
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{U1, . . . , UTM1,mσ(1) } this orthogonal system. Then one can find unit vectorsD1, . . . ,
Dn1−TM1,mσ(1) ∈ C
n1 in such a way that
U =

U1
...
UTM1,mσ(1)
D1
...
Dn1−TM1,mσ(1)

is an n1 × n1 unitary matrix. Note that the transformation
H(n; (n); (β)) ∋ (z˜, w˜1, . . . , w˜N ) 7→ (z˜, w˜1U
t
, w˜2, . . . , w˜N ) ∈ H(n; (n); (β))
is an automorphism of H(n; (n); (β)). Applying U to G1 as follows, we obtain the
second part of the lemma.
G1U
t
=
( ∑
|pσ(1)|=M1
b11;pσ(1)(wσ(1))
pσ(1) , . . . ,
∑
|pσ(1)|=M1
bn11;pσ(1)(wσ(1))
pσ(1)
)
U
t
= (. . . ,
C2M1,mσ(1)
CM1,pσ(1)
(wσ(1))
pσ(1) , . . . , 0, . . . )
= (. . . , CM1,pσ(1)(wσ(1))
pσ(1) , . . . , 0, . . . ).

The normalization of G1 in Lemma 5.1 is obtained by restricting the situation
to wσ(2) = · · · = wσ(N−1) = wN = 0. By the same reason, restricting the situation
to the variety ( ⋂
j=1,...,N−1
j 6=k
{wσ(j) = 0}
)
∩ {wN = 0},
we can normalize Gk as
Gk(wσ(k)) = (HMk(wσ(k)), 0).
Restricting the mapping to wσ(1) = · · · = wσ(N−1) = 0 and tracing the same
argument as above, we can normalize GλN by using T1,mN and C1,pN . Then we
conclude that GN is equivalent to (wN , 0).
6. proof of the main theorem
Now we have proved that (F,G) is equivalent to
(24) (z,HM1(wσ(1)), 0, . . . , HMN−1(wσ(N−1)), 0, wN , 0)
as a mapping between H(m; (m); (α)) and H(n; (n); (β)). We pull back this nor-
malization to the mapping between E(m; (m); (α)) and E(n; (n); (β)) via Ψ and Ψ˜.
By calculation, we obtain that (F ,G) is equivalent to
(z,HM1(wσ(1)), 0, . . . , HMN−1(wσ(N−1)), 0, wN , 0).
This finishes the proof of the Main Theorem.
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7. Comparison with the previous result
In this section, we compare our result with author’s previous result in [Ha2].
Notation is the same as in the present paper.
Main Theorem in [Ha2]. Let E(m; (m); (α)) and E(n; (n); (β)) be generalized
pseudoellipsoids with N blocks. Suppose that 2 < mj , 3 < nj and that n − m <
min{n1, . . . , nN}. Let (F ,G1, . . . ,GN ) : E(m; (m); (α))→ E(n; (n); (β)) be a proper
holomorphic mapping that is holomorphic up to the boundary. Assume that non-zero
columns of any block row in the Jacobian matrix of the unbounded representation
of (F ,G) are linearly independent. Then we have the following:
(1) There exists a permutation σ of {1, . . . , N} such that Gj |wσ(j)=0 = 0 for every
j.
(2) If the permutation σ in (1) satisfies the inequality mσ(j) ≤ nj < 2mσ(j) −
1 for every j, then ασ(j) = βj for all j and the proper holomorphic mapping
(F ,G1, . . . ,GN ) is equivalent to (F˜ , G˜1, . . . , G˜N ) of the form
F˜(z, w1, . . . , wN ) = z, G˜j(z, w1, . . . , wN ) = (wσ(j), 0), 1 ≤ j ≤ N.
In [Ha2], we assume that mσ(j) ≤ nj < 2mσ(j) − 1 for every j. If we add this
inequality to Main Theorem 1.1 as an assumption, then, combining with (b) in
Main Theorem 1.1, we have an inequality:
(25)
(Mj +mσ(j) − 1)!
Mj !(mσ(j) − 1)!
≤ nj < 2mσ(j) − 1.
Note that
(Mj +mσ(j) − 1)!
Mj !(mσ(j) − 1)!
is an increasing function with respect to Mj and
inequality (25) does not hold for Mj = 2. Hence inequality (25) implies that
Mj = 1. This implies ασ(j) = βj in Main Theorem 1.1, which is the same conclusion
as in Main Theorem in [Ha2]. Since the function defined by (2) satisfies H1(z) = z,
under the assumption on dimensions mσ(j) ≤ nj < 2mσ(j) − 1 as in [Ha2], our
mapping (F ,G) is equivalent to the mapping
(26) (z, w) 7→ (z, wσ(1), 0, . . . , wσ(N−1), 0, wN , 0),
which is also the same conclusion in [Ha2]. As a result, we conclude the following.
Theorem 7.1. We add the assumption mσ(j) ≤ nj < 2mσ(j) − 1 to Main Theo-
rem 1.1. Then it implies Main Theorem in [Ha2].
SinceMj is invariant under the composition of automorphisms of E(m; (m); (α))
and E(n; (n); (β)), the mapping
(z, w) 7→ (z,HM1(wσ(1)), 0, . . . , HMN−1(wσ(N−1)), 0, wN , 0)
with Mj 6= 1 is not equivalent to the mapping (26). Finally we would like to
refer to the assumption on the Jacobian matrix in Main Theorem in [Ha2]. Let
Gj be a component of a proper holomorphic mapping as in Main Theorem 1.1.
The assumption on the Jacobian matrix in Main Theorem in [Ha2] means that the
non-zero columns of the Jacobian matrix of Gj are linearly independent for any
j = 1, . . . , N − 1. This condition is satisfied for Gj(wσ(j)) = (HMj (wσ(j)), 0).
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