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RESUMO
Nesta dissertação, desenvolvemos um modelo de uido em rede om intuito de estudar
as anomalias termodinâmias e dinâmias da água. O modelo foi proposto om vista à
simpliação de modelos já existentes, portanto, nosso trabalho prinipal foi demonstrar
que um modelo om potenial que apresenta somente uma interação repulsiva entre
primeiros vinhos pode reproduzir as anomalias onheidas da água.
Realizamos simulações omputaionais, utilizando o Método de Monte Carlo,
om odigo do programa esrito em linguagem C, para estudarmos a dinâmia do mo-
delo. Com isso fomos apazes de ver o omportamento anmolo na difusão, onde temos
um aumento da difusão quando aumentamos a densidade do sistema. Esse tipo de
omportamento é semelhante ao enontrado nos outros modelos om outras formas de
interação mais omplexas.
A termodinâmia foi estudada através de álulos analítios e, para tal, zemos
uso da ténia da matriz de transferênia, a qual nos possibilitou enontrarmos as solu-
ções exatas das funções de resposta, da densidade e da entropia do sistema. As funções
respostas estudadas foram: a ompressibilidade isotérmia e o oeiente de expansão
térmia, pois elas são as de maior interesse no estudo de uidos. Todas as proprieda-
des termodinâmias apresentaram omportamento típio de água, tal omportamento é
onsiderado anmolo quando omparado à de outros uidos onsiderados normais.
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ABSTRACT
In this dissertation, we developed a lattie uid model with intention to study the ther-
modynami and dynami anomalies of water. The model was proposed to simplify the
existing models, so our main job was demonstrate that a model with the potential to
produe only a repulsive interation between rst neighbours an reprodue the known
anomalies of water.
We performed omputer simulations using the Monte Carlo Method, with pro-
gram ode written in C language, to study the dynamis of the model. With that we
were able to see the behavior anomalous dissemination, where we have inreased the
spread when we inrease the density of the system. This type of behaviour is similar to
that found in other models with other forms of interation more omplex.
Thermodynamis was studied using analytial alulations, and for that we use
of the transfer matrix tehnique, whih allowed us to nd exat solutions of the response
funtions, density and entropy of the system. The funtions responses were studied: the
isothermal ompressibility and oeient of thermal expansion as they are of major in-
terest in the study of uid. All thermodynami properties of water had typial behavior,
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Desde os primeiros anos esolares aprendemos sobre a água e sua importânia para todo
o meio ambiente. Também aprendemos que esta substânia é um líquido inolor, inodora
e insípida, ou seja, uma substânia sem or, heiro e sem gosto. Sua importânia é reo-
nheida desde a antiguidade, sendo um dos quatro elementos aristotélios, juntamente
om fogo, terra e ar, a água é um elemento essenial para sobrevivênia de todas as for-
mas onheidas de vida. Sua distribuição pelo planeta terra, que tem aproximadamente
70% da superfíie oberta por água [3℄, nos faz entender uma preoupação onstante
sobre uma possível falta para o onsumo, pois a grande maioria esta loalizada nos
oeanos, que onentram aproximadamente 97% da água, as alotas polares e glaiais
armazenam 1,74% na forma de gelo, restando então apenas 1% de água doe e líquida,
sendo que estima-se somente 0,02% do total, de fáil aesso para onsumo. Ela pode ser
enontrada no meio ambiente em três fases, quais sejam, na forma líquida (rios, lagos),
sólida (alotas polares, lagos ongelados) e gasosa (nuves, atmosfera terrestre). Na sua
fase sólida, a água apresenta diversas estruturas diferentes para o gelo [1℄, maradas
om algarismos romanos, omo pode ser visto no diagrama de fases P vs T gura 1.2,
e também duas fases maradas om I (ie ubi) gelo úbio e Ih (ie hexagonal) gelo
hexagonal. A existênia destas ongurações para o gelo é uma pista que india haver
alguma ompetição entre formas de interação moleular.
A água também é uma das menores moléulas, formada por somente um oxigênio
e dois hidrogênios, gura 1.1, resultando na fórmula moleular H2O. O ângulo HÔH da
moléula de água é de 104.5
◦
, (gura 1.1) e a distânia entre o oxigênio e o hidrogênio é de
0,957 Å [1℄. Na formação da moléula o átomo de hidrogênio ompartilha seu elétron om
um elétron do átomo de oxigênio am de torna-se mais estável, então os eletrons am
numa região próxima a ambos os núleos, araterizando uma ligação ovalente. Como
o oxigênio é mais eletronegativo que o hidrogênio temos uma distribuição eletrnia não
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homogênea na moléula, sendo formada uma densidade de arga positiva sobre o átomo
de hidrogênio e negativa no átomo de oxigênio. Devido a essa distribuição assimétria
das argas e o tamanho do ângulo de ligação HÔH, a moléula de água torna-se uma
moléula polar, ou seja ela pode ser orientada om a apliação de um ampo elétrio [4℄.
Figura 1.1: Moléula de água.
Porém, apesar da simpliidade aparente a água é uma substânia que apresenta
uma gama de propriedades que desperta o interesse de vários ientistas pelo mundo,
sendo atalogadas mais de 60 anomalias [2℄ em suas propriedades físio-químia. São
onsideradas propriedades anmolas da água aqueles que apresentam um omportamento
bem diferente dos outros líquidos onsiderados normais.
Na estrutura da moléula de água o átomo de oxigênio possui om dois orbitais
eletrnios fora do plano de ligação HOH na direção oposta aos átomos de hidrogênio,
omo a densidade de arga do hidrogênio é positiva e no oxigênio negativa, temos a
formação de um dipolo. Com isso uma forte ligação direional é formada entre o átomo
de oxigênio e o átomo de hidrogênio, a qual hamamos de ligações de hidrogênio essa
onguração forma uma distribuíção tetraédria nas moléulas de água, omo mostrado
na gura 1.3
Entre as anmalias da água, a mais fáil de se pereber é a anmalia na densi-
dade. Enquanto usualmente a densidade aumenta, nos líquidos onsiderados simples,
quando diminuímos a temperatura, a água apresenta um máximo de densidade na tem-
peratura em torno de 4
◦
C, na pressão ambiente, passando então a diminuir om a
temperatura [6℄. O ponto onde a água apresenta seu máximo de densidade em função
da temperatura, para uma dada pressão, é onheido omo a temperatura de máximo
de densidade (TMD). Em um gráo de temperatura vs. pressão a TMD apresenta uma
inlinação negativa, e entra numa região de líquido metaestável em altas pressões [7℄.
Um gráo da densidade em função da temperatura é mostrado na gura 1.4. Podemos
pereber na gura que a variação na densidade é muito pequena, o que não deixa de ser
importante. Como onsequênia desse omportamento anmolo, eventualmente enon-
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Figura 1.2: Diagrama de fases P vs T da água. Retirado da referênia [2℄
tramos em nosso refrigerador uma garrafa de água estourada, isso pode ser expliado
pelo aumento do volume ausado pela diminuição da densidade, visto que a densidade é
inversamente proporional ao volume. Outra onsequênia importante é o ongelamento
da superfíie dos lagos, rios e mares. Como o gelo é menos denso que a água líquida,
ele a utuando por ima desta, então o ongelamento aontee primeiro na superfíie,
garantido a existênia de vida na amada abaixo, formada por água om temperatura
entre 0 e 4
◦
C.
A água também apresenta um omportamento anmolo na difusão [811℄. Es-
tranhamente o oeiente de difusão, quando em baixas temperaturas, aumenta om o
aumento da densidade, apresentando um máximoDmax, omo podemos ver na gura 1.5,
(dados de Angell [12℄). Diversos modelos em rede [13, 14℄, apresentam essa propriedade
arateristia da água. Na gura 1.6 além de um máximo também podemos ver um
mínimo Dmin de difusão, esse mínimo é enontrado somente em simulações.
Outra araterístia importante da água é seu elevado alor espeío, que tem
o segundo maior valor dentre os ompostos químios onheidos, ando atrás apenas
da amnia [5℄. Esta propriedade faz om que a água possa absorver grandes quanti-
dades de alor, graças a essa apaidade o lima da terra se torna mais estável, pois a
absorção de alor pela a água diminui as utuações de temperatura. O alor espeío
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Figura 1.3: Estrutura tetraédria da moléula de água. Formação de pontes de hidrogênio
om as moléulas vizinhas. Retirado de [5℄
da água apresenta um resimento elevado para temperaturas abaixo de 4
◦
C, que tem
inuênia direta na anomalia na densidade [16℄. Na gura 1.7 Debenedetti ompara
algumas propriedades da água om as mesmas propriedades de um líquido omum. Po-
demos observar que enquanto para um líquido simples a ompressibilidade isotérmia,
o oeiente de expansão térmia e o alor espeío a pressão onstante apresentam
um omportamento monotmio, a água apresenta, na mesma região; pontos de mínimo
para a ompressibilidade isotérmia e o alor espeío e uma inversão de sinal para o
oeiente de expansão térmia.
Quando se diminui a temperatura da água abaixo do ponto de ongelamento,
adentrando no estado de líquido super resfriado, as anomalias desse líquido metaestavél
tem seu omportamento mais aentuado. Nessa região a ompressibilidade isotérmia,
o oeiente de expansão térmia e o alor espeío a pressão onstante aumentam
quando a temperatura diminui, indiando que pode existir uma relação entre alguma
ritialidade na região metaestável e as anmolias apresentadas na água.
Devido a sua importânia fundamental, entender todas as propriedades da água
tem sido um grande desao para a iênia. Diversos trabalhos, tanto experimentais
[1719℄ omo teórios [7, 10, 12, 20℄, foram publiados, fazendo o entendimento dessa
substânia tão singular ser ada vez melhor. Algumas teorias foram propostas para tentar
expliar as estranhas propriedades desse uido, omo por exemplo o rápido aumento da
ompressibilidade isotérmia e do alor espeío, om a diminuição da temperatura [20℄.
No entanto, ainda que o número de trabalhos publiados seja grande, nenhum deles foram
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Figura 1.4: Dependênia da densidade em função da temperatura a pressão ambiente.
Figura retirada da referênia [1℄
onrmados denitivamente, devido, prinipalmente, à diuldade de aessar regiões de
baixa temperatura sem que oorra o ongelamento da água. Dessas hipóteses destaa-se,
o enário da singularidade livre [17, 21℄,e a hipótese do segundo ponto rítio [2225℄.
No enário da singularidade livre as funções respostas não divergem na região
anmola, porém, aumentam quando a temperatura diminui, até um valor máximo. Este
omportamento pode ser assoiado a linha de temperatura de máxima densidade (TMD),
que aparee no plano pressão vs temperatura.
Na hipótese do segundo ponto rítio, além da transição líquido-gás, um novo
ponto rítio aparee no nal de uma linha que separa duas estruturas líquidas diferen-
tes, uma de alta densidade e outra de baixa densidade. Este ponto aparee na região de
líquido super resfriado, que é de difíil aesso experimental pois está abaixo da tempera-
tura de nuleação expontânea. Contudo várias simulações omputaionais foram feitas,
tanto em modelos om detalhe atmio (TIP4P e TIP5P) [26,27℄ omo em rede [14,28,29℄,
obtendo o segundo ponto rítio. Este enário é ilustrado na gura 1.8, onde podemos
ver o ponto rítio líquido-gás marado om C', no nal da linha de transição líquido-
gás, e C que mara o segundo ponto rítío no nal da linha de transição entre um
líquido de baixa densidade (LDL), estrutura mais aberta em que prevalee as pontes de
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Figura 1.5: Coeiente de difusão pela pressão obtido de dados experimentais por Angell
at al. [12℄
hidrogênio, e outro de alta densidade (HDL), nesse aso as pontes de hidrogênio são que-
bradas prevaleendo as ligações de Van der Waals [30℄. Esta hipótese é a que possui mais
evidênias, dentre as apresentadas aqui, porém ainda existem dúvidas sobre o omporta-
mento metaestável da água na sua fase líquida. Nessa dissertação trabalhamos om esse
enário, e as simulações feitas om o modelo proposto apresentam tanto a anomalia na
densidade, quanto a ritialidade, o que orrobora à hipótese do segundo ponto rítio.
Defendeu-se ainda em uma tereira hipótese onheida omo onjetura do limite
de estabilidade [32℄. Nessa onjetura as anomolias termodinâmias da água estão relai-
onadas à linha de estabilidade do líquido. Esta linha tem iníio no ponto de oexistênia
gás-líquido e envolve as regiões de líquido super aqueido, estiado e super-resfriado (g.
1.9). Nessa onjetura há um aumento das funções respostas na região anmola, isso
deve aonteer devido a proximidade om uma linha espinodal, onde a ompressibilidade
diverge omo onsequênia do m da estabilidade termodinâmia do uido. A pressão da
linha espinodal diminui quando a temperatura abaixa, até alançar um ponto de mínimo,
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Figura 1.6: Dependênia do oeiente difusão om a densidade, oito isotérmias são
mostradas. De ima para baixo as temperaturas T (K) são, 400, 350, 320, 300, 280, 260,
240 and 220. Retirado de [15℄
que esta na região negativa, aumentando em seguida. Quando ela entra novamente na
região de pressão positiva no diagrama de fases P-T ausaria uma linha de singularidades
nessa região.
Como visto anteriormente, a água líquida apresenta anomalia na termodinâmia,
a densidade aumenta quando a temperatura aumenta; anomolia dinâmia, aumento da
difusão om aumento da pressão. Além dessas anomalias a água apresenta também
anomalia estrutural. A estrutura da água é quantiada utilizando dois parâmetros, um
orientaional q e um translaional t, [35,36℄. Tanto o parâmetro de ordem orientaional
quanto o translaional deresem om a densidade para água líquida [15℄, omo podemos
ver na gura 1.10.
As anomalias termodinâmia, dinâmia e estrutural da água apareem relai-
onadas no diagrama de fases de temperatura pela densidade, essa relação é onheida
omo hierarquia de anomalias. A região onde oorre o máximo da difusão engloba a
7
Figura 1.7: Compara o omportamento da densidade, do oeiente de expansão térmia,
da ompressibilidade isotérmia, e da apaidade térmia a pressão onstante, de um
uido simples om a água. Extraído de [1℄.
região onde aontee o máximo na densidade. Errington e Debenedetti [15℄, mostraram
utilizando dinâmia moleular e simulações no modelo SPC/E que as anomalias dinâmia
e termodinâmia apareem na forma de uma asata, em um diagrama de temperatura
pela densidadade, omo mostrado na gura 1.11. Podemos observar também uma região
de anomalia estrutural que envolve externamente as regiões de anomolia termodinâmia
e dinâmia. Yan e outros, usando simulações no modelo de água TIP5P [35℄, também
observaram o mesmo omportamento de hierarquia entre as anomalias (gura 1.12). Mo-
delos omputaionais usando poteniais efetivos de duas esalas, também apresentaram
esse tipo de hierarquia [37,38℄. A água não é a únia a apresentar este tipo de hierarquia,
sendo observado omportamento semelhante para SiO2 [39, 40℄,BeF2 [40℄ e silíio [41℄.
Nesta dissertação vamos investigar a relação existente entre as anomolias dinâ-
mias e termodinânias da água, olhando para modelos em rede unidimensional. Modelos
desse tipo foram propostos em 1969 por Bell [42℄ e mais reente por Ben-Naim [43,44℄ e
outros [29, 45℄.
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Figura 1.8: Diagrama de fase P-T (unidades reduzidas). Hipótese do segundo ponto
rítio. Retirado da referênia [31℄
Propomos um modelo de água em rede unidimensional om um potenial de
interação bastante simples, visto que, apresenta somente uma interação repulsiva entre
sítios vizinhos, devido a essa simpliidade pudemos obter soluções analítias do sistema.
Para resolvermos a termodinâmia utilizamos a ténia onheida omo ténia da ma-
triz de transferênia, que possibilitou o álulo das funções de partição. Calulamos
então a densidade, que apresentou um aumento om a temperatura, de aordo om o
omportamento anmalo apresentado na água [1℄. Utilizando simulações de Monte Carlo
investigamos a dinâmia dos modelos, que apresentaram o omportamento anmolo na
difusão, que tem um ponto de máximo e um ponto de mímimo no diagrama de fases da
difusão pela densidade, omo esperado para esse uido [22, 46℄.
Esta dissertação esta organizada da seguinte forma: No segundo apítulo faremos
uma breve revisão dos oneitos termodinâmios mais relevantes para nosso trabalho,
mostramos algumas relações termodinâmias e funções resposta de maior interesse no
estudo de uidos. Nesse apítulo vamos também mostrar omo fazer a ligação entre
a meânia estatístia e a termodinâmia, através do ensemble grande annio. Por
m mostramos a ténia da matriz de transferênia, que será utilizada para enotrar a
solução analitia do modelo proposto.
No tereiro apítulo desrevemos os modelos de uido em rede, apresentando
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Figura 1.9: Conjetura da estabilidade limite. Retirado de [33℄
o enário atual dos modelos de água. Começando om uma revisão do gás de rede,
mostramos omo esse modelo pode ser apliado para representar as anomalias apresen-
tada pela água. Em seguida mostramos nosso modelo de água em rede unidimensional,
desrevemos omo é feita a interação entre vizinhos a partir de um potenial simples.
Enerramos este apítulo mostrando as anomalias termodinâmias do modelo om todas
a soluções de forma analitia.
Começamos o quarto apítulo desrevendo o método de Monte Carlo e o algo-
ritmo de Metropolis, ténia de simulação que foi empregada para resolvermos a dinâmia
do nosso modelo. Em seguida mostramos omo foi realizada toda parte de simulação
omputaional do trabalho, então mostramos que para um modelo simples omo pro-
posto nesta dissertação é possivel simular a anomalia da difusão, mostrando um gráo
do oeiente de difusão pela densidade.
No quinto apítulo apresentamos nossas prinipais onlusões deste trabalho.
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Figura 1.10: Anomalia na estrutura. Retirado de [34℄
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Figura 1.11: Relação entre as anomalias no plano T vs ρ no modelo SPC/E. Anomolia
estrutural é loalizada por uma região entre o parâmetro de ordem orientaional máximo
qmax (triângulos para ima) e parâmetro de ordem trânslaional minimo tmin (triângulo
para baixo). Na água dentro dessa região enotra-se a região de anomalia da difusão,
loalizada entre a difusão máximaDmax () e mínimaDmin (irulos). Logo abaixo vemos
a região de anomalia na densidade, loalizada pela linha de Temperatura de Máximo de
Densidadde (TMD) (quadrados). Modiado da referênia [15℄
Figura 1.12: Hierarquia de Anomalias no modelo TIP5P. Observamos a região de ano-
malia estrutural envolvendo a região de anomolia na difusão, que por sua vez envolve a




Neste apítulo vamos relembrar algumas das propriedades termodinâmias de interesse,
om intuito de xar os prinipais oneitos no toante ao estudo dos uidos. Mostraremos
a equações de estado para sistemas em equilíbrio, relaionadas as variáveis de estado
independentes. Em seguida desrevemos o ensemble grande annio, que será de grande
importânia na desrição do nosso modelo. No outro tópio apresentamos a ténia da
Matriz de Transfêrenia, a qual é muito utilizada para soluções de problemas que envolve
o gás de rede. Essa é ultilizada para resolvemos nosso modelo, ahando a solução exata
para função de grande partição.
2.1 Relações Termodinâmias
Para desrevermos o estado marosópio de um sistema, devemos espeiar algumas
variáveis de estado, omo por exemplo seu volume,V, número de partíulas, N, e entropia,
S, que são variáveis extensivas, ou seja, seu valor depende do tamanho do sistema. Outras
variáveis omo temperatura, T, e o potênial químio, µ, são variáveis intensivas, as quais
o valor não dependem do tamanho do sistema.
As variáveis de estado de um sistema em equilíbrio não dependem da forma
omo esse estado foi alançado, portanto, o proesso termodinâmio que foi seguido pelo
sistema fehado não é importante para sua desrição no equilíbrio. Isso pode ser expresso

































Algumas vezes podemos ahar mais onveniente ultilizarmos a representação da
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A primeira lei da termodinâmia para sistemas fehados é expressa da forma,
dU = dQ− Pdv + µdN, (2.3)
onde dQ é a variação de alor e Pdv é o trabalho realizado pelo sistema. Para um
proesso reversível temos dQ = TdS, então podemos reesrever (2.3)
dU = TdS − Pdv + µdN, (2.4)






















Que são as relações de estado na representação da energia. Comparando as equações





























Temos então um onjunto de variáveis independentes que na representação da
energia são S, V, N; e na representação da entropia são U, V, N. No entanto,às vezes se
torna mais útil trabalhar om variáveis independentes que podem ser medidas experi-
mentalmente de forma mais fáil, omo a temperatura e a pressão. Esse proesso pode
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ser feito usando as transformadas de Legendre da energia [47℄. Essas transformadas dão
origem aos poteniais termodinâmios.
2.1.1 Poteniais Termodinâmios
Poteniais termodinâmios são de grande importânia na físia estatístia, uma vez que
através deles podemos montar as equações de estado e onsequentemente obtermos toda
a desrição do sistema em estudo. Além disso ele também serve omo uma ligação entre
a físia estatístia e a termodinâmia.
Para se estudar um sistema om temperatura, volume e número de partíu-
las xos é onveniente realizar uma transformada de Legendre na equação da energia
U(S, V,N), om relação a entropia S. Então usando a expressão para temperatura dada
em (2.5), enontra-se:
F (T, V,N) = U − TS, (2.7)
Conheido omo energia livre de Helmhotz.
Para sistemas om pressão, temperatura e potenial químio xos, realiza-se
duas transformadas de Legendre em relação às variáveis S e V. Obtendo a energia livre
de Gibbs,
G(T, p,N) = U − TS + pV. (2.8)
Para sistemas om temperatura, potenial químio e volume xos, a tranformada
de Legendre é feita om relação às variáveis S e N, então:
Φ(T, V, µ) = U − TS − µN. (2.9)
Conheido omo potenial grande annio. Podemos difereniar essa equação que re-
sulta em,
dΦ = dU − TdS − SdT − µdN −Ndµ. (2.10)











































Portanto temos a pressão, a entropia e o número de partíulas, expressos por meio do
potenial grande annio.
2.1.2 Funções Resposta
As funções resposta são derivadas termodinâmias que estão relaionadas om um pro-
edimento experimental, sendo obtidas de maneira simples. Para um uido puro, as
funções que despertam maior interesse são: o alor espeío, a ompressibilidade iso-
térmia e o oeiente de expansão térmia.
O alor espeío mede o quanto a temperatura varia quando uma quantidade
de alor é forneida ao sistema, e pode ser medido mantendo a pressão ou o volume xo,
por essa razão tem-se duas denições a saber.




































A ompressibilidade isotérmia india quanto o sistema varia seu volume quando










O oeiente de expansão térmia mede quanto varia o volume do sistema











2.2 Ensemble Grande Cannio
O ensemble Grande Cannio é denido na meânia estatístia para modelar sistemas
em que a temperatura e potênial químio são mantidos xos. Dene-se uma função
onheida omo: função de grande partição, uja demostração pode ser enontrada em
livros de físia estatístia, o resultado para um sistema de N partiulas será a soma
ponderada de todas as funções de partição, logo temos:




o fator de ponderação eβµ = z é onheido omo fugaidade. A onexão om a termodi-
nâmia é feita através do potênial Grande Cannio, dado por:
Φ (T, V, µ) = −
1
β
ln [ Ξ (µ, V, T )] , (2.20)
lembrando a equação (2.9) para o potenial grande annio.
Φ = U − TS − µN.
Comparando essa expressão om a equação fundamental da Termodinâmia ou equação
de Euler.
U = TS − PV + µN. (2.21)
Podemos então failmente identiar o potênial Grande Cannio om a pressão vezes
o volume, ou seja:
Φ = −PV (2.22)
Mutipliando por β e tirando a exponenial em ambos os lados na equação 2.20,
então substituíndo Φ dado pela equação (2.22), amos om:
Ξ (µ, V, T ) = eβPV . (2.23)
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2.3 Ténia da Matriz de Transferênia.
Essa ténia, muita utilizada para obter soluções exatas de problemas na físia estatístia,
onsiste em obter os autovalores de uma matriz montada a partir de uma função de





onde {s} india todos os estados possíveis do sistema, om sk assumindo apenas os valores





. Impomos também uma ondição de ontorno períodia om, sN+1 = s1





Agora, vamos denir uma matriz P omo:
P = eβEsisi+1βJ(si+si+1)/2. (2.26)
Para ar mais laro o entendimento vamos esrever P omo sendo um operador atuando




< s1|P |s2 >< s2|P |s3 > ... < sN |P |s1 >, (2.27)
usando então a relação de ompleteza ou ompletude
∑
s






N |s1 > . (2.29)
Agora a fáil ver que a função de partição Z é o traço de uma matriz P denida em
(2.26). Portanto:
Z = Tr (PN ). (2.30)
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Como a matriz é simétria, por onstrução, ela pode ser diagonalizada por uma transfor-
mação unitária na forma, UTU−1 = D, onde D é uma matriz diagonal. Então reduzimos
o problema de enontrar a solução da soma em (2.25), a um problema de autovalor que,
para sistemas simples, pode ser resolvido mais failmente, bastando para isso enontrar





Quando N é grande o suiente, no limite termodinâmio, a equação (2.31) se reduz
ao maior autovalor. Para vermos isso, vamos esrever a função de partição oloando o

















então, quando tomamos o limite para N muito grande, os termos da divisão torna-se
desprezíveis restando somente o maior autovalor.
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Capítulo 3
MODELOS DE FLUIDO EM REDE
Neste apítulo vamos desrever o modelo de Gás de Rede simples, suas propriedades e
apliações no estudo de fenmenos físios. Na próxima seção faremos uma introdução
aos modelos de uido em rede e, por m, apresentamos nosso modelo de água em rede,
mostramos o seu Hamiltoniano e alulamos a função de partição grande annia a
qual nos permite obter a solução analítia do sistema. No que se segue a pressão e a









Onde KB é a onstante de Boltzmann, ǫ é a energia de interação entre as partí-
ulas e l é o tamanho do sítio.
3.1 Motivação
Atualmente existem na literatura diversos modelos de água que apresentam tanto as
anomalias dinâmias quanto as termodinâmias. Porém a maioria desses modelos são
muito omplexos impliando na falta de soluções analítias. Então resolvemos prourar
por um modelo que seja ao mesmo tempo simples e apresente araterístias similares à
água. Aredita-se que essas anomalias estejam assoiadas à ligações de hidrogênio, que
geram uma ompetição entre duas estruturas, uma de alta densidade e outra de baixa
densidade. Com esta visão em mente passamos a investigar um potenial de interação
entre as moléulas que fosse simples e que apresentasse uma transição de fase, gerado
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por essa ompetição, mesmo em um modelo unidimensional.
1
Em um trabalho anterior estudamos, através de simulação omputaional e ál-
ulos analítios, as anomalias dinâmia e termodinâmia da água em um modelo de gás
de rede unidimensional [48℄. Esse modelo é formado por uma rede linear ujo os sítios
podem estar vazios ou oupados por moléulas. Denimos um potenial om duas inte-
rações atrativas entre as partíulas, além do aroço duro, uma interação entre primeiros
vizinhos ǫvdw, a qual assoiamos om a atração de Van der Waals, e outra entre segundos
vizinhos, om sítio intermediário vazio, ǫhb, que assoiamos om a ligação de hidrogênio.
Sendo ambos positivos e ǫvdw < ǫhb.
Nesse modelo simples, foram enotradas anomalias na densidade e na difu-
são, também foi possível identiar duas estruturas líquidas as quais hamamos de
bonded uid (BF), onde temos maioria de ligações de hidrogênio (segundos vizinhos)
e um dense uid(DF), onde a atração de Van der Waals (primeiros vizinhos) é domi-
nante. Investigando a ompressibilidade isotérmia e o oeiente de expansão térmia,
identiamos a região onde oorrem as anomalias termodinâmias e veriamos que esta
se enontra na vizinhança de transição DF-BF. Nessa região, om temperatura baixa, o
oeiente de expansão térmia apresenta um omportamento divergente quando apro-
ximamos do ponto P = Pc (gura 3.1), onde Pc é a pressão rítia. A temperatura
nula, identiamos o ponto onde oorre a transição DF-BF omo sendo o segundo ponto
rítio.
Através desse modelo investigamos a relação existente entre as anomolias ter-
modinâmias e dinâmias da água, que foram enontradas na região de transição entre
as duas estruturas líquidas, ontudo, ele não apresentou uma hierarquia de anomalias
bem denida, pois a região de anomalia dinâmia penetra a região de anomalia termo-
dinâmia em baixa temperatura, omo pode ser visto na gura 3.2. Mais detalhes sobre
esse modelo pode ser visto no anexo I.
Com suesso obtido utilizando um modelo simples, zemos a seguinte pergunta:
é possivel simpliar ainda mais a forma do potenial e ainda assim obter propriedades
similares à água ?
3.2 O Gás de Rede
O modelo de gás de rede é muito utilizado na físia da matéria ondensada, tendo uma
gama de apliações em simulações de proessos físios e biológios [4951℄, omo por
exemplo no estudo de absorção e superondutividade. Em sua forma mais simples é
1
Note que a transição de fase oorre em T=0.
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Figura 3.1: Coeiente de expansão térmia em função da pressão om temperatura xa.
t=0.02(linha heia), t=0.05(linha traejada), t=0.1(linha ponto-traejada)
omposto por uma rede om V sítios, ada sítio podendo ter somente uma partíula, ou
estar vazio. Uma variável de oupação η é denida para ada sítio assumindo os valores
0 aso o sítio esteja vazio e 1 se estiver oupado. Para ompletar a desrição da rede é
preiso desrever um potenial de interação entre as partíulas.
3.2.1 Gás de Rede om Caroço Duro
Para o gás de rede om interação entre as partíulas dada somente por uma barreira
innita em uma distânia igual ao tamanho do sítio, o potenial tem uma forma o-
nheida omo aroço duro, ou seja, duas partíulas não podem oupar o mesmo sítio
na rede. Este tipo de interação tem sido usado omo base para modelar diversos tipos
sistemas, omo uidos e magnetos. Em modelos que ultilizam potêniais omo esse,
onde a interação é somente da forma de aroço duro a temperatura não é importante na
desrição termodinâmia do sistema, que é onheido omo atérmio. Para esse modelo













Figura 3.2: hierarquia de anomalias no diagrama de fase t vs p.
funções termodinâmias de interesse. Assumindo uma ondição periódia de ontorno,





e então temos o peso de Boltzmann de uma onguração:










eβµηi = (1 + eβµ)V , (3.3)
onde µ é o potenial químio, β = 1
kBT
, V é o número de sítios na rede e kB é a onstante
de Boltzmann. Vamos alular o potenial grande-annio , que é dado por:
Φ = −kBT ln Ξ,
logo, usando (3.3)
Φ = −kBTV ln(1 + e
βµ).
onsiderando a identidade dada por,
Φ = U − TS − µN,
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= −ρ ln ρ− (1− ρ) ln (1− ρ) . (3.5)
De aordo om estes álulos, vemos que a densidade apresenta o omporta-
mento esperado para uidos simples, diminuindo a densidade quando há um aumento de
temperatura. Obviamente, este modelo simples não apresenta transição de fase. Um mo-
delo, em uma dimensão, onde podemos enontrar transição de fase se apresenta quando
os primeiros vizinhos da rede podem interagir de maneira repulsiva ou atrativa. Com
isso podemos enontrar uma transição do tipo líquido-gás omo aontee na água.
3.2.2 Gás de Rede Atrativo
Modelos de gás de rede om interação atrativa estabeleem uma orrespondênia direta
om as variáveis termodinâmias de um sistema magnétio de spin na rede, podendo
então utilizarmos os resultados onheidos de um sistema para outro. Nesse aso onde
temos um gás de rede atrativo podemos mapear o modelo de Ising ferromagnétio, que
tem soluções analítias para uma e duas dimensões [47℄.
No modelo de Ising, tem-se uma rede formada por N sítios, ada sítio é oupado
apenas por um spin que pode ser up ou down, a representação desses estados na rede é
feito pela variável σi que pode assumir os valore σ = 1 e σ = −1, para spin up e spin








onde a soma é feita sobre todos sítios vizinhos (i, k) da rede, J e H representam a in-
tensidade de interação entre os primeiros vizinhos e entre um sítio e o ampo magnétio
externo, repetivamente. Sendo o volume e o número de partíulas bem denidos, pode-
mos trabalhar om ensemble annio, que melhor se enaixa na solução deste tipo de






onde Z(T ) é a função de partição.
A solução para esse modelo em uma dimensão foi apresentada por Ising em 1924,
e duas dimensões por Onsager em 1944.
Para fazermos a ligação entre o modelo de Ising e o modelo de gás em rede, basta






então η assume os valores 0 aso o sítio esteja vazio e 1 aso esteja oupado. Com isso




















Podemos então mapear a solução do modelo de Ising em um gás de rede, de-
nindo as variáveis
µ ≡ 2(H − J),
onde µ é o potenial químio e ǫ é a interação entre os primeiros vizinhos.
No próximo tópio apresentamos as soluções para um gás de rede om interação
repulsiva entre primeiros vizinhos, bastando uma troa do sinal na equação do potenial
para termos então a solução para esse modelo om gás rede om potenial atrativo, om
o hamiltoniano dado por (3.9).
3.3 Modelos de água em rede
Com intuito de simular o omportamento da água e sua estrutura diversos modelos
omputaionais foram implementados, dentre eles temos modelos om detales atmios,
omo om exemplo, TIP5P (Five Point Transferable Intermoleular Potential) [52℄, SPC
(Simple Point Change) [27℄ e SPC/E ( Extended Simple Point Change) [35℄. Estes
modelos são apazes de reproduzir a maioria das propriedades anmalas da água líquida
a temperatura e pressão ambiente, ontudo, eles são bastante ompliados o que diulta
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a ompreensão físia das anomalias apresentadas, outra grande diuldade enfrentada
por esses modelos é a falta de soluções exatas. Neste sentido, modelos em rede surgem
omo alternativa para estudar algumas das anomalias presentes na água líquida, no
entanto, mesmo os modelos em rede em duas e três dimensões não possuem soluções
exatas.
Um modelo em rede unidimensional que apresentou anomalia na densidade foi
proposto por Bell [42℄. Nesse modelo as ligações de hidrogênio podem ou não oorrer
entre segundos vizinhos, quando o sitio entre eles estiver vazio. Em baixa temperatura
e pressão esse modelo apresentava uma ompetição entre duas estruturas, uma on-
guração loal aberta e outra mais fehada de alta energia. Cho et al. propuseram um
modelo [53℄que pode ser onsiderado uma generalização do modelo de Bell. Foram estu-
dados a relação entre as anomolias termodinamias e o segundo ponto ritio que aparee
no nal da linha de transição líquido-líquido. Nesse modelo as pontes de hidrogênio tem
sua energia reduzida om a aproximação de uma tereira moleula na ligação, e um
onjunto q de estados foram adiionados as moléulas.
Em um trabalho pioneiro, Stell e Hemmer introduzem um potenial para o gás
de rede formado por um aroço duro mais uma parte negativa, a qual suavisa seu a-
roço duro [54, 55℄. Este potenial, que ou onheido omo ore-softened, é apaz de
reproduzir duas transições de fase de primeira ordem, uma transição líquido-gás e outra
líquido-líquido. Frank Stillinger e Teresa Head-Gordon mostraram que o ore-softened
pode ser onsiderado uma aproximação realístia de primeira ordem da interação real
entre as moléulas de água [56,57℄. Debenedetti e olaboradores usando argumentos ter-
modinâmios, demostraram que poteniais ore-softened podem apresentar uma região
onde há instabilidade do uido e onmaram a existênia de um oeiente de expansão
térmia negativo αT < 0 [58℄.
3.3.1 Modelo unidimensional om interação repulsiva entre pri-
meiros vizinho
Nosso modelo é formado por uma rede linear de omprimento L dividida em N sítios
idêntios, ada um podendo estar oupado por uma partíula ou vazio (Figura 3.3).
Como o número de moléulas distribuídas na rede é igual a n, a densidade é ρ = n
L
.
Denimos então uma variável de oupação ηk que assume os valores 0 se o sítio
estiver vazio ou 1 se ele estiver oupado. A simpliidade do modelo, além do fato de
ser em uma dimensão, esta no seu potenial de interação (gura 3.4) que, ao ontrário
da maioria dos modelos em rede enontrados na literatura [42, 59℄, possui somente um
núleo duro e uma interação repulsiva entre primeiros vizinhos.
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Figura 3.3: rede linear. As partíulas são representadas por írulos pretos
Figura 3.4: Representação do potenial de interação entre as moléulas da rede no modelo
aqui investigado.
A grande vantagem do nosso modelo é que podemos utilizar álulos simples
para obtermos as soluções exatas de todas as funções termodinâmias e além disso, o
desenvolvimento de ódigos de Monte Carlo, para investigar a inétia, é bastante simples
e barato omputaional, que nos permite aessar regiões om temperaturas mais baixas.
Para investigarmos o aso om interação atrativa basta uma troa de sinal na equação
(3.12).
O Hamiltoniano
O Hamiltoniano representa a energia total do sistema, no aso do modelo proposto para
alularmos seu valor basta fazer uma ontagem sobre todos o sítios da rede, ontando
as partíulas e os ontatos entre primeiros vizinhos, om o potenial de interação entre





∞, R ≤ r1
ǫ, r1 < R ≤ r2
0, R > r2
. (3.11)
Onde r1 e r2 são as distânias entre o primeiro e o segundo vizinho do sítio, respetiva-
mente, om ǫ > 0 a energia de ligação entre vizinhos.
Então, uma partíula que tem osítio subsequente, ou seja, seu primeiro vizi-
nho, oupado por outra partíula, irá ontribuir para energia total do sistema om uma
energia de interação ǫ, e seu potenial químio µ. Se o vizinho estiver desoupado, a
ontribuição será somente do seu potênial químio. A m de obtermos a solução ana-
lítia do sistema, nos ultilizaremos o ensemble grade annio que é o mais apropriado
para esse tipo de modelo, então, usando a variável de oupação denida anteriormente








Nesse aso assumimos a ondição períodia de ontorno, ou seja ηN+1 = η1. µ é o
potênial quimio.
Agora alulamos o peso de Boltzmann utilizando o hamiltoniano dado e a






então om isso alulamos a função de grande partição omo:




Substituindo (3.13) em (3.14) temos:






Para alularmos a solução exata desta função vamos usar à Ténia da Matriz
de Transferênia (TMT), apresentada anteriormente na seção (2.3). Em nosso modelo
temos a função de Grande Partição dada pela equação (3.15), onde assumimos uma






= e−β(ǫηiηi+1− µηi). (3.16)
Como visto anteriormente, podemos esrever a equação (3.15) omo o traço da matriz
PN logo:
Ξ (µ, n, T ) = Tr (PN), (3.17)
lembrando que a variável de oupação η assume os valores 0 ou 1, assim podemos ter as
seguintes ombinações: P(0,0) ; P(0,1) ; P(1,0) e P(1,1). Fazendo a = e−βǫ e z = eβµ
temos a partir da eq. 3.16.
P (1, 1) = az ; P (0, 1) = 1
P (1, 0) = z ; P (0, 0) = 1.






Para enontrarmos uma solução não trivial é neessário que:
Det (P − Iλ) = 0, (3.18)
que nos dá o polinmio araterístio, logo temos:
Det
(




Resolvendo esse determinante amos om
(az − λ) (1− λ)− z = 0. (3.19)
Coloando z em função de λ temos:
z =
λ(1− λ)
a (1− λ)− 1
. (3.20)
Como no limite termodinâmio somente o maior autovalor tem uma ontribuição
signiativa para a função de grande partição, a equação (3.15) é resulta em
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Ξ (µ, n, T ) = λL = eβPL . (3.21)
Portanto, obtemos λ = eβP . Com isso podemos enontrar a solução exata de todas as
funções termodinâmias indiadas na seção anterior.
3.3.2 Pressão rítia e Densidade
Seguindo a referênia [29℄, alulamos a pressão rítia a partir da minimização da energia





onde Ua e Ud são os valores da energia para uma estrutura aberta (baixa densidade)
e outra fehada (alta densidade), respetivamente. Fazendo as substituições Ua = 0,






que é a pressão ritia.
A densidade do modelo pode ser alulada em função de λ, partindo da equação
















então substituindo o valor de z dado pela equação (3.20), temos:
ρ =
(1− λ) [a (1− λ)− 1]
a(1 − λ)2 − 1 + 2λ
. (3.25)
Um gráo da densidade pela temperatura, om pressão onstante, é mostrado
na gura 3.5. Podemos observar um aumento na densidade om a temperatura, om
P < Pc, até que seja alançado um ponto de máximo, reproduzindo um omportamento
anmolo da água, nessa região temos α < 0, indiando um aumento da densidade. Após
o ponto máximo da densidade, esta omeça a diminuir quando temperatura aumenta,
omo esperado para uidos normais. Para esse aso temos, portanto, uma inversão no
sinal do oeiente de expansão termia α.
Quando P > Pc não observamos a anomalia na densidade, assim independente
da temperatura α é sempre positivo, visto que a pressão esta fora da região onde oorre
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o omportamento não usual das propriedades termodinâmias da água.
Quando P = Pc a urva de densidade é pratiamente onstante para uma faixa
de baixa temperatura, nessa região temos α ≈ 0. Para temperaturas mais elevadas, a
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Figura 3.5: Densidade em função da temperatura para três pressões distintas. Para
P=1.1, observamos um omportamento de um uido normal, om a densidade dimi-
nuindo om aumento da temperatura.
Este tipo de omportamento da densidade é geralmente relaionado às quebras
das ligações de hidrogênio, que provoa a ontração do volume moleular do sistema, visto
que a distânia entre a moléulas é maior nas ligações de hidrogênio que nas ligações de
Van der Waals.
No aso do modelo em estudo, esse omportamento tem origem na variação do
número de primeiros vizinhos. Quando aumentamos a temperatura oorre um aumento
da entropia, assim mantendo a pressão onstante e abaixo da pressão rítia, pode oor-
rer a penetração das partíulas na região repulsiva do potenial, aumentando o número
de primeiros vizinhos, ou seja, elas se ligam om outras partíulas vizinhas formando
uma estrutura fehada, mais densa. Ao ontinuarmos aumentando a temperatura, au-
mentamos a energia do sistema, que favoree o afastamento das partíulas, diminuindo
o número de primeiros vizinhos e portanto diminuindo a densidade.
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3.3.3 Cálulo da Entropia
Nesta seção vamos enontrar, analitiamente, a entropia para modelo proposto, e apre-
sentamos o seu gráo em função da pressão para duas temperaturas diferentes, uma
dentro da região onde oorre as anomalias (T baixo) e outra fora dessa região (T ele-
vado).
Podemos relaionar este aumento ao omportamento anmolo da densidade, que
diminue om a temperatura (α < 0), ausando então um aumento de volume e onse-
quentemente um aumento na entropia. Isto pode ser visto, sabendo que (∂V/∂T )P =






portanto, temos uma região onde aontee um aumento da entropia om a pressão,


















Usando z dado pela equação (3.20), enontramos:






a (1− λ)− 1
+ zǫ
a (1− λ) + Pλ
a (1− λ)− 1
]
. (3.30)
Um gráo da entropia pela pressão é mostrado na gura 3.6, plotamos duas
isotermas, om T = 0.2 (linha heia) e T = 0.4 (linha traejada), podemos ver que
a entropia apresenta um ponto de maximo e mínimo loal, para T = 0.2. Com T =
0.4 a entropia omporta-se omo um uido normal, pois para essa temperatura ja não
observamos anomalias termodinâmias, omo pode ser visto no gráo da densidade
(g. 3.5), onde o aumento da densidade om a temperatura vai até aproximadamente













Figura 3.6: Entropia pela pressão om temperatura xa. Duas isotérmas são mostradas
T=0.2(linha heia) e T=0.4 (linha traejada). Para T=0.2 e ǫ = 1. Podemos notar um
máximo na entropia no ponto onde P = Pc, sendo Pc = ǫ
oorre onde P = Pc.
Este omportamento para entropia é onsiderado anmolo, pois é natural que
ao omprimirmos o sistema, mantendo sua temperatura onstante, a entropia diminua.
Comportamento que não aontee na água na região onde P < Pc.
3.3.4 Coeiente de Expansão Térmia e Compressibidade Iso-
térmia
Nesta sub-seção iremos analisar o omportamento do nosso modelo em rede para duas
importantes funções resposta do sistema; o oeiente de expansão térmia α e a om-
pressibidade isotérmia KT . Mostraremos omo esse omportamento pode ser relaio-
nado om as anomalias dessas funções na água líquida.
Coeiente de Expansão Térmia












Ele mede a apaidade de um orpo aumentar o diminuir suas dimensões om
a variação da temperatura, por isso tambem é onheido omo oeiente de dilatação
térmia. A sua unidade é o inverso da temperatura, no sistema internaional (K−1).
Quanto maior for α maior será a variação do tamanho do sistema om a utuação na
temperatura. Para a maioria dos materiais, que são onsiderados normais, o volume
aumenta om aumento da temperatura, isso oorre pois, ao ser aqueido os materiais
absorvem energia na forma de alor, que resulta em um aumento da energia inétia dos
átomos e onsequentemente um maior afastamento entre eles.
No aso da água essa propriedade apresenta um orportamento diferente do
usual, pois na região de 0 a 4
◦
C o volume da água diminui om aumento da temperatura,
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Figura 3.7: Coeiente de expansão térmia em função da pressão om temperatura xa.
A divergênia no omportamento do oeiente de expansão térmia pode ser
melhor entendido quando visto em função da pressão om temperatura xa, gura 3.7.
Pode-se notar que α apresenta uma variação abrupta na região de transição entre LDL-
HDL que depende de omo nos aproximamos do segundo ponto rítio (T = 0, P = Pc).
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Figura 3.8: Compressibilidade isotérmia em função da temperatura






A ompressibilidade isotérmia (KT ), é a medida da variação do volume em resposta a
uma variação na pressão, mantendo a temperatura onstante. Em termos da densidade










O omportamento esperado para a ompressibilidade é a diminuição do volume om o
aumento da pressão. Em todos os sistemas termodinâmios estáveis temos (∂KT /∂T )P >
0. Visto que, KT ∝< (∆V )
2 >, então, para esses sistemas temos uma diminuição da
utuação volumetria quando abaixamos a temperatura. No aso da água, existe uma
região onde a ompressibilidade dinimue om o aumento da temperatura, apresentando
um ponto de mínimo. Para P = 1atm o mínimo aontee em torno de T = 46◦C [60℄.
Na gura 3.8 a ompressibilidade isotérmia do nosso modelo é mostrada em fun-
ção da temperatura para quatro valores de pressão distintos. Na vizinhança da região
de transição entre as duas estruturas líquidas observa-se um aumento da ompressi-
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bilidade quando a temperatura diminui, omportamento atípio, omo enontrado em
outros modelos em rede para água [29, 48℄. Pode-se notar ainda, que ao se aproximar
da pressão rítia, a baixa temperatura, a ompressibilidade apresenta uma divergênia






Tanto KT quanto α, apresentam um omportamento anmalo, similar ao apre-
sentado pela água líquida. Também esta presente uma linha de transição líquido-líquido,
a qual termina em um ponto rítio, estando de aordo om a hipotese do segundo ponto
rítio. Esse tipo de omportamento é bem onheido na literatura, já sendo enontrado
em outros modelos tipo água.
3.3.5 Estrutura líquida
Às anomalias na ompressibilidade isotérmia e na expansão térmia podem ser relaiona-
das a uma existênia de duas estruturas líquidas, HDL e LDL, omo visto anteriormente.
Na gura 3.9 apresentamos o diagrama de fase de pressão pela temperatura, onde é visto
a linha de máximo de densidade (TMD). Essa linha tem iníio em T = 0 e P = Pc, ponto











α < 0 
TMD
Figura 3.9: Temperatura de máximo de densidade TMD
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Seguindo a referênia [61℄, vamos relaionar as anomalias termodinâmias da
água à ompetição entre duas estruturas loal, uma de baixa densidade LDL(segundos
vizinhos) e outra de alta densidade(primeiros vizinhos) HDL. No ensemble de Gibbs as
ongurações são determinadas pela minimização do potenial de Gibbs (2.8). Na gura
3.10 é mostrado G em função da distânia entre as moléulas l, em uma dimensão e
T = 0, para dois valores de P , um valor aima e outro abaixo da pressão rítia. Note
que assumimos que o sistema (no limite termodinâmio) será araterizado pela repetição
de uma élula unitária ontendo uma unia moléula posiionada no mesmo sítio. No
equilíbrio a distânia l(P ) é determinada pelo mímimo absoluto de G, quando a pressão
está abaixo da pressão rítia, P < Pc, esse mímimo é loalizado no segundo vizinho
l = 2 e para P > Pc o mínimo se enontra no primeiro vizinho l = 1.
Na gura 3.9 podemos notar também, as regiões onde o oeiente de expansão
termia é positivo ou negativo, sendo separados por uma linha onde temos α = 0. Essa
linha omeça exatamente no ponto (T = 0, P = Pc) que é, também o iniio da linha
TMD e mara a transisão HDL-LDL.
A região onde temos α < 0, erada pela linha TMD, é a região onde o modelo
apresenta a anomalia na densidade. Fora dessa linha, onde α > 0, o omportamento da














Figura 3.10: Potenial de Gibs em uma dimensão em função da distânia entre as mo-
léulas da rede om T=0, om potenial de interação disreto dado por (3.11). (P=1.5




Neste apítulo estudamos a dinâmia do nosso modelo e desrevemos o proedimento
adotado para a obtenção dos dados, apresentando os resultados das simulações. An-
tes de desrevermos o modelo em si, iremos expliar o Método de Monte Carlo(MMC)
que, juntamente om a dinâmia moleular, é uma das prinipais ferramentas para o es-
tudo de sistemas físios. Mostraremos também o Algoritimo de Metropolis, ferramenta
muito importante para o MMC, no ontexto das simulações desenvolvidas neste trabalho.
As simulações omputaionais nos permitem fazer uma onexão entre as propriedades
marosopias e mirosopias do sistema e podem servir para alular quantidades de
sistemas físios em regiões onde a obtenção experimental se torna muito ompliada,
omo no aso da água super resfriada abaixo da temperatura de nuleação expontânea,
onde o tempo de vida do líquido metastável vai a zero.
4.1 Método de Monte Carlo
O Método de Monte Carlo(MMC) é um método estoástio, que permite a simulação
de problemas envolvendo um número muito grande de variáveis aleátorias. Esse método
foi batizado por Ulam e Von Neumann [62℄, durante o Projeto Manhattan na Segunda
Guerra Mundial, por ser muito similar a jogos de azar: eles zeram uma referênia à
Monte Carlo, distrito de Mnao, que é famoso por ter grandes assinos.
O MMC é alimentado por um gerador de números aleatórios (algoritmo mate-
mátio que gera um número randomio) e, junto om uma função densidade de probabi-
lidade que arateriza o proesso, fornee uma maneira direta de simular proessos físios
sem a neessidade de expliitar todas as equações matemátias envolvidas para desrever
o omportamento do sistema em estudo. Portanto, podemos dizer que o MMC utiliza
uma simulação estoástia para esolher os estados que partiipam na distribuição de
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probabilidade do sistema.
A probabilidade que arateriza um sistema físio em equilíbrio é denida de
aordo om o ensemble adotado, por exemplo o miro-annio, annio ou grande-
annio. Obviamente essa ténia pode ser usada em outros sistemas, não somente
sistemas físios, bastando que as quantidades de interesse sejam ponderadas por uma
distribuição de probabilidade bem denida.
Na meânia estatístia,a média de uma determinada grandeza é alulada
denindo-se inialmente o ensemble apropriado para melhor desrever o sistema no es-
tado de equilíbrio. Então, se f (x) for uma função de estado no ensemble annio sua






onde o termo e−βHx, é o peso de Boltzmann.
O método de Monte Carlo onsiste em resolver a integral aima transformando-a
em uma soma disreta, o que pode ser feito levando em onsideração a probabilidade












é função de partição do sistema.






Essa expressão, onheida omo distribuição de Boltzmann, estabelee uma relação entre
a termodinâmia e a estatístia de um sistema termodinâmio em equílibrio.
Para alular a média da função f(x) devemos imaginar um erto número N de








será uma estimativa para o valor da grandeza físia em questão. Quanto maior for N
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melhor será essa estimativa para essa função.
Para enontramos o valor de f(x) no equilíbrio termodinâmio, podemos simular
omputaionalmente um sistema físio que tenha N partíulas distribuídas em um volume
V om temperatura xa T e um onjunto de estados x usando o MMC, que pode ser
resumido nos seguintes passos:
1. Distribua aleatoriamente as N partíulas no volume V.
2. Esolha aleatoriamente uma partíula, que pode assumir uma nova posição no
sistema.
3. Usando uma taxa de transição denida testar se o novo estado é aeito.
4. Repetir os passos 2 e 3 N vezes, isso orresponde a 1 passo de Monte Carlo (PMC).
No m de ada passo alular a quantidade físia desejada.
5. Depois de um numero de PMC t esolhido iniialmente, essa esolha deve ser
suientemente grande para o sistema entre em equilíbrio termodinâmio, obtemos
todos os dados de interesse físio.
Em seguida apresentamos o algoritmo de Metropolis, o qual usamos para denir
a taxa transição do nosso modelo.
4.2 Algoritmo de Metropolis
O algoritmo de Metropolis é um dos métodos muito utilizado dentro do Método de Monte
Carlo. Ele dene omo o sistema evolui no tempo através das mudanças de energia
ausadas por uma nova onguração que dene um novo estado, e assim denindo se o
estado permanee inalterado ou passa para o novo (passo 3 do esquema de monte arlo
apresentado aima). Para realizar esse proedimento, o algoritmo de Metropolis gera
variáveis aleatórias seguindo uma taxa de transição W (xi → xj), que segue um proesso
de Markov [63℄. A probabilidade de mudança de estado pode ser denida esolhendo-se
uma variável para de distribuição P(x), que no aso é a distribuição de Boltzmann, dada
em 4.4. Além disso, temos que garantír que o proesso para gerar números aleatórios
seja desorrelaionado, ou seja, que as variáveis aleatórias geradas não tenha memória.
Essa ondição é satisfeita desde que
P (xi)W (xi → xj) = P (xj)W (xj → xi) . (4.6)
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Essa ondição é onheida omo balaneamento detalhado, a taxa de transição
W (xi → xj)é pode ser denida da seguinte forma: se a variação de energia ∆E =
E(xj) − E (xi) for menor que 0, o novo estado é aeito automatiamente, é a energia
da nova onguração e é a energia da onguração antiga. Caso ontrário para que
o novo estado seja aeito faz-se o seguinte, sortea-se aleatoriamente um numero entre
0 e 1, aso esse numero seja menor que , onheido omo peso de Boltzmann, a nova
onguração é aeita, se não o sistema volta para onguração original. Esta taxa de
transição garante que uma adeia de Markov irá gerar um distribuição de probabilidades
únia, para tempos suientemente longos, que orresponde à ondição de equílibrio
estaionária.
Podemos dizer que o Algoritmo de Metropolis leva o sistema para um estado de
menor energia livre, permitindo que os estados mais prováveis tenham maior hane de
oorrer. O funionamento do algoritmo de Metropolis pode ser representado no seguinte
esquema:
1. Dada uma nova onguração do sistema(passo 2 do equema de Monte Carlo),
alular a variação de energia.∆E = E(xj)−E (xi)
2. Se ∆E< 0, então a nova onguração é aeita automatiamente.
3. Se ∆E> 0, sorteia-se um número A aleatoriamente no intervalo [0,1℄, aso seja A <
e−β∆E , o sistema permae na nova onguração, aso ontrario o sistema retorna
a onguração anterior.
Esse esquema para o algoritmo de Metropolis é substituído no passo 3 no es-
quema de Monte Carlo. Para mais detalhes sobre o MMC e o Algoritmo de Metropolis,
é reomendado a leitura de livros textos na área de simulação omputaional.
4.3 Resultados da simulação
Utilizando o Método de Monte Carlo obtemos a dinâmia do nosso modelo, desrito
na seção 3.3.1. Todas as simulações foram feitas no ensemble annio, para tal, uma
onguração iniial é gerada distribuindo-se N partíulas aleatoriamente nos V sítios da
rede, que nesta dissertação é omposta por V = 1000 sítios e ondições de ontorno
períodias.
A inétia das partíulas do uido é denida da seguinte maneira: uma partíula
é esolhida aleatoriamente e em seguida ela realiza um salto que pode ser de um ou dois
sítios à direita ou à esquerda em relação à posição atualmente oupada. Quando o salto
41
for de dois sítios ela não olha para o sítio intermediário, que pode estar oupado ou
vazio. Esta ondição foi apliada para que pudessemos obter a difusão, visto que, para
uma rede unidimensional as partíulas ariam sempre na mesma ordem iniialmente
arranjadas se não houvesse a possibilidade de saltos através de outra partíula.
Após a montagem da rede om uma onguração iniial, atribuímos a um vetor
−→
X (0) a posição de ada uma das partíulas. Em seguida esolhemos aleatoriamente uma
delas para realizar um salto, então olhamos para posição para qual a partíula irá ser
desloada, aso esse sitío esteja oupado ela não pode realizar o salto permaneendo na
posição que oupava originalmente, em seguida esolhemos outra partíula e testamos
novamente a possibilidade de que seja realizado o salto. Quando uma partíula salta para
um sítio vazio, usamos o algorítimo de Metropolis para testarmos se a nova onguração
é aeita, de aordo om a seção anterior. Ao repetirmos esse prossedimento N vezes
obtemos um passo de Monte Carlo (PMC) [64℄ e ao nal de ada PMC alulamos o
desloamento médio das partíulas.
Quando é atingido um tempo de equilíbrio τeq estipulado iniialmente, passa-
mos a alular o desloamento quadrado médio, que é salvo em um arquivo a ada 103












onde t é a temperatura reduzida, ρ é a densidade, N é o número de partíulas e τ é o
tempo de simulação.
Com o intuito de desobrir se nosso modelo apresentava também anomalia na
difusão D, analizamos o omportamento da variação de D em função da densidade ρ,
om temperatura xa. Para ada temperatura realizamos ino simulações, partindo de
ongurações iniiais diferentes, sobre as quais tomamos a média. Com isso obtemos
a média expressa na equação (4.7). Foram obtidos dados para temperaturas reduzidas
entre 0.2 a 0.7 e densidades reduzidas de 0.15 até 0.85. Em todos os asos o tempo para
ada simulação, dado em passos de Monte Carlo, foi de 106 PMC.
Na gura 4.1 apresentamos dois gráos do desloamento quadrado médio em
função do tempo om a temperatura xa. No lado esquerdo exibimos os valores para
T = 0.8. Nessa temperatura, que pode ser onsiderada elevada, observamos uma maior
mobilidade das partíulas quando reduzimos a densidade. Assim, o oeiente de difusão,
que é alulado usando a equação (4.7), onde < ∆r2 > é obtido via simulação, é reduzido
om o aumento da densidade, omo pode ser visto da gura 4.2. Esse é o omportamento





























Figura 4.1: Desloamento quadrado médio em função do tempo (passos de monte arlo)
na esala logarítmia. Do lado direito a temperatura é igual 0.3, do lado esquerdo a
temperatura é igual a 0.8
um oportamento diferente do desloamento quadrado om a densidade. Para ρ = 0.7 a
mobilidade é maior que para ρ = 0.2, indiando um aumento peuliar da difusão quando
aumentamos a densidade.
Na gura 4.2 mostramos um gráo da difusão em função da densidade para
diversas temperaturas. Podemos ver que para temperaturas aima de 0.55 a difusão
apresenta um omportamento esperado para líquidos normais, deresendo quando há
um aumento da densidade. Para T < 0.46 observamos uma região onde oorre um
máximo e um mínimo para difusão, araterizando um omportamento anmalo, omo
apresentado em outros modelos de uidos om propriedades similares à água [14,15,65℄.
Essa anomolia na difusão, assim omo a anomalia na densidade, pode ser ex-
pliada através da quebra de ligações de hidrogênio, ausada pelo aumento de pressão.
Como as ligações de hidrogênio apresentam uma interação de maior intensidade entre
as partíulas, quando elas são destruídas oorre um aumento da mobilidade moléular,
oasionando então um aumento da difusão.
Outra interpretação dada por Sala e olaboradores [66℄, relaiona a difusão om
o volume livre por partíula, e o volume livre é denido omo:
vl = v − vex, (4.8)
onde vex é o volume exluido por partíula, que resulta do potenial de aroço duro.
Quando aumentamos a pressão, podemos reduzir ou aumentar o valor de v, isso vai
depender de qual termo será dominante, ∆vex ou ∆V , visto que ambos deresem om o
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Figura 4.2: Difusão pela densidade, para modelo unidimensional om interação repulsiva
entre primeiros vizinhos
LDL e, quando oorre a transição HDL-LDL oorre também a troa do termo dominante.
Para investigarmos qual a relação existente entre as anomalias termodinâmia
e dinâmia do nosso modelo onstruimos a gura 4.3, onde omparamos os pontos de
máximo e minimo de difusão om a linha TMD, no diagrama de fases temperatura vs
densidade. Os pontos de máximo Dmax e mínimo Dmin de difusão foram obtidos fazendo
um ajuste na região de máximo e mínimo, respetivamente, usando a equação:
D(t, ρ) = aρ4 + bρ3 + cρ2 + dρ+ e,
onde a, b, c, d e e são parâmetros de ajuste da urva, então, derivando esta equação
obtemos os pontos Dmim e Dmax, que delimitam a região om anomalia na difusão.
A área erada pela linha TMD é onde oorrem a anomalia termodinâmia
na densidade, que também é araterizada por apresentar um oeiente de expansão
térmia negativo, α < 0. Ao longo da TMD α se anula, passando a ter um valor positivo,
α > 0, fora da região envolvida pela TMD.
Podemos ver na gura 4.3 que região onde oorre a anomalia na difusão, entre
Dmax e mínimoDmin, era externamente a região de anomalia na densidade, linha TMD.
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Figura 4.3: Hierarquia de anomalias no diagrama temperatura vs densidade. Máximo
(írulos) e mínimo (quadrados) de difusão omparado om a TMD (linha ontínua)
anomalias termodinâmia, um fenmeno usualmente onheido omo hierarquia de ano-
malias. Tal hierarquia foi enontrada também em outros modelos de água om detalhes
atmios, disutidos na introdução, os quais apresentaram a mesma orden enontrada
nesse modelo para as anomalias. Contudo, modelos de rede bidimensional apresentaram
uma inversão nesse omportamento, sendo que a TMD envolvia a região de anomalia na
difusão [10,13℄. Além disso em nosso modelo anterior [48℄(anexo I) não observamos uma
hierarquia de anomalias bem denida, pois naquele aso, a linha de extremos de difusão
ruza a TMD entrando na região de anomalia na densidade,(seção 3.1).
Comparando o modelo aqui estudado om os outros apresentados nessa disser-
tação podemos onluir que a hierarquia de anomalias depende da forma do potenial
de interação entre as partíulas. Para modelos em rede além da depedênia na forma do




Estudamos, por meio de simulação omputaional, as anomalias apresentadas pela água
onde prouramos por uma forma de simpliar ao máximo o potenial de interação
moleular e, om essa forma de interação, reproduzir o omportamento anmalo da
água.
Com isso em mente, proposemos um modelo simpliado de água em rede uni-
dimensional om interação repulsiva entre primeiros vizinhos da rede. Com esse modelo
reproduzimos as anomalias dinâmia e termodinâmia presentes na água. Assim omo
outros modelos [43, 52℄ que utilizam formas de interação mais omplexas, nosso modelo
apresenta uma transição do tipo líquido-líquido em T=0. Esse resultado está de aordo
om a hipótese do segundo ponto rítio [24℄.
Em razão da simpliidade do modelo, alulamos todas as funções termodi-
nâmias analitiamente, utizando a ténia da matriz de transferênia. Mostramos o
omportamento da densidade, que apresenta um aumento om a temperatura (gura
3.5) assim omo aontee na água em temperaturas abaixo de 4
◦
C e em outros modelos
que simulam o omportamento desse líquido.
Estudamos também, o omportamento da entropia do modelo proposto, que
apresentou um omportamento atípio, se omparado om uidos normais, onde pode-
mos observar, no diagrama S vs P (gura 3.6), uma região onde oorre um aumento
da entropia om a pressão. Tal omportamento foi observado por outros modelos om
interação tipo ore-softened e é onheido omo anomalia na entropia. Termodinami-
amente, a anomalia na entropia está relaionada à anomalia na densidade atráves de
uma transformação de Maxwell (seção 2.1).
Para disutirmos a transição de fase entre duas estruturas líquidas, estudamos
o omportamento da funções resposta αT e KT , notamos que ambas apresentaram uma
divergenia, tipia de uma transição. Quando tomamos o limite om T = 0 e P → Pc,
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observamos que tanto a ompressibilidade, quanto o oeiente de expansão termia,
divergem, indiando a presença de um ponto rítio. Tal ponto é previsto na hipótese
do segundo ponto rítio, sendo loalizado no nal de uma linha de transição entre um
líquido de baixa densidade e outro de alta densidade em sistemas om a dimensão maior
que um.
Finalmente, usando o método de Monte Carlo, obtemos a dinâmia do modelo.
Estudamos o omportamento da difusão e notamos que essa propriedade também apre-
senta um omportamento anmalo, omo observado em outros modelos. Diferentemente
do modelo investigado no anexo I, o modelo aqui estudado apresentou uma hierarquia
de anomalias similar à de água, om a região anmala na difusão enobrindo a região
anmala na densidade.
Podemos onluir que apesar do nosso modelo ter somente uma interação re-
pulsiva entre primeiros vizinhos (o que representa uma simpliação dos modelos tipo
ore-softened) ele pode ser usado para representar uidos om arateristias anmalas,
om ênfase na água. Com ele onseguimos reproduzir as anomolias nas propriedades ter-
modinâmias e na dinâmia, que também está presente em outros modelos desenvolvidos
para investigar as propriedades anmalas de água.
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We investigate the occurrence of waterlike thermodynamic and dynamic anomalous behavior in a
one dimensional lattice gas model. The system thermodynamics is obtained using the transfer matrix
technique and anomalies on density and thermodynamic response functions are found. When the
hydrogen bond (molecules separated by holes) is more attractive than the van der Waals interaction
(molecules in contact) a transition between two fluid structures is found at null temperature and high
pressure. This transition is analogous to a ‘critical point’ and intimately connects the anomalies in
density and in thermodynamic response functions. Monte Carlo simulations were performed in the
neighborhood of this transition and used to calculate the self diffusion constant, which increases with
density as in liquid water. © 2011 American Institute of Physics. [doi:10.1063/1.3522772]
I. INTRODUCTION
Liquid water has many properties which are recognized
as being anomalous when compared to other, nonbonded
liquids, with similar molecular size. As an example, the
isothermal compressibility and the constant pressure heat ca-
pacity present minimum as a function of temperature at ambi-
ent pressure. In addition, the thermal expansion coefficient is
negative below 4 ◦C, indicating that density increases anoma-
lously with temperature.1, 2 Besides thermodynamic anoma-
lies, water present dynamic anomalies. For temperatures
below 283 ◦C there is a region where the self-diffusion con-
stant increases as a function of pressure.1, 3
The thermodynamic anomalies seems to be inter-related
and different thermodynamic scenarios were proposed to de-
scribe these relations.1 Here we will focus our discussion on
the second critical point scenario,4 that is supported by the
model studied here (as will be shown latter). According to
this scenario, the diverging thermodynamic behavior of the
response functions is associated with the critical point aris-
ing from metastable liquid–liquid phase transition that occurs
in the supercooled regime, in an experimentally unaccessible
temperature below the homogeneous nucleation temperature.
This scenario was originally observed and proposed by means
of computer simulations of atomistic models for liquid water,4
but there are indirect experimental evidences for the existence
of a liquid–liquid phase transition in supercooled water on
amorphous5, 6 and confined water.7
The relation between thermodynamic and dynamic
anomalies have been subject of discussion in the literature.7–10
Using atomistic models of water, Errington and Debenedetti
found that the anomalously diffusive region surrounds the re-
gion of density anomaly in the temperature versus density
a)Author to whom correspondence should be addressed. Electronic mail:
aureliobarbosa@unb.br.
b)Electronic mail: fao@fis.unb.br.
plane.8 In addition, measures of translational and rotational
structure also reveals unexpected behavior, that could be
connected to the anomalies on density and diffusion.8 These
relations, usually called hierarchy of anomalies, are not re-
stricted to water models and where observed in computer sim-
ulations of SiO2 (Refs. 11 and 12), BeF2 (Ref. 12), and core-
softened models of fluids.10, 13, 14
With the aim of investigating the relation between ther-
modynamic and dynamic anomalies of water we propose a
one-dimensional lattice model of water. Lattice and off-lattice
one-dimensional models of water were proposed by Ben-
Naim,15–17 Bell,18 and others,19, 20 to investigate the so-called
thermodynamic anomalies and even the unusual solvation be-
havior presented by water. Nevertheless, and as far as we
know, the behavior of the equilibrium diffusion constant of
these models were not investigated.
The thermodynamics of our model is obtained exactly us-
ing transfer matrix technique and its dynamics is investigated
through Monte Carlo simulations. A waterlike anomalous be-
havior is found both on density and self-diffusion constant, as
observed in water1 and atomistic models of water.3, 21
This paper is organized as follows. In Sec. II we build
the model’s Hamiltonian and investigate its ground state. In
Sec. III the thermodynamics of the model is analyzed and
discussed. Monte Carlo simulations are used to calculate the
self-diffusion constant on Sec. IV and the relation between
thermodynamics and kynetics is explored on Sec. IV A. Final
remarks are made on the last section.
II. THE MODEL
The model consists of a linear lattice whose sites can
be either occupied by molecules or empty. Two interactions
are defined: A short-range van der Waals attraction between
nearest neighbors and a hydrogen bond between second
nearest neighbors separated by holes. An occupation variable
0021-9606/2011/134(2)/024511/7/$30.00 © 2011 American Institute of Physics134, 024511-1
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ηk is assigned to each site k to indicate the presence (ηk = 1)
or the absence (ηk = 0) of a molecule. With these definitions












where vdw > 0 defines the strength of the van der Waals
attraction, hb > 0 the strength of the hydrogen bond, and μ
is the chemical potential.
In order to obtain a preliminary insight about the model
we investigate the ground state by looking at three states puta-
tive states at null temperature: a gas (G), a bonded fluid (BF),
and a dense fluid (DF). The gas phase is an empty lattice
which “coexists” with the fluid phase of lower free energy
at null pressure. The bonded fluid is a half filled and fully
bonded lattice, while the dense fluid is a filled lattice without
bonds. For a lattice with size L and periodic boundary condi-
tions, the grand canonical free energies of the fluid phases are
BF = −(hb + μ)L/2 and DF = −(vdw + μ)L . We will
only consider parameters that correspond to the hydrogen
bond being more attractive than the van der Waals interac-
tion, i.e., hb < vdw , in consistence with real water. In fact,
this condition also ensures the predominance of a bonded fluid
at low temperatures and pressures in the range 0 < P < Pc,
with Pc = hb − vdw . At null temperature, a transition be-
tween the BF and the DF happens at Pc, as observed by Sadr-
Lahijany et al. in a similar continous model.20 Here we follow
Ref. 20 on calling this null temperature transition as the “sec-
ond critical point,” in addition to the “critical point” found
at T = 0 and P = 0. Further discussions about the “second
critical point” of this system will be made on Sec. III A.
III. THERMODYNAMICS
We use the transfer matrix technique to exactly calculate
the grand canonical partition function (more details can be
found on Appedix A) of Hamiltonian Eq. (1) as
(T, L , μ) = λL = eβ P L , (2)
where T , L , μ, and P are, respectively, the thermodynamic
variables temperature, system’s length, chemical potential and
pressure, and β = 1/kT , with k the Boltzmann constant.
From (T, L , μ) the density ρ becomes:
ρ = (λ − 1) [(aλ + b)(λ − 1) + 1](λ − 1)2(aλ + 2b) + 3λ − 2 , (3)
where a = eβvdw and b = eβhb .
In addition to the density ρ, the densities (per site) of hy-
drogen bonds (ρhb) and nearest neighbors (ρnn) are also im-
portant to relate the liquid structure to the anomalous behavior
and are calculated in Appendix A. The mean number of hy-
drogen bonds (nhb) and nearest neighbors (nnn) per particle
can be calculated from those expressions as nhb = ρhb/ρ and
nnn = ρnn/ρ.
The thermodynamic response functions are important to
characterize waterlike behavior, particularly because they in-
dicate the possibility of a critical behavior on the supercooled
regime (as is expected to occur in liquid water). Here we in-
vestigate the thermal expansion coefficient (α) and isothermal
compressibility (κ), defined as:
















Expressions for these functions are lengthy and they will not
be presented here.
A. Low temperature limit
Let us note that for P = 0 expression (3) results in a
null density ρ = 0. Nevertheless, at null temperature the lim-
iting value of the density depends on how “first critical point”
(T = 0, P = 0) is approached. While approached from pos-
itive pressures, the density on the point (T = 0, P = 0) is
compatible with the BF ground state. In addition, both α and
kT diverge while approaching the “first critical point” (not
shown). An equivalent behavior was previously obtained by
Sadr-Lahijany et al. in a similar continous model.20
Even more interesting is the low-temperature behavior of
the system in the neighborhood of the “second critical point”
(T = 0,P = Pc). In what follows, we analyze this behavior
focusing on density ρ and its derivative α. From now on we
assume P > 0. Using this one obtains the low temperature
limit of Eq. (3) as
ρ ≈ aλ + b
aλ + 2b , (5)
where it was assumed that λ  1 at small temperatures. Now,
we note that λc = eβ Pc = b/a in the neighborhood of the
fluid–fluid transition at
T = Tc = 0, P = Pc = hb − vdw
and define
P = Pc + , λ = λcδ, δ = eβ,
in order to simplify Eq. (5). While approaching this transi-
tion it can be found that δ → 0 for  < 0, δ = 1 for  = 0,
and δ−1 → 0 when  > 0. Using these definitions, Eq. (5) is
written as
ρ = 1 + δ
2 + δ . (6)
The low-temperature limits of the density and the deriva-
tives of Eq. (6) are obtained in a straightforward manner (see
Table I). It is particularly interesting to note that the values
expected from Sec. II are reobtained when the critical pres-
sure is approached from below or from above, see Table I.
Nevertheless, when the null temperature limit is approached
with P = Pc one finds ρ → 2/3, which is different from both
BF and DF. This is an indication of a new liquid structure,
which can be represented through a series of two neighboring
water molecules surrounded by empty sites, as shown in
Fig. 1. By comparing the expected grand canonical free en-
ergies, it was verified a posteriori that this state coexists with
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TABLE I. Value of various quantities while approaching the transition at
(Tc = 0, Pc = hb − vdw ) through different limits. Only the temperature
dependence is presented for α and kT .
P → P−c P = Pc P → P+c
ρ 1/2 2/3 1
ρhb 1/2 1/3 0
ρnn 0 1/2 1
α ∼ −1/T 0 1/T
kT ∼ 1/T 1/T 1/T
both BF and DF exactly at Pc. The existence of such a hid-
den state make the analysis of the ground state limit more
complex. Nevertheless, a simple derivation similar to the one
presented above, was used for obtaining the low-temperature
limiting values of the densities of hydrogen bonds Eq. (A9)
and nearest neighbors Eq. (A10) presented in Table I.
We finish this analysis noting that the behavior of the
thermal expansion coefficient in the neighborhood of the
fluid–fluid phase transition changes qualitatively depending
on how the second critical point is approached. For a linear
approach  = kT tan θ we find α ∝ tan θ/T , which is rea-
sonable since the density anomalous increase with tempera-
ture in region dominated by BF fluid structure, for  < 0 or
equivalently P < Pc.
B. Liquid structure
In what follows we analyze the thermodynamic liquid
structure in the pressure versus temperature phase diagram
for the parameter hb/vdw = 3/2. Similar features are found
for other parameter values, provided that vdw < hb.
Figure 1 shows that the line of temperature of maximum
density (TMD) starts at T = 0 exactly at the BF-DF transi-
tion, which has the peculiar property that
α(0, Pc) = lim
T→0,P=Pc













α < 0 
TMD
FIG. 1. Temperature of maximum density (TMD) in the p = Pl/vdw vs
t = kT/vdw phase diagram, for hb/vdw = 3/2. Note that the TMD starts
in the low pressure critical point at (0,0) and ends in the high temperature
second critical point at (0,0.5).
This line reaches its maximum temperature at t = kT/vdw ≈
0.388(1) and then its temperature decreases with pressure un-
til reaching the G-BF transition located at (Tc = 0, Pc = 0).
As discussed previously by Sadr-Lahijany et al.,20 the G-BF
transition is a remanent of a gas–liquid phase transition of a
system with higher dimensionality, and can be found in sim-
ple 1D fluids with attractive short-range interactions. The very
fact that the TMD connects two transitions (G-BF and BF-
DF) seems to be a peculiar property of some 1D models, since
a similar feature also occurs in the 1D lattice model proposed
by Bell18 and for some parameters in Ref. 20, but not the con-
tinuous models studied in Refs. 15 and 18.
In Fig. 2 the behavior of density, number of hydrogen
bonds and number of nearest neighbors per particle is com-
pared as a function of temperature and pressure. Figure 2(a),
2(c), and 2(e) show that the anomalous increase in density
with temperature (for P < Pc) is followed by a decrease
on the number of hydrogen bonds and by an increase on
the number of first nearest neighbors. For P = Pc, not only
α ≈ 0 is persistent for a wide range of temperatures, but
(∂nhb/∂T )P ≈ (∂nnn/∂T )P ≈ 0 is also found in the same re-
gion. Figure 2(b), 2(d), and 2(f) show that the continuous tran-
sition between BF and DF progressively becomes more abrupt
as the temperature is lowered. From these figures, it is also
evident that ρ, nhb, and nnn are essentialy not changing with
temperature at P = Pc, since different isotherms cross at this
point. These results indicate that the intermediate fluid struc-
ture discussed in the previous section is well populated in a
borderline separating a BF-like region from a DF-like region.
It is possible that this population occurs because the interme-
diate structure is an unavoidable intermediate step for chang-
ing between the BF and DF liquid structures. A last comment
about Fig. 2(b), 2(d), and 2(f) is approapriate at this point: It is
evident from the high temperature curves that a fast transition
between the G and BF structures takes place at low pressures.
This is associated with the low-T and low-P part of the TMD,
which happens with a fast but small increase in density with
temperature, as also observed in Figs. 5 and 6 from Ref. 18.
The isothermal compressibility κ is presented in Fig. 3 as
a function of temperature, at the same pressures as Fig. 2(a),
2(c), and 2(e). Note that κ increases with decreasing temper-
ature in the neighborhood of the BF-DF transition, and that it
diverges when approaching this transition with P = Pc. The
diverging behavior of α can be more easily understood as a
function of pressure with fixed temperature, as in Fig. 4. Note
that, while approaching the BF-DF transition through a pres-
sure decrease, α is diverging to −∞ in the BF side and to +∞
on the DF side, as discussed in the previous section.
In the next section we turn our attention to Monte Carlo
simulations used to study the anomalous behavior of the dif-
fusion constant of this model.
IV. MONTE CARLO SIMULATIONS
Monte Carlo simulations were performed in the canoni-
cal ensemble using jumps to nearest and next-nearest neigh-
bor sites. Next-nearest neighbor jumps are necessary to ob-
serve diffusion in one dimensional lattice fluids since it is im-
possible for the particles to turn around their neighbors.
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FIG. 2. The temperature dependence of ρ (a), nhb and nnn is shown on the left side for p = 0.45 (dashdot), 0.50 (dash), and 0.55 (solid). The pressure
dependence of the same quantities is shown on right side for t = 0.05 (solid), 0.1 (dash), and 0.3 (dashdot). Units are the same used in Fig. 1.
Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
024511-5 Thermodynamic and dynamic anomalies in J. Chem. Phys. 134, 024511 (2011)
FIG. 3. Isothermal compressibility κ as a function of temperature at same
pressures as in Fig. 2: p = 0.45 (solid), 0.50 (dashed), and 0.55 (dashdot).
Each simulation starts with N particles placed randomly
along V sites of a linear lattice with periodic boundary con-
tourn, at temperature t . The initial configuration is recorded
in a vector 	X (0) with the position of each molecule. On each
MC timestep N particles are randomly selected to jump and,
in the absence of a collision, the Metropolis algorithm is
applied to test the acceptance of the movement.22 After an
equilibration time τeq the mean square displacements in rela-
tion to the initial configuration is calculated and recorded at
FIG. 4. Thermal expansion coefficient α as a function of pressure at temper-
atures t = 0.02 (solid), 0.05 (dashed), and 0.1 (dashdot).
every τr timesteps until the simulation time τ f . A number R
of different simulations is performed to avoid dependences on
initial conditions. The diffusion constant is then obtained by





[Xk(τ ) − Xk(0)]2
〉
R
= 2D(t, ρ)τ, (7)
where the average is performed over theR initial conditions.
This protocol was used to simulate a system of size
V = 1000, with the temperature t ranging from 0.30 to 0.90
and the density in the interval 0.18 ≤ ρ ≤ 0.9. The simula-
tion times used for this system was τ f = 107, τeq = 1.2 × 106
and τr = 5 × 103; and a number R = 10 of different ini-
tial configurations were performed on each point. The er-
ror on the diffusion constant was smaller than 0.5% in all
cases.
A. Anomalous diffusion and hierarchy of anomalies
The self-diffusion is shown in Fig. 5 as a function of den-
sity for five different temperatures. At high temperatures, and
particularly for t = 0.7 in Fig. 5, the diffusion decreases with
density, as expected in a system with simple hard core par-
ticles. For temperatures below t ≈ 0.55 it is possible to ob-
serve points of minimum (Dmin) and maximum (Dmax) dif-
fusion, as a function of density. Between Dmin and Dmax
the self-diffusion constant anomalously increase with den-
sity, as happens for water in a region of the phase diagram.1
The presence of a minimum in diffusion was observed in
atomistic8 models of liquid water, as well as continuous13, 23
and lattice24–26 models with waterlike behavior but, as far as
we know, this is the first time that this behavior is observed in
a one-dimensional lattice model.
In order to locate Dmin and Dmax points on the neighbor-
hood of minimum and maximum diffusion were fitted with
the function:
D(t, ρ) = (aρ3 + bρ2 + cρ + d) exp(eρ2 + fρ + g), (8)
with a, b, c, d, e, f , and g as numerically adjustable parame-


















FIG. 5. Self-diffusion constant as a function of density at fixed temperature.
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FIG. 6. The location of the maximum (filled circles) and minimum (empty
circles) values of the self-diffusion constant are compared to the line of tem-
perature of maximum density (line) in the t vs ρ phase diagram.
used to fit D(t, ρ), with at least 10 points around each extrem.
For temperatures higher than t = 0.43 a single function was
used to fit at least 17 points covering both extrems. Maximum
and minimum values of diffusion were calculated through the
derivative of Eq. (8). Points of extremum diffusion are com-
pared to the exact TMD line in the density versus temperature
phase diagram on Fig. 6. Even though not reaching the typi-
cally lower temperatures of the region anomalous in density,
the simulations indicate that for less dense states (ρ  0.6)
the line of minimum diffusion occurs at temperatures higher
than the TMD line. For higher densities, the line of maximum
diffusion presents a reentrance and it crosses the TMD line,
indicating that an strict hierarchy of anomalies is absent on
this simplified model (at least for vdw/hb = 2/3).
By comparing Fig. 6 and similar results from other lat-
tice models24–26 one observes an overall tendency of overlap
between regions of anomalous diffusion and density. Nev-
ertheless, the so-called hierarchy of anomalies does not al-
ways occur in simple hierarchical structure, as found in atom-
istic models of water.8, 21 In two-dimensional lattice mod-
els with waterlike behavior a hierarchy of anomalies was
found in a reversed order, i.e., with the TMD line covering
the anomalously diffusive region.25, 26 On the other side, a
three-dimensional lattice model also presents a line of ex-
tremum diffusion crossing the TMD, as in this work, but
with the region of diffusion anomaly covering the TMD at
low densities.24 Considering these models and the results pre-
sented on this paper it is possible to conclude that there is an
overall tendency for the concomitant ocurrence of density and
diffusion anomalies but the existence of an hierarchical order
between these anomalies depends on dimentionality and even
on possibily on the detailed nature of the interactions between
molecules.
V. CONCLUSION
We introduced a simple one dimentional lattice-gas
model that reproduces waterlike anomalies on its thermody-
namics and dynamics through transfer matrix technique and
Monte Carlo simulations. Although other models were used
to investigate water’s peculiar properties,15, 18–20 (as far as we
know) this is the first time this type of model is used to investi-
gate the inter-relations between thermodynamic and dynamic
waterlike anomalies.
Our results show that the region of thermodynamic
anomalies is located in the neighborhood of the transition be-
tween two structured fluids: a bonded fluid (BF) and a dense
fluid (DF). The null temperature second critical point is linked
to this transition and the relation between the criticality and
the temperature of maximum density can be understood from
the behavior of the thermal expansion coefficient in the vicin-
ity of the critical point.
An increase on the diffusion coefficient with density (at
fixed temperature) was also found in the neighborhood of
BF-DF transition. Even though existing an overall tendency
for the concomitant ocurrence of the regions of anomalous
diffusion and density, a strict hierarchy of anomalies is absent
on this model.
As final remark we mention that the simplicity of the
current model makes it an ideal prototype for more detailed
investigations on the inter-relations between waterlike ther-
modynamic and dynamic anomalies. We are now working on
analytical approaches to the diffusion constant of this model
using techniques from nonequilibrium statistical mechanical.
Another approach that is currently under investigation in-
volves the calculation of the diffusion constant through the
Kubo relation to understand the connection between memory
and diffusion in more complex topologies.27
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APPENDIX: TRANSFER MATRIX
TECHNIQUE
Here we use the transfer matrix technique to calculate the
grand canonical partition function of linear chain with Hamil-
tonian Eq. (1). More detailed survey of the technique can be
found on textbooks of statistical mechanical.17, 28 Since our
model does present interactions up to three neighboring lat-




h(ηi−1, ηi , ηi+1), (A1)
where periodic boundary conditions are assumed implicitly.
The three-site interaction Hamiltonian h(ηi−1, ηi , ηi+1) is de-
fined as
h(ηi−1, ηi , ηi+1) = −12vdw (ηi−1ηi + ηiηi+1)
− hbηi−1(1 − ηi )ηi+1 − μηi . (A2)
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A simple procedure to represent the transfer matrix of
in a one-dimensional system with first and second nearest-
neighbor interactions is described by Ben-Naim.17 Following
this procedure, the grand canonical partition function can be
written as





Q(ηi−1, ηi , ηi+1), (A3)
where the sum is made over all lattice states 	η ≡
{η0, . . . , ηL−1} and Q(ηi−1, ηi , ηi+1) ≡ e−βh(ηi−1,ηi ,ηi+1). Let
us now define an auxiliar occupation variable η′i and a new
Boltzmann weight as
P(ηi−1, ηi , η′i , ηi+1) =
{
Q(ηi−1, ηi , ηi+1), ηi = η′i
0, ηi = η′i .
(A4)
It is not difficult to use P(ηi−1, ηi , η′i , ηi+1) to write Eq. (A3)
as trace of a matrix:
(T, L , μ) = Tr {P L} , (A5)
where the elements of matrix P are ordered through binary
numbers whose bits are occupation variables, and are given
by:
[P]ηη′,η′′η′′′ = P(η, η′, η′′, η′′′).
In the thermodynamic limit, only the largest eigenvalue
(λ) of P contributes to the right-hand side of Eq. (A5), and
this equation becomes
 = λL = exp (β P L), (A6)
where the characteristic polynomial of P is
λ3 − (1 + za)λ2 + z(a − b)λ + z(b − 1) = 0. (A7)
By solving together Eqs. (A6) and (A7) one can obtain
either P ≡ P(T, μ) or μ ≡ μ(T, P). Here we follow Bell
in Ref. 18, who noted that z = eβμ can be rearranged from
Eq. (A7) as a function of λ, a, and b; leaving the possibility
















= (λ − 1) [(aλ + b)(λ − 1) + 1](λ − 1)2(aλ + 2b) + 3λ − 2 . (A8)
Finally, the same procedure can be used to calculate the
densities of hydrogen bonds and nearest neighbors (per site)
as
ρhb = b(λ − 1)
λ
[




1 + bz/λ2 + z(2λ − 1)[λ(λ − 1)]−2} . (A10)
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