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Abstract We present a method for determining the ratio of the tasks when breaking
any complex workload in such a way that once the outputs from all tasks are joined,
their full completion takes less time and exhibit smaller variance than when running
on the undivided workload. To do that, we have to infer the capabilities of the process-
ing unit executing the divided workloads or tasks. We propose a Bayesian Inference
algorithm to infer the amount of time each task takes in a way that does not require
prior knowledge on the processing unit capability. We demonstrate the effectiveness
of this method in two different scenarios; the optimization of a convex function and
the transmission of a large computer file over the Internet. Then we show that the
Bayesian inference algorithm correctly estimates the amount of time each task takes
when executed in one of the processing units.
Keywords Parallelization · Partitioning · Workflow · Uncertainty · Optimization
1 Introduction
It is well known that the partitioning of large workloads into smaller tasks can often
accelerate the completion of the full process. This is the assumption underlying
the parallelization of large workloads, such as the use of map-reduce for indexing
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documents [7], parallel algorithms for machine learning [4, 14, 22, 25], decentral-
ization of load balancing in networks [2, 11, 16] and many other complex processes
[13, 17, 23].
Beyond computer algorithms, other examples of large workloads that can be par-
titioned into smaller tasks are the transmission of big files over the Internet [21], the
processing of very large printing jobs using more than one printer, the introduction of
additional roads in urban traffic [12, 18, 19] and the breakup of manufacturing pro-
cesses into parallel streams [9]. In all these cases, once all the tasks are processed,
the results are pieced together to produce a useful output for the original workload.
The parallelization procedure entails a decision on the ratio of partitioning the
workload into tasks, so that its full completion process takes the shortest time with
minimum uncertainty. Uncertainty is a relevant and important variable because of the
unavoidable fluctuations in transmitting a set of files. These fluctuations arise from
a number of random factors, such as having to time share the processing unit with
other background processes, or the nature of the workload itself.1 This introduces
a stochastic component into the execution of any task, which at times can actually
increase the time it takes for a given task to finish. Thus the need to incorporate these
fluctuations into the partitioning procedure, so that the overall workload is completed
in shorter times than the original unpartitioned one.
In what follows, we describe a novel procedure for determining the partition ratio
when breaking large files into two such a way that once transmitted and joined, their
full transmission takes less time and uncertainty than when sending them over a sin-
gle channel. Although we only look at the case of two tasks, it should be noted that
the procedure can further divide the tasks into smaller sub-tasks and so on, resulting
in a general procedure for any number of tasks. The procedure is based on notions
of risk from economics that are used to combine primitive algorithms into new pro-
grams that are preferable to any of the primitive ones [10, 24]. In our case, however,
we focus both on speeding up the completion time and lowering the uncertainty of the
joint execution of the complementary tasks. This implies that the overall processing
time of the full workload is determined by the longest running task. After presenting
the method, we demonstrate its effectiveness in two different scenarios; a machine
learning algorithm for linear classification and the transmission of a large computer
file over the Internet.
There are relations between this work and the area of distributed computing worth
mentioning. Open-source libraries [3, 14, 22] which provide Application Program-
ming Interfaces to implement parallel machine learning algorithms have simplified
the splitting of workloads into equal sizes. This of course does not lead to an opti-
mal allocation of resources since some machines are faster than others, especially
in heterogeneous datacenters. The decision on how to allocate workloads between
the different CPU cores is left to the application developer using these libraries. Our
approach, on the other hand, provides a methodology for application developers that
they can use to choose the allocation of their workloads.
1A classic example is that of sorting an array of numbers using the Quicksort algorithm. The worst case
time-complexity for Quicksort is O(n2) while the average case is (n log n).
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In the area of networking, there have been proposals for implementing multipath
data transfers both at the network layer [21] and application layer [5]. Since the
multipath TCP protocol [21] is implemented at the network layer, it is agnostic of
the application developer. Our method can thus be implemented at the application
layer, giving more control and transparency to the developers and showing how their
networking applications can be implemented to facilitate parallel data transfers.
The BitTorrent protocol [5] is a peer-to-peer system which is implemented at the
application layer. The objective of BitTorrent is to get the file transmitted to as many
nodes as possible by keeping many of the nodes in the peer-to-peer network. One
way for BitTorrent to achieve this objective is to delay sending the remaining packets
needed to complete the file to peers. Peers are motivated to stay in the network until
they have fulfilled their part by uploading parts of the files to other peers. Our method
instead optimizes for the minimum mean and variance of completion time.
2 Theory
In order to determine the partition ratio f , consider a workload of size D, partitioned
into two smaller tasks of sizes Di and Dj , each of which computes on different
machines i and j , with different processing speeds and fluctuating performances.
Once the slowest task has been completed, the two outputs are joined together and
the process is considered complete.
For simplicity in the exposition, we will assume that the completion time, ti for the
full workload D executing on machine i is a continuous variable which is Normally
distributed with mean μi and standard deviation σi ,
p(ti |D,μi, σi) ∼ N (μi, σ 2i )
If the task on machine i, Di , is smaller than D by a factor of f , i.e. |Di | = f |D|,
the resulting distribution of completion times ti for machine i is given by,
p(ti |Di, μi, σi) ∼ N
(
fμi, [f σi]2
)
and similarly for machine j that processes task Dj , so that |Dj | = (1 − f )|D|,
p(tj |Dj,μj , σj ) ∼ N
(
[1 − f ]μj ,
[
(1 − f )σj
]2)
The workload only completes when both machines i and j finish processing their
assigned tasks Di,Dj , respectively. Thus, the cumulative density function for the
completion time t is the probability that both tasks ti and tj complete within a time .
P(t ≤ |f,D,μi, σi, μj , σj )
= P(ti ≤ |Di, μi, σi) · P(tj ≤ |Dj,μj , σj ) (1)
The decision as how to partition the workload consists of choosing the value of
f such that the workload will execute with the lowest expected completion time
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μ(f ) and variance σ 2(f ). This requires understanding the behavior of μ and σ 2 as
a function of f . They can be derived from their probability density function as,
μ(f ) = E(t |) =
∫ ∞
0
t · p(t |) dt
σ 2(f ) = V ar(t |) =
∫ ∞
0
t2 · p(t |) dt − [E(t |)]2
with
 ≡ {f,D,μi, σi, μj , σj }
with the probability density function given by the first order derivative of the
cumulative density function shown in Eq. 1,
p(t |) = d
dt
P (t ′ ≤ t |)
Since there is no closed form solution for the probability density function, we
express the expected completion time μ(f ) in terms of the cumulative density
function shown in Eq. 1,
μ(f ) =
∫ ∞
0
1 − P(t ≤ |) d
Similarly, the variance σ 2(f ) is given by,
σ 2(f ) =
{
2
∫ ∞
0

[
1 − P(t ≤ |)
]
d
}
−
[
μ(f )
]2
One can then numerically compute the integrals for μ(f ) and σ 2(f ) to obtain the
plots shown in Fig. 1a and b.
Figure 1a and b show the behavior of the expected time μ to completion of a
workload and its variance σ 2 both as a function of f ; while Fig. 2 shows μ and
σ parametrically as a function of each other. As can be seen, the partition of the
Fig. 1 Figures (a) and (b) show μ and σ 2 as a function of f . The values used are μi = 30, σi = 2,
μj = 20, σj = 6. The bolded red • is the efficient region that provides the best combinations of μ and
σ 2. The value of f which gives the minimum point in each of (a) and (b) is different, and that results in a
range of values that f can possibly take
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Fig. 2 Parametric plot of μ and σ 2 for μi = 30, σi = 2, μj = 20, σj = 6. The bolded red • corresponds
to the efficient region in Fig. 1a and b
workload results in completion times and variances that can be much smaller than the
original unpartitioned ones. Moreover, the minima for μ and σ 2 occur for different
values of f , a fact that determines a range of choices.
Since the resulting curve in Fig. 2 is parabolic, some values of μ have two pos-
sible choices of σ 2 and vice-versa. If our assumptions on the statistical distribution
of completion times for the two parallel tasks hold, the theoretical results derived
in Fig. 2 allow us to decide the appropriate value of f which minimizes μ and σ 2
for the full workload execution. By using the numerical values in Fig. 2, one can
choose the partition ratio f for workload of size D. We emphasize that the obser-
vation of the parabolic curve in Fig. 2 suffices for the general understanding of this
method.
However, in practice, different workloads have different sizes and importantly,
the completion time scales in a non-linear manner when varying the tasks size.
A machine learning algorithm would have to estimate μi and σi for any arbitrary
machine i given an arbitrary task size Di and the non-linear scaling associated with
the arbitrary task. This is what we do in the following section.
3 Bayesian inference
In many realistic scenarios, the knowledge of the processing unit i described by the
parameters μi and σi is often vague or unknown. A naive approach to addressing
this issue is to perform many controlled experiments of different workloads by vary-
ing f , with each f having multiple numbers of trials in order to estimate the mean
and variance at each value of f . However, in realistic or deployed systems, such con-
trolled experiments represent an opportunity cost and the resources used to conduct
such experiments would reap more benefits by running actual workloads.
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It is therefore necessary to have an algorithm which learns the (processing) sys-
tem parameters quickly based on several trials of using the processing units without
deliberate selection of f . To fulfill this requirement, we propose to use a Bayesian
approach to infer the parameters . Using a Bayesian approach allows several
benefits as follows,
1. The current understanding of the systems’ performance can be given as input to
the algorithm using prior beliefs expressed using statistical distributions.
2. Based on an observed batch of data, such as completion time with respect to
the amount of parallelism f , the likelihood of the observations can be combined
with the prior beliefs to obtain a posterior belief of the systems’ performance.
3. The posterior belief obtained from the previous batch of observations can
become the prior belief for the next batch of observations. By chaining a
sequence of prior and posterior updates, the algorithm can adjust the systems’
parameters for a dynamically fast changing environment.
For a more complete description of the model, we shall now introduce two addi-
tional parameters α and β to model the non-linear scaling of the mean μ and the
variance σ 2 when the size of the workload changes according to f . Given that
we split the workload into two tasks i and j to be executed on machine i and j ,
respectively, the completion time for each machine is given by,
p(ti |f,μi, σi, αi, βi) ∼ N
(
f αiμi,
[
f βi σi
]2)
p(tj |f,μj , σj , αj , βj ) ∼ N
(
[1 − f ]αj μj ,
[
(1 − f )βj σj
]2)
where α and β are scaling exponents that affect the completion time for varying
size of the workload. In efficient and ideal parallel systems, α and β would have
values of 1.0. But due to coordination costs and communication overheads in parallel
processing, the values of α and β are unlikely to have an exact value of 1.0. Since α
and β have an inter-dependency with the values of μ and σ , that implies estimating
the parameters of the model is significantly different from estimating the parameters
of a Normal distribution.
Let’s simplify the notation so that,
fi = f
fj = 1 − f
Then we can see that the analysis for i and j is identical,
p(ti |fi, μi, σi) ∼ N
(
f
αi
i μi, f
2βi
i σ
2
i
)
p(tj |fj , μj , σj ) ∼ N
(
f
αj
j μj , f
2βj
j σ
2
j
)
The purpose of simplifying for i and j is to show that if we can derive the Bayesian
updates of i, then we can similarly apply the same equations to j . With that, we can
Partitioning uncertain workloads 239
simplify the equations by dropping the subscripts i and j so that we only have to
work on the following,
p(t |f,μ, σ, α, β) ∼ N
(
f αμ, f 2βσ 2
)
(2)
As stated in Eq. 2, the completion time t can be predicted conditioned on the assump-
tion that μ, σ, α, β are known. The purpose of performing Bayesian Inference is so
that we do not need to make prior assumptions on these values. Instead, the executing
of the splitting algorithm allows us to learn these parameters “on-the-fly”.
In the next few sections, we will derive the Bayesian inference equations that allow
us to obtain estimations for the values of μ, σ, α, β.
3.1 Bayesian inference for μ and σ
Since these values are unknowns, we can assume that they are drawn from some
statistical distributions. For notational convenience, let’s replace the variance σ 2 with
the precision λ using the following relationship,
λ = 1
σ 2
An appropriate choice of prior distribution for μ is the following Normal distribution,
μ|μ0, κ0, λ ∼ N
(
μ0, (κ0λ)
−1)
p(μ|μ0, κ0, λ) ∝ λ 12 exp
(
−κ0λ
2
(μ − μ0)2
)
While the prior distribution of λ is the Gamma distribution,
λ|ν0, ψ0 ∼ Gamma(ν0, rate = ψ0)
p(λ|ν0, ψ0) ∝ λν0−1 exp (−ψ0λ)
where μ0, κ0, ν0 and ψ0 are parameters for the prior distributions of μ and λ, which
are constants that can be set based on subjective prior knowledge.
Then expressing the probability density function (pdf) as a multiplication of the
two distributions,
p(μ, λ|μ0, κ0, ν0, ψ0) ∝ λ 12 exp
(
−κ0λ
2
(μ − μ0)2 − ψ0λ
)
λν0−1
∝ λν0− 12 exp
(
−λ
2
[
κ0(μ − μ0)2 + 2ψ0
])
(3)
The next step is to merge the prior distribution with the likelihood of some
observed data to obtain the posterior distribution. In statistical notation, we would
like to obtain the posterior distribution conditioned on the observations of some com-
pletion time T = {t1, t2, . . . , tN } for a given set of workload F = {f1, f2, . . . , fN }.
And assuming that the values of α and β is known. i.e.
p(μ, λ|T , F, α, β, μ0, κ0, ν0, ψ0) ∝ p(T |F,μ, λ, α, β)p(μ, λ|μ0, κ0, ν0, ψ0) (4)
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The likelihood is then given by,
p(T |F,μ, λ, α, β) =
∏
n
p(tn|fn, μ, λ, α, β)
p(tn|fn, μ, λ, α, β) ∝
√
λ
f
β
n
exp
⎛
⎝−λ
2
[
t − f αn μ
f
β
n
]2⎞
⎠
p(T |F,μ, λ, α, β) ∝
∏
n
√
λ
f
β
n
exp
⎛
⎝−λ
2
[
t − f αn μ
f
β
n
]2⎞
⎠
∝ λ
N
2
∏
n f
β
n
exp
⎛
⎝−λ
2
∑
n
[
t − f αn μ
f
β
n
]2⎞
⎠ (5)
∝ λN2 exp
⎛
⎝−λ
2
∑
n
[
t − f αn μ
f
β
n
]2⎞
⎠ (6)
Substitute Eqs. 3 and 6 into 4. Then through some algebraic manipulations (expan-
sion, completing the square, factorization and simplification), we can obtain the
posterior distribution given by,
p(μ, λ|T , F, α, β, μ0, κ0, ν0, ψ0)
∝ λνN− 12 exp
(
−λ
2
[
κN(μ − μN)2 + 2ψN
])
With μN, κN, νN and ψN given by,
μN = μ0κ0 +
∑
n f
α−2β
n tn
κ0 + ∑n f 2α−2βn
(7)
κN = κ0 +
∑
n
f 2α−2βn (8)
νN = ν0 + N
2
(9)
ψN = ψ0 + 1
2
⎡
⎣−μ2NκN + μ20κ0 +
∑
n
(
tn
f
β
n
)2⎤
⎦ (10)
3.2 Bayesian inference for α and β
α and β represent the scalability of the processing unit when given different work-
loads governed by f . A perfect system would have α = 1.0 and β = 1.0 indicating
that the expected completion time and variance scales linearly with the size of the
workload. α > 1.0 and β > 1.0 represents an impossible scenario since this suggests
that the system takes less time and have less uncertainty when given more workload.
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Since α and β could only take values between 0 and 1, it would be appropriate to use
the Beta distribution as the prior of α and β.
p(α|θ0, φ0) ∝ αθ0−1(1 − α)φ0−1
p(β|δ0, η0) ∝ βδ0−1(1 − β)η0−1
Using the likelihood given by Eq. 6, the posterior distribution of α conditioned on
a set of observations T for a given set of F is,
p(α|T , F,μ, λ, θ0, φ0, β) ∝ p(T |F,μ, λ, β, α) p(α|θ0, φ0)
∝ λN2 exp
⎛
⎝−λ
2
∑
n
[
t − f αn μ
f
β
n
]2⎞
⎠αθ0−1(1 − α)φ0−1 (11)
For the posterior distribution of β, we would have to use the likelihood given by Eq. 5
which gives us the following,
p(β|T , F,μ, λ, δ0, η0, α) ∝ p(T |F,μ, λ, α, β) p(β|δ0, η0)
∝ λ
N
2
∏
n f
β
n
exp
⎛
⎝−λ
2
∑
n
[
t − f αn μ
f
β
n
]2⎞
⎠βδ0−1(1 − β)η0−1 (12)
Unfortunately, there is no algebraic solution to manipulate the posterior distribu-
tion given by Eqs. 11 and 12 into Beta distributions. In fact, there is no analytical
proof that the posterior distributions remain as Beta distributions.
We could continue to assume that the posterior distribution can be approximated
by a Beta distribution with parameters θN , φN for α and δN , ηN for β. Using the
method of moments,
θN = E(α)
[
E(α)[1 − E(α)]
V ar(α)
− 1
]
(13)
φN = [1 − E(α)]
[
E(α)[1 − E(α)]
V ar(α)
− 1
]
(14)
δN = E(β)
[
E(β)[1 − E(β)]
V ar(β)
− 1
]
(15)
ηN = [1 − E(β)]
[
E(β)[1 − E(β)]
V ar(β)
− 1
]
(16)
Then using the standard definitions for E(α) and V ar(α) to derive their specific
values,
E(α) =
∫ 1
0
α · p(α|T , F,μ, λ, θ0, φ0) dα (17)
E(α2) =
∫ 1
0
α2 · p(α|T , F,μ, λ, θ0, φ0) dα (18)
V ar(α) = E(α2) − [E(α)]2 (19)
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The probability density functions given by Eqs. 11 and 12 have closed form solutions.
In our solver, we employ the use of numerical integration to obtain an approximate
value for the expectations and variances. A similar procedure applies for δN and ηN
of β.
Figure 3a and b show an example of the differences between the true and approxi-
mate posterior distribution of α. Figure 4a and b show an example of the differences
between the true and approximate posterior distribution of β. The green line in
Figs. 3b and 4b shows that the mean of the distribution is also close to the mode of
the distribution, which has important implications for the Gibbs Sampling algorithm
which we will describe in the next section.
Fig. 3 Comparison between the true and approximate posterior distribution of α
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3.3 Gibbs sampling algorithm
Algorithm 1 summarizes the use of the Bayesian inference equations for estimating
the parameters of the processing system. After updating the parameters of the prior
distributions, we sample from the distributions instead of taking their mode or mean
so as to avoid getting trapped in a local maximum of the log likelihood. Due to the
fact that the mean is also closed to the mode as shown in Figs. 3b and 4b, it suggests
that sampling from their distributions will have the desired side effect of increasing
the log likelihood of the overall system.
This methodology is general enough so as to be applicable to a number of sce-
narios. In what follows we illustrate this approach with two concrete examples that
Fig. 4 Comparison between the true and approximate posterior distribution of β
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Algorithm 1 Gibbs sampling of μ, σ, α, β
Require: {μ0, κ0, ν0, ψ0}, {θ0, φ0}, {δ0, η0}
Sample α from Beta distribution using θ0 and φ0.
Sample β from Beta distribution using δ0 and η0.
while true do
T ← [], F ← []
for n ← 1 to N do
Add tn to T , add fn to F
end for
for some number of iterations do
μN ← using Eq. 7.
κN ← using Eq. 8.
νN ← using Eq. 9.
ψN ← using Eq. 10.
Sample λ from Gamma distribution using νN and ψN .
Sample μ from Normal distribution using μN and (κNλ)−1.
θN ← using Eq. 13.
φN ← using Eq. 14.
Sample α from Beta distribution using θN and φN .
δN ← using Eq. 15.
ηN ← using Eq. 16.
Sample β from Beta distribution using δN and ηN .
end for
μ0 ← μN , κ0 ← κN , ν0 ← νN , φ0 ← φN
θ0 ← θN , φ0 ← φN , δ0 ← δN , η0 ← ηN
end while
σ ← √1/λ
return μ, σ, α, β
can be easily tested in the laboratory. The first one is a machine learning example for
linear classification, while the second corresponds to the transmission of a large file
over the Internet.
4 Applications
To summarize the whole method for its applications, these are the steps in sequential
order for utilizing our proposed theory and Bayesian inference algorithm for a two
node example.
1. Receive the first workload.
2. Make a guess about the parameters (μ, σ, α, β) of the two processing units.
3. Split the workload into two tasks by randomly choosing the f .
4. Run the workloads through each of the processing units.
5. Observe how long each workload takes to complete in each processing unit.
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6. With these new observations, update the parameters about the processing capa-
bilities of each component using Bayesian inference algorithm as described in
Section 3 or Algorithm 1.
7. Receive a new workload.
8. With the updated parameters (μ, σ, α, β), determine the optimal splitting for
the workload.
9. Split the workload into two tasks using an optimal decision based on a curve
such as the one in Fig. 2. One could either optimize for the lowest mean, the
lowest variance or choose a suitable trade-off between mean and variance.
10. Repeat steps 4 to 10 for the the next incoming workload.
5 Experiments
We first demonstrate the parallel optimization of a least squares error function
used for logistic regression classification. This function which is commonly seen in
machine learning is quadratic and therefore convex. This is different from a parallel
algorithm such as map-reduce, which breaks the file into an equal number of smaller
inputs.
Next, we performed a file transmission experiment by transferring a fixed size file
in parallel from a source node to a destination node over two network paths. Besides
its intrinsic value, this experiment also acts as a proxy for other spatial workloads
which are harder to test in the laboratory, such as urban traffic or transportation routes.
5.1 Parallel gradient descent for classification
In our case the input data D for the machine learning task consists of feature vectors
and the corresponding labels are partitioned into two sets of unequal sizes Di and
Dj . A classical optimization algorithm [1] is then applied to each of the tasks Di
and Dj to obtain globally optimal solutions θi and θj , based on each of their inputs.
The desired solution θ for the original workload D was then obtained as a linear
combination of the solution from each of the tasks. The solution θ are weights to the
linear classifier that can be used to predict labels for a set of features. This way of
merging the classification weights follows the description found in [25].
θ = f θi + (1 − f )θj
We consider the problem of classification on a very large set of labeled data D :=
{X, Y }. Each row of data d ∈ D is a tuple of information (x, y) such that y is a binary
label that takes values of {0, 1} and x ∈ RK is a K dimensional vector that represents
the features which determine the label of y.
The traditional approach to building a classifier C is to use a learning (optimiza-
tion) algorithm G which reads in the entire data set D and outputs the estimated
parameters θ ∈ RK .
θ ← G(C,D)
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The purpose of obtaining θ is for labeling some unlabeled data set D where each
instance d ∈ D only contains x but not y. We would then be able to obtain statistical
estimations of y using the estimated θ and the classifier C.
P(y) ← C(x, θ) or PC(y|x, θ)
5.1.1 Parallelism from sequential algorithm
The parallel method of learning the classifier is to split the data D into Di and Dj ,
such that |Di | = f |D| and |Dj | = (1 − f )|D|. We would then apply a sequential
learning algorithm G on Di and Dj to obtain two sets of parameters θi and θj .
θi ← G(C,Di)
θj ← G(C,Dj )
The desired parameters θ can be obtained as a linear combination,
θ = f θi + (1 − f )θj
5.1.2 C: logistic regression classifier
Without the loss of generality and putting our experiments into more specific context,
we shall use the basic Logistic Regression as our chosen classifier C.
zn = exp
(
−
∑
k
θk · xn,k
)
P(yn = 0|xn, θ) = 1
1 + zn
P (yn = 1|xn, θ) = z
1 + zn
5.1.3 G: the sequential gradient descent algorithm
The learning algorithm we use for the Logistic Regression classifier is the Stochastic
Gradient Descent (SGD). In SGD, each of the kth value in θ ∈ RK is incremen-
tally adjusted by a large number of iterative computations using the gradient of each
data point in order to optimize the logarithmic likelihood. The logarithmic likelihood
conditioned on each data point (xn, yn) is,
logP(yn|xn, θ) = yn logP(yn = 1|xn, θ) + (1 − yn) logP(yn = 0|xn, θ)
= yn
[
log(zn) − log(1 + zn)
] + (1 − yn)
[
log(1) − log(1 + zn)
]
= yn log(zn) − log(1 + zn)
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Taking derivative with respect to each kth dimension,
dz
dxn,k
= −xn,k · exp
(
−
∑
k
θk · xn,k
)
= −xn,k · zn
d logP(yn)
dxn,k
= yn
zn
dzn
dxn,k
− 1
1 + zn
dzn
dxn,k
= −xn,k · zn
(
yn
zn
− 1
1 + zn
)
= xn,k
(
zn
1 + zn − yn
)
(20)
The Parallel Gradient Descent for the Logistic Regression classifier is therefore
summarized by Algorithms 2 and 3.
Algorithm 2 Parallel gradient descent for logistic regression
Require: D := {Y ∈ RN,X ∈ RN×K }, f
Di ← Get a fraction f of D.
Dj ← Get a fraction 1 − f of D.
θi ← Run Algorithm 3 on Di .
θj ← Run Algorithm 3 on Dj .
θ ← f θi + (1 − f )θj
Algorithm 3 Gradient descent for logistic regression
Require: Y ∈ RN,X ∈ RN×K
for k ← 1 to K do
θk ← 0.0
end for
for fixed number of iterations do
for n ← 1 to N do
z ← 0.0
for k ← 1 to K do
z ← z + θk · xn,k
end for
z ← exp(−z)
for k ← 1 to K do
θk ← θk + xn,k · [z/ (1 + z) − yn]  Ref. Eq. 20
end for
end for
end for
return θ
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5.1.4 Results
We processed the parallel optimization algorithm on two virtual machines, each
with one CPU core running at 2667 MHz. To generate uncertainty in the comple-
tion time of each task, we ran background processes on each machine, which created
contention for CPU resources. Other factors that contributed to uncertainty are
subroutine calls, distribution of the input data, memory access conflicts, cache
misses, etc.
Figure 5a and b show how the mean completion times and their variances vary with
each value of f . The mean and variance at each value of f was obtained by repeating
many trials of the optimization process over a long period of time using different
values of f . Figure 6 shows μ and σ 2 parametrically as a function of each other
for this parallel optimization case. As can be seen, one obtains a performance curve
similar to the theoretical one in Fig. 2. More importantly, the results clearly show that
both the total completion time and its variability are much lower than the original
unpartitioned workload. This implies that one can always choose a partition (given
by the value of f ) such that it lowers both the completion time of the computation
and its uncertainty.
5.2 File transmission using dual channels
For our file transmission experiment, since the TCP network protocol does not allow
fine grain control of how the file packets travel through the Internet, we created an
intermediate overlay to redirect a fraction of the file packets through a different path.
The source node used in our experiment was hosted in New York City, while the
destination node was hosted in Singapore. The use of traceroute showed that network
packets went through the west coast of the US before reaching the destination in
Singapore. This implies that network packets from New York City route through the
Pacific Ocean to Singapore.
Fig. 5 μ and σ 2 as a function of f for parallel optimization of the convex least squares error function
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Fig. 6 Observed values of μ(f ) and σ 2(f ) as a parametric function of each other
We wanted to determine if having an alternate route for sending some of the file
packets from New York to Singapore via Europe provided a better transmission pro-
cess. We thus created another host in London to act as an overlay which received file
packets from New York and forwarded them to Singapore.
We split a large file of 132 × 106 bytes into two, whose sizes depended on the
different values of f and sent each of them across the two different network channels.
We ensured that only network transmission times contributed to the completion times
by ignoring disk I/O delays using the following,
1. Storing the entire file in the memory of the source node.
2. Avoiding the use of disk storage as buffer in the relay node.
3. Discarding the file packets and not writing to disk after receiving at the
destination node.
To measure the completion time of the two parallel file transfers, the node at
the destination measured the time of the last packet (from either channel) and then
subtracted the time of the request for the first packet (from both channels).
In order to measure the mean and variance of the transmission times, we repeated
the file transfer 20024 times over a period of 72 hours from Sunday to Tuesday. For
each trial, we randomized the value of f .
5.2.1 Results
Figure 7 shows the distribution of completion times for the value f = 0.5, which
is well approximated by a Normal distribution. Figure 8a and b show how the
mean completion times and their variances varied as a function of f . Similar to the
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Fig. 7 Histogram of completion times at f = 0.5 for the one workload. Due to inherent fluctuations in the
network pipelines, the completion time for a file of fixed size was Normally distributed around a mean and
variance. This distribution of completion times was consistent for the values of f ∈ {0.0, 0.1, 0.2, . . . , 1.0}
during our experiments
optimization case, the results for this file transmission experiment are also consistent
with the theoretical predictions shown in Fig. 1a and b.
5.3 Fitting the curve with Bayesian inference
Using the data collected in the File transmission experiments, we apply the Bayesian
inference algorithm to verify whether we are able to estimate the mean and variance
for the network channels that transmitted a portion of the divided file. We used the
log of the likelihood in Eq. 6 as a measure of how well the inferred parameters fit to
the observed completion times. We do not apply the Bayesian inference algorithm on
the Parallel Gradient Descent experiments because the non-Gaussian artificial noise
Fig. 8 μ and σ 2 as a function of f for dual transmission of a file
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Fig. 9 Results for estimating the network characteristics for a file transfer. Each point represents the
logarithm likelihood of Eq. 5
introduced in the experiment does not conform to the Gaussian distributions that is
required for our Bayesian inference model.
Figure 9 shows the convergence of the Gibbs Sampling algorithm presented in
Algorithm 1. The fast increase of the log likelihood (y-axis) using a relatively low
number of data points (x-axis) shows that the Bayesian inference equations and the
Gibbs Sampling algorithm is able to estimate the system parameters.
6 Conclusion
These results show that this general methodology for partitioning uncertain work-
loads leads to shorter expected completion times with reduced uncertainty. All that
is needed is to obtain a curve and then decide on the value of f that lowers uncer-
tainty and expected completion time. A very direct application of this method would
be in the information technology domain, as it allows for new formulations of pric-
ing schemes for Quality-of-Service (QoS) [6, 20] offerings, since in order to satisfy
demand large cloud and data systems need to increase the speed with which they
process incoming jobs.
This work can be further extended by generalizing the splitting procedure to many
components. In that case, methods like group testing [8, 15] could be utilized to
decide on the best choice of the number of components. Another possibility is to
generalize the work to workloads of varying sizes.
Finally, we stress that the applicability of this method extends beyond the exe-
cution of computer algorithms and file transmissions over the Internet. Alleviating
congestion in urban traffic, job scheduling in manufacturing, finding optimal routes
for supply chain scenarios and any other activities that allow for some parallelism
can also exploit this approach.
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