We revisit the shift technique applied to Quasi-Birth and Death (QBD) processes (He, Meini, Rhee, SIAM J. Matrix Anal. Appl., 2001) by bringing the attention to the existence and properties of canonical factorizations. To this regard, we prove new results concerning the solutions of the quadratic matrix equations associated with the QBD. These results find applications to the solution of the Poisson equation for QBDs.
Introduction
Quadratic matrix equations of the kind
where A −1 , A 0 , A 1 are given n × n matrices, are encountered in many applications, say in the solution of the quadratic eigenvalue problem, like vibration analysis, electric circuits, control theory and more [18, 13] . In the area of Markov chains, an important application concerns the solution of Quasi-Birthand-Death (QBD) stochastic processes, where it is assumed that A −1 , A 0 and A 1 are nonnegative matrices such that A −1 + A 0 + A 1 is stochastic and irreducible [15, 3] .
For this class of problems, together with (1), the dual equation X 2 A −1 + X(A 0 − I) + A 1 = 0 has a relevant interest. It is well known that both (1) and the dual equation have minimal nonnegative solutions G and R, respectively, according to the component-wise ordering, which can be explicitly related to one another [15, 17] . These solutions have an interesting probabilistic interpretation and their computation is a fundamental task in the analysis of QBD processes. Moreover they provide the factorization ϕ(z) = (I − zR)K(I − z −1 G) of the Laurent polynomial ϕ(z) = z −1 A −1 + A 0 − I + zA 1 , where K is a nonsingular matrix. A factorization of this kind is canonical if ρ(R) < 1 and ρ(G) < 1, where ρ denotes the spectral radius. It is said weak canonical if ρ(R) ≤ 1 and ρ(G) ≤ 1.
We introduce the matrix polynomial B(z) = A −1 +z(A 0 −I)+z 2 A 1 = zϕ(z) and define the roots of B(z) as the zeros of the polynomial det B(z). If ξ is a root of B(z) we say that v is an eigenvector associated with ξ if v = 0 and B(ξ)v = 0. The location of the roots of B(z) determines the classification of the QBD as positive, null recurrent or transient, and governs the convergence and the efficiency of the available numerical algorithms for approximating G and R [3] . In particular, B(z) has always a root on the unit circle, namely, the root ξ = 1, and the corresponding eigenvector is the vector e of all ones, i.e., B(1)e = 0.
If the QBD is recurrent, the root ξ = 1 is the eigenvalue of largest modulus of the matrix G and Ge = e. In the transient case, that root is the eigenvalue of largest modulus of R. These facts have been used to improve convergence properties of numerical methods for computing the matrix G. The idea, introduced in [11] and based on the results of [5] , is to "shift" the root ξ = 1 of B(z) to zero or to infinity, and to construct a new quadratic matrix polynomial B s (z) = A having the same roots as B(z), except for the root equal to 1, which is replaced with 0 or infinity. Here the super-(sub-)script s means "shifted". This idea has been subsequently developed and applied in [4, 8, 9, 10, 14, 16] .
In this paper we revisit the shift technique, and we focus on the properties of the canonical factorizations. In particular, we prove new results concerning the existence and properties of the solutions of the quadratic matrix equations obtained after the shift.
By following [3] , we recall that in the positive recurrent case the root ξ = 1 can be shifted to zero by multiplying B(z) to the right by a suitable function (right shift), while in the transient case the root ξ = 1 can be shifted to infinity by multiplying B(z) to the left by another suitable function (left shift). In the null recurrent case, where ξ = 1 is a root of multiplicity 2, shift is applied both to the left and to the right so that one root 1 is shifted to zero and the other root 1 is shifted to infinity (double shift). In all the cases, the new Laurent matrix polynomial ϕ s (z) = z −1 B s (z) is invertible on an annulus containing the unit circle in the complex plane and we prove that it admits a canonical factorization which is related to the weak canonical factorization of ϕ(z). As a consequence, we relate G and R with the solutions G s and R s of minimal spectral radius of the matrix equations A . We show that such factorization exists and we provide an explicit expression for it, for the three different kinds of shifts. The existence of such factorization allows us to express the minimal nonnegative solutions G and R of the matrix equations A −1 X 2 + (A 0 − I)X + A 1 = 0 and A −1 + X(A 0 − I) + X 2 A 1 = 0, in terms of the solutions of minimal spectral radius G s and R s of the equations A
respectively. The existence of the canonical factorizations of ϕ s (z) and ϕ s (z −1 ) has interesting consequences. Besides providing computational advantages in the numerical solution of matrix equations, it allows one to give an explicit expression for the solution of the Poisson problem for QBDs [2] . Another interesting issue related to the shift technique concerns conditioning. In fact, while null recurrent problems are ill-conditioned, the shifted counterparts are not. A convenient computational strategy to solve a null recurrent problem consists in transforming it into a new one, say by means of the double shift; solve the latter by using a quadratic convergent algorithm like cyclic reduction or logarithmic reduction [3] ; then recover the solution of the original problem from the one of the shifted problem. For this conversion, the expressions relating the solutions of the shifted equations to those of the original equations are fundamental, they are provided in this paper.
The paper is organized as follows. In Section 2 we recall some properties of the canonical factorization of matrix polynomials, and their interplay with the solutions of the associated quadratic matrix equations, with specific attention to those equations encountered in QBD processes. In Section 3 we present the shift techniques in functional form, with attention to the properties of the roots of the original and modified matrix polynomial. In Section 4 we state the main results on the existence and properties of canonical factorizations. In particular we provide explicit relations between the solutions of the original matrix equations and the solutions of the shifted equations. In the Appendix, the reader can find the proof of a technical property used to prove the main results.
Preliminaries
In this section we recall some properties of matrix polynomials and of QBDs, that will be used later in the paper. For a general treatment on these topics we refer to the books [3, 7, 12, 15, 17] .
Matrix polynomials
Consider the matrix Laurent polynomial ϕ(z)
, where E(z) = E 0 + zE 1 and F (z) = F 0 + zF −1 are invertible for |z| ≤ 1. A canonical factorization is weak if E(z) and F (z) are invertible for |z| < 1 but possibly singular for some values of z such that |z| = 1. The canonical factorization is unique in the form ϕ(z) = (I − z E 1 )K(I − z −1 F −1 ) for suitable matrices E 1 , F −1 and K, see for instance [6] .
Given an n × n quadratic matrix polynomial B(z) = B −1 + zB 0 + z 2 B 1 , we call roots of B(z) the roots ξ 1 , . . . , ξ 2n of the polynomial det B(z) where we assume that there are k roots at infinity if the degree of det B(z) is 2n − k. In the sequel we also assume that the roots are ordered so that |ξ 1 | ≤ · · · ≤ |ξ 2n |.
Consider the following matrix equations
Observe that if X is a solution of (2) and Xv = λv for some v = 0, then B(λ)v = 0 that is, λ is a root of B(z). Similarly, the eigenvalues of any solution of (5) are roots of B(z), and the reciprocal of the eigenvalues of any solution of (3) or (4) are roots of B(z) as well. Here we adopt the convention that 1/0 = ∞ and 1/∞ = 0.
We state the following general result on canonical factorizations which extends Theorem 3.20 of [3] :
Assume that the roots of B(z) = zϕ(z) are such that |ξ n | < 1 < |ξ n+1 | and that there exists a matrix G which solves the matrix equation (2) with ρ(G) = |ξ n |. Then the following properties hold:
and R is the solution of the equation (3) with minimal spectral radius.
ϕ(z) is invertible in the annulus
Moreover, G and R are the solutions of minimal spectral radius of the equations (4) and (5), respectively.
Proof. Parts 1 and 2 are stated in Theorem 3.20 of [3] . We prove Part 3. From 2, the function H(z −1 ) = ϕ(z −1 ) −1 is analytic in an annulus A contained in A and containing the unit circle. From the expression of H i we obtain H(z
Since det H 0 = 0, we may rewrite the latter equation as
where we have set G = H 0 RH 
we may write
where
The matrix Y cannot be singular since otherwise det H(z −1 ) = 0 for any z ∈ A, which contradicts the invertibility of H(z −1 ). Therefore, we find that
in particular for |z| = 1. This factorization is canonical since ρ( R) = ρ(G) < 1 and ρ( G) = ρ(R) < 1. By the uniqueness of canonical factorizations [6] , one has Y −1 = K = B 0 + B −1 G. One finds, by direct inspection, that the matrices G and R are solutions of (4) and (5), respectively. Moreover, they are solutions of minimal spectral radius since their eigenvalues coincide with the n roots with smallest modulus of B(z) and of zB(z −1 ), respectively.
The following result holds under weaker assumptions and provides the converse property of part 3 of Theorem 1.
The following properties hold:
, and R is a solution of (3) with ρ(R) = 1/|ξ n+1 |;
if there exists a solution G to the matrix equation
, and R is a solution of (5) with ρ( R) = |ξ n |; 3. if |ξ n | < |ξ n+1 |, and if there exist solutions G and G to the matrix equations (2) and (4), respectively, such that
Proof. Properties 1 and 2 can be proved as Property 1 in Theorem 3.20 of [3] . Assume that |ξ n | < |ξ n+1 |. Since ρ(G) or ρ(R) is less than one, the series
The solution is unique since X solves the Stein equation if and only if (
, where vec(·) is the operator that stacks the columns of a matrix and ⊗ is the Kronecker product; the matrix of the latter system is nonsingular since ρ(R
We prove that det(W ) = 0. Assume that |ξ n | ≤ 1 and |ξ n+1 | > 1 and choose t ∈ R such that |ξ n | < t < |ξ n+1 |. Consider the matrix polynomial
. . , 2n. Therefore, for the chosen t, we have |ξ n,t | < 1 < |ξ n+1,t |. Moreover the matrices G t = t −1 G and G t = t G are solutions with spectral radius less than one of the matrix equations B −1,t +B 0,t X +B 1,t X 2 = 0 and B −1,t X 2 + B 0,t X +B 1,t = 0, respectively. In this way, the matrix polynomial B t (z) satisfies the assumptions of Theorem 3.20 of [3] , and the matrix
, where R t = tR, is nonsingular. One verifies by direct inspection that W = tH 0,t . Therefore we conclude that W is nonsingular as well. Applying again Theorem 3.20 yields 
Nonnegative matrices, quadratic matrix equations and QBDs
A real matrix A is nonnnegative (positive) if all its entries are nonnegative (positive), and we write A ≥ 0 (A > 0). If A and B are real matrices, we write
A useful property is that the inverse of a nonsingular M-matrix is nonnegative. For more properties on nonnegative matrices and M-matrices we refer to the book [1] . Assume we are given n × n nonnegative matrices A −1 , A 0 and A 1 such that A −1 + A 0 + A 1 is stochastic. The matrices A −1 , A 0 and A 1 define the homogeneous part of the infinite transition matrix
of a QBD with space state N × S, S = {1, . . . , n}, where A ′ 0 and A ′ 1 are n × n matrices [15] . We assume that the matrix P is irreducible and that the following properties are satisfied, they are not restrictive for models of practical interest:
Assumption 4. The doubly infinite QBD on Z × S has only one final class Z×S * , where S * ⊆ S. Every other state is on a path to the final class. Moreover, the set S * is not empty.
Assumption 4 is Condition 5.2 in [3,
Page 111] where it is implicitly assumed that S * is not empty.
We denote by G, R, G and R the minimal nonnegative solutions of the following equations
respectively. The matrices G, R, G and R exist, are unique and have a probabilistic interpretation [15] . If S is any of G, R, G and R, we denote by ρ S the spectral radius ρ(S) of S, and we denote by u S and v T S a nonnegative right and left Perron eigenvector of S, respectively, so that Su S = ρ S u S and v 2n . Moreover ξ n , ξ n+1 are real positive, and: 1. if the QBD is positive recurrent then ξ n = 1 < ξ n+1 , G is stochastic and G is substochastic;
2. if the QBD is null recurrent then ξ n = 1 = ξ n+1 , G and G are stochastic;
3. if the QBD is transient then ξ n < 1 = ξ n+1 , G is substochastic and G is stochastic.
As a consequence of the above theorem we have
Since G and R solve the first two equations in (6), we find that
Similarly, since G and R solve the last two equations in (6), we have
In view of Theorem 5 the decompositions (7) and (8) are weak canonical factorizations of ϕ(z) and ϕ(z −1 ), respectively. From (7) and (8) we have
The following result provides some properties of the matrices involved in the above equations.
Theorem 6. The following properties hold:
1. −K and − K are nonsingular M-matrices;
3. the series Proof. The matrix U = A 0 + A 1 G is nonnegative and
Since G solves the equation (1), then U u
Since u G > 0, this latter inequality implies that ρ(U ) ≤ 1; moreover, ρ(U ) cannot be one otherwise K would be singular, and from (7) the polynomial det B(z) would be identically zero. Hence, −K is a nonsingular M-matrix. Similarly, − K is a nonsingular M-matrix. The proof of part 2 is rather technical and is reported in the Appendix. Concerning part 3, consider the series
Since the matrix −K is a nonsingular M-matrix, one has K −1 ≤ 0, and the series has nonpositive terms since G ≥ 0 and R ≥ 0. In the null recurrent case ρ(R) = ρ(G) = 1, therefore the series diverges since v
In the other cases, the powers of G and R are uniformly bounded, and one of the matrices G and R has spectral radius less than one, therefore the series is convergent.
In the non null recurrent case, the matrices G and R on the one hand, G and R on the other hand, are related through the series W =
as indicated by Part 3 of Theorem 2.
Shifting techniques for QBDs
The shift technique presented in this paper may be seen as an extension, to matrix polynomials, of the following result due to Brauer [5] :
Theorem 7. Let A be an n×n matrix with eigenvalues λ 1 , . . . , λ n . Let x k be an eigenvector of A associated with the eigenvalue λ k , 1 ≤ k ≤ n, and let q be any n-dimensional vector. The matrix A + x k q T has eigenvalues λ 1 , . . . ,
The matrix polynomial B(z) = A −1 + z(A 0 − I) + z 2 A 1 has always a root on the unit circle, namely z = 1. This implies that ϕ(z) = z −1 B(z) is not invertible on the unit circle and has only a weak canonical factorization (see formulas (7) and (8)). In this section we revisit in functional form the shift technique introduced in [11] . Starting from ϕ(z) we construct a new Laurent matrix polynomial ϕ s (z) such that the roots of B s (z) = zϕ s (z) coincide with the roots of B(z) except for one root, which is shifted away to zero or to infinity. Therefore we may apply this technique to remove the singularities on the unit circle. This can be performed in two different ways: by operating to the right of ϕ(z) or operating to the left. We treat separately the two cases.
Shift to the right
Our aim in this section is to shift the root ξ n of B(z) to zero. To this end, we multiply ϕ(z) on the right by a suitable matrix function.
Take Q = u G v T , where v is any vector such that u
where the suffix r denotes shift to the Right. We prove the following: 
Moreover, the roots of B r (z) = zϕ r (z) are 0, ξ 1 , . . . , ξ n−1 , ξ n+1 , . . . , ξ 2n .
Proof. Since ξ n = ρ G and B(ξ n )u G = 0, then A −1 Q = −ξ n (A 0 − I)Q − ξ 2 n A 1 Q, and we have
This way we find that We analyze the consequences of the above theorem. In the positive recurrent case, where ξ n = 1 < ξ n+1 , the matrix polynomial B r (z) has n roots of modulus strictly less than 1, and n of modulus strictly greater than 1; in particular, B r (z) is nonsingular on the unit circle and on the annulus |ξ n−1 | < |z| < ξ n+1 . In the null recurrent case, where ξ n = 1 = ξ n+1 , the matrix polynomial B r (z) has n roots of modulus strictly less than 1, and n of modulus greater than or equal to 1; in particular, B r (z) has a simple root at z = 1. In the transient case, where ξ n < 1 = ξ n+1 , the splitting of the roots with respect to the unit circle is not changed, since B r (z) has, like B(z), n roots of modulus strictly less than 1, and n of modulus greater than or equal to 1.
It is worth pointing out that in the recurrent case the vector u G is the vector of all ones and ξ n = 1, therefore the quantities involved in the construction of the matrix polynomial B r (z) are known a priori. In the transient case it is convenient to apply the shift to the root ξ n+1 , by moving it away to infinity. This is obtained by acting on ϕ(z) to the left, as described in the next section.
Shift to the left
Consider the matrix S = wv 
where the suffix ℓ denotes shift to the left. 
n+1 SA 1 , and we have
. This way we find that (12). This means that the roots of the matrix polynomial B ℓ (z) coincide with the roots of B(z) except the root equal to ξ n+1 which has been moved to infinity.
A consequence of the above theorem is that in the transient case, when ξ n < 1 = ξ n+1 , the matrix polynomial B ℓ (z) has n roots of modulus strictly less than 1 and n roots of modulus strictly greater than 1 (included the root(s) at the infinity). In particular, ϕ ℓ (z) is invertible on the unit circle and on the annulus ξ n < |z| < |ξ n+2 |.
The shift to the left applied to the function ϕ(z) in order to move the root ξ n+1 to the infinity, can be viewed as a shift to the right applied to the function ϕ(z) = ϕ T (z −1 ) to move the root ξ −1 n+1 to zero. In fact, observe that the roots of z ϕ(z) are the reciprocals of the roots of B(z) so that the roots ξ n and ξ n+1 of B(z) play the role of the roots ξ (10) we have
Taking the transpose in both sides of the above equation yields
Replacing z with z −1 yields (12) where ϕ ℓ (z) = ϕ T r (z −1 ).
Double shift
The right and left shifts presented in the previous sections can be combined, yielding the double shift technique, where the new quadratic matrix polynomial B d (z) has the same roots of B(z), except for ξ n and ξ n+1 , which are shifted to 0 and to infinity, respectively. By following the same arguments used in the previous sections, we define the matrix function
where Q = u G v T and S = wv 
The two expressions for A d 0 coincide since, from (7), one has A 1 G = RA −1 , and therefore ξ n v
From Theorems 8 and 9 it follows that the matrix polynomial B d (z) = zϕ d (z) has roots 0, ξ 1 , . . . , ξ n−1 , ξ n+2 , . . . , ξ 2n , ∞. In particular, ϕ d (z) is nonsingular on the unit circle and on the annulus |ξ n−1 | < |z| < |ξ n+2 |.
Canonical factorizations
Consider the Laurent matrix polynomial ϕ s (z), for s ∈ {r, ℓ, d}, where ϕ s (z) is obtained by applying one of the shift techniques described in Section 3. Our goal in this section is to show that ϕ s (z) and ϕ s (z −1 ) admit a (weak) canonical factorization, and to determine relations between G, R, G and R, and the solutions of the transformed equations
Shift to the right
Consider the function ϕ r (z) obtained by shifting ξ n to zero, defined in (10) . Independently of the recurrent/transient case, the matrix Laurent polynomial ϕ r (z) has a canonical factorization, as shown by the following theorem. 
where G r = G − ξ n Q, R r = R and K r = K. This factorization is canonical in the positive recurrent case, and weakly canonical otherwise. Moreover, the eigenvalues of G r are those of G, except for the eigenvalue ξ n which is replaced by zero; the matrices G r and R r are the solutions with minimal spectral radius of the equations (15) and (16), respectively. (7) and (10), we find that
which proves the factorization of ϕ r (z). Since det(
, then the eigenvalues of G r are the eigenvalues of G, except for the eigenvalue ξ n which is replaced by 0. Thus the factorization is canonical in the positive recurrent case, weak canonical otherwise. A direct inspection shows that G r and R solve (15) and (16), respectively. They are the solutions with minimal spectral radius since their eigenvalues coincide with the n roots with smallest modulus of B r (z) and of zB r (z −1 ), respectively.
For the existence of the (weak) canonical factorization of ϕ r (z −1 ) we distinguish the null recurrent from the non null recurrent case. In the latter case, since the matrix polynomial B r (z) is still singular on the unit circle, the function ϕ r (z −1 ) has a weak canonical factorization, as stated by the following theorem.
Theorem 11. Assume that ξ n = ξ n+1 = 1 (i.e., the QBD is null recurrent);
The function ϕ r (z), defined in (10), has the weak canonical factorization
The eigenvalues of R r are those of R, except for the eigenvalue 1 which is replaced by 0; the eigenvalues of G r are the same as the eigenvalues of G. Moreover, the matrices G r and R r are the solutions of minimum spectral radius of (17) and ( 
Observe that, for the matrix R r of (19), we have
From this property, in view of Theorem 7,  it follows that the eigenvalues of R r are those of R, except for the eigenvalue 1, which is replaced by 0. Similarly, for the matrix G r of (21), one finds that v
, therefore the matrix G r has the same eigenvalues of G for Theorem 7. Now we prove that R r solves equation (18) . By replacing X with R r and the block coefficients with the expressions in (11), the left hand side of equation (18) becomes
By replacing R r and R 2 r with their expressions in terms of R, and by using the property A −1 + RA 0 + R 2 A 1 = R, the left hand side of equation (18) becomes
where the first equality holds since (20), we replace the expression (19) of R r in K r and this yields
Here we have used the properties
and K = A 0 − I + RA 1 . Finally, we prove that G r is given by (21). By using the Sherman-Woodbury-Morrison formula we may write K
In the non null recurrent case, the function ϕ r (z −1 ) has a (weak) canonical factorization, as stated by the following theorem.
Theorem 12. Assume that ξ n < ξ n+1 (i.e., the QBD is not null recurrent). Define Q = u G v T , with v any vector such that u T G v = 1 and ξ n v T Gu G = 1. The Laurent matrix polynomial ϕ r (z −1 ) defined in (10), has the factorization
Moreover, G r and R r are the solutions with minimal spectral radius of (17) and (18), respectively. The factorization is canonical if ξ n = 1 and weakly canonical if ξ n+1 = 1.
Proof. As a first step, we show that the matrix 
Therefore, we may write
Since det W = 0 by Theorem 2, part 3, then det W r = det(I−ξ n QW RW
, the latter condition holds if ξ n v T Gu G = 1, which we assume, and so, the matrix W r is nonsingular. If ξ n = 1, since ρ(G r ) < 1 and ρ(R) < 1, from 3 of Theorem 1 applied to the matrix Laurent polynomial ϕ r (z), we deduce that ϕ r (z −1 ) has the canonical factorization ϕ r (z
r G r W r . If ξ n+1 = 1, we can apply the above property to the function ϕ (t) (z) = ϕ(tz) with ξ n < t < 1 and obtain the canonical factorization for ϕ (t) (z). Scaling again the variable z by t −1 we obtain a weak canonical factorization for ϕ(z). With the same arguments used in the proof of Theorem 10, we may prove that G r and R r are the solutions with minimal spectral radius of (17) and (18).
In the above theorem we can choose v = v G , so that v
u G > 0 and we can normalize the vectors so that v
In this way we obtain ξ n v
n+1 < 1. Therefore, the assumption on v of Theorem 12 is satisfied.
Shift to the left
As for the right shift, the matrix Laurent polynomial ϕ ℓ (z) defined by (12) and obtained by shifting ξ n+1 to infinity, has a canonical factorization, as shown by the following theorem. 
This factorization is canonical in the transient case, weakly canonical otherwise. Moreover, the eigenvalues of R ℓ are those of R, except for the eigenvalue ξ −1 n+1 which is replaced by zero; the matrices G and R ℓ are the solutions with minimal spectral radius of equations (15) and (16) with
The eigenvalues of G ℓ are those of G, except for the eigenvalue 1 which is replaced by 0; the eigenvalues of R ℓ are the same as the eigenvalues of R. Moreover, the matrices G ℓ and R ℓ are the solutions of minimum spectral radius of equations (17) and (18), respectively.
If ξ n < ξ n+1 we have the following result.
Theorem 15. Assume that ξ n < ξ n+1 (i.e., the QBD is not null recurrent). Define Q = wv Moreover, G ℓ and R ℓ are the solutions with minimal spectral radius of equations (17) and (18), respectively. The factorization is canonical if ξ n < 1, is weakly canonical if ξ n = 1.
Double shift
Consider the matrix function ϕ d (z) defined in (13) , obtained by shifting ξ n to 0 and ξ n+1 to ∞. The matrix Laurent polynomial ϕ d (z), has a canonical factorization, as shown by the following theorem. (15) and (16), respectively.
holds for R d . Now we prove that G d solves the equation (17) . By replacing X with G d and the block coefficients with the expressions in (14) , the left hand side of the quadratic equation (17) 
