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Abstract
Rapid advances in every sphere of autonomous driving technology have intensified the
need to be able to benchmark and compare different approaches. While many benchmark-
ing tools tailored to different sub-systems of an autonomous vehicle, such as perception,
already exist, certain aspects of autonomous driving still lack the necessary depth and
diversity of coverage in suitable benchmarking approaches – autonomous vehicle motion
planning is one such aspect. While motion planning benchmarking tools are abundant
in the robotics community in general, they largely tend to lack the specificity and scope
required to rigorously compare algorithms that are tailored to the autonomous vehicle
domain. Furthermore, approaches that are targeted at autonomous vehicle motion plan-
ning are generally either not sensitive enough to distinguish subtle differences between
different approaches, or not able to scale across problems and operational design domains
of varying complexity. This work aims to address these issues by proposing WiseBench,
an autonomous vehicle motion planning benchmark framework aimed at comprehensively
uncovering fine and coarse-grained differences in motion planners across a wide range of
operational design domains.
WiseBench outlines a robust set of requirements for a suitable autonomous vehicle
motion planner. These include simulation requirements that determine the environmen-
tal representation and physics models used by the simulator, scenario-suite requirements
that govern the type and complexity of interactions with the environment and other traf-
fic agents, and comparison metrics requirements that are geared towards distinguishing
the behavioral capabilities and decision making processes of different motion planners.
WiseBench is implemented using a carefully crafted set of scenarios and robust compari-
son metrics that operate within an in-house simulation environment, all of which satisfy
these requirements. The benchmark proved to be successful in comparing and contrast-
ing two different autonomous vehicle motion planners, and was shown to be an effective
measure of passenger comfort and safety in a real-life experiment. The main contribu-
tions of our work on WiseBench thus include: a scenario creation methodology for the
representative scenario suite, a comparison methodology to evaluate different motion plan-
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Autonomous Vehicles (AVs), in recent years, have made incredible progress towards achiev-
ing full autonomy. The Society of Automotive Engineers (SAE) have described 5 different
Levels of autonomy ranging from driver assistance and partial automation at Levels 1 and
2, to high and full automation at Levels 4 and 5. Rapid developments from SAE Level 3
(conditional automation in the presence of a human safety driver) towards Levels 4 and
5, have been accompanied by equally swift expansions in the environmental complexities
that such vehicles can robustly handle. Waymo, for example, has already begun testing
its Level 4 passenger fleet on human riders with no safety driver present [123]. Such ad-
vancements were largely fueled by the DARPA Grand Challenge in 2007 [27], in which 11
AV teams competed against each other to complete an urban area course within a speci-
fied time limit, while simultaneously interacting with each other and obeying the rules of
the road. The complex nature of the challenge tested, primarily, the intelligent decision
making capabilities of the competing AVs, and kickstarted the race to full autonomy.
While the DARPA challenge served as an initial benchmark for AV systems, it failed to
scale with respect to the complexity required for true autonomous driving: the results are
neither reproducible nor testable, and testing extreme edge cases of the ODD is not feasible
in the real world due to the risk of accidents and physical damages. A scientific approach
is instead required to formulate a robust set of benchmarks capable of handling diverse
environments and complexities. Such benchmarks already exist for many sub-systems
of an AV. Perception, in particular, has seen an explosion in the number of available
datasets (such as KITTI [44], Cityscapes [30], BDD100K [129], Apolloscape [50], and
Waymo’s Open Dataset [115]) that facilitate benchmark comparisons between existing and
new algorithms. AV motion planning, on the other hand, does not share this diversity, as
it requires extremely large datasets in order to properly train and test algorithms.
1
The robotics community, in general, has presented several methods to benchmark mo-
tion planning algorithms across a variety of domains: while some of these are more straight-
forward and focus on general robot movement from one location to another [88, 69], others
are more specific in nature – such as those targeted towards grasping-related problems [86].
Many of these benchmarks have been run in MoveIt! [29], a benchmarking framework for
decomposing path generation properties of motion planning algorithms, which has been
integrated into the widely-used ROS (Robot Operating System) framework.
However, while existing benchmarks may suffice for trajectory generation problems,
these benchmarks neither account for interactions with other agents, nor do they require
any knowledge about the rules of the road. As such, they are not easily transferable to
the domain of automated driving systems (ADS) simply because they do not cover the full
complexity and range of motion planning tasks required for the safe operation of AVs. That
said, however, there have been recent attempts to adapt existing benchmarking approaches
from other domains to the specific problem of AV motion planning: CommonRoad [12], the
2019 (and 2020) CARLA Autonomous Driving (AD) Challenge [7], and Voyage Deepdrive
[6] are examples of three such efforts.
CommonRoad, a set of “composable benchmarks for motion planning on roads” [12],
aims to solve the benchmarking problem through a collection of scenarios, vehicle models,
and cost functions that are representative of the AV motion planning problem. However,
due to the rudimentary nature of the simulator used, and a lack of suitable comparison
metrics, this set of benchmarks is not adequate to cover the full complexity of AV motion
planning. The CARLA AD Challenge, on the other hand, does provide a more compre-
hensive set of evaluation metrics, and, in addition, aims to benchmark algorithms across a
variety of realistic traffic, environmental, and weather conditions. It is, however, limited by
the low number of scenarios used as well as by reproducibility issues caused by the random
nature of its traffic agents. Finally, Voyage Deepdrive provides a high fidelity simulation
environment along with evaluation metrics but, at the time of writing, contains only a
single scenario available for benchmarking.
Thus, while most attempts at benchmarking AV motion planners have taken a step in
the right direction, they tend to suffer from a lack of breadth and depth in the combination
of both scenarios employed and comparison metrics used to evaluate different algorithms.
Hence, they typically do not cover the entire scope of AV motion planning. A strong
benchmark framework for this problem should thus consist of a high fidelity simulation
environment that can simulate real-world driving as closely as possible using a representa-
tive suite of scenarios, while also providing robust comparison metrics that can be used to
evaluate different algorithms. These set of requirements are further elaborated in Chapter
3.
2
To address the issues prevalent in state-of-the-art AV motion planning benchmarks,
this thesis proposes WiseBench, a motion planning benchmark framework targeted at
AVs, that incorporates a robust set of simulation, scenario suite, and comparison metrics
requirements. It describes, in detail, the simulation environment used to implement our
framework, and presents a method to select and represent a diverse set of scenarios with
scalable difficulty levels. It further provides a concrete design for our benchmark interface,
along with a robust set of metrics that can appropriately evaluate performance across a
wide range of motion planning algorithms.
The following 8 chapters propose, describe, and evaluate WiseBench: Chapter 2 serves
as a background for the reader and reviews existing motion planning algorithms and bench-
marks prevalent throughout robotics in general, as well as within the AV domain. Chapter
3 proposes a set of broad as well as specific requirements necessary to realize a successful
AV motion planning benchmark, while Chapter 4 describes in detail the specifics of the
simulation environment that we used to realize the WiseBench framework. Chapter 5 out-
lines the methodology and design decisions used to create hand-made scenario features for
a given (or shared) operational design domain (ODD), and goes on to discuss the specific
use case of the Autonomoose, an autonomous driving research platform at the University
of Waterloo. Chapter 6 discusses the comparison metrics used to compare different motion
planning algorithms and identify their behavioral and driving characteristic differences.
Chapters 7 through 9 focus on evaluating the proposed benchmark. Chapter 7 presents
the results obtained over two distinct cases: one in which in which driving parameter
differences were introduced, and another in which misbehavior was introduced on the part
of the ego (the vehicle equipped with the ADS); the 2 cases were considered to provide
insight into how the proposed scenarios and comparison methods work together to highlight
differences between algorithms. Meanwhile, Chapter 8 describes a real world experiment
[34] that uses a subset of these comparison metrics along with a set of simple scenarios to
further evaluate the feasibility of applying the metrics to closed course autonomous driving
environments. Finally, Chapter 9 provides an in-depth discussion of the results obtained,
and delineates possible directions for future work.
The thesis highlights three major contributions, namely:
1. A scenario creation methodology for the scenario suite, that allows benchmarking in
any given ODD (when evaluating a single AV motion planner) or shared ODD (when
comparing multiple planners).
2. A comparison methodology that can be used for benchmarking AV motion planning
algorithms – and for comparing 2 or more algorithms – by evaluating (or identifying
3
differences in) behavioral capabilities and decision making trade-offs employed across
the given (or shared) ODD.
3. An implementation of this approach and its application to the Autonomoose project,
using the simulation environment created by the University of Waterloo’s WISE





This chapter provides an overview of the various approaches towards motion planning for
autonomous driving in order to achieve a sufficient level of context and understanding
of the problem space we will be evaluating. In addition, we capture the start-of-the art
of available motion planning benchmarks both in general robotics domains and, more
specifically, autonomous driving.
2.1 Motion Planning for Autonomous Vehicles
The motion planning problem for autonomous vehicles (AVs) can be summarized as: the
generation of a trajectory (path and velocity), towards a goal within a continuously evolv-
ing environment constrained by safety of all traffic agents, comfort of passengers, and
continued progression towards a goal. Additionally, all generated trajectories must meet
a constraint of feasibility: meaning they can be feasibly executed by the vehicle hardware
while taking into account all of the vehicle’s dynamics. In this thesis, we refer to the vehicle
equipped with an automated driving system (ADS) as the “ego vehicle”.
Due to the complexity of the motion planning problem, the motion planning task is
typically decomposed into three sub-problems:
• Route Planning, the highest level decisions which plan a sequence of lanes from
the current position of the ego vehicle, to its final destination
• Decision Making, which takes into consideration the planned route and the en-
vironment around the ego vehicle to devise a sequence of high level maneuvers to








Figure 2.1: General architecture of motion planning. White boxes denote the scope of the
current work.
• Path Planning, the lowest-level planner which, given the route and the set of
maneuvers, generates a safe and smooth trajectory for the AV.
The architecture used to complete these sub-problems within the motion planning lit-
erature fall within two categories: A logically Separated Architecture, and fully Integrated
Architecture.
Separated architectures are ones where there is logical separation between each sub-
problem. Early approaches [120, 14] mainly followed a top-down architecture design, where
high level decisions constrain the problem for low-level decisions; the route planning module
constrains the problem for the decision making module which constrains the problem for the
path planning module as illustrated by Figure 2.1. Many early approaches provided single
decisions which, in some situations, constrain the problem into infeasibility. Alternatively,
due to the separated nature of the modules incurring significant re-computation, Wei et
al. [124] propose a solution by inverting the planning problem. Wei et al. first planned a
set of possible trajectories which were then individually evaluated by the Decision Making
module. While this approach still suffered from re-computation, it solved the issue of
over-constraining the problem into infeasibility.
Integrated architectures, on the other hand, do not enforce hard boundaries between the
sub-problems. Baidu’s open source autonomy stack, Apollo, [39] has demonstrated this by
encapsulating the motion planning problem into a single pipeline. This encapsulation of the
motion planning problem into a single pipeline allows maneuver selection to be performed
implicitly during the planning process. This style of architecture has become significantly
more popular with the emergence of learning methods. One method of solving the learning
problem is to solve the entire motion planning problem [68, 98], and perhaps even the entire
autonomous driving problem, in an end-to-end fashion [126, 25, 37]. To achieve this, the
learned system must rely on rewards or cost functions to inform its behavioral decision-
making; this can be done either with [98] or without the use of explicitly defined maneuvers
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[16]. While these approaches show great promise, they rely heavily on large labelled data
sets and sophisticated simulation environments, both of which may not be readily available
to academic researchers.
Regardless of the specific architectural decision, in this thesis we will look at each sub-
problem of the motion planning task individually; each task will be discussed independently
so as to provide greater detail in an organized manner.
2.1.1 Route Planning
Route planning is the process of selecting a sequence of lanes through the road network,
starting from the ego vehicle’s current location and passing through all requested points
towards the final destination.
The topological relationships of different lanes often result in road networks being
represented as weighted directed graphs [96]. The weights of the network will vary largely
depending on the use-case. Common factors which influence the weight of a given road
include a combination of distances, the user’s preferences, and a priori assumptions about
road conditions including safety assumptions (for instance, some roads may be less prone
to accidents then others).
The nature of the problem (i.e., finding the most optimal path to the destination) and
the underlying graph representation of the road network allow route planning approaches
to employ traditional graph search algorithms such as Dijkstra and A* Search to find the
best route. Other more optimized approaches, such as pre-computed network optimization
algorithms, have also been utilized to solve this task [17].
2.1.2 Decision Making
One of the major sub-problems of the motion planning process is the selection of discrete,
high-level maneuvers – or decisions – to navigate the ego vehicle through the complex
environment. The set of maneuvers must navigate all road-rules, and handle reactions and
interactions with static and dynamic traffic agents. High-level maneuvers might include
such basic manoeuvres as speed up, slow down and come to a stop, as well as more complex
and detailed maneuvers like overtake a parked vehicle .
Ilievski et. al. [52] have broadly classified prior approaches in decision making for AVs




A significant amount of work has been done on classical methods, and have largely orig-
inated from the early 2007 DARPA challenge [120, 14]. Programming often relies on
either a decomposition of the problem into finite state machines (FSMs) [80, 84, 70], a set
of carefully hand-crafted rules stored in rule-engines [13], or optimization problems rely-
ing on techniques such as partially observable Markov decision process (POMDP) solvers
[79, 128, 43, 51, 26]. Programmed logic systems have the advantage of interpretability which
allows traditional software engineering methods, such as inspections and walkthroughs, to
uncover problems in implementation. However, such methods have several large faults,
namely, (1) the inability to adapt to unexpected situations, (2) over generalization, which
often leads to overly conservative behavior, (3) hard to (manually) tune parameters, (4)
constraint monitoring and adaptation of hyper parameters based on environmental changes,
and finally (5) unsolvability even in small Operational Design Domains (ODDs).
Learning Based Approaches
Learned methods are an alternative to classically programmed methods. These can be
further subdivided into algorithms which learn by example, and algorithms that learn by
interaction, with some approaches relying on both strategies.
Learning by Example is a set of algorithms which use recorded and labeled data from
human driver demonstrations to learn how to drive in various situations. Many sub-
variations of such algorithms exist such as end-to-end techniques [102, 90, 25], imitation
learning [134, 106, 114], and inverse reinforcement learning [68]. While all the aforemen-
tioned approaches have their own individual strengths and weaknesses, most of the major
strengths and weakness are shared by all. The major strength of such learning techniques
is their ability to accurately mirror human-style driving, which encodes both the rules of
the road as well as human driving conventions. However, the major weaknesses include:
(1) requiring a huge amount of highly accurately gathered and labeled training data, (2)
the difficult challenge of postulating highly accurate reward functions able to capture all
scenarios in the ODD, and (3) hard to train edge cases such as driving scenarios that are
difficult to record.
Learning by Interaction, on the other hand, is a set of algorithms that learn the task
of driving by attempting different strategies (policies) in a simulation and optimizing for
the most successful policy through a set of reward functions. Such algorithms are also
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known as Reinforcement Learning (RL). While many models of RL have been tried to
tackle the problem of self driving (traditional RL [87, 130], model-based RL [56, 116],
hierarchical RL [124, 111, 73], and neural networks techniques [62, 75, 76, 98, 108]), the
underlying concept relies on the same principles. The agent receives feedback from the
simulated environment in the form of a reward and adjusts its behaviour to maximize the
expected long term future reward. Although such approaches have seen some success in
academic settings [116], they often don’t work as well when transferred to real vehicles.
This is due to the over-reliance on simulators which tend to be more simplistic and unable
to capture all the complexities of the real world; while some fail at the ability to transfer
the correct vehicle dynamic, others are unable to model other agents’ behavior (such as
the unpredictability of human driving behavior). Finally, some simulators do not take into
account non-driving environmental factors, such as weather, road conditions, construction,
and dynamically shifting map networks.
Learning from Example and Interaction is the final category of learning methods
which has seen the least amount of exploration within academia as a whole. Imitation
Learning is an example of this set of methods. For example, in [111] an initial behaviour is
obtained through imitation learning (learning from example), but improvements are made
through interaction with a simulated environment (learning from interaction). Biologically
inspired methods such as Hebbian learning and genetic algorithms could also be combined
with RL (learning from interaction) to learn a driving behaviour [93, 94, 65]. For these
methods to be effective, it is imperative to appropriately design the fitness function and
spend the requisite amount of time needed for parameter tuning which, many times, is the
downfall of such approaches.
2.1.3 Path Planning
Path planning is the final and lowest level sub-problem in the motion planning task. It
is responsible for using the planned route and high-level decisions from the previous two
steps to generate a final trajectory for the ego vehicle. This trajectory includes the path
that the vehicle should take along with the velocity that it should follow along that path.
While many categorisations of this domain exists [96, 47] one of the most popular of these
categorizations groups path planning into the following three categories: sampling based
approaches, interpolating curve approaches, and finally grid-based search approaches [47].
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Sampling Based
Sampling based motion planners continuously sample random points within the state space
towards the ego’s final goal. These points are concatenated and smoothed to form the
full trajectory of the ego [?, 47]. The most common sampling method is the Rapidly-
exploring Random Tree (RRT) [41] approach, which has been explored in the greater
robotics domain in contexts ranging from navigational tasks all the way to flight path
planning [71, 59, 58]. This method has relatively low computational cost and as such was
heavily utilised in early AV development through a wide range of implementations[?]. Most
notably, Karaman et. al. showed that the original RRT algorithm sub-optimally converges
to a final path, and proposed an asymptotically optimal adaptation which they named
RRT* [59]. RRT* has since become one of the most popular techniques in path planning
due to its versatility[97, 8, 83, 122].
Sampling methods, however, are not without their disadvantages. The planned trajec-
tories that these methods produce are sub-optimal and far jerkier than other approaches
[?]. At the same time, the primary advantage in using them is that they perform sig-
nificantly better in high dimensional domains due to their low computational costs and
guaranteed ability to find a path given enough time.
Interpolating Curve Approaches
AVs have an internal map representation of the environment around them. Often these
maps include a lane center which the vehicle should try to closely follow. Interpolation
approaches use these lane center points to generate a new and smoother path, ensuring
trajectory continuity. Besides providing a continuous trajectory, these approaches take
into consideration the vehicle constraints as well as the dynamic environment to generate
an accurate trajectory for every environment [47].
The Lines and Circles approach is one of the simplest methods for generating a smooth
trajectory [105]. This method uses straight and circular shapes to interpolate between
known points and, hence, produce a more dense trajectory. Due to its relative simplicity,
this set of techniques is computationally efficient; however, the trajectory is not continuous
across multiple planning iterations, causing the overall trajectory to become jerky. On the
other hand, Polynomial Curves of varying complexity can also be used to fit the center
line points in order to generate a continuous and smooth path. The overall performance,
however, largely varies with the order of the polynomial function being fitted [61]. High-
order polynomials provide smoother trajectories but jeopardize computational time and
efficiency. Low-order polynomials, meanwhile, output far more jerky trajectories which
only loosely follow the center line but are still significantly more computationally efficient.
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Grid Based Optimization
Grid based planners, also known as graph search planners, represent the drivable area
around the ego vehicle as a set of discrete interconnected points. Once the drivable area
is represented as a grid, a connected and directed graph can be created[47].
To solve the path planning problem, traditional graph based approaches can be used:
Dijkstra was originally one of the post popular approaches[57], with A*[74], and D*[112]
showing additional promise as the heuristic nature of these algorithms allows for more
computationally efficiency. Alternatively, due to the 3-dimensional nature of the trajectory
generation algorithm, State Lattice algorithms have also been used[135, 132, 85].
2.2 Motion Planning Benchmarks
We will now explore the related literature on motion planning benchmarking, dividing it
into two sections: motion planning benchmarks in the general robotics domain, and motion
planning benchmarks targeted specifically at autonomous driving.
2.2.1 Benchmarks in the Robotics Domain
The robotics community, in general, has presented several methods to benchmark motion
planning algorithms across a variety of domains.
A large number of these benchmarks focus on general robot movement from one loca-
tion to another; one of the most commonly used of these benchmarks has been integrated
into the Open Motion Planning Library (OMPL) [113]. OMPL implements many of the
most important path planning approaches with an emphasis on sampling-based planning
methods. Along with these implementations, the OMPL library also offers a standalone
benchmark [54] comparing the various approaches across a variety of robotics problems.
Another popular benchmarking tool is MoveIt! [29], a benchmarking framework for decom-
posing path generation properties of motion planning algorithms, that has been integrated
into the widely-used ROS (Robot Operating System) framework. Moll et. al. [88] have
presented a set of interfaces which combine both OMPL and MoveIt! within a single API,
alongside an array of benchmarking problems, and a visualization tool, thus making the
process of benchmarking new robotics frameworks significantly easier.
The task specific domain of grasping-related motion planning problems is another area
in which a large variety of benchmarks has been employed. Meijer [86] adapted the OMPL
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library along with the MoveIt! framework to survey and compare multiple grasping algo-
rithms. Due to the platform dependent nature of grasping problems, implementing such
benchmarks was a largely difficult task. To address this issue, a platform-independent
evaluation method for task and motion planning (TAMP) [69] was introduced. Much like
the work presented in this thesis, TAMP introduced a common set of metrics, formats, and
problem applications to make comparisons across the field more uniform. Finally, Iversen
provided 3 different scenarios to benchmark motion planning algorithms in the task of bin
packing[55].
2.2.2 Benchmarks in the Autonomous Vehicle Domain
AV research was largely kick-started by a pair of Defense Advanced Research Projects
Agency (DARPA) challenges in 2004 and 2005 [119]. This early era initiative was also the
first example of real-world test beds designed to benchmark motion planning as part of the
overall autonomy stack. While revolutionary, the first set of challenges was rather limited
both by the number of real driving scenarios and by the comparison metrics that were used.
These limitations were addressed in the third 2007 DARPA Urban Challenge [27], which
introduced more realistic and representative urban scenario suites. However, the set of
metrics used to evaluate the different motion planning approaches of the competing teams
was limited exclusively to progress metrics. In the same vein, many companies, such as
Google [123], Kodiak [64], Apollo [127], and Lyft, have continued to use physical test-beds
to test and benchmark internally developed motion planning approaches. Important to
note, however, is the fact that these real-world benchmarks have not been available for
academic or cross-organizational comparisons.
To combat some of the limitations with real-world benchmarking approaches, researchers
have turned to simulation environments. CommonRoad, developed by Althoff et. al. [12]
aims to solve the benchmarking problem through a collection of scenarios, vehicle models,
and cost functions that are representative of the AV motion planning problem. Pek et.
al. [99] offered a extension which adds significant better metrics of comparison to the
metrics framed as real-time drivability checker. However there are a number of issues with
this proposed benchmark. The set of metrics are rudimentary, focusing significantly more
on path generation while neglecting to capture the decision making aspects the planning
problem. Another issue with this benchmark is the limited nature of the simulator used,
which overly simplifies interaction with other traffic agents and thus fails to transfer results
to real world applications.
CARLA [35] is another popular open source simulation environment targeted towards
AV research. This simulator is based on the Unreal engine. To combat some of the is-
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sues highlighted above push the motion planning community forward, the 2019 (and 2020)
CARLA Autonomous Driving (AD) Challenge [7] was unveiled. The CARLA challenges
provide a more comprehensive set of evaluation metrics, and also aim to benchmark algo-
rithms across a variety of realistic traffic, environmental, and weather conditions. Despite
these improvements over other benchmarking attempts, however, the challenges are still
limited by the low number of scenarios used and the random nature of the traffic agents
that the ego vehicle encounters. This makes the challenge problematic in terms of repro-
ducibility and usability.
Finally, similar to CARLA, Voyage introduced a Deepdrive [6] challenge. This challenge
uses a high fidelity simulation environment along with evaluation metrics but is by far the
most limited benchmarking tool discussed so far. Deepdrive, at the time of writing, contains
only a single scenario that is available for benchmarking.
A table outlining a more detailed comparison of all motion planning benchmarks cur-



























































Table 2.1: Comparison between state-of-the-art motion planning benchmarks across 3 di-
mensions: simulation environment, representative scenario suite, and comparison method-





A Motion Planning benchmark may be defined as:
a method that allows for the evaluation of the performance of a single Motion Planning
algorithm within its operational design domain (ODD), or for the comparison of the
performances of two or more Motion Planning algorithms within a shared, common
ODD.
To serve as a tool for performance evaluation of a single algorithm or for comparison
between multiple algorithms, any motion planning benchmark must be able to realize
a well-defined set of requirements. These requirements can be grouped into three broad
categories: Simulation Environment Requirements for the simulators serving as virtual test
beds, Scenario Suite Requirements representative of the given ODD or shared ODD, and
a robust Comparison Methodology to highlight performance or differences in performance
along a wide range of axes.
3.1 Simulation Environment
The race to full autonomy may be attributed to the first three major DARPA Grand chal-
lenges: the DARPA Grand Challenges of 2004 and 2005 [119], and the DARPA Urban
Challenge of 2007 [27]. These challenges served as the first set of benchmarking opportu-
nities for many fields of autonomous driving. Besides these challenges, however, no other
publically available physical autonomous vehicle test beds have since been established.
In any case, real-life physical test beds may not always be feasible. For one, they
may be unable to scale with respect to the number of scenarios required to benchmark
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larger ODDs; secondly, they may not be entirely capable of testing all edge cases. For
example, in order to test extreme edge-case scenarios that would essentially break the
normal functioning of the automated driving system, a real-life test bed might actually
result in costly damages to and destruction of the vehicle(s) being tested. Thus, in these
situations, simulation environments that represent virtual test beds are more tenable to
the use case.
The overarching requirement for any virtual test bed, is to bridge the gap between the
simulated and real world.
Just as with any other virtual test bed, the primary requirement for simulated envi-
ronments is to create simulations that represent the real-world as closely as possible. This
is often difficult to measure and quantify. Thus, the primary simulation requirement can
be further divided into a set of sub-requirements measured as dimensions of simulation
fidelity.
Simulation fidelity may be defined as:
the degree to which a simulator is able to replicate or reproduce reality.
Simulation fidelity has been a focus in many other domains, aircraft simulation being
one of the most common [78, 45], and is usually defined independently for each individual
component of the simulator used. As an example, flight simulator fidelity comprises a
number of dimensions, namely, visual input, control and kinesthetic feedback, motion cues,
and environmental factors, with higher fidelity in certain dimensions – particularly motion
cues – being more important than others [45]. Similarly, for AV motion planning as well,
the highest level of fidelity does not need to be achieved for each and every dimension;
rather, there should be a holistically high level of fidelity across the most important factors
pertaining to the benchmarking task, so as to achieve the best real-life representation
feasibly possible with reasonable cost.
For the purpose of autonomous vehicle motion planning, the simulation environment
should be designed to achieve a specific set of requirements pertaining to the vehicle model,
environment representation, traffic agent fidelity, input noise model, and weather model, see
Figure 3.1. An example in the literature where this has been significantly explored is WISE
Drive [33]. These requirements each have their own levels and dimensions of fidelity, which
we now go on to explain below, drawing from examples of 4 different simulators: SUMO
(Simulation of Urban MObility) [66], Applied Intuition [1], WiseSim [4], and NVIDIA



















Figure 3.1: The simulation environment used should satisfy a set of requirements,
each pertaining to a different aspect of autonomous driving.
(a) SUMO (b) Applied Intuition
(c) WiseSim (d) NVIDIA DRIVE Constellation
Figure 3.2: Four simulators with different levels of fidelity: (a) SUMO (Simulation of Urban
MObility), (b) Applied Intuition, (c) WiseSim, and (d) NVIDIA DRIVE Constellation.
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3.1.1 Vehicle Model
Requirement: The vehicle model for the ego should be controllable and the vehicle model
should be able to execute the trajectory provided by the motion planner in a physically
feasible manner.
The vehicle model used has multiple dimensions of fidelity:
1. Type of model used: Vehicle dynamics may be associated with numerous degrees
of freedom, resulting in a wide range of vehicle models that may be applied to model
the ego. These models include the simplest two-degree-of-freedom bicycle model
that neglects the longitudinal direction, the three-degree-of-freedom model which
adds the longitudinal component, and higher fidelity models that also account for
the rotational degrees of freedom at the wheels, either in pairs (front wheels and
rear wheels) or individually, as well as suspension models which consider the roll and
pitch of the vehicle. Furthermore, kinematic models (with the appropriate degrees of
freedom) are used in the absence of external forces, usually below speeds of 50 km/h,
while dynamic models are used otherwise. The simulator should use the correct level
of fidelity suitable for the task at hand: for example, lower fidelity models would
work for simpler studies that require analysis only within the X-Y plane, while higher
fidelity models would be required when analyzing traction and braking forces.
2. Interaction with environment: The vehicle model should account, also, for the
interaction of the vehicle with its environment. In particular, it should account for
the friction between the wheels and road surface, taking into consideration the type
of surface and any precipitation that may be present, such as rain, snow, or black
ice. Fidelity can range from simple models that have a constant coefficient of friction
regardless of road surface conditions, to complex models that account for changes in
friction depending on precipitation and road surface texture.
Examples: Applied Intuition and WiseSim are examples of simulators that incorporate
high fidelity vehicle models with multiple degrees of freedom. SUMO, on the other hand,
uses a very low fidelity vehicle model that is not suitable for the purpose of motion planning
benchmarking.
3.1.2 Environment Representation
Requirement: The simulation environment should closely represent the real world as far
as possible.
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The simulator should be able to handle different kinds of representation formats for dif-
ferent components of the environment. For example, it should be able to handle bounding
box representations for static and dynamic object (traffic agent) tracking, and map repre-
sentations of the road network. Due to the significant differences in the objects represented,
the method of measuring the environment representation requirement varies. For instance,
bounding box representations should be measured on the accuracy of the bounding boxes
used for modeling the static and dynamic objects they represent (for example a polygon
will be higher fidelity than a box). Map representations can be measured as a standard
error or offset from field measurements.
In addition, the environment, and the static and dynamic objects in particular, should
exhibit a realistic appearance (with respect to the sensors used) so as to engage the per-
ception layer to detect and track objects as it would in real world circumstances. The
environment should also be able to realistically model different road surfaces and condi-
tions such as road closures and construction, along with lane markings and regulatory
elements such as traffic lights and signs.
Examples: The NVIDIA DRIVE Constellation simulator employs a very high fidelity
environment representation that is realistic enough for perception algorithms to be em-
ployed directly on the environment itself. Applied Intuition and WiseSim, on the other
hand, have a lower fidelity representation in terms of traffic agents, which are represented
using bounding boxes. This representation, however, is still suitable for the purpose of
motion planning.
3.1.3 Traffic Agent Movement
Requirement: The simulator should have the ability to generate naturalistic human-like
trajectories and behavior for traffic agents.
To accurately represent real world conditions, all traffic agents in the simulated envi-
ronment should have two dimensions of fidelity:
1. Movement patterns: Movement patterns determine how closely the simulated
trajectory is able to reproduce the full range of naturalistic human driving, in terms
of both the speed profile used as well as the actual path followed. Lower fidelity
simulations would typically generate fixed robotic trajectories with no natural vari-
ation, while high fidelity simulations would typically be based on human-like models
trained on extensive data sets sourced from naturalistic human driving in real-world
conditions.
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2. Behavior patterns: Behavior patterns determine how closely the simulated traffic
agents are able to mimic the full range of maneuver decisions made by real traffic
agents. These maneuver decision patterns can be defensive or aggressive in nature
and include decisions such as stopping – or even running – a red light, overtaking
other vehicles, and changing lanes. Behavior patterns can range from low fidelity
simulations where all traffic agents perfectly obey traffic rules and drive in harmony
with each other, to higher fidelity simulations where driving decisions are slightly
more erratic, and occasionally, unpredictable.
Besides being able to achieve different levels of fidelity across movement and behavior
patterns, the simulator should also provide the ability to set trigger points to achieve
certain desired behaviors that can be used to evaluate specific scenarios.
Examples: Applied Intuition simulates, with high fidelity, both traffic agent movement
patterns and behavior, while SUMO is able to achieve this only at a low fidelity level.
3.1.4 Input Noise
Requirement: The simulation environment should be able to adequately model input
perception noise in order to mimic the real world perception errors observed when using
the given set of perception algorithms in a given ODD.
While perception algorithms have significantly improved in the recent past, no set
of algorithms is 100% accurate and errors in perception still exist in real-world driving
situations. The simulation environment should be able to simulate these errors in two
dimensions of fidelity:
1. Misclassification errors: These are of three types, namely, False Negative errors
or failed detections, False Positive errors that involve false alarms, and Incorrect
Labeling errors that detect an object but assign it the wrong class label. Fidelity
here ranges from an assumption of zero perception noise, thus being able to perfectly
detect and classify all objects in the scenario, to assuming a realistic noise model
(based on real-world perception algorithms) that is able to sample different kinds of
perception errors in a realistic fashion.
2. Quantitative errors: Sensor noise combined with inaccuracies in the perception al-
gorithm used can result in quantitative errors such as errors in the current and future
predictions of the position and velocity of traffic agents. Lower fidelity simulations
would assume zero perception noise and would always perfectly know the location
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and future path of surrounding traffic agents. High fidelity simulations, on the other
hand, would be able to profile the distributions of noise and error for the trajectory
positions and sample from these distributions in order to obtain close but imperfect
predictions.
Examples: NVIDIA DRIVE Constellation and Applied Intuition both employ high
fidelity input noise: perception models – with their associated error and noise – can be
used directly on the environment in the NVIDIA Drive Constellation simulator, hence
obviating the need for a separate noise model, while Applied Intuition applies the noise
model directly to the traffic agent bounding boxes. WiseSim, meanwhile, which is still
in development at the time of writing, can account for possible occlusions by only static
objects, and does not otherwise use a suitable noise model to simulate perception errors.
3.1.5 Weather
Requirement: The simulation environment should be able to model all weather conditions
within the specified ODD or shared ODD.
Weather conditions should be modeled in two dimensions of fidelity:
1. Weather type: These can range from sunny and clear skies to sub-optimal con-
ditions such snow, rain, and fog. The simulation environment should be able to
account for different types of weather and their impact on vehicle dynamics. Low
fidelity simulators would be unable to simulate different weather types and would
always assume optimal conditions, while higher fidelity simulations would take into
account visibility effects due to fog and precipitation, as well as control effects such
as changing coefficients of friction on road surfaces affected by precipitation (such as
wetness from rain, snow buildup, and black ice).
2. Intensity: Weather intensity can range from mild or moderate to heavy for a given
type of weather, and should be another dimension of fidelity for the simulator.
Examples: Applied Intuition and NVIDIA DRIVE Constellation are examples of simu-
lators that use high fidelity weather models, although Applied Intuition does not simulate
the weather visually. SUMO and WiseSim, however, do not account for a weather model
at all. WiseSim assumes all scenarios to take place in clear, bright conditions.
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3.2 Representative scenario suite
Reliable comparisons on motion planning algorithms can be achieved only in identical
conditions. Thus:
The scenario suite used must consist of an extensive set of representative, naturalistic
scenarios.
In order to achieve this requirement, the raw data used to generate each scenario should
be as naturalistic as possible. Scenario environments can be crafted by constructing de-
tailed paths and specifying parameters such as the type of road, regulatory elements, start
and goal points, as well as environment constraints. Difficulty could be varied both by
tuning scenario settings (such as the velocity profiles and positioning of agents involved,
or the speed of the ego) as well as through the scenario environment itself. For example,
highway driving in clear weather is inherently easier than driving through a 4-way intersec-
tion in foggy conditions. Finally, natural perception noise should also be present in order
to support traditional perception algorithms and can be incorporated in one of two ways:
either as a separate attribute of the scenario suite for each traffic agent, or as part of the
simulation itself, generated from the ground truth of each scenario.
At the same time, the scenarios should cover hard to replicate cases, such as rare
events like crashes and misbehaviour. While many methods of sampling rare events exist
[109, 9], an alternative method is the combination of tailored, expert-crafted scenarios as
well as through probabilistic simulations.
The scenario suite should cover a range of scenarios (that can be handled within the
given ODD or shared ODD) and difficulty levels that are diverse enough to uncover
algorithmic differences.
To satisfy this second requirement, the scenario suite should be scalable across multiple
difficulty levels, testing not only routine events (such as lead vehicle following or overtaking)
[36], but also edge cases (such as an oncoming vehicle drifting into the ego’s lane). These
edge cases rigorously challenge the motion planning algorithms being benchmarked, and
uncover behavioral differences in the manner in which these algorithms respond to such
events. The difficulty levels and ODD specifications should be able to be adjusted by the
user according to their motion planning requirements.
It should be noted that a variety of difficulty levels should be used as each level would
aid in individually teasing apart subtle behavioral differences which might not be apparent
in a complex scenario that involves a combination of several challenges to the ADS.
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At the same time, the set of scenarios used does not need to be the complete set of all
possible scenarios covering the entire ODD: while regular and frequently occurring scenarios
should be represented, difficult and rarer edge cases are more important for inclusion.
Scenario creation can be decomposed into 5 components which we go on to discuss
(Table 3.1).
Road Structure & Geometry
Traffic Interactions
Reactions to Static Objects
Weather Conditions
Occlusion
Table 3.1: Scenario creation consists of 5 principal axis of decomposition components.
3.2.1 Road structure and geometry
These represent the geometry of the road, i.e., whether it is curved or straight, as well as
the kind of connections that constitute it, i.e., if it contains multiple lanes, an intersection,
biking or parking lanes, or a curb. In addition, the road structure describes, also, the kind
of regulatory elements that are present throughout or at the end of the road, for example,
speed limits, stop signs, sidewalks, crossings, and traffic lights. The road structures used
should be able to represent the set of road environments that the ego is expected to handle
within the bounds of its ODD. For example, if the ego’s ODD includes 4-way intersections,
roads with protected as well as unprotected 4-way intersections should be included in the
representative set of scenarios. Further context is provided by WISEDrive [33] which offers
a detailed description of road structure and geometry for autonomous vehicles.
3.2.2 Traffic interactions
These represent the interactions that the ego can have with other traffic agents such as
vehicles, pedestrians, and other traffic agents. The traffic interactions should represent
a wide range of realistic events that involve zero, single, and even multiple agents. This
range should include, also, rare interactions such as misbehavior on the part of the traffic
agents involved, and crashes that may or may not be rule abiding (in terms of traffic laws)
in nature. Furthermore, these interactions should account for both the presence or absence
of an occluding body (such as a large truck) (see Section 3.2.5).
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3.2.3 Reactions to static objects
These involve ego vehicle maneuvers that occur as a reaction to static objects (for example,
a pylon or a barricade) 5.12. Static reactions should cover, also, a variety of cases including
no reaction at all as well as major reactions that require the ego to move into an adjacent
lane to avoid the object. Again, these reactions may either be in the presence or absence
of an occluding body (Section 3.2.5).
3.2.4 Weather conditions
These consist of atmospheric, lighting, and weather-related road surface conditions. Weather
conditions typically introduce two types of difficulties: visibility challenges, and slip be-
tween the tires and road surface. Visibility challenges are posed by atmospheric conditions
such as mist and fog, precipitation such as rain and snow, as well as lighting conditions
such as daylight, dusk, or night. Slipping, meanwhile, is a result of lower coefficients of
friction between the tires and road surface and is caused by precipitation such as rain,
snow, or black ice. Scenarios should be created taking into account all possible weather
conditions that can be handled within a given or shared ODD.
3.2.5 Occlusion
Object occlusion occurs when an object (or parts of it) are hidden by another object (for
example, a small car being occluded by a large truck behind it, both of which are ahead
of the ego). Occluding bodies serve as modifiers for each of the previous requirements.
Occlusion can occur as a result of road geometry such as sharp turns that cut off visibility
in the direction of the turn, large traffic agents such as trucks in front of or to the side of
the ego, static objects such as a tree blocking the road ahead or large buildings to the side
of the road, as well as weather conditions such as severe rain, snow, or fog.
Scenarios should be created taking into account any kind of occlusion that might occur
as a result of road geometries, static objects and traffic agents, and weather conditions that
fall within the ODD. For example, if the ego is able to handle traffic agents within its ODD
then scenarios that involve occlusion by trucks should be included in the representative set
of scenarios. Similarly, if the ego is able to handle precipitation, occlusion by precipitation
should also be included.
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3.3 Robust comparison method
A robust set of comparison metrics should be used to thoroughly and accurately compare
the motion planning algorithms being benchmarked and tease apart their individual capa-
bilities in multiple dimensions. In order to achieve this goal, the metrics used should be
able to identify two distinct cases of the motion planning problem: breaking points in
the motion planning algorithms that hit the boundaries of their behavioural capabilities,
and trade-offs that each algorithm employs with respect to different aspects of the motion
planning problem.
3.3.1 Behavioral capabilities
The comparison method used should be robust enough to distinguish between
behavioural capabilities of different planners within a shared ODD, and should be
capable of identifying breaking points of the algorithms being evaluated.
This thesis defines a breaking point as:
the point at which the logic of the given motion planning algorithm fails to appropriately
handle a required scenario.
In order to perform exhaustive comparisons between different motion planning algo-
rithms, a set of metrics should be devised that are capable of comparing two different mo-
tion planning algorithms while isolating their strengths and weaknesses within the shared
ODD. These metrics should be diverse and strong enough to identify each planner’s break-
ing points, especially in edge case scenarios.
Furthermore, the metrics should take into consideration aspects of the motion planning
problem that can be controlled such as how different road surfaces are handled by the
vehicle controller, as well as distinguish between behavioral decisions in situations that
cannot be controlled such as reactions to misbehaving traffic agents.
3.3.2 Decisions and trade-offs
The comparison method used should be robust enough to identify motion planning
decisions and trade-offs with respect to different aspects of the motion planning
problem.
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Different motion planning approaches may exercise different levels of trade-off depend-
ing on their goal and use-case. For example, some planners may heavily favor safety over
progress and consequently may be very restrictive in nature, while others may prioritize
occupant comfort over progress. These features should be teased apart and compared using
different classes of metrics, which would each be capable of isolating the trade-off mech-





This chapter describes WiseSim, the simulation test bed used by the WiseBench frame-
work. It covers the necessary components of the Autonomoose Platform, which serves as
the necessary backbone for the correct execution of the entire autonomy stack, and includes
a detailed description of the motion planning algorithm to be benchmarked. Furthermore,
each component of the simulation environment is related back to the set of requirements
previously outlined in Chapter 3.
4.1 WiseSim
In order to demonstrate our proposed motion planning benchmark framework, we use
WiseSim (Figure 4.1), a simulator built on top of Unreal Engine 4 (UE4) [2]. Developed
in C++ by Epic Games, UE4 is a popular video game engine that provides a rich set of
well-documented features for creating complex and realistic 3D environments. The UE4
simulator interfaces with the Autonomoose stack to apply control actions (generated by the
stack) on a high-fidelity vehicle dynamics model, modelled from real vehicle data [121, 49].
The resulting response from the simulated environment is then fed back into the stack
ecosystem.
4.1.1 Vehicle Model
The Autonomoose uses a high-fidelity vehicle model that is fully controllable and able to
safely execute any given trajectory.
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The vehicle model used is based on that of a 2017 Lincoln MKZ vehicle, as seen in
Figure 4.2. This is a high-fidelity rigid body model with 14 degrees of freedom, modeled
from real vehicle data [121, 49]. The 14 degrees of freedom are composed of:
1. The chassis, considered as a single rigid body with 6 degrees of freedom
2. The front and rear wheels, with one degree of freedom each that allows each wheel
to spin
3. The suspension system with 4 degrees of freedom that enable compression and de-
compression.
The model takes in 5 inputs consisting of the steering wheel angle, and torques for each
of the four wheels. Model outputs consist of the state of the vehicle (position, velocity, ac-
celeration, orientation, and angular velocity of the chassis) and each of its wheels (position,
orientation and spin rate).
Due to its complexity and modeling on real-world data, this is a high fidelity model as
per our requirements.
4.1.2 Environment Representation
The ego’s environment uses a combination of High Definition road network maps, bounding
box representations for traffic agents, and a realistic appearance to simulate the real world
as closely as possible.
The ego’s environment is composed of a High Definition (HD) Lanelet map [23] that
describes the road network structure and associated regulatory elements, and a set of
bounding boxes that describe the position and size of traffic agents present on the road.
A rich, realistic, 3D representation of the environment is used, complete with a set of
regulatory elements and textures for road surfaces.
Environment Map
The environment map is represented as an HD map of “lanelets”. Lanelets are “atomic,
interconnected drivable road segments” consisting of polylines (polygonal lines) of GPS
waypoints [23]. These polylines represent the left and right lane boundaries and also
include the center-line along with regulatory elements, as seen in Figure 4.3.
A lanelet consists of four main components:
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1. Boundaries: polylines (an ordered sequence of GPS waypoints) that demarcate
the lanelet’s left and right lane boundaries, and the center line, as well as physical
restrictions, such as curbs, that inhibit driving. The distance between points can be
of varying levels of granularity ranging from a few centimeters to a few meters. The
granularity of this distance depends on the smoothness of the polyline in question.
The ordered sequence of waypoints serves as an indicator for the direction of travel
and heading for the lanelet, and can be used to compute the curvature of the road
or to interpolate the centerline for the desired path of the ego.
2. Regulatory elements: elements such as stop lines and static signs present at the
end of the lanelet. These are represented as lines defined by a set of collinear points
and require a specific action or decision to be made. For example, a traffic light is
a regulatory element whose state (i.e., color) determines the course of action for the
vehicle.
3. Regulatory attributes: these are like regulatory elements but persist for the en-
tirety of the lanelet, such as speed limits, or attributes indicating whether the current
lanelet crosses or merges with another.
4. Associated intersection: a reference to the intersection to which the lanelet is
connected, if any. The intersection itself is represented as collection of lanelets that
cross each other.
A lanelet is associated, also, with a type, representing the nature of the lane to which
it belongs, for instance, a bicycle lane, driving lane, shoulder, parking lane, or bus stop.
An individual lanelet has four possible connections; these connections could be to other
lanelets directly to its left and right, as well as to the lanelets immediately following or
preceding it. In Figure 4.4, the indicated lanelet element is connected to two other lanelets
on its right and left respectively.
It should be noted that there could be more than one lanelet preceding or following
any given lanelet, as in the case of an intersection. The connections between lanelets, as
stored in the map, allow for easy traversal and calculations for the ego vehicle.
A directed graph is used to represent all lanelets and their connections, and forms the
base structure of the HD map. This map thus consists of three main components:
1. The set of all lanelets in the area.
2. The set of all the connections between different lanelets.
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3. The set of all intersections with their constituent lanelets.
The HD map is, thus, a highly involved representation of the road network along with its
regulatory elements, and serves as a high fidelity representation of the static environment.
Traffic agent Representation
A traffic agent is any non-stationary entity external to the ego vehicle, such as a moving
car, truck, bicycle, pedestrian, or animal. With respect to WiseSim, the visual on-screen
representation of these traffic agents uses only two models: one for pedestrians, and one
for vehicles, Figure 4.1a. However, for the requirement of benchmarking motion planning
algorithms, these are represented as a set of bounding boxes, as seen in Figure 4.1b.
Each traffic agent is represented as a bounding box which specifies its length, breadth,
and height, and is associated with a class label, i.e., the category to which the object
belongs (pedestrian or car). Since each traffic agent is created within the simulator itself,
its size and location are known as ground truths and are preformed into the bounding box
representation provided to the vehicle’s tracker.
While this representation of traffic agents is indeed of low fidelity, it is still sufficient
for the purpose of benchmarking motion planning algorithms and, hence, satisfies our
requirements.
4.1.3 Traffic Agent Movement Fidelity
Traffic agents follow a set of predefined paths. These paths may either be derived from
naturalistic driving data [22], or manually crafted using a set of GUI tools. While the
simulator supports high fidelity movement patterns for each traffic agent, behaviour pat-
terns inside the simulator are controlled by a set of trigger points, which can be set off
based on location, time, or a pre-defined metric. Thus, as it does not support human-
like interactions, the behaviour pattern fidelity is fairly low, although, for our purpose of
benchmarking, it still provides enough support to model most levels of interactions with
traffic agents.
4.1.4 Input Noise Model
The noise model employed uses a ray tracing LIDAR system to detect possible occlusion
of objects for the ego as well as only detecting objects which are correctly within sensor
range. Besides this, no other input noise models are present from the WiseSim simulator.
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While the simulator has no additional noise model due to the Traffic Agent Tracking step
(discussed below) errors were introduced both in the location of the objects as well as in
the history for these objects.
However, due to misclassification and quantitative errors not being represented in the
simulator, this model does not completely satisfy the input noise model requirements.
4.1.5 Weather Model
A simple weather model is used, restricted to daylight and clear conditions, which satisfies
the constraints of the ODD.
Due to the ODD constraints of the Autonomoose platform, a high fidelity weather
model is not implemented. This can be seen by the weather demonstrated in Figure 4.1a
with clear blue skies.
4.2 The Autonomoose Vehicle Platform
The Autonomoose vehicle platform consists of four major subsystems: the localizer, which
determines the ego vehicle state, perception and tracking, which detects and tracks
traffic agents in the vicinity of the ego, the motion planner which computes a safe and
smooth trajectory for the ego to follow, and the vehicle control system which executes
the trajectory produced by the motion planner.
4.2.1 Localization
The localizer is responsible for calculating and updating the ego vehicle state, as well
as for publishing transforms between different frames of reference. The vehicle state is
a representation of the current position and velocity of the ego vehicle and is computed
by means of sensor fusion, in which speed measurements of each of the four wheels are
combined with LIDAR point cloud data and GPS measurements. The fused data is then
passed as input to a Kalman Filter to obtain accurate estimates of the vehicle state. The
localizer employs a constant velocity model and is restricted to mapped areas with no
precipitation.
The vehicle state is published at a rate of 50 Hz, the average latency of which depends
on the system load.
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4.2.2 Traffic Agent Tracking and Prediction
The tracker is responsible for tracking the location, orientation, and position of each traffic
agent over time and produces a history of its past and current positions and orientations,
along with its next predicted state and collisions metrics (position and time of possible
future collisions with the ego).
While, in real life, the tracker is typically fed with input from the perception subsystem,
in the simulator, true bounding box representations and orientations for traffic agents are
already known as ground truths. These bounding boxes and orientations are based on the
true location of all visible objects in the scene and are provided directly by the simulation
environment itself.
The bounding box representation and the orientation are fused to represent the tracked
traffic agent. Objects are tracked continuously over time and are all simultaneously and
continuously fed into a multi-objects Kalman Filter which produces a continuous estimation
of their speed and position. Tracking is limited to a maximum of 30 objects at a time,
and missing objects are tracked upto a maximum of 8 frames. Besides bounding boxes,
additional inputs to the tracker include the vehicle state of the ego, and the lanelet map.
The average and worst case latency for the tracking module is 60 and 70 ms respectively,
with an output frequency of 20 Hz.
4.2.3 Motion Planner
The motion planning subsystem consists of three main components: the mission planner,
the behaviour planner, and the local planner.
Mission Planner
The mission planner is responsible for making high level decisions about the overall journey
or mission of the vehicle. These decisions involve choosing the best route that optimizes
a set of objectives such as time taken and energy spent, given inputs such as the starting
and goal points, current state of the ego, and road conditions.
The Autonomoose’s mission planner produces the route for the ego by continuously
querying the HD map server with the current state and goal point to obtain the sequence
of lanelets for the ego to follow. Due to the large size of the original lanelet map, a
parameter is used to specify the radius of the desired queried area. For a lanelet to be
considered, the distance between the ego vehicle and at least one of the waypoints within
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the lanelet must fall within this specified radius. If this criteria is not satisfied, the lanelet
will not be considered for any further computation.
Behaviour Planner
The goal of the behaviour planner is to take in the sequence of lanelets provided by the
mission planner, and produce high level behavioural decisions or maneuvers, such as stop,
yield to traffic, or track speed. These high level maneuvers allow the ego to navigate safely
through various traffic and road conditions in order to reach its goal.
The behaviour planner realizes its objective by first taking in mapping and perception
information and decomposing this information into a set of abstract predicates. It then
passes these predicates to its rule engine, which uses an extensive set of rules based on
traffic laws and regulations to process the predicates and generate a maneuver. Predicates
are divided into 3 types:
1. Ego predicates: such as “ego velocity” and “ego acceleration”, which describe the
state of the ego.
2. Travel predicates: such as “is ego approaching a stop sign?”, which describe how
the environment map relates to the ego.
3. Traffic agent predicates: such as “is there a lead vehicle present?” or “distance
to traffic agent”, which describe how the world of traffic agents relates to the ego.
The primary use for these predicates is to discretize the rich and complex representation
of the environment into a set of premises that the rule engine can easily recognize.
The rule engine employed in the behaviour planner is an expert system that uses a
lambda architecture framework to process the abstract predicates through a set of four
main stages:
1. Pre-processing: during this stage, each predicate is decomposed further into a set
of atomic propositions and combined with temporal propositions from the previous
time steps.
2. Maneuver generation: in this stage, the set of propositions from the previous
stage is evaluated by an initial set of maneuver rules, to produce the set of potential
maneuvers, each with its associated constraints.
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3. Precedence evaluation: here, the priority of each of the potential maneuvers is
evaluated using a precedence table, with only the highest priority maneuver being
retained. There are seven maneuvers that may be executed in increasing order or
priority:
(a) track speed which tracks the speed limit of the road
(b) lead vehicle follow which maintains a safe distance to the lead vehicle while
obeying the speed limit
(c) overtake which overtakes and passes other vehicles in the path of the ego
(d) decelerate to stop which gradually stops the ego when approaching a stop sign
(e) yield which yields the right of way to traffic
(f) stop which keeps the ego stationary, and
(g) emergency stop which urgently stops the ego in unsafe situations.
4. Constraints evaluation: in this final stage, a second set of rules is used to analyze
the environment and output a set of constraints that must be obeyed when executing
the generated maneuver.
Thus, the final output of the rule engine consists of the maneuver to be executed along
with a set of constraints that must be enforced by the vehicle in order to safely navigate its
environment. The behaviour planner combines these maneuvers with additional informa-
tion that it either extracts from mapping or calculates on its own such as stop locations,
lane boundaries, and time to collision with surrounding traffic agents. The maneuver com-
bined with the additional information and constraints is then sent to the local planner for
execution.
Local Planner
The local planner uses the maneuvers and constraints supplied by the behaviour plan-
ner along with static object information (obtained from an occupancy grid) and vehicle
state information (from the localizer) to refine and smooth the trajectory from the ego’s
current location to the next waypoint on the path. The local planner produces a safe
and comfortable trajectory by avoiding immediate static and dynamic obstacles, and out-
putting a velocity profile along the path that satisfies all other system constraints. The
full description of the planner can be found in the paper published by Zhang[133].
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(a) Unreal visualization of the Simulator.
(b) RViz visualisations of the Simulator.
Figure 4.1: WiseSim: the simulator environment used for our motion planning benchmark
framework.
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Figure 4.2: The Autonomoose, a 2017 Lincoln MKZ, serving as a platform for autonomous
vehicle research at the University of Waterloo.
Figure 4.3: A lanelet representation overlaid on a satellite image of a road. Green dots
represent the waypoints constituting the right lanelet boundary, while blue and white dots
represent the left boundary and centerline respectively.
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Figure 4.4: A simple representation of a set of connected lanelets and an intersection.
Arrows represent the direction of the connection between successive lanelets, and the in-




This chapter outlines a methodology that can be used to create a representative scenario
suite for benchmarking motion planning algorithms. As highlighted in Chapter 3, the
scenario suite used is critical to any benchmark as it serves to uncover behavioral differences
across multiple planning algorithms.
This chapter begins by defining a feature model for scenario creation which explicitly
defines the possible design choices for scenario creation. It then discuss how the proposed
feature model can be used to aid in the construction of a representative scenario suite.
Furthermore, it discusses the problem of numerical explosion in the number of scenarios
required to cover an ODD, due to the numerous possible variations across each design
feature. A solution is presented which groups similar scenarios based on difficulty levels,
thereby bounding the number of scenarios required to create a representative scenario suite.
While most of the scenario creation process is developed exclusively with respect to the
ODD of the motion planning algorithm being evaluated, or the shared ODD if multiple
algorithms are being compared, this chapter discusses, also, the importance of a critical
set of scenarios. In particular, the NTHSA pre-crash Scenarios are outlined as a good
candidate towards this end.
Finally, this chapter concludes with a discussion on the implementation of the proposed
methodology to create a representative scenario suite for the Autonomoose platform defined
in Chapter 4. The scenario suite will then be used to benchmark different configurations
of the Autonomoose motion planner, presented in the final results of Chapter 7.
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Figure 5.1: Feature diagram of all key design chooses related to the Road Structure and
Geometry.
5.1 Scenario Decomposition
The National Highway Traffic Safety Administration (NHTSA), in its 2018 report[118],
proposes an ODD Taxonomy to categorize the different considerations within an ODD. In
this report, NHTSA demonstrates how the ODD framework should be used to design a
scenario suite that has the capacity to completely test an entire ODD. WISE Drive [33]
provides a much more comprehensive decomposition of an ODD. While very similar to
the taxonomy presented below, the NHSTA and WISE Drive taxonomies differ in one
crucial way in that they fail to classify the interaction difficulty of the AV with the static
and dynamic objects of its environment. To elaborate, this taxonomy fails to classify and
rank the behavior of other road users and their effects on the AV – a significant limitation
towards its use in a representative scenario suite for motion planning benchmarks.
This thesis proposes a feature model for scenario creation that directly addresses the
requirements highlighted in Chapter 3, as well as addresses some of the shortcomings of
the existing NHTSA taxonomy.
5.1.1 Road Structure and Geometry
Road Structure and Geometry describes all the properties of the roads that an AV
may encounter within its ODD. WISEDrive [33] presents by far the most comprehensive
axes of decomposition. In this thesis, we elect to look at a simplified feature diagram,
highlighted in Figure 5.1, which splits the design into three major points of variation: the
lane type, the road topology, and finally the regulatory device.
Lane type describes the characteristics of each lane segment in the ODD. There are
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two design principles to be considered: the surface impact of the lane on the ego vehicle’s
dynamics, and the interactions between the ego and traffic agents. The lane geometry
describes the shape of the lane, for example, whether it is uphill or downhill, and whether
it is a sharp turn or a straight road. In terms of curvature, Czarnecki [32] describes two
aspects: horizontal curvature, and vertical curvature. This curvature has the ability to
impact the ego by occluding objects, as well as changing the vehicle’s dynamics significantly
enough to impact the required time to make decisions.
Road topology describes the manner in which lane segments are connected to one
another to form the road network. The number of connections influences the type
of road network; for example, this number determines if the road is a simple two lane
residential road, a sectioned 4 lane highway, or a complex interconnected intersection in
the heart of a city. The type of connection influences how one road segment is connected
to another: for instance, is there a solid white line or is it dashed and yellow, or is there a
curb in between the two connected lanes?
Finally the regulatory devices refer to any elements that regulate the movement of
agents (the ego as well as traffic agents) along the road. These include elements that are
present at certain points of the road, such as stop lines, stop signs, and traffic lights, as
well as regulations that must be obeyed throughout the entirety of the road, such as speed
limits. These elements control both the individual movement of agents on the road, as
well as the manner in which they interact with each other. For example, while the posted
speed limit controls the maximum speed that agents can reach individually, elements such
as traffic lights determine which vehicles have the right of way at intersections. 1
5.1.2 Interaction with Traffic
Interaction with Traffic describes all of the design considerations which need to be
made when designing the interactions between the ego vehicle and other traffic agents in
the scene. The full feature model of all decomposed design axes is depicted in Figure 5.2.
The number of interactions refers to the number of different traffic agents that the
ego vehicle is interacting with at any one time. There are only three types of interactions
that need to be considered. No interaction refers to the case when traffic agents are
present in the scene but the ego vehicle is not required to directly interact with them.
As an example, when a pedestrian is walking on the sidewalk, or when an opposing car is
passing the ego there is no direct interaction. A pairwise interaction is one in which the ego
1The full set of regulatory elements in Ontario Canada can be found at https://www.ontario.ca/
laws/regulation/900615
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Figure 5.2: Feature Model of the key design consideration with regards to
interaction between the ego vehicle and other traffic agents.
vehicle is required to interact with one other traffic agent, such as following a lead vehicle
or waiting for a single pedestrian to cross an intersection. Finally, multi-agent interaction
refers to an interaction with more than one traffic agent at a time, for example, the ego
arriving at a busy intersection with multiple traffic agents interacting at once. Pairwise
and multi-agent interactions can be caused either by direct interactions between the ego
with one or more traffic agents, or by indirect interactions that occur when the ego reacts
to an agent (or agents) that are, in turn, responding to the actions of another agent that
has no direct interaction with the ego.
The intensity of interactions can be defined as the extent of the actions that the
ego needs to take in order to complete its interaction with another vehicle. The extent
of these actions can range from: no direct interaction at all to near crash interactions
and even crash interactions. Crash situations and scenarios are those in which a crash
simply cannot be avoided. One such example is when the traffic agent veers into the ego’s
lane leaving inadequate time for the ego to react. Near-crash situations and scenarios
are those where a crash is imminent but can still be avoided. For example, near-collision
situations and scenarios require an emergency maneuver for one or more of the involved
road users in order to avoid the collision. All other situations in which two vehicles are
interacting can be classified as routine driving interactions [36]. Finally, if the ego requires
no interaction with another traffic agent in the scene this situation would be classified as
no direct interaction. The Autonomoose Scenario Suite defines the intensity of interactions
across 6 levels, further elaborated in Section 5.4.
Finally, traffic agent behavior describes the complete set of behaviors that a traffic
agent may take throughout a scenario. If a traffic agent stops at a traffic light or follows
the speed limit, that agent is said to be law-abiding throughout the scenario. However,
if a traffic agent ever violates a regulatory element, or otherwise does not follow a set of
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Figure 5.3: Feature diagram of the Reaction to Static Objects design choices.
well-defined social constructs, that vehicle’s behavior may be classified as law infraction.
5.1.3 Reaction to Static Objects
As depicted by the feature diagram in Figure 5.3, reaction to static objects may be
classified into 3 possible types: no reaction, within lane reactions, and out of lane reactions.
No reactions cover all instances of static objects in the environment which the ego
vehicle does not need to react to, for example, a set of traffic cones outside its lane. Within
lane reactions, meanwhile, are those that usually require an adaption of the ego vehicle’s
trajectory. This trajectory adaption is either in the form of hard braking to stop behind
the static object, or path modification to avoid the object entirely. Finally, out of lane
reactions are reactions to static objects that are present outside the ego’s lane but still
affect its decision making in some manner. A good example here is when a large static
object occludes other traffic agents, such as in the case of a large sign preventing the ego
from seeing oncoming traffic.
5.1.4 Weather Conditions
Weather conditions can be defined as either being constant throughout the entirety of
a scenario, or varying throughout. The feature diagram depicted in Figure 5.4 highlights
the main design features that should be considered when creating weather-related events
or effects in a scenario.
In particular, the atmospheric conditions can be further decomposed into visibility
challenges due to current atmospheric conditions, and the current precipitation. Visibility
can be influenced by independent conditions such as fog, as well as by certain choices in
precipitation – such as white out conditions. Precipitation itself is, in fact, broken down
into two additional design choices, i.e., the type of precipitation (snow, rain, or hail) and










Figure 5.4: The feature model of the key design considerations with relation to the weather
conditions in a scenario.
5.1.5 Occlusion
Unlike the previous design features, for the purpose of this thesis, occlusion does not
have a clearly defined feature design model. This is primarily because it can be implicitly
introduced by any of the features previously discussed. As an example, when considering
road structure and geometry, the shape of a bend on a hill or mountain can occlude
approaching objects if the bend is too sharp. Implicit occlusion can be introduced, also,
by traffic agents, as in the case when a large vehicle in front of the ego, such as a bus,
blocks its forward line of sight. Static objects can also cause implicit occlusion; in fact,
most required reactions to static objects are a direct result of implicit occlusion. Lastly,
bad weather can implicitly occlude the ego’s line of sight, either as a result of precipitation,
or even build up of particulate matter on the sensors around the vehicle.
Occlusion can also take on a more explicit role and can be introduced into a scenario
to increase its relative demand. There are two design elements to consider when applying
explicit occlusion to a scenario. The first of these would be to identify the set of traffic
agents that will be the target of the occlusion; this will inform how adding occlusion to
a given scenario will increase its demand level. The second design element is to determine
the best method to occlude the target in a given scenario. This would involve using one or
more of the other design features for the sole purpose of occluding an object.
Despite the lack of a clearly defined feature design model in this work, occlusion can
still be classified in terms of criticality or difficulty. However, this classification falls beyond
the scope of this thesis and can be addressed in future work.
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In summary, for the purpose of this thesis, occlusion is a modifier that can be applied to
any given scenario using the previously defined design axes. Adding occlusion to a scenario
should be done to increase the demand on the ego vehicle and, hence, raise its difficulty
level.
5.2 Scenario Suite Composition
Given the above decomposition of scenario design, the question still remains: how can this
set of feature models be used to create a scenario suite?
If the goal of the benchmark is to create a scenario suite that will completely cover the
entire ODD of the vehicle, a typical methodology would be to first consider all possible
variations of each independent design axis individually. For example, for the Road Structure
and Geometry → Lane Type → Surface axis, all possible variations – say, concrete,
pavement, and dirt – across the given ODD would have to be identified. The Cartesian
product of all these variations would then need to be computed to construct the complete
set of scenarios (a simplified version of what this would look like is depicted in Figure 5.5).
However, this would result in an infallibly large number of scenarios.
The requirements that we specify in Chapter 3, however, calls for a representative
scenario suite, rather than a complete one. While it is very difficult to accurately measure if
a scenario suite is representative. Section 5.3 offers an insight into how critical scenarios
can be used to identify any possible limitations in scenario coverage.
The creation of this representative suite, similar scenarios can first be grouped based
on their relative difficulty level, i.e., the scenario demand level. There will be set difficultly
levels across four design axes: interaction difficulty, reaction difficultly, weather difficulty,
and occlusion difficulty. Road structure and geometry is the only primary axis of decom-
position whose demand level is harder to quantify and can thus remain independent and
unchanged. Each independent axis (for example Road Structure and Geometry → Lane
Type → Surface) would have to be examined over the entire ODD to identify all possible
variations that will be used.
Once the difficulty levels have been determined, a single scenario can be created for
each combination of difficulty level and Road Structure and Geometry variation. A better
depiction of this combination can be seen in Figure 5.5. Each path through this graph
is a single scenario in the representative scenario suite. For instance, let us consider one
possible scenario highlighted in red Straight Road, Reaction Level 0, Interaction Level 3,
Weather Level 0, without any Occlusion Present also depicted in Figure 5.6.
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Figure 5.5: A visual representation of the composition of a scenario suite from a set of
difficulty levels within each primary design axies.
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5.3 Critical Scenarios
In order to ensure a basic level of competence on the part of the motion planners being
evaluated, there must exist a fundamental set of scenarios that can be applied across the
given ODD or shared ODD. Since the ODDs of most AVs include public road driving,
basic competence should at minimum be ensured for this domain. NHTSA, in their 2008
report[92], highlighted a total of 37 pre-crash scenarios which account for “99.4 percent of
all light-vehicle crashes” [92] caused by human drivers. Since even the human risk in
these situations is high, a competent and robust scenario suite should include those critical
scenarios that are applicable to the ODD being studied. Any additional NHTSA scenarios
can be appended to the ODD specific scenarios, if they do not already exist.
Furthermore, these critical scenarios can also be used as a validation check for the
scenario creation process. The exclusion of a valid critical scenario from the scenario suite,
or a mapping of two or more critical scenarios to the same set of individual difficulty levels
across the 4 axes (discussed in Section 5.2), can indicate a need for a finer level of granularity
in the difficulty levels, say from 5 levels to 6 or more. Alternatively, such situations might
also be indicative of a major flaw in the scenario design process and, hence, judging the
closeness between two critical scenarios should be done based on human expertise.
It should be noted, however, that the NHTSA critical scenarios should not be the
only validation check imposed on the scenario suite. Further validation checks should be
employed based on critical events that occur in any available raw data. For example, any
occurrence of disengagements in the raw data can serve as potential critical scenarios that
are tailored to the ODD of the vehicle being evaluated.
Due to the vague descriptions provided in the NHTSA report, it is difficult to create
a single depiction of any given NHTSA scenario. Thus, in order to both highlight the
importance of these scenarios as well as correctly model the intended behavior, multiple
parameterizations of any given scenario is recommended.
5.4 Autonomoose Scenario Suite
Given the scenario creation methodology outlined above, this section describes our specific
implementation of the representative scenario suite relative to the Autonomoose and its
ODD.
All scenarios were implemented in the GeoScenario Domain Specific Language (DSL)[103],
and were hand-made as well as optimized to suit the ODD of the Autonomoose. Specif-
ically, the ODD at the time of writing consists of only two-lane roads; lane-changing and
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overtaking by ego is not possible. Stop signs and pedestrian crossings, as well as unsignal-
ized intersections, are the only regulatory elements that can be navigated safely. In addi-
tion, only perfect weather conditions, i.e., clear and bright skies, can be handled. It should
be noted that the ego cannot overtake either a static or a dynamic object in its lane if it
would require ego to leave the lane.
Each scenario is comprised of 6 interaction difficulty levels, with level 0 represent-
ing the easiest (no traffic interaction) and level 5 representing the most difficult set of
interactions with other traffic agents. As the ODD of the Autonomoose is limited, only 2
reaction difficulty levels will be used: level 0 in which no static objects are present, and
level 1 which involves reactions to static objects outside the ego’s lane; all other classes of
reaction difficulty are omitted from the scenario suite.
Due to scenario design limitations, all interactions between the ego vehicle and other
traffic agents are modeled with location or time based trigger points. To confirm that each
trigger is able to achieve its desired results, the Autonomoose motion planner explained in
Chapter 4 is made to run each scenario and the results are verified.
Two classes of scenarios are used: those that are specific to the Autonomoose ODD,
and a set of critical Pre-Crash Scenario Typology for Crash Avoidance Research published
by the National Highway Traffic Safety Administration (NHTSA) [92].
5.4.1 Autonomoose specific scenarios
These scenarios are representative of the ego’s capabilities within its ODD, and cover 4
different types of road structure and geometry:
1. Straight Road: this scenario involves the ego driving down a two-lane straight road.
Level 0 consists of no traffic interference at all, with the ego proceeding straight to
its target. Higher levels involve increasing magnitudes of traffic interaction.
For example, level 3 (Figure 5.6) involves non-interfering traffic agents in the opposite
lane, a lead vehicle driving ahead, and an off-road traffic agent attempting to merge
into egos lane. In response, the ego first tracks the speed of the lead vehicle, then
decelerates and allows the off-road traffic agent to merge into the lane in front of
it. It then proceeds towards the target, maintaining the minimum following distance
required to the recently merged traffic agent.
2. Cul-de-sac: this scenario involves the ego handling a cul-de-sac. In level 0 with no
traffic interference, the ego decelerates to 30 km/h as it enters the cul-de-sac from
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(a) Ego follows lead vehicle while maintaining
minimum following distance and never exceed-
ing speed limit.
(b) Off-road traffic agent begins driving to-
wards the road indicating an intent to merge.
(c) Ego decelerates to allow off-road traffic
agent to merge.
(d) Ego follows lead vehicle that has just
merged, maintains minimum following dis-
tance, and reaches the target.
Figure 5.6: Straight Road, Reaction Level 0, Interaction Level 3
the right, proceeds counter-clockwise, and then exits the cul-de-sac and accelerates
towards the target, resuming its normal speed of 50 km/h.
An example of a higher difficulty level: level 2, in which a traffic agent attempts
to merge into the cul-de-sac on the opposite side (Figure 5.7). The ego detects the
traffic agent, slows down to allow it to merge, and then follows it at the minimum
following distance until it reaches the target.
3. T-intersection: this scenario involves the ego handling a T-intersection in which it
must turn left towards the target. There are three regulatory element variations of
this scenario: one with all-way stops, one with a stop only for the ego, and one with
a stop for the other two directions of the intersection but not for the ego.
We highlight level 4 for the case with all way stops (Figure 5.8). Here, a lead vehicle
drives ahead and slows down. The ego follows it, slowing down as needed and then
halting completely at the stop sign, while the lead vehicle clears the intersection. A
non-interfering pedestrian crosses the intersection, while traffic agents stop on the
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(a) Ego approaches a cul-de-sac there is a traf-
fic agent waiting off road on the far side of the
left side of ego.
(b) Ego reduces speed to 30 km/h as it enters
the cul-de-sac from the right-hand portion of
the road and proceeds counter-clockwise.
(c) Traffic agent begins to merge into the cul-
de-sac; the ego notices the merging traffic
agent and slows down.
(d) Ego follows the traffic agent and reaches
the target.
Figure 5.7: Cul-de-sac, Reaction Level 0, Interaction Level 2
left and right. The ego recognizes that it has right of way since it handling stopped
first, and proceeds to comfortably take a left turn towards the target.
4. Four-way intersection: this scenario involves the ego handling a four-way inter-
section in which it must proceed straight ahead towards the target. As before, this
scenario also consists of three cases: one with all-way stops, one with a stop only for
the ego, and one with no stop for the ego.
We discuss the highest difficulty level, i.e., level 5, for the all-way stop case (Figure
5.9). In this level, the ego proceeds straight towards its goal and decelerates to stop
at its stop sign. A traffic agent on the left approaches the intersection but, instead
49
(a) Ego follows lead vehicle while maintaining
minimum following distance and never exceed-
ing speed limit. (b) Ego slows down as lead vehicle slows down
(c) Ego halts at the stop sign
(d) Ego takes left turn as it arrived first at the
stop sign and proceeds to the target.
Figure 5.8: T-intersection, Reaction Level 0, Interaction Level 4
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of stopping, it runs the stop sign. Instead of crossing, the ego detects a potential
crash and remains stopped until the traffic agent clears the intersection, after which
it proceeds towards the target.
In summary, a total of 96 scenarios (9 road variations with 6 interaction levels and
2 reaction levels) are implemented on the Autonomoose ODD, in accordance with the
methodology outlined above. 2
5.4.2 NHTSA scenarios
These scenarios consist of a subset of the NHTSA Pre-Crash Scenario Typology for Crash
Avoidance Research[92]. Some scenarios that were out of the ODD, such as passing or
overtaking, are included primarily to show cases where the ego fails to handle the situation
correctly and safely (see Figure 5.10 for a representation of a successful overtaking scenario,
and Figure 5.11 for a scenario in which the ego takes a right turn and encounters a static
object stopped in the middle of its lane).
Due to limitations of the hand-crafted scenario creation process, some scenarios are
modified. For example, because the ego behaviour cannot be controlled, scenarios in which
the ego cuts into the opposite lane containing a traffic agent were modified by causing the
traffic agent to veer into the ego instead (see Figure 5.12 for a depiction of this scenario).
We refer the reader to the original NHTSA typology document [118].
In summary, a total of 13 pre-crash scenarios were identified which meet the ODD
constraints, of which 6 variations have been tested, resulting in a total of 78 NHTSA
scenarios.
The total number of scenarios across both the Autonomoose-specific and NHTSA
classes was 174. The complete list of scenarios along with detailed descriptions can be
found on the following website: http://wiselab.uwaterloo.ca/wisebench/scenario/
straight-road.
2 The full list of all scenarios as well as full description can be found on the following website: http:
//wiselab.uwaterloo.ca/wisebench/scenario/straight-road.
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(a) Ego moves straight towards the intersec-
tion and target. (b) Ego decelerates to stop at the stop sign.
(c) A traffic agent approaches the intersection,
ego remains stopped.
(d) The traffic agent runs the stop sign, ego
detects a potential crash and remains stopped.
(e) Ego proceeds to the target once the traffic
agent clears the intersection.
Figure 5.9: Four-way intersection, Reaction Level 0, Interaction Level 5
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(a) Ego travels along a straight path following
a leading traffic agent, another traffic agent
travels in the opposite direction so ego should
not overtake.
(b) Traffic agent passes completely, ego detects
a clear lane for overtaking and starts to merge
into the left lane.
(c) Ego overtakes the lead traffic agent and
attempts to merge back into the right lane.
(d) Ego completes the overtake maneuver and
proceeds to goal.
Figure 5.10: NHTSA Scenario, overtake with another traffic agent in the opposite direction.
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(a) Ego decelerates to stop at a stop sign, a
static object is in the middle of the road on
the right of the intersection.
(b) Ego comes to a full stop at the stop sign,
does not yet detect the static object in its
path.
(c) Ego turns right at the intersection.
(d) Ego detects the static object and stops
completely behind it.
Figure 5.11: NHTSA Scenario, ego encounters a static object during a turn.
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(a) Ego travels along straight path, a traffic
agent travels ahead in the opposite direction,
ego accelerates as it does not yet detect the
traffic agent.
(b) Traffic agent begins to swerve towards the
left, ego continues to proceed as the object is
not in its lane.
(c) Traffic agent drifts into ego’s lane, ego de-
celerates to avoid a crash.
(d) Traffic agent is partially or fully in ego’s
lane, ego should decelerate to a complete stop
behind the object.




Motion Planning, at its core, is an optimization problem. Regardless of whether an algo-
rithm is created through hand-tuned features or through a set of learned attributes, the
very nature of any optimization problem calls for a set of trade-offs to be made. An exam-
ple of one such trade-off would be: should the planner attempt to reach the goal quicker,
or should it prioritize a a more conservative but safer approach? Alternatively, should the
planner always follow the rules of the road, even if in rare occurrences in following them
might lead to an accident?
As referenced in Chapter 3, a primary requirement when designing a comparison
methodology for different planning algorithms is to both detect as well as quantify these
trade-offs. To accomplish this requirement, this chapter presents a comparison method-
ology for motion planning algorithms that is built on a set of carefully chosen metrics.
Each of these metrics seeks to isolate different aspects of the trade-offs that each planning
algorithm might make. Since certain metrics are similar and measure the same type of
trade-offs, we group them into individual classes, with each class holistically representing
a particular aspect of the motion planning problem. Scores are calculated for each class
of metrics in order to better understand their impact on the aspect of motion planning
that they aim to describe. In order to do this, a penalty system is used to transform raw
metrics values to scores on a 100 point scale.
This chapter describes each of these classes, and the individual metrics that constitute
them, along with the scoring functions used, and the manner of implementation.
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Figure 6.1: Safety metrics: (a) Euclidean metrics (distance, relative velocity, and relative
acceleration), (b)Path metrics (following distance and time), (c) Path metrics (oncoming
distance and time), (d) Collision metrics (time and distance to collision).
6.1 Metrics
The metrics that we use can be grouped into 5 classes based on the motion planning quality
they represent. These include metrics on: the task completion success rate, safety, comfort,
progress, and rule-abidance.
6.1.1 Task Completion Success Rate
The task completion success rate measures the number of scenarios that the ego is able
to successfully complete. Successful completion of a scenario involves reaching the goal
location within a set amount of time. Failure to complete the scenario results from either
a complete time-out, where the ego stops making any progress at all, a crash in some
part of the software stack that comprises the ego’s ability to safely navigate through the
environment, or a collision of any kind.
Completion metrics are always calculated for the entire scenario.
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6.1.2 Safety Metrics
Due to the inability to calculate safety directly, surrogate or proximal safety metrics are
used in conjunction to one another quantify it. Many of these metrics have been proposed
in the literature [81], [110]. A good review has been provided by Czarnecki [31]. The
National Highway Traffic Safety Administration (NHTSA) also published a report on their
studies evaluating surrogate safety measures using both simulations (coming from multiple
sources) as well as field data [46].
Our benchmark uses the following set of metrics to quantify safety in the ego vehicle:
Euclidean Metrics
These metrics include:
1. Euclidean distance to the traffic agent: this is calculated as the Euclidean
distance in meters between the two closest point of the ego vehicle and the traf-
fic agent’s bounding box, referred though-out this thesis as the bumper-to-bumper
distance. This metric is resolved onto three axes: the lateral and the longitudinal
components, as well as the total distance.
2. Relative velocity and acceleration with respect to traffic agent: these rep-
resent the relative velocity and acceleration (in m/s and m/s2, respectively) that the
ego has with respect to the traffic agent and is also expressed in terms of their lateral
and longitudinal components, as well as the total measurement.
Euclidean metrics can be seen in Figure 6.1a.
Path Metrics
These metrics measure path relative distances which are:
1. Following Distance: this represents the distance in meters between the front
bumper of the ego and rear bumper of the lead traffic agent ahead of it. The dis-
tance must obey traffic regulations and be adequately large in order to avoid risking
collisions.
2. Following Time: this represents the time in seconds to close the gap between the
ego and the lead traffic agent at their current velocities, and is calculated by dividing
the following distance by the relative velocity between the ego and the lead traffic
agent.
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3. Oncoming Distance: this represents the distance in meters between the front
bumper of the ego and that of the oncoming traffic agent.
4. Oncoming Time: this represents the time in seconds required for the ego and
oncoming vehicle to close the gap between them at their current velocities, and is
calculated by dividing the oncoming distance by the relative velocity.
Figure 6.1b and 6.1c represent the following and oncoming distances and times, respec-
tively.
Relative Collision Metrics
These metrics capture the urgency of potential collisions and are represented by the time
and distance to collision (Figure 6.1d):
1. Time to collision: this represents the amount of time in seconds after which a
potential collision will happen between the ego and traffic agent if both continue at
the same relative speed along their predicted trajectories. Due to limitations in using
a constant velocity model for prediction in the Autonomoose stack, the ego’s path
is split into multiple line segments, each of a certain maximum length. Intersection
points between these line segments and the traffic agents predicted path are then
found and the time taken for each of the ego vehicle and traffic agent to reach the
closest intersection point is calculated. If the relative difference between these times
falls within a specified threshold, it is taken to be the time to collision within that
threshold accuracy.
2. Distance to collision: this represents the distance in meters from the ego to a
potential collision point with a traffic agent, and is calculated based on the closest
intersection point between their paths using the same method we just described.
6.1.3 Comfort Metrics
These metrics capture the level of comfort in the driving technique employed by the vehicle
(see Figure 6.2) and are described in terms of:
1. Velocity: the rate of change of the ego’s position with respect to time, expressed
in m/s. The ego’s velocity is derived from the ego’s vehicle state estimate, and is
expressed in terms of its lateral and longitudinal components, as well as the total
velocity.
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Figure 6.2: Comfort metrics: these represent the ego’s total velocity, acceleration, and
jerk, as well as their resolution into lateral and longitudinal components.
2. Acceleration: the rate of change of the ego’s velocity with respect to time, expressed
in m/s2. This is also expressed in terms of the total acceleration, along with its lateral
and longitudinal components. Acceleration was measured through a car-mounted
IMU unit.
3. Jerk: the rate of change of the ego’s acceleration with respect to time, expressed
in m/s3. Jerk is measured by calculating the derivative of the acceleration values.
A first-order Butterworth filter is used to filter and improve the quality of the jerk
signal.
6.1.4 Progress Metrics
We use a single progress metric: time to goal (Figure 6.3). This is calculated as the total
time in seconds required for the ego vehicle to reach the goal location, and can be measured
as the total time taken to complete the scenario in question. The progress metric is only
calculated at the end of the scenario once the full completion time is known.
6.1.5 Rule Metrics
Rule-abidance metrics score the ego vehicle based on its ability to adhere to the rules of
the road within its ODD. This class of metrics can be categorized into metrics representing
Lane Violations, and those representing Regulatory Violations. Due to the relatively
simple ODD of the Autonomous, as described in Section 5, the number of rule metrics is
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Figure 6.3: Progress metrics: this class consists of the time to goal metric. Here, the red
dot represents the goal location.
kept at a relatively low number. Future implementations of this comparison methodology
should implement a more complete set. Furthermore, all metrics are calculated in terms
of number of occurrences.
Lane Violations
Lane violations metrics deal with situations in which the ego vehicle misbehaves within its
lane causing disruptions to the flow of traffic, and are of three types:
1. Lane Blocking: when the ego remains stopped in a lane for more than 4 seconds,
blocking the path of other traffic agents.
2. Exiting the Lane: when the ego vehicle exits its correct lane to enter an incorrect
one, or moves outside the mapped regions.
3. Blocking an Intersection: when the ego stays completely stationary in the middle
of an intersection for more than 2 seconds, blocking all oncoming traffic.
Regulatory Violations
Regulatory violations involve misbehavior on the part of the ego with respect to regulatory
elements and attributes present along its path. These include:
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Table 6.1: Comfort metrics – the threshold values used to classify the raw metrics into
Stress Inducing Zones and Dangerous Value. The threshold values are accompanied with







Lateral 2.5m/s2 (1.2sec) 5.0m/s2 (0.7sec)
Longitudinal 3.0m/s2 (1.2sec) 5.0m/s2 (0.7sec)
Total 2.75m/s2 (1.2sec) 5.0m/s2 (0.7sec)
Ego Jerk
Lateral 1.5m/s3 (0.35sec) 3.5m/s3 (0.50sec)
Longitudinal 2.0m/s3 (0.47sec) 3.0m/s3 (0.60sec)
Total 1.75m/s3 (0.50sec) 3.25m/s3 (0.70sec)
1. Speed Limit Violations: represented as the total number of times the ego dis-
obeyed the posted speed limit along its path.
2. Regulatory Element Violations: these occur when the ego ignores regulatory
elements such as stop signs, and is measured by the number of occurrences in which
it is not fully stopped at a stop sign for 3 seconds.
6.2 Metrics classification
While the metrics outlined above appropriately capture details on the manner in which
a single scenario plays out, such as how good the ego was at keeping away from other
traffic agents, they do little in terms of assessing the high-level trade-offs employed by
the vehicle over multiple scenarios, neither do they appropriately represent how passengers
themselves might actually feel while riding in the AV. Thus, there is a need to transform the
raw metrics into scores that more holistically represent these trade-offs as well as passenger
comfort.
While a limited amount of research on the relationship between motion planning metrics
and passenger comfort does exist in the AV space [34, 89, 40], a much larger portion
of the literature on metrics thresholds and passenger comfort is dedicated towards non-
autonomous driving contexts [31, 117]. We discuss these works in further detail in Chapter
8. Furthermore, for the purpose of this thesis, passenger comfort was only discussed in the
context of comfort and safety metrics, as no relevant literature has been found for those
representing rule-abidance and progress.
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Table 6.2: Safety metrics – The thresholds values used to classify the raw metrics into
Stress Inducing Zones and Dangerous Value. The threshold values are accompanied with






Euclidean Distance 5.0m (1.2sec) 2.0m (0.7sec)
Path Relative Distances 5.0m (1.2sec) 2.0m (0.7sec)
Following Distance 10.0m (1.2sec) 2.5m (0.7sec)
Following Time 2.0sec (1.2sec) 1.0sec (0.7sec)
Time to Collision 1.5sec (1.2sec) 1.0sec (0.7sec)
We aim to classify each class of comfort and safety metrics into 3 basic zones from
the point of view of a passenger in an AV: the zone of comfort in which passengers are
generally satisfied with the driving, the zone of discomfort in which passengers are prone to
be dissatisfied and uncomfortable by the type of braking, acceleration profile, or speed that
the AV uses, and the dangerous zone in which the vehicle drives in an obviously dangerous
manner, such as evading stop signs, violating speed limits, and other reckless behavior. For
a more detailed description of this classification, see Table 6.1 and Table 6.2 where each
metric is assigned a set of thresholds for each zone based on those found in the existing
literature, simulation and limited in-vehicle experimentation.
Besides thresholds for the different zones, it is also important to consider the amount
of time that a vehicle might spend in a given zone. For example, driving that is only
occasionally jerky in nature is much more comfortable than driving with prolonged periods
of high jerk. Thus, for every metric threshold and associated zone, we also discuss the
amount of time spent in that zone which could further impact the contribution of the
associated metric towards the overall score (see Table 6.1 and 6.2 for more detail).
6.3 Scoring functions
As discussed, holistic scores must be used to represent each class of metrics at a high level
for better understanding of their effect on comfort, safety, progress, and rule-abidance,
over multiple scenarios. Furthermore, each metric should ideally be weighted based on
how much effect they have on actual passenger comfort and safety. However, since existing
research does not yet provide much insight towards a possible weighting, we decided to
keep all metrics equally weighted. A further discussion on the importance of comfort and
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safety metrics is, however, provided in Chapter 8 in the context of a real life AV experiment
on passenger comfort.
Scores for each of the comfort, safety, progress, and rule-abidance classes of metrics
range between 0 and 100. We use a penalty system to arrive at the final scores for each
class of metrics, where penalties are subtracted from the maximum score of 100. All scores
are non-negative; thus, if the number of penalties subtracted causes the final score to
dip below 0, the scores are will have a floor of 0. The penalties work slightly differently
depending on the class of metrics being evaluated.
6.3.1 Comfort and safety scores
For comfort and safety metrics, penalties are subtracted for metrics that fall within the
discomfort and dangerous zone. Metrics within the zone of comfort are considered ideal
and not penalized. The penalty system used is as follows:
• Within the dangerous zone: 5 points are deducted for each occurrence of a metric
within this zone.
• Within the discomfort zone: 3 points are deducted for each occurrence of a
metric within this zone.
The number of occurrences can be calculated as the ratio of the total time spent in the
zone to the time duration after which the ego is recognized as being in the zone. Thus,
if the minimum time duration required for the dangerous zone is 3 seconds, and a given
metric stays within this zone for a total of 9 seconds over the scenario, we estimate the
number of occurrences within the zone to be 3, and a total of 15 points (3 times 5) will
be deducted. See Tables 6.1 and 6.2 for more background on the point system for comfort
and safety scores respectively.
The final score for each zone is then determined by the following formula:
Scoreclass =
{




All rule-abidance metrics are calculated in terms of the number of occurrences. A penalty









Progress scores are calculated slightly differently: the minimum time to goal is determined
from the baseline and, subsequently, a single point is then deducted for every 5 seconds
spent above this calculated time. In cases where the planning algorithm performs even
better than the baseline condition, no penalties are applied and the maximum score is





, if tcurr >= tidealand100− (tcurr−tideal)5 > 0
0, if tcurr >= tidealand100− (tcurr−tideal)5 < 0
100, otherwise
(6.3)
6.3.4 Limitations in scoring functions
In an ideal world, each class of metrics would have a different order of priority depending
on the task domain of the motion planner. For example, safety might be more important
than comfort in certain situations, while rule-abidance might be the most important in
others.
Furthermore, within each class itself, each individual metric may have a different weight-
ing in terms of its contribution towards the final score for that class. For example, within
the class of comfort metrics, jerk might have the highest weighting towards overall passen-
ger comfort as compared to velocity or acceleration.
In this work, equal weighting and orders of priority have been assigned both across as
well as within each class of metrics. This is not, however, the only method of scoring this
set of metrics but is more of an initial proposal to direct future work. Ideally, such inter-
class and intra-class weightings should be determined by a panel of human experts and
further optimized by in-depth investigations on each class of metrics; these investigations
include passenger comfort studies, crash reports, emission reports, and traffic congestion
reports, to name a few.
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6.4 Implementation
The entire comparison methodology is programmed as a Metrics Node in C++11 using
the ROS [3] middle layer framework, which adheres to all ROS standards, including stan-
dards on coding and messaging formats. The metrics are designed to work alongside the
Autonomoose Autonomy Stack. The Metrics code base is designed to be deployed in both
an offline fashion (as in the simulator experiment described in Chapter 7) and an online
one (as in Chapter 8, where we linked the metrics to passenger comfort in a real life AV
experiment).
The Comparison Metrics module consumes the following primary inputs from various
subsystems of the Autonomoose (as described in Chapter 4):
1. Planned Trajectory: the final planned trajectory for the ego, as computed by the
Local Planner.
2. Behavioural Attributes: the planned maneuver along with its associated set of
constraints and attributes, as decided by the Behaviour Planner.
3. Vehicle State: information from the Localization module, which describes the ego’s
current pose and orientation.
4. Scenario Event: information from the simulator, which communicates details such
as the name of the current scenario, and whether it was successful.
5. Road Map: the full environment map consisting of all lanelet connections, and
regulatory elements such as stop signs and speed limits.
The metrics are then calculated based on these inputs and can immediately be exported
as CSV or JSON objects to facilitate visualization by the front-end server.
The Metrics node is restricted to publish its output at a rate of 10 Hz, the same rate
of publishing as the Local Planner, which provides it the planned trajectory. 1







This chapter evaluates the ability of our proposed WiseBench framework to distinguish
between two or more distinct motion planning algorithms. This is achieved through two
experiments. The first tests the ability of the framework to distinguish between subtle
parameter differences across two configurations of the same planner. The second, mean-
while, tests the ability of the framework to distinguish behavioral differences between two
or more planners.
Both experiments are run using the WiseSim simulation environment, the 174 scenarios
in the representative scenario suite, and comparison methodology outlined in Chapters 4,
5, and 6, respectively. We now proceed to describe each experiment in detail.
7.1 Experiment 1: Distinguishing Parameterization
This experiment aims to answer the following research question:
Is the proposed WiseBench framework able to distinguish between subtle trade-offs made
across two given motion planners?
To answer this question, the Autonomoose motion planning algorithm explained in
Chapter 4 is modified in two different ways, each modification serving as a separate planner
to be benchmarked.
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Table 7.1: Motion planning parameters that are modified for Experiment 1: only acceler-
ation values are modified with respect to baseline conditions for the increased aggression
manipulation, while look-ahead and lead-vehicle following distances and times, approach-







Longitudinal acceleration 2.5 m/s2 2.5 m/s2 4 m/s2
Lateral acceleration 2 m/s2 2 m/s2 4 m/s2
Lead vehicle following distance 10 m 25 m 10 m
Lead vehicle following time 4 s 8 s 4 s
Look-ahead minimum distance 15 m 30 m 15 m
Look-ahead minimum time 2 s 5 s 2 s
Approaching vehicle time 4 s 10 s 4 s
Parked vehicle distance 0.75 m 5 m 0.75 m
7.1.1 Procedure
The primary objective of this experiment is to evaluate whether the proposed framework for
scenario creation, combined with the set of proposed comparison metrics, is able to identify
and distinguish between trade-offs that different motion planning algorithms make. One
such trade-off – which is also the one we investigated – is comfort versus progress.
To accurately answer our research question, the motion planning algorithm is ma-
nipulated through two distinct parameterizations: by changing the level of aggression
employed from the point of view of the local planner, and by changing the level of defen-
siveness with respect to other traffic agents employed by the local and behaviour planners.
The actual values of the modifications applied for each of these manipulations can be found
in Table 7.1.
Manipulation: increased aggression
The first manipulation involves increasing the values of thresholds for the maximum amount
of longitudinal acceleration and deceleration reached, as well as the lateral acceleration.
These modifications are made from the local planner’s point of view. The intended effect
of raising these thresholds is to make the ego vehicle accelerate and decelerate faster, as
well as take more aggressive, sharper turns.
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Table 7.2: Significance values for each set of metrics (with respect to baseline conditions)






Progress 0.348 (-0.940) 0.000 (4.411) ***
Comfort 0.001 (3.192) *** 0.089 (-1.703) *
Safety 0.350 (-0.935) 0.043 (-2.028) **
Rule-abidance 0.935 (-0.080) 0.696 (0.390)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Expectation: with respect to the original algorithm serving as a baseline, the increased
aggression should cause the comfort metrics to decrease in score, and the progress metrics
to increase. Safety and rule abidance scores should stay about the same. The overall
number of completed scenarios should also remain constant.
Manipulation: decreased aggression
The second manipulation involves decreasing the value of several parameters with the aim
to make the car more defensive in its behaviour with respect to other road agents. The
changes made involve significantly increasing the approaching vehicle time (the maximum
time required for a traffic agent to reach an intersection and be considered in the decision
making process of the ego at that intersection), as well as distances with respect to other
road agents (such as the following and look-ahead distances). Consequently, the ego main-
tains larger distances to other objects, and exhibits an overall cautious behaviour when
navigating through the environment. Like before, these changes are made from the point
of view of both the local and behaviour planners.
Expectation: with respect to the original algorithm serving as a baseline, all safety
metrics scores should improve as a result of the increased defensive behaviour. There
should be no significant changes in comfort, progress, or rule abidance metrics.
7.1.2 Results
The number of successful scenarios and distributions of the metrics scores are computed
for each manipulation, and single-tailed t-tests are used to compare differences in these
distributions and the baselines (due to the large sample size (174 scenarios), these t-tests
are valid despite the non-normal nature of these distributions). A significance level of
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.05 is used, although we also consider less significant results (p < 0.1) as indicative of
potential differences. The significance values for each set of metrics and for each of the two
manipulations can be found in Table 7.2.
Completed scenarios
Both manipulations successfully passed 128 out of the 174 scenarios. This is in line
with our expectations, as the behavioral decisions taken by the ego are not changed, and,
hence, should not have affected its ability to safely complete each scenario.
Distribution of metrics scores
Progress metrics As can be seen in Figure 7.1, the distributions for the baseline and
increased aggression manipulation are comparable with no significant differences (p > .05).
However, significant differences do exist between the baseline and decreased aggression
distributions (p < .05).
Figure 7.2c shows that the progress scores for decreased aggression are in general lower
for most scenarios as compared to those of either the baseline or increased aggression cases.
In fact, even for the increased aggression case, while the results are not significant, we are
still able to see an overall higher number of scenarios obtaining higher progress scores as
compared to the baseline (Figure 7.2b).
Comfort metrics Figure 7.2 depicts the distributions for the comfort metrics. The
distribution for increased aggression is significantly different from that of the baseline
condition (p < .05), while the decreased aggression case is found to be weakly significant
(p < .1).
Visually, the comfort scores in general can be seen to be on the lower side (compared
to baseline) for the increased aggression case (Figure 7.2b), and tends towards the higher
side for the decreased aggression manipulation (Figure 7.2c).
Safety metrics The safety metrics do not show any significant differences between the
distributions for increased aggression and the baseline condition, although there is a weakly
significant difference (p < .1) for the decreased aggression manipulation. Distributions for
these manipulations can be seen in Figure 7.3.
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Rule-abidance metrics No significant differences are observed between either manip-
ulation and baseline for the rule-abidance metrics. However, a ceiling effect can be seen in
all 3 experimental conditions as seen in Figure 7.4, which may be attributed to the robust
nature of the rule engine in appropriately handling all scenarios that are within the ego’s
ODD.
7.2 Experiment 2: Distinguishing Behavioral Capa-
bilities
This experiment aimed to answer the following research question:
Is the proposed WiseBench framework able to detect differences in the behavioral
capabilities between two given motion planners?
As in the previous experiment, to test the framework’s ability to detect differences in
behavioural capabilities, the Autonomoose motion planning algorithm is modified in two
ways.
7.2.1 Procedure
The primary objective of this experiment is to evaluate whether the scenario suite and
comparison metrics are able to identify and distinguish between the behavioural capabilities
of different motion planning approaches. To realize this objective, the motion planning
algorithm used is modified to misbehave by manipulating a subset of rules employed by
its rule engine in two ways, each governing the behaviour of the ego with respect to stop
signs.
Manipulation: reduced time spent at a stop sign
The first manipulation involves reducing the amount of time spent stopped at a stop sign
from the legal requirement of 3 seconds (according to Ontario traffic regulations) to 0.5
seconds. While this does not render the ego completely useless at stop signs, it does
significantly reduce its capabilities in scenarios that involve them.
Expectations: the safety and rule abidance metrics scores should decrease, and the
total number of successful completions of a scenario are also expected to go down as the
planner loses capability to completely handle the ODD. However, the intensity of these
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Table 7.3: Significance values for each set of metrics (with respect to baseline conditions)






Progress 0.002 (-3.026) *** 0.000 (-4.336) ***
Comfort 0.156 (1.420) 0.837 (-0.205)
Safety 0.860 (0.177) 0.379 (0.881)
Rule-abidance 0.024 (2.272) *** 0.000 (4.820) ***
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
score changes should be less than the previous manipulation as the ego is still somewhat
capable of handling stop signs.
Manipulation: stop signs disabled
The second manipulation involves completely purging all rules governing the ego’s be-
haviour at stop signs. This renders the ego completely incapable of safely handling inter-
sections.
Expectations: the safety and rule abidance metrics scores should decrease to a large
extent, and the total number of successful completions of a scenario are also expected to
go down as the planner completely loses its capability to handle stop signs in the ODD.
7.2.2 Results
As before, we use the number of successfully completed scenarios as well as metrics dis-
tributions to compare each manipulation with the baseline conditions, using a significance
level of .05. For convenience, we refer to the two manipulation conditions as reduced time
and stop sign disabled, respectively. The significance values for each set of metrics and for
each of the two manipulations (compared to their respective baseline conditions) can be
found in Table 7.3.
Completed scenarios
The total number of completed scenarios for the baseline case is 128. The reduced time
manipulation results in a total of 136 completed scenarios, while the stop sign disabled
manipulation results in 142 successful completions. This set of results is observed due
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to limitations in the scenario creation process, which we highlight further in the Discussion
section.
Distribution of metrics scores
Progress metrics Figure 7.5 shows the distributions for each experimental condition
for the progress metrics. Highly significant differences compared to baseline (p < .01)
are found for each manipulation. However, it should be noted that the actual effect itself
is actually in the opposite direction than that expected, as the progress scores increase,
rather than decrease, for each manipulation.
Comfort metrics No significant differences with respect to baseline are observed for the
comfort scores. On observing Figure 7.6, the distributions of the scores are confirmed to
be largely the same for the reduced time manipulation, and slightly higher for the stop sign
disabled manipulation.
Safety metrics The safety metrics also did not exhibit any significant differences for
either manipulation with respect to baseline conditions, as can be seen in Figure 7.7.
Rule-abidance metrics Highly significant differences (p < .05) for rule-abidance scores
with respect to the baseline are found for both the reduced time and stop-sign disabled
manipulations. Figure 7.8 shows that the rule-abidance scores decrease for a larger number
of scenarios in the reduced time condition. Furthermore, in the stop sign disabled condition
these scores deteriorate even further due to the ego’s complete inability to handle stop signs.
7.3 Discussion
As discussed previously in Chapter 5, the scenarios used display a wide range in difficulty
levels, which facilitates a thorough and exhaustive comparison between the motion planners
that have been benchmarked. Our experiments provided 3 major takeaways:
1. Our benchmark is able to clearly distinguish between subtle trade-offs
made across two given motion planners. The results of Experiment 1 are, by
and large, in line with our expectations: progress scores increase or decrease propor-
tionally with respect to an increase or decrease in aggression, while comfort scores
display an inverse relationship. The number of successfully completed scenarios also
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remain unhindered, as expected. Furthermore, in Experiment 2, the rule-abidance
metrics deteriorate as the planner’s ability to handle stop signs is increasingly com-
promised.
2. While unexpected limitations in scenario execution prevent certain be-
havioral differences from being uncovered, our benchmark is still able to
reflect the actual situations that occur. Unlike Experiment 1, Experiment 2
does not confirm all of our expected results – only the rule-abidance scores deteriorate
as expected but the successful completion of scenarios is not affected. We attribute
this, however, to limitations in the triggering mechanism in the scenario-creation
tool and not in our metrics. These limitations prevent the intended interactions with
traffic agents at intersections from occurring, causing many of the scores reported
above to misrepresent the true differences in the planners created by the experimen-
tal manipulations.
On the other hand, our progress metrics demonstrate that the ego makes significantly
quicker progress towards its target in each of the manipulation conditions compared
to the baseline. This is also a direct consequence of the trigger limitations: the
combination of reduced waiting times (or not waiting at the stop sign at all) and the
lack of intended interactions with traffic agents at the intersection, causes the ego to
approach the target quicker compared to the baseline condition. Thus, we are still
able to see correct reflections of the actual situation that occurs in our benchmark
scores, which allows us to diagnose the problem in the first place.
3. Violating any of the requirements outlined for a motion planning bench-
mark will likely prevent a complete and accurate comparison of different
motion planners. To highlight this fact, we draw attention to the scenario cre-
ation process described in Chapter 5, in which each scenario contains a set of time
and location-based trigger points, which are the only types of triggering mechanisms
available. This triggering mechanism means that the scenario is optimized for a spe-
cific planning algorithm. Consequently, when we reduce the time spent at a stop sign
or even eliminate it completely, the nature of the planning algorithm fundamentally
changes and a subset of the intended interactions between the traffic agents and ego
vehicle cannot be realized. For instance, a scenario in which the ego is supposed
to stop (for a reduced period of time) and let traffic agents pass through the inter-
section, actually involves the ego driving through the intersection before the traffic
agents even approach it. As a result, the objects are never encountered, and the
metrics are unable to capture the intended behavioral differences in the experimental
manipulations.
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Besides the major takeaways outlined above, one of the more unexpected findings from
Experiment 1 actually turns out to be the distributions for rule-abidance metrics; for each
of the manipulations, a clear ceiling effect is observed, making it difficult to comprehend
the true effect that each manipulation may have on these scores. This is, however, most
likely a manifestation of the robust nature of the Autonomoose’s rule-engine within its
ODD, as lower rule-abidance scores only occur in rare circumstances, such as when the ego
veers completely off-track or drives around in meaningless circles. These rare events are
primarily due to the limitations in the physics of the simulation environment, rather than
weaknesses in the planner itself.
Another potential limitation is the choice of the t-test to compare the manipulations
and the baseline. Since the score distributions appear to be highly skewed, future works
should apply a non-parametric test rather than the t-test.
Thus, in light of the two experiments performed, and even the associated limitations,
we believe that our complete motion planning benchmark framework is a beneficial tool for
any application that requires comparisons between multiple motion planning algorithms,
or even evaluations of individual approaches. Our metrics are able to discern differences
between different motion planners, and are even able to highlight unexpected behavior
caused due to limitations in the scenario creation tool, suggesting their potential as useful
debugging tools. To elaborate, as a result of these metrics, we are now aware of some
of the disadvantages of using time and location based triggering mechanisms in scenario
creation tools. We now know that it would be far more beneficial to our use-case to
represent scenarios using metric-based triggers instead of those that are simplistically time
or location based. For example, triggers that are based on the ego’s distance from the
intersection would have been far more useful in such experiments, as they guarantee that
the desired types of interactions will occur regardless of the underlying planner being used.
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(a) Baseline (b) Increased Aggression
(c) Decreased Aggression
Figure 7.1: Experiment 1: distributions of Progress metrics for (a) baseline, (b) increased ag-
gression, (c) decreased aggression.
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(a) Baseline (b) Increased Aggression
(c) Decreased Aggression
Figure 7.2: Experiment 1: distributions of Comfort metrics for (a) baseline, (b) increased ag-
gression, (c) decreased aggression.
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(a) Baseline (b) Increased Aggression
(c) Decreased Aggression
Figure 7.3: Experiment 1: distributions of Safety metrics for (a) baseline, (b) increased aggres-
sion, (c) decreased aggression.
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(a) Baseline (b) Increased Aggression
(c) Decreased Aggression
Figure 7.4: Experiment 1: distributions of Rule-abidance metrics for (a) baseline, (b) increased
aggression, (c) decreased aggression.
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(a) Baseline (b) Reduced time spent at stop sign
(c) Stop sign disabled
Figure 7.5: Experiment 2: distributions of Progress metrics for (a) baseline, (b) reduced time
spent at stop sign, (c) stop sign disabled.
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(a) Baseline (b) Reduced time spent at stop sign
(c) Stop sign disabled
Figure 7.6: Experiment 2: distributions of Comfort metrics for (a) baseline, (b) reduced time
spent at stop sign, (c) stop sign disabled.
81
(a) Baseline (b) Reduced time spent at stop sign
(c) Stop sign disabled
Figure 7.7: Experiment 2: distributions of Safety metrics for (a) baseline, (b) reduced time spent
at stop sign, (c) stop sign disabled.
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(a) Baseline (b) Reduced time spent at stop sign
(c) Stop sign disabled
Figure 7.8: Experiment 2: distributions of Rule Abidance metrics for (a) baseline, (b) reduced




As discussed in Chapter 6, thresholds for passenger comfort in AVs has been a sparsely
explored topic. In order to investigate this in more depth, we attempted to relate passenger
comfort in a real AV with a set of comfort metrics. To do this, we ran an experiment in
which we varied the driving profile of an AV to study its effect on passenger comfort: the
study involved the use of physiological sensors, alongside self-reported scores and question-
naires, to gauge the comfort levels of the participants while the vehicle drove autonomously.
One of the original goals of this study was to derive a set of comfort metric thresholds,
which could then be used in Chapter 6, to more accurately benchmark motion planning
algorithms with respect to real passenger comfort. While this specific goal was not met,
the study still provided invaluable insights towards and validation of our proposed set of
comfort and safety metrics, and is thus discussed at a high level in this chapter, along with
possible directions for future work. The complete study was a collaboration between Dillen
and Ilievski, et al., and a detailed description of it can be found in our paper [34].
8.1 Background
In this section, we provide some background review on the study that may not have been
adequately covered in the related work. We first discuss the state-of-the-art in passenger-
vehicle interaction research, and then go on to briefly review the physiological measures of
passenger comfort that were employed in the study.
84
8.1.1 Passenger-vehicle interaction
State-of-the-art research on passenger interaction with autonomous vehicles can be broadly
grouped into three categories: physical autonomous vehicle studies, simulator studies, and
Wizard of Oz studies.
Physical autonomous vehicle studies have been mostly conducted either in a lab (but
with no physiological measurement) [95] or as a field study [89, 40]. Such studies are
notoriously difficult to conduct in real life due to the complex nature of daily traffic and
the interactions involved. For example, Mühl et al. [89] studied passenger trust in an
autonomous vehicle and conducted an exploratory field study in an uncontrolled traffic
environment, but investigated driving styles in a controlled simulated environment. Fes-
tner et al. [40], meanwhile, only studied lane-changing behaviour, and did not consider
physiological responses in their experiment.
Simulator studies, on the other hand, have generally used lower to medium fidelity
driving simulators which fail to account for the feeling of realistic physical forces and motion
components, and present an inherent safety bias to participants. Scenarios are also limited
to avoid causing simulator sickness. Passenger-vehicle interaction studies have primarily
been conducted in simulators: some of these have investigated effects on physiological
response [19, 20, 63, 101], while others rely solely on self-report scores [18, 21, 48, 107].
Wizard-of-Oz studies have been conducted in manually driven vehicles [38, 131], but
these too suffer from shortcomings: they tend to rely solely on self-reported data and fail to
provide a fully realistic experience (for example, screens may block passengers from seeing
the steering wheel move autonomously).
8.1.2 Physiological sensing of emotional response
Comfort was defined as an abstraction for stress, anxiety, or frustration experienced. In
this regard, the physiological responses were mainly used as an indicator of stress or (state)
anxiety and, thus, an indirect measure of comfort. Several studies have used heart rate
(HR) and heart rate variation (HRV), galvanic skin response (GSR), and eye movement
patterns as indicators of anxiety.
HR has been used as a stress indicator in contexts ranging from noisy environments to
dental surgery [60, 15], while low frequency (LF) components of HRV have been found to
be directly proportional to elevated stress levels across multiple domains [91, 104, 77].
Physiological arousal, one of the effects of stress or anxiety, stimulates the secretion of
sweat, which in turn raises the skin conductance level (SCL). Consequently, GSR, com-
monly measured through SCL and skin conductance response (quick burst of elevated SCL
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levels, resembling peaks), is a popular measure of arousal [82] and has found applications
in driving research [11] and studies on mental stress [24, 77].
Eye movement patterns have also been linked to stress as well as frustration, as in the
case of driver monitoring [42, 72] and anxiety-induced distraction [125, 28]. In particular,
eye movement entropy—the randomness in scan behavior—has been found to be elevated
in high anxiety situations with high cognitive load [10].
8.2 Experimental Design and Set-up
The experiment was conducted on a closed test track in Waterloo, Ontario, Canada. Two
vehicles were used for the study: a Lincoln MKZ installed with the Autonomoose platform
- the self-driving technology stack developed by the University of Waterloo which has been
referred to in Chapters 4 - and a single traffic agent, a Lexus 450 Rx which was driven
manually. No other traffic agents or pedestrians were involved in this experiment. Although
the vehicle was driven with autonomy engaged, a safety driver was present to take control
in case of an emergency.
Ethics approval for the study was granted by a University of Waterloo Research Ethics
Committee (ORE #40512).
8.2.1 Terminology
The main goal of the experiment was to study the effect of driving profile – or, more
specifically, driving profile parameters – on passenger comfort, and to subsequently use the
results to generate a set of comfort and safety thresholds for our comparison metrics.
The definition of driving profile followed for the study followed the defensive-aggressive
paradigm where more defensive driving involves lower speeds, smaller accelerations, and
smaller following distances. Although a particular profile can be constituted by several
parameters such as speed, acceleration, following distance, and lane-changing parameters,
only acceleration and distance were manipulated for this study. This was done to keep the
experiment controlled and feasible.
8.2.2 Manipulations
In order to vary the overall driving profile, manipulations were made to individual driving
parameters. More specifically, the thresholds for maximum acceleration and minimum dis-
tance from the traffic agent were varied in order to achieve two levels of aggressiveness: less
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Table 8.1: We varied the thresholds for the lateral and longitudinal components of two
parameters: acceleration and distance. Both components of each parameter were linked for
a total of four different driving profiles: Low Acceleration Low Distance, Low Acceleration
High Distance, High Acceleration Low Distance, and High Acceleration High Distance.
Parameter Less Aggressive More Aggressive
Long. Lat. Long. Lat.
Acceleration 2.5 m/s2 2 m/s2 4 m/s2 4 m/s2
Distance 10 m 4.5 m 7.5 m 2 m
aggressive and more aggressive (Table 8.1). Both the lateral as well as longitudinal com-
ponents of the two thresholds were manipulated. For both driving profiles, the threshold
for speed was kept the same at 9.72 m/s, the maximum limit that could be safely handled
by the autonomous driving system. In fact, even the final settings for the more aggressive
profile reached the maximum safety limit.
Due to the experimental manipulations on 4 different thresholds (for each component
of acceleration and distance), there would have been a total of 16 different overall driving
profiles for each combination of thresholds. In order to keep the experiment feasible, we
linked the lateral and longitudinal components for either of acceleration and distance.
Thus, both components were either set to their more aggressive threshold, or both set to
the less aggressive threshold.
Varying the thresholds while linking both components of acceleration and distance
resulted in four overall driving profiles: Low Acceleration Low Distance, Low Acceleration
High Distance, High Acceleration Low Distance, and High Acceleration High Distance.
Each of these profiles was tested in a separate experimental trial for each participant in a
within-subjects study design. The order in which the thresholds were varied for each trial
was randomized for each participant.
It should be noted, however, that while the thresholds for acceleration and distance
were varied, due to the continuously varying nature of these variables in a realistic driving
scenario, the actual experimental analysis was performed on samples from the entire signal
obtained for each of these variables. In addition, the derivatives of acceleration, namely,
longitudinal and lateral jerk, were also considered.
8.2.3 Scenarios
In a realistic driving scenario, it is difficult to completely separate the effects of different
driving profile parameters. For example, straight road driving will always involve small,
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Figure 8.1: The layout of the test track. The order of scenarios for each trial, is indicated
by the number beside the vehicle and the star represents the start and end location of
the ego vehicles. Colored segments of the track represent the locations for the different
scenarios: green for passing, orange for intersection-stop, blue for car-stop, and purple for
turning scenarios. Trial 4 was a repetition of trial 1.
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unintended lateral translations, resulting in some level of confounding.
In order to isolate the influence of each component of the driving profile parameters,
each trial was divided into four different scenarios, as seen in Figure 8.1, with each scenario
testing a different component of acceleration and distance:
1. Passing a parked traffic agent. This scenario was aimed at isolating the influence
of lateral distance to a traffic agent and involved passing the parked traffic agent from
the left. The traffic agent was oriented perpendicular to the ego vehicle.
2. Stopping at an intersection. This scenario isolated the effect of longitudinal
acceleration wherein the ego vehicle was made to stop at a clear intersection. Al-
though there was no other traffic agent present during this scenario, participants
could sometimes see a traffic agent in the distance (when this scenario preceded the
car-stop).
3. Stopping behind a traffic agent. In order to test the effect of longitudinal
bumper-to-bumper distance to the traffic agent, i.e., the other car, the ego vehi-
cle was made to stop behind it. Of course, this scenario also included the effect of
longitudinal acceleration..
4. Turning. The lateral component of acceleration was tested through a turning sce-
nario, in which the ego was made to take a sharp turn at the end of the track.
For the rest of this chapter, these scenarios will be referred to as “passing”, “intersection-
stop”, “car-stop”, and “turning” scenarios, respectively.
8.2.4 Study task
Throughout the course of the study, participants were asked to watch a neutral-themed
video on a 5-inch display smartphone fixed to the dashboard. This is a common and natural
activity among passengers in cars, and its purpose was to serve as an area of interest (as
seen in the bottom panel of Figure 8.2) for measuring the eye movement entropy.
8.2.5 Participants
A total of 20 participants (10 Male, 10 Female) were recruited for the main experiment,
aged between 19 to 64 years (Mean=33.5, S.D=3.52). Participants were recruited mainly
from the University of Waterloo campus, and represented a diverse set of backgrounds,
including education and familiarity with AVs.
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Figure 8.2: Participant (P12) fitted with sensors (top), and their view from the passenger
seat (bottom). The area of interest around the phone screen is outlined in red.
8.2.6 Data collected
Collected data consisted of the set of vehicle state signals, i.e., the longitudinal and
lateral components of acceleration and distance (as well as jerk), and the corresponding
participant responses, measured using a combination of self-reported scores as well as
physiological response.
Self-reported scores were measured by means of on-the-fly questions at the end of
each scenario. Participant was asked to rate their perceived level of comfort on a scale of 1
to 10, 1 meaning not comfortable at all, and 10 meaning very comfortable. The purpose of
these on-the-fly questions was to gauge the influence of each scenario on the participant’s
perceived comfort level irrespective of their actual physiological response.
Physiological responses, on the other hand, consisted of the participant’s GSR, HR
and HRV, and eye movement entropy.
8.2.7 Study Procedure
Each participant was first briefed about the experiment, and then given an information
letter and consent form. After signing the consent form, the participant was fitted with
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the sensors and asked to filled out a pre-study questionnaire. The video was started and
participants were instructed to watch the video but to feel free to look up if they felt the
need to.
Each trial commenced with eye tracker calibration. After each scenario, self-reported
scores were collected, and after all four trials were complete, each participant was further
interviewed for their general feedback on the experiment. In addition, participants were
specifically asked to rank each scenario in order of increasing comfort. They were also given
the opportunity to ask any questions about the autonomous vehicle or the experimental
procedures.
8.3 Signal Processing
This section describes the method of collection for the various vehicle state and physiolog-
ical signals and any additional signal processing that was required for the purpose of the
experimental analyses. The section on physiological signals also provides a brief overview
on each signal for the benefit of the reader. As vehicle state signals have already been dis-
cussed in detail in Chapter 6, we provide only a brief overview of these signals, along with
subtle differences in their method of collection with respect to our previously conducted
simulator experiments.
8.3.1 Vehicle state signals (metrics)
Vehicle state signals were sampled at 20 Hz and were measured using the car-mounted
inertial measurment unit (IMU), Global Positioning System (GPS), Light-Detection-and-
Ranging (LIDAR) sensors, and vision sensors fixed to the Autonomoose. These signals can
be seen in the middle panel of Figure 8.3.
Acceleration
Acceleration was measured using the IMU unit. The raw acceleration signal was filtered
using a second-order Butterworth filter to remove inherent signal noise, and then resolved
into its lateral and longitudinal components for subsequent analysis. For more information
refer to Chapter 6.
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Figure 8.3: A car-stop scenario (bottom) that occurred in one of P19’s trials. The topmost
panel depicts the physiological response to the scenario, and the middle panel represents




The first-order derivative of both acceleration components was used to calculate the jerk
signals, which were further filtered to reduce signal noise using a mean filter. The filter
used a window size of 2 s. For more information refer to Chapter 6.
Distance
Contrary to the simulator set-up which provided ground truths for traffic agent locations
and bounding boxes, all surrounding traffic agents (in this case, only the other vehicle)
were detected using the AVOD [67] algorithm. The AVOD algorithm combines data
from the vision and LIDAR sensors to produce traffic agent bounding boxes in KITTI
format [44]. Kalman filters are then used, as in the simulator experiment, to track each
detected bounding box. However, while the algorithm is relatively robust, further manual
processing was sometimes necessary for the purpose of the experimental analyses. This
manual processing was primarily done in cases of mis-detection and involved forcefully
constructing the correct bounding boxes based on recorded image and LIDAR data. As
a result, the most accurate positioning of the traffic agent was always guaranteed for the
analyses.
The bumper-to-bumper Euclidean distance was calculated between the the closest
points for the ego and traffic agent bounding boxes, and was resolved into the lateral
and longitudinal components. For more information refer to Chapter 6.
8.3.2 Participant physiological response
A Shimmer3+ device was used to measure the participant’s GSR by means of two electrodes
wrapped around the index and middle fingers of their non-dominant hand. The device was
also used to obtain a photoplethysmogram (PPG) signal (used for measuring HR and
HRV) by means of an optical ear clip. Eye movement patterns were measured using a
Tobii Glasses 2 Pro eye tracking device. Participant set-up can be seen in the top panel
of Figure 8.2. The GSR and PPG signals were sampled at 512 Hz, while the eye tracker
operated at 50 Hz. Physiological signals are depicted in the topmost panel of Figure 8.3.
GSR
The GSR variables used in the analysis were SCL, the number of peaks, and the maximum
peak amplitude. The raw GSR signal was de-trended to remove the baseline and obtain
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the SCL signal. Peaks were then detected from the SCL signal using a median filtering
technique [53].
HR and HRV
HR was derived from local maxima in the raw PPG signal over sliding windows of 10 s.
For HRV, the inter-beat interval (IBI) series was calculated from the local maxima, and
transformed to the frequency domain using the Fourier transform. HRV was represented
through the normalized low frequency (0.04–0.15 Hz) and high frequency (0.15–0.4 Hz)
components, along with the ratio between them.
Eye movement entropy
Fixations from the detected gaze patterns were detected using the iMotions software tool
[100]. Fixation sequences were used to calculate the AOI transition matrix, which was then
combined with prior probabilities for the AOIs to calculate the eye movement entropy. The
priors for each AOI were calculated based on dwell times.
8.3.3 Signal synchronization
While vehicle signals were sampled at 20 Hz, GSR and eye-tracking signals were sampled
at 512 Hz and 50 Hz respectively. The extracted SCL, HR, and entropy signals were down-
sampled collectively at 20 Hz using linear interpolation. However, physiological and vehicle
state signals were measured on two different systems with different system clocks. To solve
this problem, video data on each system was used to manually label and align common
events in time, followed by nearest neighbour interpolation which was used to synchronize
and combine all signals at 20 Hz.
8.4 Analyses
Through this experiment, we tried to determine how a subset of the metrics defined in
Chapter 6, relates to passenger comfort inside an AV. In order to do this we ran two separate
analyses: one across driving profile parameters, and the second across self-reported scores.
(The original study had a third analysis across scenarios, but the details are not relevant
to this thesis). All analyses were carried out using linear mixed-effects (LME) models.
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8.4.1 Analysis I: Driving profile parameters
We regressed each physiological response variable against all vehicle state predictor vari-
ables. The analysis was carried out at multiple levels of aggregation, ranging from the
entire trial itself, to the individual samples in a time-series analysis.
The physiological and vehicle state signals were aggregated into their maximum and
mean values over the interval considered in each level of aggregation. Of course, in the
time-series level there was no aggregation involved. Aggregation using mean and max-
imum values was done to capture the average and extreme effects, respectively. Where
applicable, maximum valued response variables were regressed against the corresponding
maximum valued vehicle state variables. The same procedure was applied for the mean
valued variables.
The levels of aggregation considered included:
1. The trial level where aggregations were performed over the entire trial
2. The scenario level where aggregations were performed over each scenario (note
that non-scenario samples were not considered)
3. The window level where aggregations were performed over a non-overlapping slid-
ing window. Each window was spatially aligned across all participants and was 50
m in length, representing an approximate duration of 5 s for an average ego speed of
about 10 m/s. This was purposely designed to accommodate the inherent lag in the
physiological responses which is maximum for GSR (in the order of 1–5 s).
4. The time-series level where the individual samples themselves were considered.
Response and predictor variables
For the trial and window levels of analysis, the response variables considered were the
mean SCL, maximum peak amplitude, number of GSR peaks, mean and maximum HR,
and mean and maximum entropy. The trial level also included HRV response variables,
while the time-series level included only the original SCL, HR, and entropy signals.
The predictor variables from the vehicle state signals included the lateral and longitu-
dinal components of acceleration and jerk (along, alat and jlong, jlat, respectively) and the
presence of a lead and parked vehicle (preslead and prespass, respectively). As before, max-
imum and means were used when aggregation was necessary, while original values were
used when analyzing the time-series.
95
Separate analyses were conducted on the minimum (or absolute, in case of time-series)
lateral and longitudinal distances (dlat and dlong, respectively). These were performed only
on the subset of the samples in which the lead or parked vehicle was present.
8.4.2 Analysis II: Self-reported scores
On-the-fly scores of comfort were regressed against physiological responses in order to de-
termine if there was indeed a relationship between the two. We performed two regressions:
one against all mean valued response variables and the number of peaks, and one against all
maximum valued response variables and the number of peaks. Variables were aggregated
over scenario level intervals.
8.5 Results
All analyses used a significance level of .05. While multiple driving profile parameters were
tested in the analysis, for brevity, we report and comment on only the terms that were
significant.
8.5.1 Analysis I: Driving Profile Parameters
The results of analysis I for the window level can be found in Table 8.2. The trial and
time-series level of analyses proved to be inconclusive due to contradictory results within
each level of analysis, possibly due to too large and too small interval sizes. There were
three major findings relevant to this thesis:
1. Longitudinal acceleration and jerk significantly affected physiological re-
sponse. This is reflected in both the quantitative effects on the maximum peak
amplitude, number of peaks, mean SCL, and maximum HR variables, as well in the
qualitative interview feedback from participants. In particular, participants talked
about the “jerkiness” in breaking and the “jittery” driving, and even compared the
driving to “when my kids were learning how to drive”.
Interestingly, the positive direction of acceleration and jerk seemed to have a greater
effect than the negative direction. For example, on average, the maximum HR in-
creased by more than 3.5 BPM for every m/s2 increase in longitudinal acceleration.
2. The presence and proximity of a lead vehicle affected physiological re-
sponse. The presence of a lead vehicle positively affected GSR, HR, as well as
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Table 8.2: Regression coefficients and confidence intervals for all significant predictors at
the window level. Due to space constraints only the maximum valued responses are shown;
*, **, and *** indicate p-values less than 0.05, 0.01, and 0.001 respectively.
Predictor
(max)
Max. Pk. Amp. Num. Pks. Max. HR Max. Entropy
(b± 95%CI) (b± 95%CI) (b± 95%CI) (b± 95%CI)
along–
along+
–0.025 ±0.037 ∗ ∗
0.087±0.042 ∗ ∗
–0.081±0.085 ∗ ∗ ∗
0.246±0.094 ∗ ∗ ∗
–1.949±2.964 ∗ ∗





–0.068±0.095 ∗ ∗ ∗
0.27±0.09 ∗ ∗ ∗ – –
preslead 0.12±0.072 ∗ ∗ 0.432±0.161 ∗ ∗ ∗ 6.546±4.223 ∗ ∗ 0.014±0.012 ∗
dlong – -0.014±0.013∗ – –
entropy alike. The maximum HR went up, on average, by more 6.5 BPM, while
the maximum peak amplitude went up by 0.12 µS. Proximity (i.e., the longitudinal
bumper-to-bumper distance), on the other hand, affected only the number of peaks
response variable, where every 100 m increase in proximity generated an additional
1.4 GSR peaks.
3. The presence (and to a lesser extent, the proximity) of a lead vehicle
moderated the effect of longitudinal acceleration and jerk. Lead vehicle
presence resulted in an exaggeration in the effect of acceleration and jerk on passenger
response. The effect of longitudinal acceleration was exaggerated for the mean SCL
(b = 0.207 ± 0.154, p < .01), maximum peak amplitude (b = 0.247 ± 0.188, p < .05)
and number of peaks (b = 1.130± 0.417, p < .001). With longitudinal jerk, the effect
was significant for the number of peaks (b = 0.504 ± 0.309, p < .01) and maximum
HR (b = 9.115± 8.029, p < .05).
Weak (p < .1) to nearly significant (p ≈ .05) effects between proximity and longi-
tudinal acceleration or jerk were found for the number of peaks, mean or maximum
HR, and mean entropy.
8.5.2 Analysis II: Self-reported scores
The results on self-reported scores can be found in Table 8.3. We found that GSR—
specifically, the mean SCL and number of peaks response variables—was a predictor of
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comfort. For instance, for every additional GSR peak, the self-reported comfort score
decreased by about one-fourth of a point. Similarly, a 1 µS increase in the mean SCL
corresponded to nearly a 1-point decrease in the comfort score.
These results tell us that the self-reported scores and physiological responses were
indeed correlated, and thus help us further relate the results from analysis I not just to
the participant’s physiological response, but also to their self-reported comfort.
8.6 Discussion
In this chapter, we described a real-world AV study in which we investigated passenger
comfort as a physiological response to various driving profile parameters. These parame-
ters, namely, acceleration and jerk, and distance to a traffic agent corresponded directly
to our comfort and safety comparison metrics respectively.
This study awarded us with two key takeaways:
1. Insight into how a motion planning algorithm’s driving profile parameters
might influence passenger comfort: the presence of external interacting agents
has a direct effect on passenger physiological response, and hence, their comfort inside
an AV. The effect of longitudinal acceleration and jerk on passenger response, was
magnified by both the presence of a lead vehicle, and its bumper-to-bumper distance
from the ego. Thus, we see that while a passenger might have individual preferences
for the acceleration and jerk profile employed by the vehicle, the magnitude of these
preferences can vary depending on the presence or absence of another interacting
agent.
2. Validation of our choice of comfort and safety metrics: passengers generally
complained about the “jerkiness” in driving and breaking at times, citing it as a
direct source of discomfort. This serves as a real-life affirmation in our choice of
acceleration and jerk as comfort metrics, a result that we would not have otherwise
confirmed from our simulator study alone. Furthermore, the exaggerated effect of
acceleration and jerk in the presence of a lead vehicle, tells us that our safety metrics
(in this case, longitudinal “bumper-to-bumper” distance) also have a valid role to
play in the benchmarking process.
These results bring us closer to understanding human thresholds for each set of com-
parison metrics. Whether it be in regard to safety or comfort, this experiment highlights
how the combination of these two sets of metrics provides insight towards the overall level
of passenger comfort inside an AV.
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Table 8.3: Regression coefficients and confidence intervals for significant physiological re-
sponse predictors for self-reported comfort; *, **, and *** indicate p-values less than 0.05,
0.01, and 0.001 respectively.
Predictors Num. Pks. Mean SCL
Comfort (b ±95%CI) –0.245***±0.113 –0.934*±0.837
There were, however, some limitations associated with this work. In the context of
this thesis, while this experiment went a long way in demonstrating how the comparison
metrics proposed in Chapter 6 may be indicative of comfort, significant work is yet to be
done to establish the actual thresholds for these metrics. Towards this end, a more involved
study should be conducted with metrics at different levels of granularity to provide further
insight into the thresholds that should be established.
Other limitations also exist, mostly with respect to the experimental implementation:
because multiple variables must always work together to execute the task of driving, some
amount of confounding between driving profile parameters was unavoidable, despite our
best efforts to isolate them as much as possible. Furthermore, external factors, such as
manual takeovers or unexpected events, also sometimes occurred and could have influenced
physiological responses to some extent. Finally, state-of-the-art limitations prevented us
from running the experiment on a real road reducing its validity. The presence of a safety
driver too could have actually established a larger sense of security in passengers and driven
the responses down to some extent.
Future work should, therefore, serve to address these implementation level limitations,
and should explore driving profile parameters in greater detail so as to establish a more con-





In this thesis, we propose a novel framework for benchmarking motion planning algorithms
for Autonomous Vehicles. We first review and outline an extensive set of requirements that
should be able to guide the development of any future motion planning benchmark tools in
any ODD. These requirements encapsulate several dimensions of the benchmarking prob-
lem, from the simulation environment and representative scenario suite used to generate
reproducible results, to the comparison methodology that should be employed to thor-
oughly compare and contrast multiple algorithms.
In accordance with our proposed set of requirements, we present our own comprehen-
sive scenario creation methodology along with a set of robust comparison metrics that
evaluates motion planning algorithms across 4 dimensions: comfort, progress, safety, and
rule abidance. We then implement WiseBench, a proof of concept motion planning bench-
mark that incorporates the scenario creation methodology and comparison metrics, and
subsequently use it to run benchmarking experiments on the University of Waterloo Au-
tonomoose platform.
We later show that our framework is able to distinguish between the subtle trade-
offs employed by different motion planning configurations. Furthermore, while certain
limitations in the scenario creation tool causes unexpected distortions to the manner in
which some scenarios play out and prevents certain behavioral capabilities from being
distinguished, our benchmark is still representative of the actual situations that take place.
In addition to this, we also run a real world experiment that sheds further light on the
validity of our proposed metrics to effect human comfort. While this experiment does
not highlight exact thresholds it brings us closer to understanding the human-centred
thresholds that should be employed for each set of comparison metrics.
We thus believe that the proposed set of metrics will be beneficial to many real world
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applications. For instance, the metrics could be used in a real-time tracking module for
autonomous motion planning algorithms to track progression over successive versions of the
algorithm. They may also be employed for logging and diagnostic purposes throughout the
entirety of trip; combined with a correct set of thresholds, these metrics can illuminate the
quality of an autonomous motion planning algorithm in real time. Finally, the comparison
metrics would be able to serve as a core component in an adaptive driving system where,
once again combined with human thresholds and unobtrusive physiological sensing, they
will be able to shed light on when the driving profile must be altered in order to promote
a sense of comfort among passengers riding in the autonomous vehicle.
Among the limitations associated with our framework and experimental approach is
the level of simulator fidelity or, more specifically, the accuracy of the physics model used,
agent behavior, and the initial conditions prevalent for each scenario. There are also hin-
drances caused due to the nature of triggers used in the scenario creation tool; specifically,
location and time based trigger points that are tailored to the baseline planner prevent
the intended interactions with traffic agents from occurring when certain planner configu-
rations are changed. As a result, the true behavioral capabilities between the manipulated
planners cannot be uncovered by the benchmark. Limitations also exist in terms of the
available literature and research conducted on autonomous vehicle thresholds; while our
real-life experiment takes us a few steps closer to closing the gap in this research, we are
still unable to achieve a definitive set of thresholds as this is out of scope of the experi-
ment. Furthermore, the scoring mechanism still lacks an agreed upon set of weightings to
aggregate the set of metrics.
Future work should focus on addressing the limitations outlined: more accurate models
should be used to achieve a higher level of simulator fidelity and, hence, more realistic
results, while more robust triggering mechanisms should be used in the scenario creation
tool. Extensive research and experimentation should also be carried out towards developing
a set of concrete human-centered thresholds for each of each of the metrics used in this
framework and beyond. In addition, an extended set of metrics should be developed to
track higher fidelity rules – this may go hand in hand with addressing the limitations
associated with simulator fidelity. Finally, an adequate set of weightings for each metric
should be developed to accurately create a combined score of overall performance for
the motion planning algorithms being benchmarked. These can initially be established
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Vukelić. How to work in the car of the future?: A neuroergonomical study assessing
concentration, performance and workload based on subjective, behavioral and neuro-
physiological insights. In Proceedings of the 2019 CHI Conference on Human Factors
in Computing Systems, CHI ’19, pages 54:1–54:14, New York, NY, USA, 2019. ACM.
111
[102] Dean A Pomerleau. Alvinn: An autonomous land vehicle in a neural network. In
Advances in neural information processing systems, pages 305–313, 1989.
[103] Rodrigo Queiroz, Thorsten Berger, and Krzysztof Czarnecki. Geoscenario: An open
dsl for autonomous driving scenario representation. In IEEE Intelligent Vehicles
Symposium (IV), Paris, 2019. IEEE, IEEE.
[104] Pramila Rani, Nilanjan Sarkar, Craig A Smith, and Leslie D Kirby. Anxiety detecting
robotic system–towards implicit human-robot collaboration. Robotica, 22(1):85–95,
2004.
[105] James Reeds and Lawrence Shepp. Optimal paths for a car that goes both forwards
and backwards. Pacific journal of mathematics, 145(2):367–393, 1990.
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