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ABSTRACT 
This paper presents an algorithm for similarly reducing an arbitrary real matrix to 
a pseudosymmetric tridiagonal one, discusses the possibility of overcoming break- 
downs in the tridiagonalization process, and gives some methods. It also discusses the 
perturbation bounds of eigenvalues of a pseudosymmetric tridiagonal matrix. Some 
numerical examples are given. 
1. INTRODUCTION 
The well-known QR method is very effective for solving the general 
real-matrix eigenvalue problem. Many programs utilizing it have already been 
published (see for example [2, 6, 121). In [l, 31, M. A. Brebner et al. and A. 
Bunse-Gerstner presented the HR algorithm for computing the eigenvalues of 
an arbitrary square matrix. The HR process may adopt shift strategies and 
the double-step technique. The rate of convergence of the HR method is 
similar to that of the QR method [3]. Moreover, the convergence is quadratic 
or cubic if the iteration process corresponding respectively to the Wilkinson 
shift or the Rayleigh shift is convergent. In general, the stability of the HR 
method is inferior to that of the QR method. If a matrix is reduced in 
advance to a pseudosymmetric tridiagonal form, however, this form will be 
preserved in the HR iteration. So the volume of computation is considerably 
reduced. 
This paper discusses the pseudosymmetric tridiagonahzation of an arbi- 
trary real square matrix. In Section 2 we present an algorithm. It is rmfortu- 
nate that the method may be interrupted. We put forward some methods to 
overcome interruptions in Section 3. In Section 4, perturbation bounds on 
eigenvalues of a pseudosymmetric tridiagonal matrix are obtained by Gersh- 
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gorin circle theorem. These are a little better than that for a general matrix. 
Section 5 contains some numerical examples. 
2. REDUCTION ALGORITHM 
DEFINITION. An n-by-n matrix T is called a pseudosymmetric matrix if 
T = JT’, where (T’)T = T’ and J = diag{ f l}. 
Let A be an arbitrary real square matrix. In n - 1 steps A is reduced by a 
sequence of similarity transformations to a pseudosymmetric tridiagonal 
matrix T. This generates the sequence A, = A, A i,. . . , An _ 1 = T, where 
(2.1) 
and Ia\~/+,I=Ia{~l,jl, i=1,2 ,..., k-l. 
At the kth step, we reduce the (k, j) and (j, k) elements of Ak_i 
(j = k+2,..., n) to zero, and set laik),,,l = Ia~~~+,I. The algorithm is de- 
scribed in detail as follows: 
For k=1,2,...,n-2: 
(i) Take an (n - k) X (n - k) Householder matrix H that satisfies Hb = 
(c,,O,..., O)T. Thus 
ai:) aQ 
aLy a$j ‘. 
ff,= [‘k H]Ak_l[z’ HT]z “’ a;!-& ;: c. C~ 
0 * 
0 
(2.2) 
where I, is a k X k unit matrix (similarly hereinafter). 
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(ii) Take an ( n - k - 1) X (n - k - 1) Householder matrix H that satisfies 
tic =(c,,O ,..., 0)‘. Thus 
a,= [ Ik+l &,[ lk+l J = 
(k-1) 
. ‘kk c2 c3 
0 ... 0 
Cl 
0 * 
0 
(2.3) 
(iii) If c1c2c3 # 0 (for the case clczco = 0, see the notes below), we take 
p,= a h 
[ 1 
l/2 
0 d’ 
where 
c2 a= - I I , b=!?, d=? Cl C2 a’ 
and therefore 
Hence 
Ak= i” ‘k zn_k_j'kr ‘i? zn_k_j. 
After (i), (ii), and (iii) we finish the kth step of reduction. 
For k=n-1: 
(iv) Take 
I 
I n-1 
P n-1= 
.(n-l) l/2 
n-l,n 
.(n- 1) 
n,n-I I 1; 
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then T = A,-, = P,,+iAn_aP;?i is a pseudosymmetric tridiagonal matrix (if 
a(,?,!),a(n”-if), = 0, see Note 1). 
NOTE 1. For the case clczcB = 0 in step (iii): 
(1) If c,=O, then A,_, splits into the direct sum of two smaller 
matrices, and the eigenvalues of each submatrix may be found without 
reference to the other. So we assume that ci # 0. 
(2) If cg = 0, we have two cases: 
(a) cs # 0. Using an elementary similarity transformation [cf. (iv)], we 
finish the kth step of reduction. 
(b) c,=O. Ak-i p s lits into the direct sum of smaller matrices. 
(3) If tics # 0, but cs = 0, the reduction process will break down. 
NOTE 2. We use unitary similarity transformations in steps (i) and (ii), 
and elementary similarity transformations in step (iii). Maybe the algorithm is 
unstable if ca is very small. This case can, as in [8], be dealt with in the above 
case (cs = 0). 
3. ABOUT OVERCOMING BREAKDOWN 
Similarly in reducing a nonsymmetric matrix to a tridiagonal matrix, all 
known methods such as in [g-11] may break down. It seems very difficult to 
find a simple method to overcome those breakdowns. 
Now, using an idea from [7], we inpduce such a method. The merit of 
the method is that we only deal with A,, not A,, so the volume of work is 
reduced. The method and its simple modifications, in our experience, are 
very effective for overcoming the breakdowns occurring in the computation. 
Suppose the breakdown occurs at the kth step, that is, tics # 0, cs = Op 
ik [see (2.3)]. W e interchange the first and second rows and columns tf A,, 
then restart the reducing process. In virtue of the particular shape of A,, we 
need to eliminate only one element for every row/column from the 1st to the 
(k - 2)nd. Numerical examples are included in Section 5. 
More generally, we make an appropriate combination of the first and 
second rows and columns (adopt a similarity transformation). Thus, from the 
1st to the (k - 2)nd row/column we still need to eliminate only one element 
for every row/column. 
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In addition, we may interchange also the 1st and 3rd rows and columns of 
R,, and then we need to eliminate two elements for every row/column from 
the 1st to the (k - 3)rd. 
It is natural to yk whether we can make some changes close to the place 
of breakdown in A,. Our answer is negative in general, for we have the 
following theorem. A. Bunse-Gerstner has obtained a similar result for the 
case that A is pseudosymmetric and X is pseudoorthogonal [4]. 
Assume that xi is the first column of a nonsingular matrix X. Let 
K(A, xl, n) = [x,]Ax,] . . . ]A”- ‘r,] be a Krylov matrix and A%, = 
C~:~ciAixl, and define 
0 . . . 0 co 
1 . . . 0 Cl 
c= 0 1 ... cs . 
. . . . . . . . . . * . . . . . 
0 . . . 1 C*-1 
THEOREM. Zf K( A, xl, n) is nonsingular, then T = X-‘AX is a tridiago- 
nul matrix if and only if K(A, x1, n) = XR and RCR-’ is tridiagonul, where 
R is an upper tridiagonal matrix. 
Proof. - : From X- ‘AX = T, we have 
Ajx, = XTjX-lx, = XTje,, where e, = (1,0 ,..., O)T. 
Hence 
K( A, xl, n) = [ x,lXTe,lXT’e,l . . . IXT”-lel] 
= X [ e,jTe,l . . . IT”-‘e,] 
= XK(T,e,, n) 
=XR. 
Because T is tridiagonal, R = K(T, e,, n) is an upper triangular matrix. And 
since 
K(A,x,,n)C=AK(A,x,,n), 
XRC = AXR, 
we conclude that RCR- ’ = X- ‘AX = T is tridiagonal. 
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K(A,x,,n)C=AK(A,x,,n). 
Now if 
K(A, xi, n) = XR, 
then 
XRC = AXR. 
and hence T = Xp ‘AX = RCR -I is a tridiagonal matrix. n 
For the algorithm in Section 2, X = diag{ 1, H,_ r } diag{ 1, Pr, In-s} 
diag{ I,, H,_,} diag{ I,, Pz, Zn-4} . . . diag{ In-r, P,-i}, where Hj is a 
Householder matrix of order j ( j = 2,3,. . . , n - l), Pi is an upper triangular 
matrix (j = 1,2 ,..., n - 2), and Pn_l 
So we must, in general, change the 
down occurs. 
4. PERTURBATION ANALYSIS 
is a real number. It is clear that xi = e,. 
first row/column of 2, when a break- 
Under suitable conditions, two certain corresponding elements on two 
secondary diagonals tend to zero after a sequence of similarity transforma- 
tions based on the HR decomposition [3]. Let e > 0 be a sufficiently small 
number, and T be as follows: 
T=T’+cP= [+]+++], (4.1) 
where r and r’ are respectively equal to f 1 and T 1. 
What is the distance between eigenvalues of T and those of T’? We 
discuss the problem by means of the Gershgorin circle theorem [5]. Suppose 
there is such an invertible matrix H = diag{ H,, H, } that Ji = H,T,H; ’ and 
./a = H,T,H, ’ are both Jordan canonical forms with subdiagonal elements all 
1. We distinguish two main cases. 
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Case 1. TI and T, Have No Eigenvalues in Common 
By way of illustration we first consider the following situation: 
HTH-‘= [ H1 %]T [“” H;I] 
Xl 
1 . 
. . 
. . 
. . 
1 Xl 
0 Pl 
+C 1+1 Pz 0 ’ 
x2 
1 . 
. . 
. . 
. . 
” n1 1 x2 
7 
(4.2) 
where P, = rh;,,hH1, Pz = r’h2&h:,,; hl,, and hLI are the mth column of H;’ 
and the 1st column of Hgl, respectively; and h’,, and h:,, are the 1st row of 
H, and the mth row of H,, respectively. 
If m 2 2, we take the diagonal matrix D = diag{ D,, D,}, where D, = 
diag{l,f’/(“‘-‘),~2/(“‘~‘) ,. . ., E} and D, = diag{ k, k2,. . ., kn-“‘}, then 
D(HTHp’)Z.-’ = 
k’ A, 
(4.3) 
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Let pi denote the (j,n-m) element of Pa (j=1,2,...,n-m). Now we 
choose k to have the largest value consistent with the inequalities 
Ikt + Ik’PjI < ilhl- h,l, j = 1,2 ,..., n -m. (4.4) 
This requirement will be met if 
IAl - x21 
2CI+IPjl) ,j=I,...,n-m (4.5) 
With this definition of k the discs with center A, do not overlap with those 
with center A,, and T has m eigenvalues A,( C) satisfying 
~h,(~)-X,~~~‘~(“~‘)+o(~) as e-0. (4.6) 
In particular, when m = 1 the relation (4.6) should be replaced by 
IA,(c)-hl)=0(c2) as e-+0. (4.7) 
If the elementary divisors corresponding to A, of Tl are 
(A - W,(X - Al)- )..., (A - Xl)-, 
where m>,m,> ... > m,, or Tl and/or T, have still other eigenvalues, it 
can be seen that the relations (4.6) and (4.7) also hold. 
Case 2. Tl and T2 Have One or More Eigenvalues in Common 
First suppose that Tl has only the elementary divisor (A - X,)kl, and T,, 
only (A - X,)kz. Suppose there is an invertible block diagonal matrix H = 
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diag{ H,, If, } such that 
m-H-‘= [H1 H2][[~]+f&])[Hy’ 
9 
H,-’ I 
= 
Al 
1 Xl 
1’ A, 
XI 
1 A, 
I 1 Al . J-. 
+E 
0 Pl 
+ p2 0 
k, k, 
Assume without loss of generality that k, >, k2 > 1. Take 
D, = diag{ 1, c”(~I-~), ~~‘(~1~~) ,..., c), 
D,=diag{~‘/(k~-‘),~‘/(k~-‘),...,~k~/(~~~’)), 
and D = diag{ D,, D,}. Then 
D(HTH-‘)D-’ 
A, 
<W, - 1) x 
1 
EMk,-l) h 
1 
0 91 H-l Q2 0 ’ 
1 . (4.8) 
Xl 
cl/(k, - 1) x 
1 
<l/(k, - 1) x 
1 
(4.9) 
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where Qi = cD,P,DL ’ and its largest modular element is O(C(~I kz~ ‘v(~I- ‘)), 
and Qa = eD,P,D; ’ and its largest modular element is o(c~/(~I-~)). 
If k,>, k,+2, we have 
Ix,(~)-x,I=o(~l’(~~~‘)) as e-0, (4.10) 
where X ,( c ) is any one of the k, + k 2 eigenvalues of T. 
If k,> k,+4, we take D,=diag{~2~(k~~1),~3~(k~-1),...,:,~(k~t1)~(k~~1)}, 
Then the relation (4.10) is replaced by 
(X1(~)-X,I=~1’(k1~1)+o(~2’(k1-1)) as e+O. (4.11) 
When k, = k, or k, = k, + 1, we only have [5] 
]A,(~)-A,I=o(c”~~) as e-0. (4.12) 
If T, and/or Tz have other elementary divisors, it may be seen that the 
relations (4.10) (4.11) and (4.12) still hold. 
5. EXAMPLES 
To test the methods described in the previous sections a program has 
been written in FORTRAN 77. In it, if ]ca] < lOpa [ca as in the relation (2.3)], 
we assume that the breakdown has occurred and then adopt the first method 
described in Section 3 to overcome it. Many examples were tested on a 
Honeywell DPS8, and all were tridiagonalized. 
EXAMPLE 1. I 654321 554321 Fe 4 4 3 2 1 = 
3 3 2 1 
2 2 1 
1 1 
6.00000 - 5.00000 
- 5.00000 8.20000 - 3.12410 
- 3.12410 4.58689 1.40974 
1.40974 1.65936 0.36540 
0.36540 0.41466 - 8.34722,,, L 
- 8.34722,,, 2 1.39098 1o I 
B= 
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EXLMPLE 2. The following matrix B is an example of breakdown. With 
the method given in Section 3 we overcome the breakdown and complete the 
tridiagonalization: 
2 -1 31 2 
1 3 2 -12 0 
2 8 3 20 83 
-3 7 0 9 0 + -3 7 0 9 0 
4 5 7 5 4 5 7 5 
0 8 6 2 0 8 6 2 
0 1 3 4_ _ 0 1 3 4_ 
3.00000 - 1.73205 
- 1.73205 10.06000 4.89898 
- 4.89898 1.50000 - 3.35410 
+ - 3.35410 18.30000 8.42852 
- 8.42852 - 4.97117 4.40337 
- 4.40337 6.42557 - 3.21426 
- 3.21426 0.74561 
EXAMPLE 3. Twenty 15 X 15, fifty 20X20, and five 50X50 random 
matrices were taken. They all were pseudosymmetrically tridiagonalized by 
using the method described in Section 2 and Section 3. No intemlption 
occurred. 
The author is indebted to the refmee for helpful comments. 
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