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Abstract
We describe the first-order variations of the angles of Euclidean, spherical or hyperbolic polygons
under infinitesimal deformations such that the lengths of the edges do not change. Using this descrip-
tion, we introduce a vector-valued quadratic invariant b on the space of those isometric deformations
which, for convex polygons, has a remarkable positivity property.
We give two geometric applications. The first is an isoperimetric statement for hyperbolic poly-
gons: among the convex hyperbolic polygons with given edge lengths, there is a unique polygon
with vertices on a circle, a horocycle, or on one connected component of the space of points at con-
stant distance from a geodesic, and it has maximal area. The second application is a new proof of
the infinitesimal rigidity of convex polyhedra in the Euclidean space, and a new rigidity result for
polyhedral surfaces in the Minkowski space.
Finally we indicate how the invariant b can be used to define natural metrics on the space of convex
spherical (or hyperbolic) polygons with fixed edge lengths. Those metrics are related to known (and
interesting) metrics on the space of convex polygons with given angles in the plane.
Re´sume´
On de´crit les de´formations infinite´simales des angles d’un polygone euclidien, sphe´rique ou hyper-
bolique sous les de´formations infinite´simales qui pre´servent les longueurs des areˆtes. On en de´duit
la de´finition d’un invariant quadratique a` valeurs vectorielles b sur l’espace de ces de´formations
isome´triques qui, pour les polygones convexes, a une proprie´te´ remarquable de positivite´.
On donne deux applications ge´ome´triques. La premie`re est un e´nonce´ isoperime´trique pour les
polygones hyperboliques: parmi les polygones hyperboliques convexes dont les longueurs des areˆtes
sont donne´es, il existe un unique e´le´ment dont les sommets sont sur un cercle, un horocycle, ou dans
une composante connexe de l’ensemble des points a` distance constante d’une droite, et son aire est
maximale. La seconde application est une nouvelle preuve de la rigidite´ infinite´simale des polye`dres
euclidiens, et un nouveau re´sultat de rigidite´ pour les surfaces polye`drales dans l’espace de Minkowski.
Finalement on indique comment l’invariant b peut eˆtre utilise´ pour de´finir des me´triques naturelles
sur l’espace des polygones convexes sphe´riques (ou hyperboliques) dont les longueurs des cote´s sont
fixe´s. Ces me´triques sont relie´es a` des me´triques connues, et intr´essantes, sur les espaces de polygones
euclidiens convexes dont les angles sont fixe´s.
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1 Introduction
Moduli spaces of polygons. In this paper, a polygon with n vertices in the Euclidean plane E2
(resp. the sphere S2, the hyperbolic plane H2 or the de Sitter plane S21) is a finite sequence of points
v1, v2, · · · vn in E2 (resp. S2, H2, S21), with v0 := vn, and with vi 6= vi+1 for all i ∈ {1, · · · , n}. We
call Pn,E (resp. Pn,S, Pn,H , Pn,dS) the moduli space of polygons in each of the spaces, i.e. the space
of polygons quotiented by the group of orientation-preserving isometries of the space. In the sphere and
the de Sitter plane, we only consider polygons such that two consecutive vertices are never antipodal (in
the sphere, they are at distance less than π) although those cases could be included at the cost of a little
more care.
The edge lengths of a polygon are the numbers l1, · · · , ln, where li is the distance between vi and
vi+1. Given l = (l1, · · · , ln), PE(l) is the subset of Pn,E of Euclidean polygons with edge lengths equal to
l1, · · · , ln. Similar notations will be used for spherical, hyperbolic or de Sitter polygons.
First-order deformations of polygons. Let p = (v1, · · · , vn) be a Euclidean polygon, and let
α1, · · · , αn be its angles. An isometric first-order deformation of p is a set of vectors v˙1, · · · , v˙n, with
v˙i ∈ TviE2, such that, if one deforms p infinitesimally by moving each vi along v˙i, the lengths of the
edges do not change (at first order). This is equivalent to the fact that, for each i ∈ {0, 1, · · · , n − 1},
〈vi+1 − vi, v˙i+1 − v˙i〉 = 0. An infinitesimal first-order deformation of p is trivial if there exists a Killing
field κ on R2 such that, for each i, v˙i = κ(vi). We mostly consider the isometric first-order deformations
of p up to the trivial deformations; for a “generic” polygon p, they are canonically associated to the
elements of T[p]PE(l), where l = (l1, · · · , ln) is the set of lengths of p and [p] is the image of p under the
projection from the space of polygons in R2 of given edge lengths to the quotient under the action of
Isom(R2).
Clearly, the isometric first-order deformations of p are determined by the first-order variations α˙i of
its angles. However not all possible variations are possible. We first give some constraints on the possible
first-order variations of the angles of polygons in the spaces we consider.
Proposition 1.1. Let p = (v1, · · · , vn) be a Euclidean polygon. Let α1, · · · , αn be its angles, and let
α˙1, · · · , α˙n ∈ R. Suppose that there exists a first-order isometric deformation of p such that the induced
first-order variation of the angles of p is (α˙1, · · · , α˙n). Then:
• ∑ni=1 α˙i = 0.
• ∑ni=1 α˙ivi = 0.
Conversely, if those two conditions are satisfied and the vertices of p are not all on a line, then there
exists an isometric first-order deformation of p such that the induced first-order variation of the αi are
the α˙i, and it is unique up to the addition of a trivial deformation.
An analogous but even simpler statement holds for spherical polygons.
Theorem AS. Let p = (v1, · · · , vn) be a spherical polygon. Let α1, · · · , αn be its angles, and let
α˙1, · · · , α˙n ∈ R be a first-order variation of its angles induced by an isometric first-order deformation
of p. Then:
n∑
i=1
α˙ivi = 0 ,
where the vi are considered as points in S
2 ⊂ R3.
Conversely, if this equation is satisfied by an n-uple (α˙1, · · · , α˙n) and moreover the vi are not all on a
great circle, then there exists an isometric first-order deformation of p such that the α˙i are the associated
first-order variations of the αi.
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Each first-order isometric deformation of p is uniquely determined, up to the addition of a trivial
deformation, by the corresponding variation of its angles. Moreover, the space of isometric first-order
deformations of p (up to the trivial ones) has dimension at least n − 3, since a deformation of p is
determined by 2n parameters (the positions of the vertices), with n constraints (the lengths of the edges)
and a group of isometries of dimensions 3. Therefore, the space of first-order variations of the αi, induced
by isometric first-order deformations of p, always has dimension at least n− 3. It follows that, unless the
vi are on a great circle, the space of isometric first-order deformations of p has dimension n− 3. We will
see at the beginning of section 2 that this implies the fact, proved by Kapovich and Millson [KM99], that
in this case the space of polygons with the same edge lengths as p is locally a smooth manifold.
The same description holds in the hyperbolic plane.
Theorem AH . Let p = (v1, · · · , vn) be a hyperbolic polygon. Let α1, · · · , αn be its angles, and let
α˙1, · · · , α˙n ∈ R be a first-order variation of its angles induced by an isometric first-order deformation of
p. Then:
n∑
i=1
α˙ivi = 0 ,
where the vi are considered as points in H
2 ⊂ R31.
Conversely, if this equation is satisfied by an n-uple (α˙1, · · · , α˙n) and moreover the vi are not all on
a hyperbolic geodesic, then there exists an isometric first-order deformation of p such that the α˙i are the
associated first-order variations of the αi.
Here R31 is the Minkowski 3-dimensional space, i.e. it is R
3 with the bilinear form:
〈(x, y, z), (x′, y′, z′)〉 = xx′ + yy′ − zz′ .
H2 has an isometric embedding in R31 as a quadric:
H2 = {(x, y, z) ∈ R31 | 〈(x, y, z), (x, y, z)〉 = −1 and z > 0} .
A quadratic form on first-order deformations. This description of the first-order deformations of
the angles of polygons opens the door to the definition of a quadratic invariant of first-order isometric
deformations.
Definition 1.2. Let p = (v1, · · · , vn) be an Euclidean polygon, with edge lengths l1, · · · , ln. Let l :=
(l1, · · · , ln), and let U ∈ T[p]PE(l), where [p] is the projection of p in PE(l). Let U ′ be a first-order
deformation of p projecting, under the quotient by the trivial deformations, to U . We call:
b(U) :=
n∑
i=1
dαi(U
′)dvi(U
′) ,
where the dαi(U
′) and the dvi(U
′) are the first-order variations of the αi and of the vi, respectively, under
U ′. Then b(U) does not depend on the choice of U ′.
As a first-order deformation of p defined up to the trivial deformations, U does not define uniquely the
first-order variations of the vi. However, any choice U
′ of a representative (v˙1, · · · , v˙n) will do. Indeed,
let U ′′ be another first-order deformation of p corresponding to U ; then U ′−U ′′ is a trivial deformation,
so the corresponding variation of the vi is given by κ(vi), where κ is a Killing field. But any Killing field
κ in E2 is of the form:
κ(x) = eiθx+ τ ,
for some θ ∈ R and some vector τ ∈ E2 (this expression uses the usual identification of E2 with C). It
follows that:
n∑
i=1
dαi(U
′)dvi(U
′)−
n∑
i=1
dαi(U
′′)dvi(U
′′) =
n∑
i=1
dαi(U
′)κ(vi) =
3
=n∑
i=1
dαi(U
′)(eiθvi+τ) = e
iθ
(
n∑
i=1
dαi(U
′)vi
)
+
(
n∑
i=1
dαi(U
′)
)
τ ,
and both terms vanish by Proposition 1.1.
A very similar definition can be used in the sphere or the hyperbolic plane.
Definition 1.3. Let p = (v1, · · · , vn) be a polygon in the sphere (resp. the hyperbolic plane) with edge
lengths l1, · · · , ln. Let l := (l1, · · · , ln), and let U ∈ T[p]PS(l) (resp. T[p]PH(l)) where [p] is the projection
of p in PS(l) (resp. PH(l)). Let U ′ be a first-order deformation of p projecting, under the quotient by
the trivial deformations, to U . We call:
b(U) :=
n∑
i=1
dαi(U
′)dvi(U
′) ,
where the dαi(U
′) and the dvi(U
′) are the first-order variations of the αi and of the vi, considered as
points in R3 (resp. R31), respectively, under U
′. Then b(U) does not depend on the choice of U ′.
An argument very similar to the one given above shows that b(U) is indeed independent of the precise
deformation U ′ of p which is chosen. In the sphere, any Killing field is of the form:
κ(x) = Y × x ,
for some vector Y ∈ R3. Therefore, if U ′′ is another first-order deformation of p projecting to U , then
U ′ − U ′′ corresponds to a Killing field κ. Then:
n∑
i=1
dαi(U
′)dvi(U
′)−
n∑
i=1
dαi(U
′′)dvi(U
′′) =
n∑
i=1
dαi(U
′)κ(vi) =
=
n∑
i=1
dαi(U
′)Y ×vi = Y ×
(
n∑
i=1
dαi(U
′)vi
)
= 0 .
The same argument can be used in the hyperbolic context, using the fact that the Killing fields of R31
which vanish at the origin (in other terms the elements of the Lie algebra so(2, 1)) are of the form:
κ(x) = Y ⊠ x ,
where ⊠ is the Minkowski analog of the vector product:
(Y1, Y2, Y3)⊠ (x1, x2, x3) = (Y2x3 − Y3x2, Y3x1 − Y1x3,−Y1x2 + Y2x1) .
In both cases, the fact that b depends only on the equivalence class of U ′ (under the action of
trivial deformations) has an “abstract” interpretation. As defined above, for each polygon p in S2, b
defines a quadratic form on the space of isometric first-order deformations of p, with values in R3. Let
l = (l1, · · · , ln) be the edge lengths of p. Since b behaves “well” under the action of SO(3) on S2, b
actually defines a quadratic form on T[p]PS(l), where [p] is the projection of p in PS(l), with values in
the vector bundle over PS(l) which is defined, from the trivial R3-bundle over the space of polygons in
S2 with edge lengths given by l, by taking the natural action of SO(3) on both this space of polygons
and R3.
A positivity property. The quadratic form b defined above has a striking geometric property when
p is a convex spherical or hyperbolic polygon. By a convex polygon, we mean a polygon which is the
boundary of a convex domain in S2 (resp. H2), which we call the interior of p, and denote by int(p).
We state this property first in the spherical setting. Recall that, given a convex spherical polygon p, the
dual polygon p∗ is a convex polygon whose interior is the set of points in S2 which have positive scalar
product with the vertices of p (see e.g. [Cox93, Cox57]). Each of its vertices is at distance π/2 of an edge
of p, and conversely.
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Theorem BS. Let p be a convex polygon in S
2, and let U be a non-trivial infinitesimal first-order
deformation of p. Then b(U) ∈ (R+ \ {0})int(p∗), i.e. b(u) is contained in the positive cone over the
interior of p∗.
There is a geometric interpretation to this property. The space of polygons with given edge lengths
l = (l1, · · · , ln), PS(l), has a natural map φ to Rn, where φ(p) is the family of the angles of p. By Theorem
AS , the image is a locally a submanifold except when p has all its vertices on a great circle. We will see in
section 3 that b is strongly related to the second fundamental form of this submanifold, so that Theorem
BS translates as a convexity property: if p is a convex polygon, the image of φ, in the neighborhood of
φ(p), has a second fundamental form which is positive definite in some directions. Theorem BS is related
to a result of Volkov [Vol56] on (non infinitesimal) isometric deformations of spherical polygons.
The same result holds in the hyperbolic or the de Sitter setting. Now the dual of a hyperbolic polygon
is a convex de Sitter polygon, and conversely; both can be defined as in the sphere, using the Minkowski
metric on R31 (see e.g. [Cox43, Cox57], where the “polarities” corresponding to the duality used here has
a very central role).
Theorem BH . Let p be a convex polygon in H
2 and let U be a non-trivial infinitesimal first-order
deformation of P . Then b(U) ∈ (R+ \ {0})int(p∗), i.e. b(U) is in the positive cone over the interior of
p∗.
An isoperimetric statement for hyperbolic polygons. The first application of Theorems AH
and BH that we consider is to an isoperimetric problem for hyperbolic polygons. The next theorem is
hyperbolic analog of a statement which was proved by Steiner [Ste42] in the spherical setting, but was
known earlier in the Euclidean case (see [Sie02] for recent progress on more elaborate statements even in
the Euclidean case).
Given l = (l1, · · · , ln), we call PcS(l) the space of convex polygons in S2 with edge lengths equal to
the li, considered up to global isometries in S
2, and PcH(l) the space of convex hyperbolic polygons with
edge lengths equal to the li, again considered up to global isometries.
Theorem 1.4. Let l = (l1, · · · , ln) be such that PcH(l) is not empty; then there exists a unique element
p ∈ PcH(l) which has its vertices either on a circle, on a horocycle, or on a connected set of points at fixed
distance from a geodesic. Moreover, p has maximal area.
There is a similar statement, which is slightly simpler, in the Euclidean plane and in the sphere; in
both cases, there is a unique polygon of maximal area (among the polygons with fixed edge lengths) and
it has its vertices on a circle. The spherical result was apparently discovered by Steiner [Ste42], but he
writes that the Euclidean statement was previously known. The proof given here for hyperbolic polygons
also works in the spherical setting.
The first point of the proof is that, as a direct consequence of Theorem AH , a hyperbolic polygon is a
critical point of the area, restricted to polygons with the same edge lengths, if and only if its vertices are
either on a circle, a horocycle, or a connected component of the space of points at fixed distance from a
geodesic.
Theorem BS (resp. BH) also has an interesting meaning in this context: it implies that the area, as
a function defined on the space of convex polygon with given edge lengths, is “often” strictly concave for
a natural metric.
The second point of the proof is that, on the boundary of the space of convex polygons with given
edge lengths, the interior normal derivative of the area is positive. It follows that there exists at least
one local maximum of the area in the interior. But a direct argument shows that, given the edge lengths,
there is at most one polygon with its vertices on a circle, a horocycle, or on one connected component of
the set of points at fixed distance from a geodesic.
The infinitesimal rigidity of convex polyhedra. The positivity property of b in the spherical setting
leads to a simple proof of the infinitesimal rigidity of convex polyhedra in the Euclidean space. Although
the first proof was given by Dehn [Deh16], it follows from the ideas of Legendre [LegII] and Cauchy
[Cau13]. Other proofs have been given, in particular by Kann [Kan90] and Filliman [Fil92].
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Theorem C. (Legendre, Cauchy, Dehn) Let P be a convex polyhedron in R3. Any first-order defor-
mation of P which does not change its combinatorics or the metrics on its faces is trivial, i.e. induced
by a global Killing field.
The proof given here is in section 5. It bears some relations with a proof of the global rigidity of
convex Euclidean polyhedra discovered by Pogorelov [Pog56].
Fuchsian polyhedral surfaces in the Minkowski space. The techniques described here have a
natural application to another rigidity problem, concerning polyhedral surfaces in the Minkowski 3-
dimensional space. We consider space-like polyhedra; rather than closed polyhedra, which can be defined
as images of convex polyhedral maps from the sphere, we consider equivariant polyhedra, which are the
images of a polyhedral map from the universal cover of a surface of genus at least 2 which is equivariant
(more precise definitions can be found in section 6). We will prove that, among those surfaces, those
which are “Fuchsian” – the associated representation from the fundamental group of the surface to the
isometry group of R31 has its image in SO(2, 1) – are infinitesimally rigid, i.e. any first-order deformation
of those surfaces which does not change the induced metric is trivial, this is Theorem 6.2.
There is an analogous result for smooth, equivariant, Fuchsian, convex surfaces [LS00], which was
proved by related methods. Actually, finding a polyhedral version of the results of [LS00] was the main
motivation for the present work, although the by-products turned out to be rather more interesting.
This question was also studied by I. Iskhakov [Isk00], who provided some partial results. One feature of
the proof of the rigidity of convex polyhedra given here is the existence of a distinguished point, which
appears quite artificial in the Euclidian context; for surfaces in the Minkowski space, however, it is quite
natural and even necessary, since the point which is fixed by the representation of the fundamental group
already plays a special role.
The infinitesimal rigidity of Fuchsian equivariant surfaces in the Minkowski space is equivalent, thanks
to the “Pogorelov map” used e.g. in [LS00], to similar rigidity statements in the de Sitter or anti-de Sitter
space, so that polyhedral rigidity results in those spaces could be obtained as a consequence of the rigidity
theorem for polyhedral surfaces in R31 proved here. However, another proof of the rigidity of Fuchsian
equivariant surfaces in the de Sitter or the anti-de Sitter space has recently been developed by F. Fillastre
(in preparation), and it applies in particular in the polyhedral setting. So it should also be possible to
prove the result stated here – on polyhedral Fuchsian surfaces in R31 – from the statements obtained by
Fillastre in the de Sitter or the anti-de Sitter space.
To prove Theorem 6.2, we will follow the proof of Theorem C, but the polygons that will be considered
will be in the de Sitter plane rather than in the sphere. Recall that, in addition to the hyperbolic plane, R31
contains another quadric, the de Sitter plane S21 , which is a complete, constant curvature 2-dimensional
Lorentz manifold (see e.g. [Cox43, Cox57, O’N83]):
S21 = {(x, y, z) ∈ R31 | 〈(x, y, z), (x, y, z)〉 = 1} .
Polygons in the de Sitter plane can be defined as in the sphere; the edges can be of different types,
either space-like, light-like or time-like. The notion of angle is more subtle than in the sphere, see e.g.
[Sch98, Sch01], and it is quite natural to consider the angles of a polygon as complex numbers, with real
part either ±π/2 or π. A key point is that, with those definitions and the corresponding definitions for
the lengths of the edges, the main triangle formulas in the sphere remain valid in the de Sitter plane, a
simple fact which we prove in section 6 for completeness.
The first-order deformations of polygons in the de Sitter plane, in terms of the first-order variation of
the angles, can be described as in the sphere or the hyperbolic plane.
Theorem AdS. Let p = (v1, · · · , vn) be a polygon in the de Sitter plane. Let α1, · · · , αn be its angles, and
let α˙1, · · · , α˙n ∈ R be a first-order variation of its angles induced by an isometric first-order deformation
of p. Then:
n∑
i=1
α˙ivi = 0 ,
where the vi are considered as points in R
3
1.
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Conversely, if this equation is satisfied by an n-uple (α˙1, · · · , α˙n) and moreover the vi are not all on
geodesic, then there exists an isometric first-order deformation of p such that the α˙i are the associated
first-order variations of the αi.
In this context, the quadratic form b can be defined as in the sphere. It has the same positivity
property for convex, space-like polygons (a notion which is defined here with some care, see section 6).
The notion of polygon dual to a space-like, convex polygon is defined in section 6 as in the sphere, it is
a polygon in the hyperbolic plane.
Theorem BdS. Let p be a convex, space-like polygon in S
2
1 and let U be an infinitesimal first-order
deformation of P . Then b(U) ∈ (R+ \ {0})int(p∗), i.e. b(U) is contained in the positive cone over the
interior of the dual polygon p∗.
The argument used in the proof of Theorem C, translated to the Minkowski setting, yields a rigidity
statement for Fuchsian polyhedral surfaces in R31, Theorem 6.2.
Metrics on moduli spaces. One consequence of Theorem BS is that it shows that the invariant b
can be used to define some natural metrics on the moduli space of convex polygons in S2 (and similarly
in the hyperbolic plane). This is described in section 4, along with some relations to a “natural” metric
on Euclidean polygons with fixed angles, which has some interesting properties.
Notations. In all the paper, we set: R∗+ := R+ \ {0}, and R∗− := R− \ {0}
2 Deformations of polygons
The moduli space of polygons. The geometry of the moduli space of polygons has been studied
rather extensively, in particular by Kapovich and Millson (see e.g. [KM95, KM99]). We recall here
only some very elementary properties which should clarify parts of the proofs below. We consider here
polygons in the plane, however all the comments in this paragraph hold also for spherical, hyperbolic or
de Sitter polygons, with some obvious adaptations.
Let n ≥ 3, let Pn,E be the space of polygons with n vertices in R2. Recall that a polygon is a sequence
of vertices v1, · · · , vn = v0 such that, for each i, vi 6= vi+1. The isometry group Isom(R2) of R2 acts
without fixed points on Pn,E , so we consider the quotient Pn,E = Pn,E/Isom(R2). Pn,E is a smooth
manifold of dimension 2n− 3, which can also be considered as a smooth algebraic variety.
There is a family of n functions naturally defined on Pn,E; if p ∈ Pn,E is a polygon, with p =
(v1, · · · , vn), then:
λi(p) := d(vi, vi+1) .
Those n functions are clearly invariant under the action of Isom(R2), so they define natural functions on
Pn,E, which we still call λi. Note that it would be algebraically more natural to consider the squares of
the distances, but we stick to the more natural definition from an elementary geometry viewpoint (for
spherical polygons one could consider the cosine of the distance, and for hyperbolic polygons the cosh).
Now let (l1, · · · , ln) be an n-uple of positive numbers, recall that PE(l) is the (moduli) space of
polygons with edge lengths li. So:
PE(l) := {p ∈ Pn,E | ∀i ∈ {1, · · · , n}, λi(p) = li} ,
so that PE(l) is an algebraic subvariety of Pn,E. Let p ∈ PE(l), consider the space of its first-order
infinitesimal deformations:
Tp := ker(dλ1) ∩ · · · ∩ ker(dλn) ⊂ TpPn,E .
Clearly Tp has dimension at least n − 3, since it is defined by n equations. If those n equations are
linearly independent, then, by the inverse function theorem, in the neighborhood of p, PE(l) is a smooth
submanifold of Pn,E (and also a smooth algebraic subvariety) of dimension n− 3.
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Euclidean polygons. We first indicate the proof of Proposition 1.1. The simplest proof is perhaps
obtained by taking a limit, in Theorem AS below, when the lengths of the edges go to 0. It is however
possible to give a simpler direct proof (this was pointed out by Sergiu Moroianu).
Let p = (v1, · · · , vn) be a Euclidean polygon, with edge lengths l1, · · · , ln, so that, for each i ∈
{1, · · · , n}, li = ‖vi+1 − vi‖ 6= 0 (with vn = v0). For each i, let θi be the (oriented) angle between the
oriented x-axis and vi+1 − vi. The possible values of the angles θ1, · · · , θn, in the neighborhood of p, are
defined by condition that
∑n
i=1 lie
iθi = 0, because vn+1 = v1.
In an isometric first-order deformation of p, it follows that:
n∑
i=1
θ˙ilie
iθi = 0 .
Suppose (adding a trivial deformation if necessary) that, in the deformation of p we consider, the direction
of v1 − v0 does not vary. Then, for each i, θ˙i =
∑i
j=1 α˙j . Therefore:
0 =
n∑
i=1
lie
iθi
i∑
j=1
α˙i =
n∑
j=1
α˙j
n∑
i=j
lie
iθi .
We can also suppose – still without loss of generality – that v0 = 0; then, for each j:
vj =
j−1∑
i=0
lie
iθi = −
n∑
i=j
lie
iθi ,
and it follows that:
n∑
j=1
α˙jvj = 0 .
In addition, it is well known that, for any Euclidean polygon:
n∑
i=1
αi = 2πk ,
where k is the winding number of the polygon. It follows that, in any first-order deformation,
∑n
i=1 α˙i = 0.
The two conditions in the statement of Proposition 1.1 are linearly independent if and only if the vi
are not all on a line. When the vi are not collinear, the vector space of n-uples (α˙1, · · · , α˙i) satisfying
them has dimension n− 3. Therefore, the arguments in the previous paragraph show that this space has
dimension exactly n− 3, and the possible first-order variations of the αi are exactly the solutions of the
two equations in the statement of the proposition.
Spherical polygons. We now prove Theorem AS . A direct proof is possible
1, but the proof given here
is geometric and much simpler.
Let p = (v1, · · · , vn) be a spherical polygon, and let U be a first-order isometric deformation of p.
Consider the polyhedral cone C over p, i.e. the union of the half-lines with endpoint at 0 which intersect
p ⊂ S2 ⊂ R3. C has n faces f1, · · · , fn, with fi equal to the cone over the edge ei of p. Since αi is the
angle between the edges ei and ei+1 of p, it is also equal to the dihedral angle between fi and fi+1.
The first-order deformation U of P determines a first-order deformation V of C. For each i ∈
{1, · · · , n}, V acts on each face of C as a Killing field, i.e. there exist vectors ui and yi such that V acts
on fi as the vector field κi defined by:
∀x ∈ R3, κi(x) = ui + yi × x .
Then κi+1− κi = 0 on the intersection of fi and fi+1, and the difference between κi and κi+1 is equal to
an infinitesimal rotation of angle dαi(U) and axis fi ∩ fi+1. It follows that:
yi+1 = yi + dαi(U)vi ,
and the result follows since the sum of the differences yi+1 − yi, for i going from 1 to n, vanishes.
1One such proof is available in the first version of this paper, see http://front.math.ucdavis.edu/math.DG/0410058
and then choose “v1”.
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Hyperbolic polygons. The same argument can be used to prove Theorem AH . C is now a polyhedral
cone in the Minkowski space R31, and its faces are time-like. The restriction of the infinitesimal deformation
V to each face fi is a Killing vector, which is now of the form: κi(x) = ui + yi ⊠ x. The proof then
proceeds as for the sphere.
3 A positivity result
In this section we prove Theorem BS , as well as its hyperbolic analog Theorem BH , after some preliminary
computations concerning the first-order deformations of quadrilaterals.
Deformations of quadrilaterals. We consider here a quadrilateral q = (v1, v2, v3, v4) for which no 3
of the vertices are collinear, and set v0 := v4. We use the notations apparent in Figure 3, in particular t
is the distance between v1 and v3. We also call di,j the distance between vi and vj .
v
v v
v
β
γ
γ
α
β
α
t
0
0
3
3
3
1
1
1
2
2
Figure 1: Deformation of a non-degenerate quadrilateral.
Consider a first-order isometric deformation of q, suppose for instance that v0 and v1 are fixed (this
can be achieved by adding a trivial deformation). Then v2 moves in the direction of the circle of center
v1 containing it. Since v1, v2 and v3 are not collinear, the circle of center v3 containing v2 is not tangent
to the circle of center v1 containing v2, so that any first-order displacement of v2 induces a non-zero
first-order variation of the distance from v2 to v3.
The same argument shows that any first-order displacement of v3, preserving its distance to v0, induces
a non-zero first-order variation of its distance to v2. It follows that there is a 1-dimensional vector space of
isometric first-order deformations of q (up to the trivial deformations), they are parametrized for instance
by t, the distance from v1 to v3. So we consider the first-order deformation U of q such that dt(U) = 1.
To simplify notations, we call dij the distance between vi and vj , for 0 ≤ i, j ≤ 4. Then a well-known
spherical geometry formula states that:
cos(t) = cos(d01) cos(d03) + cos(α0) sin(d01) sin(d03) ,
so that:
dα0(U) =
sin(t)
sin(d01) sin(d03) sin(α0)
.
The same computation (or a symmetry argument) shows that:
dα2(U) =
sin(t)
sin(d12) sin(d23) sin(α2)
.
Moreover, equation (1), applied to the triangle (v0, v1, v3), yields:
cos(β1) =
cos(d03)− cos(d01) cos(t)
sin(d01) sin(t)
,
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so that:
− sin(β1)dβ1(U) = cos(d01) sin
2(t)− (cos(d03)− cos(d01) cos(t)) cos(t)
sin(d01) sin
2(t)
=
cos(d01)− cos(d03) cos(t)
sin(d01) sin
2(t)
.
But, by the sine formula for spherical triangles:
sin(β1)
sin(d03)
=
sin(α0)
sin(t)
,
so that:
dβ1(U) =
cos(d03) cos(t)− cos(d01)
sin(d01) sin(d03) sin(t) sin(α0)
.
The same computation (or a symmetry argument) shows that:
dγ1(U) =
cos(d23) cos(t)− cos(d12)
sin(d12) sin(d23) sin(t) sin(α2)
,
and, taking the sum, we obtain that:
dα1(U) =
cos(d03) cos(t)− cos(d01)
sin(d01) sin(d03) sin(t) sin(α0)
+
cos(d23) cos(t)− cos(d12)
sin(d12) sin(d23) sin(t) sin(α2)
.
By the same computation (or a symmetry argument):
dα3(U) =
cos(d01) cos(t)− cos(d03)
sin(d01) sin(d03) sin(t) sin(α0)
+
cos(d12) cos(t)− cos(d23)
sin(d12) sin(d23) sin(t) sin(α2)
.
Proof of Theorem BS. Let p = (v1, · · · , vn) be a convex spherical polygon. Recall that, by Definition
1.2, for any first-order deformation U of p, defined up to the Killing fields, we have:
b(U) =
n∑
i=0
dαi(U
′)dvi(U
′) ,
where U ′ is any representative of U , i.e. any first-order deformation of p corresponding to U under the
quotient by the trivial deformations.
So b is a quadratic form on TpPS(l), where l = (l1, · · · , ln) is the n-uple of the edge lengths of p. It is
natural to define a bilinear form associated to b, which we call b2; it is defined as follows: if U
′
1 and U
′
2
are two first-order deformations of p, then:
b2(U
′
1, U
′
2) :=
1
2
(
n∑
i=1
dαi(U
′
1)dvi(U
′
2) +
n∑
i=1
dαi(U
′
2)dvi(U
′
1)
)
.
As for b, an important point is that if one adds a Killing field to U ′1 or U
′
2, the result does not change.
Moreover, it will be useful below to note that each of the two sums in the definition of b2 is invariant
under this transformation. Indeed, if Y1, Y2 ∈ R3 are two vectors, let V1, V2 be the trivial deformations
defined by dvi(V1) = Y1 × vi, dvi(V2) = Y2 × vi; then, for each i ∈ {1, · · · , n}, dαi(U ′1 + V1) = dαi(U ′i),
and:
n∑
i=1
dαi(U
′
1 + V1)dvi(U
′
2 + V2) =
n∑
i=1
dαi(U
′
1)(dvi(U
′
2) + Y2 × vi)
=
n∑
i=1
dαi(U
′
1)dvi(U
′
2) + Y2 ×
n∑
i=1
dαi(U
′
1)vi
=
n∑
i=1
dαi(U
′
1)dvi(U
′
2) ,
and the same computation can be applied to the second sum in the definition of b2.
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Lemma 3.1. Let p = (v1, · · · , vn = v0) be a polygon such that no 3 vertices are collinear. Let U be an
isometric first-order deformation of p, such that v1 and v2 are fixed. There exists a unique decomposition:
U = U2 + U3 + · · ·+ Un−2
such that, for all i ∈ {2, · · · , n− 2}, Ui vanishes on v1, v2, · · · , vi, and acts on vi+1, · · · , vn−1, vn = v0 as
a rigid motion.
Proof. We define a sequence of isometric first-order deformations of p recursively, as follows. First note
that, since v0, v1 and v3 are not collinear, there is a unique first-order isometric deformation V2 of the
quadrilateral (v0, v1, v2, v3) such that v1 and v2 are fixed, and that the first-order displacement of v3 is
the same for V2 and for U . Then define a first-order deformation U2 as follows:
• v1 and v2 are fixed.
• v3 moves under U2 as under V2, i.e. as under U .
• The restriction of U2 to v3, v4, · · · , vn = v0 is equal to the restriction to those vertices of a Killing
field, i.e. the corresponding part of p moves in a “rigid” way.
It is possible to define such a deformation because, at first order, the distance between v3 and v0 does
not vary under the deformation V2.
Now consider the first-order deformation U − U2 of p. It is isometric — as the difference of two
isometric deformations — and it vanishes at v1, v2 and v3. This shows, because v1, v4 and v0 are not
collinear, that there exists a unique isometric first-order deformation V3 of the quadrilateral (v1, v3, v4, v0)
which vanishes at v1 and v3 and acts on v4 as U − U2. Let U3 be the unique first-order deformation of p
which vanishes at v1, v2 and v3, and which acts on v4, · · · , vn−1, v0 as a Killing field (i.e. “rigidly”).
Now U − U2 − U3 is an isometric first-order deformation of p which vanishes at v1, v2, v3 and v4, and
we can iterate this construction until we obtain a decomposition:
U = U2 + · · ·+ Un−2 ,
which has the property described in the lemma.
Consider now a first-order deformation U of p. Since p is convex, it is non-degenerate in the sense
of Lemma 3.1. Applying this lemma yields a decomposition U = U2 + · · · + Un−2 such that, for all
i ∈ {2, · · · , n− 2}, Ui vanishes on v1, v2, · · · , vi, and acts on vi+1, · · · , vn−1, vn = v0 as a rigid motion.
Lemma 3.2. For each i, j ∈ {2, · · · , n− 2} with i 6= j, 〈b2(Ui, Uj), v1〉 = 0. Therefore:
〈b(U), v1〉 =
〈
n∑
i=1
b(Ui), v1
〉
.
Proof. Suppose (without loss of generality) that i < j. For each i ∈ {2, · · · , n− 2}, we add a Killing field
to Ui to obtain a first-order deformation U
′
i which acts on v1, v2, · · · , vi as a rigid motion, and vanishes
on vi+1, · · · , vn−1, vn = v0. It follows from the remark above that:
b2(Ui, Uj) =
1
2
(
n∑
k=1
dαk(Ui)dvk(Uj) +
n∑
i=1
dαk(U
′
j)dvk(U
′
i)
)
.
Note that dαk(Ui) vanishes for all values of k except 0, 1, i and i+1. But dvk(Uj) vanishes, by definition of
Uj, for k = 1, · · · , j. Symmetrically, dαk(U ′j) vanishes except for k = 0, 1, j, j + 1, while dvk(U ′i) vanishes
for k = i+ 1, · · · , n, so that:
b2(Ui, Uj) =
1
2
(dα0(Ui)dv0(Uj) + dα1(U
′
j)dv1(U
′
i)) .
Since Uj is an isometric first-order deformation, we have:
0 = d〈v0, v1〉(Uj) = 〈dv0(Uj), v1〉+ 〈v0, dv1(Uj)〉 .
But dv1(Uj) = 0 by definition of Uj , so that 〈dv0(Uj), v1〉 = 0. Since dv1(U ′i) ∈ Tv1S2, 〈v1, dv1(U ′i)〉 = 0,
and it follows that 〈b2(Ui, Uj), v1〉 = 0.
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The value of 〈b(Ui), v1〉 is given by the next lemma.
Lemma 3.3. Let q := (v1, vi, vi+1, v0), and let α
′
1, α
′
i, α
′
i+1, α
′
0 be its angles. Let V be the first-order
isometric deformation of q which vanishes on v1 and vi and under which the distance between v1 and
vi+1 varies at speed 1. Then, if dj,k := d(vj , vk), we have:
〈v1, dα′i+1(V )dvi+1(V ) + dα′0(V )dv0(V )〉 =
sin2(d1,i+1) sin(α
′
1)
sin(d0,i+1) sin(di,i+1) sin(α′0) sin(α
′
i)
.
Proof. We have already noted that 〈v1, dv0(V )〉 = 0 because V does not change, at first order, the
distance between v0 and v1. So the only non-vanishing term is the one involving 〈v1, dvi+1(V )〉, and:
〈v1, dvi+1(V )〉 = d〈v1, vi+1〉(V ) = d cos(d1,i+1)(V ) = − sin(d1,i+1) .
But dαi+1(V ) is given by equation (1); we now have slightly different notations, U is replaced by V , the
indices 2 (resp. 3) by i (resp. i+ 1). So:
dα′i+1(V ) =
cos(d0,1) cos(t)− cos(d0,i+1)
sin(d0,1) sin(d0,i+1) sin(t) sin(α′0)
+
cos(d1,i) cos(t)− cos(di,i+1)
sin(d1,i) sin(di,i+1) sin(t) sin(α′i)
,
where t := d1,i+1. Following the notations of Figure 3, we call β
′
1 and β
′
i+1 the angles at v1 and vi+1,
respectively, of the triangle (v0, v1, vi+1), and we call γ
′
1 and γ
′
i+1 the angles at v1 and vi+1, respectively,
of the triangle (v1, vi, vi+1). Using equation (1), we get:
dα′i+1(V ) = −
cos(β′1) sin(d0,1) sin(t)
sin(d0,1) sin(d0,i+1) sin(t) sin(α′0)
− cos(γ
′
1) sin(d1,i) sin(t)
sin(d1,i) sin(di,i+1) sin(t) sin(α′i)
= − sin(t)
(
cos(β′1)
sin(d0,i+1) sin(α′0) sin(t)
+
cos(γ′1)
sin(di,i+1) sin(α′i) sin(t)
)
= − sin(t)
sin(d0,i+1) sin(di,i+1) sin(α′0) sin(α
′
i)
×
×
(
cos(β′1)
sin(di,i+1) sin(α
′
i)
sin(t)
+ cos(γ′1)
sin(d0,i+1) sin(α
′
0)
sin(t)
)
.
But, by the sine law for spherical triangles:
sin(α′i)
sin(t)
=
sin(γ′1)
sin(di,i+1)
,
sin(α′0)
sin(t)
=
sin(β′1)
sin(d0,i+1)
,
so that:
dα′i+1(V ) = − sin(t)
cos(β′1) sin(γ
′
1) + cos(γ
′
1) sin(β
′
1)
sin(d0,i+1) sin(di,i+1) sin(α′0) sin(α
′
i)
= − sin(t) sin(α
′
1)
sin(d0,i+1) sin(di,i+1) sin(α′0) sin(α
′
i)
,
and the result follows.
It follows directly from Lemma 3.2 and from Lemma 3.3 that 〈b(U), v1〉 is a sum of positive terms,
so it is positive. By symmetry the same holds for all the other vertices. Since b(U) has positive scalar
product with all the vertices of p, it is contained in the positive cone over the interior of the dual polygon
p∗, and this proves Theorem BS .
Proof of Theorem BH . The same proof applies in the hyperbolic case, with some small differences
in the computations. We only state the hyperbolic analog of Lemma 3.3.
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Lemma 3.4. Let q := (v1, vi, vi+1, v0), and let α
′
1, α
′
i, α
′
i+1, α
′
0 be its angles. Let V be the first-order
isometric deformation of q which vanishes on v1 and vi and under which the distance between v1 and
vi+1 varies at speed 1. Then, if dj,k := d(vj , vk), we have:
〈v1, dα′i+1(V )dvi+1(V ) + dα′0(V )dv0(V )〉 =
sinh2(d1,i+1) sin(α
′
1)
sinh(d0,i+1) sinh(di,i+1) sin(α′0) sin(α
′
i)
.
The proof is based on some computations which are quite parallel to those made above for first-
order deformations of spherical quadrilaterals, but now for hyperbolic quadrilaterals. We use again the
notations apparent in Figure 3. The basic triangle formula is now:
cosh(t) = cosh(d01) cosh(d03)− cos(α0) sinh(d01) sinh(d03) ,
from which it follows that, in first-order deformation U such that t varies at speed 1, we have:
dα0(U) =
sinh(t)
sin(α0) sinh(d01) sinh(d03)
,
and the same computation shows that:
dα2(U) =
sinh(t)
sin(α2) sinh(d12) sinh(d23)
.
Moreover, equation (1) yields:
cos(β1) =
− cosh(d03) + cosh(d01) cosh(t)
sinh(d01) sinh(t)
,
so that:
− sin(β1)dβ1(U) = cosh(d01) sinh
2(t)− (− cosh(d03) + cosh(d01) cosh(t)) cosh(t)
sinh(d01) sinh
2(t)
=
− cosh(d01) + cosh(d03) cosh(t)
sinh(d01) sinh
2(t)
.
But:
sin(β1)
sinh(d03)
=
sin(α0)
sinh(t)
,
so that:
dβ1(U) =
− cosh(d03) cosh(t) + cosh(d01)
sinh(d01) sinh(d03) sinh(t) sin(α0)
.
By symmetry:
dγ1(U) =
− cosh(d23) cosh(t) + cosh(d12)
sinh(d12) sinh(d23) sinh(t) sin(α2)
,
and, taking, the sum:
dα1(U) =
− cosh(d03) cosh(t) + cosh(d01)
sinh(d01) sinh(d03) sinh(t) sin(α0)
+
− cosh(d23) cosh(t) + cosh(d12)
sinh(d12) sinh(d23) sinh(t) sin(α2)
.
By the same computation (or a symmetry argument):
dα3(U) =
− cosh(d01) cosh(t) + cosh(d03)
sinh(d01) sinh(d03) sinh(t) sin(α0)
+
− cosh(d12) cosh(t) + cosh(d23)
sinh(d12) sinh(d23) sinh(t) sin(α2)
.
The end of the proof then proceeds as in the spherical case, we leave the details to the interested
reader.
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The submanifold of angles for given edge lengths. One possible way to interpret geometrically the
positivity property of b for spherical polygons is in terms of a kind of convexity property of a submanifold
of codimension 3 in Rn, defined as the set of possible angles of convex polygons with given edge lengths.
This submanifold is often smooth, and when it has singularities, they are located at precise points.
Its tangent space at each point is given by Theorem AS , while Theorem BS indicates that its second
fundamental form is always on “one side”, as explained below.
We consider here a spherical polygon p with n vertices, and call l = (l1, · · · , ln) the family of its edge
length. Then we call AS(l) the space of n-uples (α1, · · · , αn) such that there exists a polygon p′ ∈ PS(l)
with angles equal to the αi. This defines an map Φl from PS(l) into Rn, which is with image AS(l),
because a spherical polygon is entirely defined – up to global isometries in S2 – by its edge lengths and
its angles.
Theorem AS , along with the remarks at the beginning of section 2, show that AS(l) is locally a smooth
submanifold of codimension 3 of (R/2πZ)n, except when all the vertices of the polygon lie on a spherical
geodesic. Clearly this is possible only when there exists (ǫ1, · · · , ǫn) ∈ {−1, 1} and k ∈ Z such that:
n∑
i=1
ǫili = 2kπ .
Then the singular points of AS(l) can happen only at the points of (R/2πZ)n which have all their
coordinates equal to 0 or π.
Let q ∈ PS(l), with vertices v1, · · · , vn. Let α1, · · · , αn be the angles of q, we suppose that they are not
all equal to 0 or π, so that AS(l) is locally smooth in the neighborhood of α := (α1, · · · , αn). The tangent
space of AS(l) is described by Theorem AS . More precisely, there is a natural isomorphism between R3
and the normal space of AS(l) at α, defined as follows:
∀w ∈ R3,Ψq(w) := (〈v1, w〉, · · · , 〈vn, w〉) .
Theorem AS shows that Ψq(R
3) is the orthogonal to the tangent space of AS(l) at α, i.e. the normal
space of AS(l) at α.
Now b appears naturally as the second fundamental form of AS(l).
Remark 3.5. Let U ∈ TqPS(l) be a first-order isometric deformation of q, and let w ∈ R3. then:
〈II(dΦl(U), dΦl(U)),Ψq(w)〉 = −〈b(U), w〉 ,
where II is the second fundamental form of AS(l).
Proof. Let w ∈ R3. Consider any extension of U as a vector field tangent to PS(l) in the neighborhood
of q, and call ∇ the flat connection on Rn. By definition of the second fundamental form of AS(l), we
have:
〈II(dΦl(U), dΦl(U)),Ψq(w)〉 = −〈∇dΦl(U)Ψq(w), dΦl(U)〉
= −〈(〈dvi(U), w〉)ni=1, (dαi(U))ni=1〉
= −
n∑
i=1
〈dαi(U)dvi(U), w〉
= −〈b(U), w〉 .
There is a direct translation of Theorem BS in this context, indicating a kind of convexity property
of AS(l) at the points which are the images of convex polygons.
Proposition 3.6. Suppose that q is convex. Let Q∗ be the polyhedral cone in Nφl(q)AS(l) which is dual
to the cone Ψq((R
∗
+)q), for the metric induced on NqAS(l) by the metric on Rn. Then:
∀V ∈ TΨl(q)AS(l), II(V, V ) ∈ −Q∗ .
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Proof. By the previous remark and Theorem BS :
∀U ∈ TqPS(l), ∀w ∈ R∗+q, 〈II(dΦl(U), dΦl(U)),Ψq(w)〉 < 0 ,
so that:
∀V ∈ TΦl(q)AS(l), ∀W ∈ Ψq(R∗+q), 〈II(V, V ),W 〉 < 0 ,
and the result follows.
The same considerations hold also for hyperbolic polygons, based on Theorem AH for the description
of the tangent space, and on Theorem BH for the convexity property of the submanifold of the angles of
polygons with given edge lengths.
In the Euclidean case, one can again consider the space AE(l) of angles of polygons with edge lengths
given by l. Then AE(l) is a codimension 2 submanifold of the hyperplane of equation:
∑n
i=1 αi = 0.
However it does not appear to have any obvious “convexity” property.
4 Isoperimetric problems for spherical or hyperbolic polygons
The theorems given above – Theorem AS and Theorem BS for spherical polygons, Theorem AH and
Theoorem BH for hyperbolic polygons – have very simple applications to isoperimetric questions in the
two settings. The spherical result was apparently discovered by Steiner [Ste42], and is analoguous to an
Euclidean statement which was known earlier (see e.g. [Sie02] for recent progress on related but more
elaborate Euclidean statements). The proofs are strongly related to Theorems AS and BS (resp. AH and
BH).
Critical points of the area functional. First, Theorem AS and Theorem AH lead directly to a
description of the critical points of the area function over the space of polygons with given edge lengths.
Lemma 4.1. Let p be a spherical polygon, with edge lengths given by l = (l1, · · · , ln). Suppose that the
vertices of p are not all on a geodesic. Then p is a critical point of the area in PS(l) if and only if all
vertices of p are on a circle.
Lemma 4.2. Let p be a hyperbolic polygon, with edge lengths given by l = (l1, · · · , ln). Suppose that the
vertices of p are not all on a geodesic. Then p is a critical point of the area in PH(l) if and only if all
vertices of p are either on a circle, on a horocycle, or on a connected component of the set of points at
fixed distance from a geodesic.
Note that the polygons are not required to be convex. It follows from the results given below that, for
convex polygons, the critical points are actually maxima, but it is probably not the case for non-convex
polygons. Both lemmas are proved together.
Proof. By the Gauss-Bonnet formula, p is a critical point of the area functional if and only if, for any
first-order isometric deformation of p, the sum of the angles of p remains constant. By Theorem AS (resp.
Theorem AH) this happens if and only if:
∀α˙1, · · · , α˙n ∈ R,
(
n∑
i=1
α˙ivi = 0⇒
n∑
i=1
α˙i = 0
)
.
By an elementary linear algebra argument using the transposed equation, this is true if and only if there
exists a vector u ∈ R3 (resp. R31) such that:
∀i ∈ {1, · · · , n}, 〈u, vi〉 = 1 ,
which holds if and only if the vi are on an affine plane in R
3 (resp. R31) not containing the origin. The
result follows, because the intersection of S2 with an affine plane in R3 is a circle (or a point) while the
intersection of H2 with a plane in R31 is either a circle, a horocycle, or a connected component of the set
of points at fixed distance from a geodesic.
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Uniqueness of critical polygons. In light of the previous paragraph, it is interesting to remark that,
for a given set of edge lengths, there is at most one convex polygon which is a critical point of the area.
We first consider spherical polygons, for which the result has been well-known for many years.
Lemma 4.3. Let l1, · · · , ln ∈ R∗+. There is at most one convex polygon p ∈ PcS(l) which has its vertices
on a circle.
Proof. We suppose that l1 is the largest of the li.
Suppose that the vertices of p are on a circle of radius l and center x0 in S
2. Then the edge of p of
length li is “seen” from x0 under an angle θi, and the sine law for spherical triangles shows that:
sin(θi/2) =
sin(li/2)
sin(l)
.
Setting Si := sin(li/2) and S := sin(l), we have again two possibilities:
• Either x0 is in the interior of p, and then:
n∑
i=1
arcsin(Si/S) = π .
• Or x0 is not in the interior of p, and then:
n∑
i=2
arcsin(Si/S) = arcsin(S1/S) .
Moreover, in both cases, we have:
n∑
i=2
arcsin(Si/S) < π ,
and:
S1/S = sin
(
n∑
i=2
arcsin(Si/S)
)
.
Set:
F (s) := s sin
(
n∑
i=2
arcsin
(
Si
s
))
.
Then:
F ′(s) = sin
(
n∑
i=2
arcsin
(
Si
s
))
+ s cos
(
n∑
i=2
arcsin
(
Si
s
))( n∑
i=2
−Si/s2√
1− S2i /s2
)
= cos
(
n∑
i=2
arcsin
(
Si
s
))[
tan
(
n∑
i=2
arcsin
(
Si
s
))
−
n∑
i=2
tan
(
arcsin
(
Si
s
))]
.
When
∑n
i=2 arcsin(Si/s) ∈ [π/2, π), both terms in the first equation are non-positive, and it follows
that F ′(s) is positive. When
∑n
i=2 arcsin(Si/s) ∈ (0, π/2), the second equation shows the same result,
because the cosine is positive, while tan is convex on (0, π/2), so that the second product is also positive.
Therefore, F is increasing, and it follows that there is at most one s such that F (s) = S1, and therefore
at most one possible value of S = sin(l).
But, given l, the angles αi are uniquely determined by the li, so that there is at most one polygon
with vertices on a circle and with edge lengths equal to the li.
We now consider the hyperbolic case. This is a step in the proof of Theorem 1.4.
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Lemma 4.4. Let l1, · · · , ln ∈ R∗+. There is at most one convex polygon p ∈ PcH(l) which has its vertices
either on a circle, on a horocycle, or on a connected component of the set of points at constant distance
from a geodesic.
Proof. We suppose again that l1 is the largest of the li.
Suppose that the vertices of p are on a circle of radius l and center x0 in H
2. Then the edge of p of
length li is “seen” from x0 under an angle θi, and the sine law for hyperbolic triangles shows that:
sin(θi/2) =
sinh(li/2)
sinh(l)
.
Setting Si := sinh(li/2) and S := sinh(l), we have again two possibilities:
• Either x0 is in the interior of p, and then:
n∑
i=1
arcsin(Si/S) = π .
• Or x0 is not in the interior of p, and then:
n∑
i=2
arcsin(Si/S) = arcsin(S1/S) .
Moreover, in both cases, we have:
S1/S = sin
(
n∑
i=2
arcsin(Si/S)
)
and, since sin is concave on [0, π]:
S1/S <
n∑
i=2
sin(arcsin(Si/S)) =
n∑
i=2
Si/S ,
so that S1 <
∑n
i=2 Si.
Suppose now that the vertices of p are on a horocycle h. An elementary argument in hyperbolic
geometry shows that the distance, along h, between the vertices of an edge of length li is equal to
2 sinh(li/2).
In the projective model of H2, the horocycle h appears as an ellipse, tangent to the boundary at
infinity at a point x0. In this model, p appears as a convex polygon, with vertices on this ellipse. There
is exactly one edge e of p such that x0 is on one side of e, while all the other edges of p are on the other
side. Clearly, e has to be the edge of p of largest lengths, and, in this case:
S1 =
n∑
i=2
Si .
Finally, suppose that all vertices of p are on a connected component c of the set of points at distance
l from a geodesic g0. Let e1, · · · , en be the edges of p; the sine formula for hyperbolic triangles shows
that, if ai is the distance between the orthogonal projections on g0 of ei, then:
sinh(ai/2) =
sinh(li/2)
sinh(l)
.
In the projective model of H2, the set of points at distance l from g0 appears as an ellipse, tangent
to the boundary at infinity of H2 at the endpoints of g0, and p appears as an ellipse (see Figure 4). By
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Figure 2: The set of points at constant distance from a geodesic.
convexity, there is one edge e of p such that g0 is on one side, and all the other edges of p on the other.
This edge has maximal length, and:
a1 =
n∑
i=2
ai ,
so that:
argsinh(S1/S) =
n∑
i=2
argsinh(Si/S) .
Then, taking the sinh, we have, because sinh is convex on (0,∞):
S1/S = sinh
(
n∑
i=2
argsinh(Si/S)
)
>
n∑
i=2
Si/S ,
so that S1 >
∑n
i=2 Si.
Considering those three cases, it is clear that the li determine whether there can exist a convex polygon
p with edge lengths equal to the li and vertices on a circle, a horocycle, or a connected component of the
set of points at constant distance from a geodesic.
1. If S1 <
∑n
i=2 Si, then the only possibility is that the vertices of p are on a circle.
2. If S1 =
∑n
i=2 Si, then the vertices of p can only be on a horocycle.
3. If S1 >
∑n
i=2 Si, the vertices of p can only be on a connected component of the set of points at
constant distance from a geodesic.
In the first case, we proceed as in the proof of Lemma 4.3 above, and set:
F (s) := s sin
(
n∑
i=2
arcsin
(
Si
s
))
.
Either equation (1) or equation (1) is satisfied; in both cases, F (S) = S1. However the same proof as for
Lemma 4.3 shows that F is strictly increasing, so that there is at most one possible value of S. As in the
spherical case, it is easy to check that a polygon with vertices on a circle is uniquely determined (up to
global isometries) by its edge lengths and the radius of the circle; this finishes the proof case (1).
In the second case, the polygon p is clearly uniquely determined (up to global isometries) by the
distances between its vertices on the horocycle, so the statement in the lemma holds.
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In case (3), it is necessary to modify slightly the argument used in the spherical case. We set:
G(s) := s sinh
(
n∑
i=2
argsinh
(
Si
s
))
.
Now:
G′(s) = sinh
(
n∑
i=2
argsinh
(
Si
s
))
+ s cosh
(
n∑
i=2
argsinh
(
Si
s
))( n∑
i=2
−Si/s2√
1 + S2i /s
2
)
= cosh
(
n∑
i=2
argsinh
(
Si
s
))[
tanh
(
n∑
i=2
argsinh
(
Si
s
))
−
n∑
i=2
tanh
(
argsinh
(
Si
s
))]
.
But the first factor in the right-hand term is positive, while the second factor is negative because tanh is
concave on (0,∞). So G is strictly decreasing, and there is at most one value of s such that G(s) = S1.
It follows that there is at most one polygon with edge lengths equal to the li and with vertices on a
connected component of the set of points at constant distance from a geodesic.
Boundary behavior of the area functional. Another, simple element in the proof of Theorem 1.4
is that, on the boundary of the space PcS(l) (resp. PcH(l)), the interior derivative of the area is positive.
Lemma 4.5. Let p ∈ ∂PcS(l) (resp. p ∈ ∂PcH(l)) be a polygon with exactly one angle equal to π. Then
the interior normal derivative of the area at p is positive.
Proof. Let v be the vertex of p at which the angle is equal to π. Consider the isometric first-order
deformation U of p under which v moves toward the exterior of p, at speed 1, along the orthogonal to
both the edges of p at v. Clearly, U is towards the interior of PcS(l) (resp. of PcH(l)) and the first-order
variation of the area under U is positive. The result follows.
Proof of Theorem 1.4. By Lemma 4.5, the area has at least one local maximum in each connected
component of PcS(l) (resp. of PcH(l)). By Lemma 4.2, each critical point of the area is a polygon with
vertices on a circle, a horocycle, or a connected component of the set of points at constant distance from
a geodesic. By Lemma 4.4, there is at most one such critical point. So the area has exactly one critical
point in PcH(l), which is a maximum. By the way, it also follows that PcH(l) is connected.
Note that the same argument can be used for spherical polygons, it prove the corresponding result.
The convexity of the area. In addition, Theorem BS (resp. BH) shows that the area has a strict
concavity property over at least a subset of the space of convex polygon with given edge lengths. We call
A the function equal to the area of polygons.
Definition 4.6. Let p be a convex polygon, with vertices v1, · · · , vn. Let φ : R3 → R3 be defined by:
φ(x) =
n∑
i=1
〈x, vi〉vi .
Suppose that the vi are not on a geodesic, let Cv be the vertices of p; we set:
CS(p) :=
φ−1(Cv)
‖φ−1(Cv)‖ .
Note that, since the vi are not on a geodesic, φ is a self-adjoint, positive definite operator, so it is
invertible.
To understand the meaning of CS(p), we consider first the simplest case, when p is a spherical triangle,
with vertices v1, v2 and v3, which we suppose are not on a geodesic. Then CS(p) is the barycenter of the
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dual polygon p∗. Indeed, let p∗ = (v∗1 , v
∗
2 , v
∗
3); then (v
∗
1 , v
∗
2 , v
∗
3) is the basis of R
3 which is dual to the
basis (v1, v2, v3). By definition, CS(p) is defined by the equation:∑3
i=1〈vi, CS(p)〉vi∥∥∥∑3i=1〈vi, CS(p)〉vi∥∥∥ = Cv(p) .
Taking the scalar product with v∗j , we obtain that CS(p) is characterized by the existence of a λ > 0 such
that, for all j ∈ {1, 2, 3}:
〈CS(p), vj〉 = λ〈Cv(p), v∗j 〉 .
The action of the duality on this equation shows that CS(p) is the barycenter of the polygon p
∗ =
(v∗1 , v
∗
2 , v
∗
3).
This example can be extended by taking a triangle with integer “weights”, i.e. we consider a polygon
with k1 + k2 + k3 vertices, k1 of them being “collapsed” on a point v1, k2 on v2, and k3 on v3. The
argument given above carries over to this case, and, again in this case, the point CS(p) which is obtained
is the barycenter of the triangle dual to (v1, v2, v3); in other terms, the weights k1, k2, k3 have no influence.
This illustrate an interesting “stability” property of CS(p).
The concavity of the area. Theorem 1.4 is related to the fact that, over at least part of PcH(l) (resp.
PcS(l)), the area is strictly concave.
Lemma 4.7. Let p be a convex polygon in S2 (resp. H2) with edge lengths given by l = (l1, · · · , ln).
Suppose that CS(p) is contained in the interior of p. Then the restriction of A to PcS(l) is strictly concave
at p for the metric induced by the immersion of PS(l) in [0, π]n defined by sending a polygon to its angles.
Proof. First note that A has an extension as a linear function over [0, π]n since, by the Gauss-Bonnet
formula, A = 2π −∑ni=1(π − αi) for spherical polygons, while A = −2π +∑ni=1(π − αi) for hyperbolic
polygons. We still call this function A, then dA = (1, · · · , 1) for spherical polygons, while dA = −(1, · · · , 1)
for hyperbolic polygons.
Let Hess(A) be the Hessian of A over Φl(PS(l)). Let U be a first-order isometric deformation of p,
then:
Hess(A)(U,U) = dA(II(dΦl(U), dΦl(U))) = 〈II(dΦl(U), dΦl(U)), I〉 ,
where II is the second fundamental form of Φl(PcS(l)) and I is the vector (1, · · · , 1). Since
II(dΦl(U), dΦl(U)) is orthogonal to Φl(PcS(l)):
Hess(A)(U,U) = 〈II(dΦl(U), dΦl(U)), IN 〉 ,
where IN is the orthogonal projection of I on the normal space of Φl(PcS(l)) at Φl(p). By definition of
Ψp, IN = Ψp(w), where w ∈ R3 is characterized by the fact that Ψp(w) = IN , i.e. that Ψp(w) − I ∈
TΦl(p)Φl(PcS(l)), which translates as:
n∑
i=1
(〈w, vi〉 − 1)vi = 0 ,
so that:
n∑
i=1
〈w, vi〉vi =
n∑
i=1
vi .
This shows that w = λCS(p), for some λ > 0.
Applying Remark 3.5 then leads to:
Hess(A)(U,U) = −λ〈b(U), CS(p)〉 ,
so that the Hessian of A is negative definite at p.
The proof in the spherical case is almost the same, with some differences in the signs, and we leave it
to the interested reader.
Although the proof given here only works when CS(p) is contained in the interior of p, it is not obvious
whether the result is valid for all convex polygons – the existence of a unique critical point of the area
over PcS(l), which is true in all cases, suggest that it might be the case.
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5 Infinitesimal rigidity of Euclidean polyhedra
Infinitesimal rigidity of convex polyhedra. In this section we consider convex polyhedra in R3.
We define a convex polyhedron as the boundary of a compact subset of R3 which is the intersection of a
finite number of half-spaces. Given a polyhedron P , which is the boundary of a compact subset Ω ⊂ R3,
where Ω is the intersection of distincts closed half-spaces H1, · · · , Hn (each of which intersect the interior
of Ω, a vertex of P is a point of P which is contained in at least 3 of the boundaries of the Hi. An
edge of P is a maximal connected subset of P which is contained in the boundaries of two of the Hi but
containing no vertex. A face of P is a connected component of the complement of the vertices and the
edges.
The geometry of Euclidean polyhedra has interested geometers for quite a long time [Euc02]. A nice
result of Legendre [LegII]2 and Cauchy [Cau13] states that convex polyhedra are rigid: if two convex
polyhedra have the same combinatorics and the same induced metric on their faces, they are congruent.
A related result, first proved by Dehn [Deh16] (which is also a consequence of the ideas of Legendre and
Cauchy) is that convex polyhedra are infinitesimally rigid: any first-order deformation of a polyhedron
P which acts as a Killing field on each of its faces is the restriction to P of a global Killing field.
From a modern viewpoint, one of the main motivation to study the infinitesimal rigidity of convex
polyhedra is that it is the key point in the proof of the following nice theorem.
Theorem 5.1 (Aleksandrov [Ale58]). The induced metric on any convex polyhedron in R3 is flat,
with conical singularities where the total angle is less than 2π. Conversely, any flat metric on S2 with
conical singularities where the total angle is less than 2π is induced on a unique (up to isometries) convex
polyhedron in R3.
To prove this theorem, one considers the natural map sending a convex polyhedron to its induced
metrics; it is a map between two spaces of the same dimension, and the infinitesimal rigidity statement
means that its differential is everywhere an isomorphism, so that it is a local homeomorphism.
We will show here that Theorem C is a consequence of Theorem BS , thus providing a new proof which
is rather natural. It will also serve as an introduction for the rigidity result of the next section, since the
proof given there is related but more complicated. The rigidity proof given here is related to a proof of
the Cauchy-Legendre rigidity result discovered by Pogorelov [Pog56].
Closed convex polyhedra. Let P be a closed, convex Euclidean polyhedron. Choose a point p0 in
the interior of P . Let u0 be the function defined on R
3 by: u0(p) = d(p0, p)
2/2. We consider a first-order
deformation of P , i.e. a vector field v on P which acts as a Killing field on each of its faces; we will show
that v is trivial, i.e. it acts as a Killing field on P as a whole.
Let e be an edge of P . The first-order deformation v of P determines a first-order variation θ˙e of the
dihedral angle θe of P at e. v also determines a function, which we call u˙0, on P , defined as the first-order
variation of the restriction of u0 to P . By definition of u0, we have:
∀p ∈ P , u˙0(p) = 〈v(p), p0p〉 .
We define a 1-formW on the 1-skeleton of P (the union of its edges) as follows: for each vector u tangent
to an edge e, W (u) = θ˙edu˙0(u).
Consider a parametrization of e at constant speed, say: p(t) = at+ b, with a, b ∈ R3. Then, using (1):
u˙0(p(t))
′ = du˙0(p
′(t)) = 〈dv(p′(t)), p0p(t)〉+ 〈v(p(t)), p′(t)〉 .
But p′(t) = a is independent of t, and dv(p′(t)) does not depend on t either since v acts on e as a Killing
field. So:
d
dt
u˙0(p(t))
′ = 2〈dv(p′(t)), p′(t)〉 .
But v acts isometrically on e, so that 〈dv(p′(t)), p′(t)〉 = 0, and it follows that du˙0(p′(t)) is constant over
e, so θ˙edu˙0(p
′(t)) is constant over e.
2The contribution of Legendre was recently pointed out by I. Sabitov
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Now consider an oriented edge e of P , we call e− and e+ its endpoints, and we let We be the number
W (p′(t) = θ˙edu˙0(p
′(t)), where p(t) is a parametrization of e at speed 1, respecting the orientation. Then
we have: ∑
v
∑
e−=v
We = 0 ,
because each non-oriented edge contributes twice, with opposite signs.
Let x be one of the vertices of P . Let e1, · · · , en−1, en = e0 be the oriented edges of P such that
ei,− = x, with their natural cyclic order, and let v1, · · · , vn = v0 be unit vectors with vi in the direction of
ei, oriented from x towards the other vertex of ei. Then v1, · · · , vn are the vertices of a spherical polygon
(called the link of P at x) which is convex since P is convex.
For each i ∈ {1, · · · , n}, the first-order deformation v of P determines a first-order deformation v′ of
the spherical polygon (v1, · · · , vn), given at each vertex vi by the vector v˙i = dv(vi); note that dv(vi) is
orthogonal to vi because v is an isometric deformation. Since v is isometric, it does not change (at first
order) the interior angles of the faces of P ; since the interiors angles of the faces of P at x are the lengths
of the edges of (v1, · · · , vn), the first-order deformation v′ is isometric.
The angles α1, · · · , αn of the polygon (v1, · · · , vn) are equal to the dihedral angles θ(e1), · · · , θ(en) of
P at the edges e1, · · · , en. Therefore:
n∑
i=1
Wei =
n∑
i=1
(〈dv(vi), p0x〉+ 〈v(x), vi〉) θ˙i
=
n∑
i=1
(〈v˙i, p0x〉+ 〈v(x), vi〉) α˙i
=
〈
n∑
i=1
α˙iv˙i, p0x
〉
+
〈
v(x),
n∑
i=1
α˙ivi
〉
.
Since p0 is in P and P is convex, −p0x is in the positive cone over the interior of (v1, · · · , vn), so that the
first sum is non-positive by Theorem BS , and it vanishes if and only if the deformation v
′ is trivial. The
second sum is zero by Theorem AS . So, by (1), the first sum is 0 for each vertex x of P , and none of the
angles of P varies in the first-order deformation v, so that v is a trivial deformation.
Further results ? The proof of Theorem C given here has some flexibility. For instance, it should be
possible to consider polyhedral surfaces with some singularities, e.g. ramifications points inside some of
the faces. One can ask whether it also applies for polyhedral surfaces having a kind of ramification at
the vertices, or to polyhedral surfaces which are not convex but satisfy a kind of weak convexity like the
one considered in [Sto68, Kan90, RR00].
Another possible extension would be to convex surfaces with boundary, as considered e.g. in [Kan90];
in this setting it is necessary to have some constraints on the deformations at the boundary vertices.
However, only the local convexity at the vertices plays a role, so that it should be possible to consider
surfaces of higher Euler characteristic.
6 Convex polyhedral surfaces in the Minkowski space
This section contains an extension of Theorem C to a rigidity question for convex, equivariant surfaces
in the Minkowski space, for which the techniques used here are particularly well adapted since there is a
distinguished point. We first define the polyhedral surfaces that are considered. Then we basically follow
the path taken above in the Euclidean case, adapting the proof from the sphere to the de Sitter plane.
Along the way we recall some elementary facts of de Sitter geometry, proved here for completeness.
Equivariant embeddings of surfaces. Let S be a closed surface, which will be of genus at least 2 in
all this section. We first define equivariant polyhedral embeddings of S. More general definitions could
of course be given, but we stick to what is really necessary in our context.
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Definition 6.1. An equivariant space-like polyhedral embedding of S in R31 is a couple (φ, ρ), where:
• φ is a space-like polyhedral embedding of the universal cover S˜ of S in R31, i.e.:
– φ is continous.
– There exists a cellular decomposition of S as the union of a finite number of cells, each the
image by a diffeomorphism of the interior of a convex polygon in R2, such that the image by φ
of each cell of the corresponding cellular decomposition of S˜ is the interior of a convex polygon
is some space-like plane in R31.
– For each space-like plane H in R31, the orthogonal projection of φ(S˜) on H is one-to-one.
• ρ is a morphism from π1(S) to the isometry group of R31.
• For each x ∈ S˜ and each γ ∈ π1(S), φ(γx) = ρ(γ)φ(x).
We will say that (φ, ρ) is Fuchsian if the image of ρ is contained in the identity component of the sub-group
of isometries fixing the origin, i.e. ρ(π1(S)) ⊂ SO0(2, 1).
A direct consequence of the definition of an equivariant embedding of S in R31 is that the metric
induced on S˜ by φ is invariant under the action of π1S, so that an equivariant embedding of S induces a
metric on S.
Consider an equivariant embedding (φ, ρ) of S in R31. There is a natural notion of first-order deforma-
tion of (φ, ρ); it corresponds to the deformations of φ among the equivariant embeddings of S. Restricting
our attention to the deformations among Fuchsian equivariant embeddings, such a deformation can be
described as a couple (φ˙, ρ˙), where:
• φ˙ is a vector field defined over φ(S˜).
• ρ˙ : π1S → TSO(2, 1) is a map, such that:
∀γ ∈ π1S, ρ˙(γ) ∈ Tρ(γ)SO0(2, 1) ,
and, for all γ, γ′ ∈ π1S, if we consider ρ(γ) and ρ(γ′) as acting on SO(2, 1) and ρ˙ as sending elements
of π1S to vector fields on SO(2, 1), we have:
ρ˙(γγ′) = ρ˙(γ)(ρ(γ′)) + ρ(γ)∗ρ˙(γ
′) .
• If we identify the elements of so(2, 1) with the Killing fields on R31 which vanish at 0, then:
∀x ∈ S˜, ∀γ ∈ π1S, φ˙(γx) = ρ(γ)∗φ˙(x) + ρ˙(γ)φ(x) .
Fuchsian polyhedral surfaces. The main result of this section is the following infinitesimal rigidity
statement. There is an analogous statement for smooth surfaces in [LS00].
Theorem 6.2. Let (φ, ρ) be a Fuchsian, convex equivariant embedding of a surface S (of genus at least
2) in R31. Let (φ˙, ρ˙) be a first-order deformation of (φ, ρ) among Fuchsian equivariant embeddings. If
the first-order variation of the metric induced on S by (φ, ρ) vanishes, then (φ˙, ρ˙) is trivial, i.e. φ˙ is the
restriction to φ(S˜) of a Killing field of R31 which vanishes at 0, and ρ˙ = 0.
The proof comes after some preliminaries, basically following the proof of Theorem C and checking
that the various parts of the proof carry over from the Euclidean to the Minkowski 3-dimensional space,
and from the sphere to the de Sitter plane.
As in the Euclidean case, the main motivation for this theorem is that it should be a key point in
the proof a statement describing the metrics induced on fuchsian equivariant polyhedra in R31, as in
the Aleksandrov theorem quoted above for the Euclidean space. Namely, one would like to answer the
following question:
Let S be a surface of genus at least 2, and let g be a flat metric on S with conical singular-
ities, with total angle larger than 2π at each singular point. Is there a unique (up to global
isometries) convex Fuchsian polyhedral embedding of S in R31 such that the induced metric is
g ?
We do not answer this question here since it would demand some considerations leading us too far from
Theorems AS and BS , the main theme of this text.
23
Distances and angles in the de Sitter plane. As mentioned in the introduction, the de Sitter plane,
denoted by S21 , is the quadric of equation 〈x, x〉 = 1 in R31, with the induced metric. Details can be found
e.g. in [Cox43, Cox57, O’N83].
Let x, x′ be two points in S21 . By analogy with the distance in the sphere S
2 ⊂ R3, we define the
“distance” between x and x′ as the number d(x, y) ∈ C/2πZ such that:
〈x, x′〉 = cos(d(x, x′)) .
This leaves an indetermination concerning the sign of d(x, x′), which is removed by the following explicit
description:
• d(x, x′) ∈ (0, π) when x and x′ are distinct, non-antipodal points on a space-like geodesic.
• d(x, x′) = 0 when x and x′ are on a light-like geodesic.
• d(x, x′) ∈ iR+ when x and x′ are on a time-like geodesic.
• d(x, x′) ∈ π − iR+ when x and x′ are in two different connected components of the intersection
of S21 with a time-like plane containing 0 (each connected component of the intersection is then a
time-like geodesic).
This definition differs from the one used in [Sch98] by a factor i, basically because here we stick as close as
possible to spherical geometry, while the emphasis in [Sch98] was on hyperbolic geometry. The definition
of [Sch98] would be obtained if we had taken the cosh of d(x, x′) instead of the cosine in the definition
above. The proof below would then have less factors “i”, but it would be based on the hyperbolic rather
than the spherical trigonometric formulas, thus blurring the analogy with the proof of Theorem C.
There is a related notion of angles in S21 . Let x ∈ S21 , and let u, v ∈ TxS21 be such that 〈u, u〉 6= 0 and
〈v, v〉 6= 0; the angle between them is a number θ ∈ C/2πZ such that:
〈u, v〉2 = cos2(θ)〈u, u〉〈v, v〉 .
Note that θ is defined up to sign and up to the transformation θ 7→ π − θ, which is quite normal since
it depends on the direction of u and v and on whether we consider u or v first. This ambiguity which
is removed by the following explicit description, in which we suppose that (u, v) is a positively oriented
basis of TxS
2
1 :
• θ ∈ iR+ if u and v are both future-oriented time-like vector (or if they are both past-oriented
time-like vectors).
• θ ∈ π − iR+ if u and v are time-like vectors, but u is future-oriented and v is past-oriented.
• θ ∈ iR+ if u and v are both space-like vectors, and are in the same connected component of the set
of space-like vectors at x.
• θ ∈ π−iR+ if u and v are space-like vectors in different connected components of the set of space-like
vectors at x.
• θ ∈ π/2 + iR if u is space-like and v is time-like, or conversely.
Triangle formulas in the de Sitter plane. With those definitions, equation (1) and the sine formula
hold in S21 exactly as in the sphere.
Proposition 6.3. Let (A,B,C) be a triangle in the de Sitter plane, with edge lengths a, b, c and angles
α, β, γ. Suppose that a, b, c 6= 0. Then:
cos(a) = cos(b) cos(c) + cos(α) sin(b) sin(c) .
Moreover, if a, b, c 6= 0, then:
sin(α)
sin(a)
=
sin(β)
sin(b)
=
sin(γ)
sin(c)
.
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Proof. Recall the definition of the cross-product X ⊠ Y , in coordinates, used in the Minkowski space:
(x1, x2, x3)⊠ (y1, y2, y3) = (x2y3 − x3y2, x3y1 − x1y3,−x1y2 + x2y1) .
Note that this definition is natural insofar as it can be obtained like the vector product in Euclidean space,
by associating 1-forms to vectors, taking the wedge product, and associating a vector to the resulting
2-form. This shows that the definition given using coordinates is independent of the orthonormal basis
of R31 which has been used.
It follows from this definition that, given 3 vectors X,Y and Z in R3, the number 〈X,Y ⊠ Z〉 is the
same whether the cross product and the scalar product are considered for the Euclidean or the Minkowski
space structure (there are two sign differences but they cancel out). Therefore, it remains true in the
Minkowski space that:
〈X,Y ⊠ Z〉 = 〈Y, Z ⊠X〉 = 〈Z,X ⊠ Y 〉 .
The same argument also shows that 〈X,X⊠Y 〉 = 〈Y,X⊠Y 〉 = 0 in the Minkowski space, so that X⊠Y
is orthogonal (for the Minkowski scalar product) to X and to Y .
It is also easy to check, by taking a “good” orthonormal basis of R31, that, if X is a space-like unit
vector orthogonal to Y and Z, then:
〈X ⊠ Y,X ⊠ Z〉 = 〈Y, Z〉 .
Moreover, let X,Y ∈ S21 be two non-collinear vectors of R31, there exists a direct orthonormal basis
(X,Y ′, Z) of R31, such that Y = cos(d(X,Y ))X + sin(d(X,Y ))Y
′; a direct computation then shows that:
X ⊠ Y = sin(d(X,Y ))Z .
Now let A,B,C ⊂ S21 be the 3 vertices of a de Sitter triangle. Then B and C can be decomposed as
B = B‖A + B⊥ and C = C‖A + C⊥, where B‖, C‖ ∈ R and B⊥, C⊥ ∈ R31 are vectors orthogonal to A.
Then:
〈A⊠B,A⊠C〉 = 〈A⊠(B‖A+B⊥), A⊠(C‖A+C⊥)〉 = 〈A⊠B⊥, A⊠C⊥〉 =
= 〈B⊥, C⊥〉 = 〈B,C〉−B‖C‖〈A,A〉 = 〈B,C〉−〈A,B〉〈A,C〉 .
But A⊠B = sin(c)NC and A⊠C = sin(b)NB, where NC and NB are the unit vectors orthogonal to the
(oriented) plane containing 0, A,B and 0, A, C, respectively. By definition, 〈NC , NB〉 = cos(α), and we
find that:
cos(α) sin(b) sin(c) = 〈A⊠B,A⊠ C〉 = 〈B,C〉 − 〈A,B〉〈A,C〉 = cos(a)− cos(b) cos(c) ,
which proves the first equation.
To prove the sine formula, note that NB and NC are both orthogonal to A, so that (A⊠B)⊠ (A⊠C)
is collinear to A. It follows that:
〈(A ⊠B)⊠ (A⊠ C), A〉 = sin(c) sin(b) sin(α) .
But, using the same decomposition of B and C as above, we have:
(A⊠B)⊠ (A⊠ C) = (A⊠B⊥)⊠ (A⊠ C⊥) = B⊥ ⊠ C⊥ = B ⊠ C −B‖(A⊠ C⊥)− C‖(A⊠B⊥) ;
taking the scalar product with A yields:
〈(A⊠B)⊠ (A⊠ C), A〉 = 〈B ⊠ C,A〉 .
It follows that the quantity sin(b) sin(c) sin(α) is invariant under a cyclic permutation on (a, b, c) and
(α, β, γ), and the second equation in the proposition follows.
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Polygons in the de Sitter plane. The analog of Theorem AS and Theorem AH also holds for de
Sitter polygons with non-degenerate edges (when one of the edges is degenerate, the notion of angle is
not well-defined, so that the statement would not make sense).
Theorem AdS. Let p = (v1, · · · , vn) be a de Sitter polygon with non-degenerate edges. Let α1, · · · , αn be
its angles, and let α˙1, · · · , α˙n ∈ R be a first-order variation of its angles induced by an isometric first-order
deformation of p. Then:
n∑
i=1
α˙ivi = 0 ,
where the vi are considered as points in S
2
1 ⊂ R31.
Conversely, if this equation is satisfied by an n-uple (α˙1, · · · , α˙n) and moreover the vi are not all on a
de Sitter geodesic – or on the intersection of S21 with a Minkowski plane containing the origin – then there
exists an isometric first-order deformation of p such that the α˙i are the associated first-order variations
of the αi.
The proof follows exactly the proof of Theorem AH .
Again as in the sphere, Theorem AdS leads to the definition of a quadratic invariant b defined on the
first-order isometric deformations of a de Sitter polygon (with non-degenerate edges). b is defined as:
b(U) =
n∑
i=1
dαi(U)dvi(U) ,
As in the spherical and the hyperbolic case, if two first-order infinitesimal deformations U and U ′ differ
by a trivial deformation, then b(U) = b(U ′). However, the definition of the angles which we have used
means that b(U) is imaginary.
The positivity of b. In the same way, the “positivity” property of b which we found in the spherical
case still holds for the de Sitter polygons which are duals of convex hyperbolic polygons.
Theorem BdS. Let p be a convex polygon in S
2
1 , which is dual to a convex hyperbolic polygon p
∗, and
let U be a non-trivial infinitesimal first-order deformation of p. Then ib(U) ∈ R∗+int(p∗), i.e. ib(U) is
contained in the positive cone over the interior of p∗.
The proof follows the proof of Theorem BS , but some additional details are necessary. Using Propo-
sition 6.3, the computations done in section 3 carry over to the de Sitter case. In particular, the scalar
product of b(U) with v1 remains diagonal in the basis (U2, · · · , Un−2). Equation (1) can be rewritten in
a way which is more convenient for us, as:
〈b(Ui), v1〉 = sin
2(d1,i+1) sin(α
′
1)
sin(d0,i+1) sin(di,i+1) sin(α′0) sin(α
′
i)
(dd1,i+1(Ui))
2 .
This follows from (1) because, in Lemma 3.3, the definition of V is that, under this first-order variation,
the distance d1,i+1 between v1 and vi+1 varies at speed 1; this also uses the fact that b is a quadratic
form. Recall that, in this equation α′0, α
′
1 and α
′
i are not the angles of the polygon p, but rather the
angles of the quadrilateral (v0, v1, vi, vi+1) at the vertices v0, v1 and vi.
Using as variable the cos of the distance from v1 and vi+1, we obtain:
〈b(Ui), v1〉 = sin(α
′
1)
sin(d0,i+1) sin(di,i+1) sin(α′0) sin(α
′
i)
(d〈v1, vi+1〉(Ui))2 .
Clearly, (d〈v1, vi+1〉(Ui))2 ∈ R+; moreover, since the edges of p are space-like, di,i+1 ∈ (0, π), so that
sin(di,i+1) ∈ (0, 1). However, to understand the signs of the various sines appearing in this equation, it is
necessary to consider four different cases, depending on whether d1,i and d0,i+1 are in (0, π) or in π− iR∗+,
and then the limit cases. The four cases are shown, in the projective model of half of S21 , in Figure 2.
1st case: d1,i ∈ (0, π), d0,i+1 ∈ (0, π). In other terms, v0 and vi+1 are on a space-like geodesic, and v1
and vi are on a space-like geodesic. Then sin(d0,i+1) ∈ (0, 1). Moreover, the angles α′0, α′1 and α′i are all
vi
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v
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1
vi
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v
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Figure 3: Four possible cases.
of the form π− ir, for some r > 0, so that sin(α′0), sin(α′1) and sin(α′i) are in iR∗+. So equation (1) shows
that 〈b(Ui), v1〉 ∈ −iR∗+.
2nd case: d1,i ∈ (0, π), d0,i+1 ∈ π − iR∗+. This means that v1 and vi are on a space-like geodesic, while
v0 and vi+1 are on the intersection with S
2
1 of a time-like plane in R
3
1 containing 0 (but on different
connected components of this intersection). Now sin(d0,i+1) ∈ iR∗+. α′1 and α′i are of the form π − ir for
some r > 0, so that sin(α′1) and sin(α
′
i) are in iR
∗
+, but α
′
0 is of the form π/2 + ir, for some r ∈ R, and
it follows that sin(α′i) = cos(ir) = cosh(r) ∈ [1,∞). Therefore, (1) again shows that 〈b(Ui), v1〉 ∈ −iR∗+.
3rd case: d1,i ∈ π − iR∗+, d0,i+1 ∈ (0, π). Then sin(d0,i+1) ∈ (0, 1). Moreover, α′0 is of the form π − ir,
for some r > 0, while α′1 and α
′
i are of the form π/2 + ir, for some r ∈ R. So sin(α′0) ∈ iR∗+, while
sin(α′1), sin(α
′
i) ∈ [1,∞). By (1), 〈b(Ui), v1〉 ∈ −iR∗+ also in this case.
4th case: d1,i ∈ π − iR∗+, d0,i+1 ∈ π − iR∗+. In this case, sin(d0,i+1) ∈ iR∗+, and α′0, α′1 and α′i are of
the form π/2 + ir, for some r ∈ R. Therefore, sin(α′0), sin(α′1) and sin(α′i) are in [1,∞), and, again,
〈b(Ui), v1〉 ∈ −iR∗+.
Last case: v1 and vi are in the intersection with S
2
1 of a light-like plane in S
2
1 containing 0,
or the same holds of v0 and vi+1. The result the follows from an approximation of the quadrilateral
(v0, v1, vi, vi+1) by a sequence of quadrilaterals which are in one of the four cases detailed above, and a
corresponding sequence of approximations of Ui.
Summing over i ∈ {2, · · · , n− 2}, we find that:
〈ib(U), v1〉 =
n−2∑
i=2
i〈b(Ui), v1〉 > 0 .
The same holds with v1 replaced by any of the other vertices of p, and Theorem BdS follows.
Proof of the rigidity theorem. The proof of Theorem 6.2 follows quite precisely the proof of Theorem
C. We consider a Fuchsian, equivariant, convex polyhedral embedding (φ, ρ) of a surface S of genus at
least 2 in R31. Let p0 = 0 ⊂ R31, i.e. p0 is the point which is fixed by ρ. We call u0 the function, defined
on R31, as: u0(x) = 〈x, x〉/2. Then, since 0 is fixed by the representation ρ, the restriction of u0 to φ(S˜)
is invariant under the action of π1S by ρ, so that u0 defines a function over S.
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Let (φ˙, ρ˙) be a first-order deformation of (φ, ρ) among Fuchsian embeddings. Let e be an oriented
edge of φ(S˜), let θe be the corresponding dihedral angle, and let be θ˙e be the first-order variation of
this dihedral angle under the first-order variation (φ˙, ρ˙). We associate to e the number We defined as:
We = θ˙edu˙0(p
′(t)), where p(t) is a parametrization of e at speed one. As in the Euclidean case – and for
the same reasons – We is independent of t. By construction, this quantity is invariant under the action
of π1S.
Again in this setting,
∑
v
∑
e−=v
We = 0. On the other hand, let x be a vertex of φ(S˜). Let e1, · · · , en
be the oriented edges starting from x, in the cyclic order in which they appear. The link of φ(S˜) at x
is a convex space-like polygon p, with vertices v1, · · · , vn, corresponding to e1, · · · , en, which is the dual
of a hyperbolic polygon. The first-order isometric deformation (φ˙, ρ˙) induces a first-order deformation U
of p. Since (φ˙, ρ˙) is isometric, it does not change (at first order) the interior angles of the faces of φ(S˜)
adjacent to x, so that the first-order deformation U is isometric.
As in the Euclidean case, if v˙i is the first-order displacement of vi under U and if αi is the angle of p
at vi, then:
n∑
i=1
Wei =
n∑
i=1
(
〈dφ˙(vi), x〉+ 〈φ˙(x), vi〉
)
θ˙ei
=
n∑
i=1
(
〈v˙i, x〉+ 〈φ˙(x), vi〉
)
α˙i
=
〈
n∑
i=1
α˙iv˙i, x
〉
+
〈
φ˙(x),
n∑
i=1
α˙ivi
〉
.
The second terme vanishes by Theorem AdS . By convexity of φ(S˜), x is in the interior of p, while, by
Theorem BdS , ib(U) is in the interior of the dual polygon p
∗. It follows that i
∑n
i=1Wei ≥ 0, with equality
if and only if the first-order deformation U is trivial. The end of the proof is the same as in the Euclidean
case.
Note that the rigidity argument given here for equivariant polyhedral embeddings in R31 could perhaps
be used in other situations, for instance for closed, convex polyhedra in R31 which have faces which are
not necessarily space-like. However the infinitesimal rigidity of convex polyhedra in R31 – even when some
faces are not space-like – follows from the infinitesimal rigidity of convex polyhedra in the Euclidean
space (see e.g. [Sch01]) – so that having a direct Minkowski proof is not so important.
7 Natural metrics on the moduli space of polygons
The spaces of polygons in the sphere (or in other constant curvature spaces) are of interest in topological
or algebraic terms (see e.g. [KM95, KM99]) but also in metric terms. This is in particular true of
spaces of convex Euclidean polygons with fixed angles (rather than fixed edge lengths); Bavard and Ghys
[BG92] showed that those spaces can be naturally identified with hyperbolic polyhedra, which are Coxeter
polyhedra when some fairly simple conditions on the angles of the polygons are satisfied. This is related
to the construction by Thurston [Thu98] of complex hyperbolic orbifolds as moduli spaces of flat metrics
with conical singularities on the sphere (see [Fil]), and also related to [DM86].
The positivity property of b stated in Theorem BS can be used to define some natural metrics on
the spaces of convex polygons in the sphere (or in the hyperbolic plane) with given edge lengths. We
will describe those constructions here, and indicate how they appear to be related to the metric used by
Bavard and Ghys on spaces of Euclidean polygons with given angles, which is recovered as a limit case.
The finer properties of the metrics on the spaces of spherical or hyperbolic polygons are not studied here.
Definitions of some metrics. The definitions of the metrics we want to consider stem from the
following elementary remark. We call P cn,S the space of convex polygons with n vertices in S
2, and Pcn,S
the quotient of P cn,S by SO(3). Given an n-uple (l1, · · · , ln) ∈ R+, we call P cS(l) the space of convex
polygons in S2 with edge lengths equal to l, and PcS(l) := P cS(l)/SO(3).
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Remark 7.1. Let F : P cn,S → S2 be a map such that:
• For all p ∈ P cn,S, F (p) is in the interior of p.
• For all p ∈ P cn,S and γ ∈ SO(3), F (γp) = γF (p).
Let p0 ∈ P cn,S and let l be its edge lengths. Then the bilinear form 〈b2(·, ·), F (p)〉 on the tangent space
to P cS(l) at each point p defines a Riemannian metric on P
c
S(l), which is compatible with the quotient by
SO(3). Therefore it defines a Riemannian metric on PcS(l).
Proof. By Theorem BS , for each p ∈ P cS(l) and each non-trivial deformation U ∈ TpP cS(l), b(U) ∈
R∗+int(p
∗). This means precisely that the scalar product of b(U) with any point in the interior of p
is positive, and this holds in particular of the scalar product of b(U) with F (p), so that 〈b2(·, ·), F (p)〉
defines a positive semi-definite bilinear form on P cS(l), and the kernel corresponds precisely to the trivial
deformations.
We have already seen that, if U ′ is a trivial first-order deformation of p, then b(U + U ′) = b(U).
The trivial first-order deformations of p, seen as vectors in TpP
c
S(l), are the elements of the kernel of the
differential of the projection from TpP
c
S(l) to T[p]PcS(l), where [p] is the image of p under the quotient of
P cS(l) by SO(3). So the Riemannian metric defined by 〈b2(·, ·), F (p)〉 on TpP cS(l) is the pull-back by the
projection of a Riemannian metric on T[p]PcS(l).
Now let γ ∈ SO(3), and let U be a first-order deformation of p. Considering γ as a map acting on
P cS(l), we associate to U a first-order deformation (dpγ)(U) of γp. The definition of b shows that it is
“invariant” under the action of γ, i.e. that b((dpγ)(U)) = γb(U). It follows that:
〈b((dpγ)(U)), F (γp))〉 = 〈γb(U), γF (p)〉 = 〈b(U), F (p)〉 ,
so that the bilinear form 〈b2(·, ·), F (p)〉 is invariant under the action of SO(3).
There are several possible choices for the function F . It is quite natural to take some kind of barycenter
of p, for instance:
• The barycenter of the vertices of p (all with the same weight), which we will call Cv(p). This is the
most obvious solution, however we will see below that it lacks one desirable property.
• The barycenter of the area form on the interior of p, which we call Ci(p). This is another quite
obvious choice, we will see below that it has some better properties.
• The barycenter of the vertices of p, with weights equal to the exterior angles, which we call Cα(p).
• The barycenter of p itself, i.e. of the union of its edges, denoted here by C∂(P ).
Given a family of lengths l = (l1, · · · , ln), we will call gv(l) (resp. gi(l), gα(l), g∂(l)) the Riemannian
metrics on PcS(l) described by Remark 7.1 with F equal to Cv (resp. to Ci, Cα, C∂).
A geometric property of the barycenter of the area. The drawback with the choice of the
barycenter of the vertices of p is that it does not have the following property, which is satisfied by the
barycenter of the interior of p.
Proposition 7.2. Let p be a convex polygon in S2. The barycenter Ci(p) of the interior of p is contained
in the interior of the dual polygon p∗.
Proof. By definition, Ci(p) is in the interior of p
∗ if and only if, for all point x in the interior of p,
〈Ci(p), x〉 ≥ 0. This is equivalent to the fact that Ci(p) is at distance at most π/2 from any point in
p. Since the space of convex polygons with n vertices is connected, the result follows from the following
assertion: if p is contained in the hemisphere centered at Ci(p) and one point of p is in the boundary
of this hemisphere, then p is a polygon with 2 edges, which are both one half of a great circle, with one
endpoint on x.
So we suppose that p is contained in the hemisphere H centered at Ci(p), with one point x in the
boundary, and that it has more than two edges. Then the connected component of x in the intersection
of p with ∂H is either only one point x, or it an edge of p. We first consider the first case.
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Consider the projective model of the hemisphere H , obtained by projecting the points of H radially to
the plane in R3 tangent to S2 at Ci(p). The image of p in this model is a “non-compact” convex polygon
which we call pe, i.e. the boundary of a non-compact polygonal domain, with two parallel infinite edges
e and e′, which is the image of the interior of p.
The projective model has the property that the symmetry in H with respect to the geodesic line g
at distance π/2 from x (which contains Ci(p)) acts like the symmetry in R
2 with respect to the line ge
containing the origin and orthogonal to e and to e′. But a simple convexity argument shows that, if
y ∈ R2 is on the same side of ge as the infinite ends of e and e′, and if y is not in the interior of pe, then
the image y′ of y under the symmetry with respect to ge is not in the interior of pe; otherwise, some
support line of pe would go between y and y
′, and then it would have to “cut” the infinite edges e and
e′. Moreover, pe is not invariant under the symmetry with respect to ge, unless it is an infinite strip, and
then p is a polygon with two edges, each of which is half of a great circle.
It follows that the same statement is true in H : if a point z is on the same side of g as x, but is not
contained in the interior of p, then the image of z under the symmetry with respect to g is not contained
in the interior of p. Thus: ∫
int(p)
〈x, ·〉da > 0 ,
and this contradicts the fact that Ci(p), which is orthogonal to x, is the barycenter of the interior of p.
This shows the result when x is a vertex of p.
If the intersection of p with ∂H contains an edge of p, the same argument can be used, taking as
x one point of this edge. The only difference is that the two infinite edges of pe are not parallel; the
key point remains that, if H+ is the hemisphere bounded by g and containing x and H− is the other
hemisphere bounded by g, then H− ∩ int(p) is contained in the image under the symmetry with respect
to g of H+ ∩ int(p). The proof can again be obtained using the projective model of H . We leave the
details to the reader.
Note that this statement is not correct with Ci(p) replaced with Cv(p), however it might hold with
Ci(p) replaced by Cα(p) or C∂(p).
Euclidean polygons in the limit. Let α = (α1, · · · , αn) be a set of positive numbers with sum equal
to 2π. We call P∗E(α) the space of convex Euclidean polygons with exterior angles equal to α1, · · · , αn,
considered up to the Euclidean isometries. We denote by P∗,AE (α) the subspace of P∗E(α) of polygons of
area equal to A.
There is a natural metric on P∗,1E (α), defined by Bavard and Ghys [BG92], called the “area form”,
which we will denote by gA here. It can be defined by considering the convex polygons with edges parallel
to some given directions, up to translation (this is very close to considering polygons with given angles,
up to isometry), and noting that the area is a quadratic form over the space of those polygons. Bavard
and Ghys show that the signature of this form is (1, n− 3), and the moduli space of Euclidean polygons
with given angles (up to the homotheties), with the induced metric, is isometric to the interior of a
finite volume hyperbolic polyhedron. Moreover, under some explicit conditions on α, this polyhedron is
Coxeter, i.e. the group generated by the reflections in its faces is discrete. There is a relationship between
those metrics on spaces of convex Euclidean polygons with given angles and the metrics defined above
on spaces of spherical polygons with given edge lengths.
Theorem 7.3. Let (lk)k∈N = (l
k
1 , · · · , lkn)k∈N be a sequence of n-uples of positive numbers. Suppose that
limk→∞ l
k = α, with α = (α1, · · · , αn) such that
∑
i αi = 2π and that there is no p, q ∈ {1, · · · , n} such
that
∑q
i=p αi = π. Then (by [BG92]), PcE(α) is compact, and:
(PcS(lk),
1
2ak
gi(l
k))→ (P∗,1E (α), gA) ,
where ak := 2π −
∑n
i=1 l
k
i , and the convergence is Lipschitz.
The proof is given below, it uses some preliminary statements.
Remark 7.4. Let l = (l1, · · · , ln) be a family of positive numbers.
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1. Suppose that there exists a convex polygon in S2 with edge lengths given by l, then the sum of the
li is less than 2π.
2. If p is a convex spherical polygon with edge lengths given by l, then p∗ has exterior angles given by
l, and area equal to 2π −∑ li.
3. Suppose that (pk)k∈N is a sequence of convex spherical polygons, with pk of edge lengths l
k =
(lk1 , · · · , lkn) with limk→∞ lki = li and
∑n
i=1 li = 2π. Then, after taking a subsequence, (pk)k∈N,
considered as a sequence of subsets of S2, converges either to a great circle, or to a polygon with
two edges, each being one half of a great circle. This second case can happen only if there exist
p, q ∈ {1, · · · , n} such that ∑qi=p li = π.
Proof. The proof of the first two points is either elementary or well-known. The third point follows from
the second, because the sequence of dual polygons has area going to 0, so that, after taking a subsequence,
the dual polygons converge either to a point, or to a segment. In the first case, (pk) converges to a great
circle, while, in the second case, (pk) converges to a polygon with two edges, both of which is one half of
the great circle which is dual to one of the endpoints of the segment. If the convergence is to a segment,
then the limits of the exterior angles of the dual polygon at the vertices converging to each vertex of the
segment has to sum to π, and the condition on the lengths of the edges follows.
We now need an additional notation concerning spaces of polygons with fixed angles in the sphere.
Given α = (α1, · · · , αn), we call P∗S(α) the space of convex polygons in S2 with angles given by α, up
to the global isometries. There is a natural map ∆ from PcS(α) to P∗S(α) (and conversely), defined by
sending a convex polygon p to the dual polygon p∗. Therefore, we can consider on P∗S(α) the pull-back
metric ∆∗gi, which we will call g
∗
i .
It is actually helpful to consider gi and g
∗
i as symmetric bilinear forms on the space of all convex
polygons in S2 with n vertices, PcS,n. Then gi is defined, as for the more restricted space of polygons
with given edge lengths, as:
gi(U, V ) =
1
2
n∑
i=1
〈dαi(U)dvi(V ) + dαi(V )dvi(U), Ci(p)〉 ,
and g∗i := ∆
∗gi. In the same way, we define the area form, already mentioned above, as a symmetric
bilinear form over the space of convex Euclidean polygons with n vertices. For any point x0 in the interior
of p, the area form can be defined as:
gA(U, V ) =
1
4
n∑
i=1
dli(U)dhi(V ) + dli(V )dhi(U) ,
where hi is the distance from x0 to the i
th edge.
Let q = (v1, · · · , vn) be a convex polygon in S2. Let u ∈ SO(3) be an isometry sending its barycenter
Cv(q) to the “north pole” (0, 0, 1) ∈ S2, and let ρ(q) be the image of u(q) by the projective map from the
upper hemisphere to R2. If q is such that Cv(q) is in the interior of q
∗, then u(q) is contained in the upper
hemisphere, so that ρ(q) is a convex Euclidean polygon. It is easy to check that ρ(p), considered up to
the Euclidean isometries, is independent of the choice of u (which is uniquely defined up to a rotation).
We call ρ the map sending q to ρ(q). Moreover, given q′ ∈ PcE , we call (αE1 , · · · , αEn ) its angles, so that
the αEi , for 1 ≤ i ≤ n, define n functions on PcE.
Proposition 7.5. Let (α1, · · · , αn) be such that
∑
i αi = 2π, but such that there is no p, q ∈ {1, 2, · · · , n}
with
∑q
i=p αi = π. Let (α
k)k∈N be a sequence of n-uples of positive numbers such that, for all k ∈ N,∑
i α
k
i < 2π, and that limk→∞ α
k = α. Then there exists a sequence (ǫk)k∈N → 0 such that, for all k ∈ N:
1. over P∗S(αk), (1− ǫk)g∗i ≤ 2ρ∗gA ≤ (1 + ǫk)g∗i .
2. for all 1 ≤ i ≤ n, ‖d(αE
i|ρ(P∗
S
(αk)))‖gA ≤ ǫk.
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Proof. Let q ∈ PcS,n, and let e1, · · · , en be the edges of q. Let C0 := Ci(q∗), we consider here C0 as a fixed
point in S2, even when considering first-order deformations of q∗. For each i ∈ {1, 2, · · · , n}, let βi be the
spherical distance from C0 to ei. Consider a first-order deformation U of q, it determines a first-order
deformation U∗ of the dual polygon q∗. If v∗i is the vertex of q
∗ which is dual to ei, we have:
〈dv∗i (U∗), Ci(q∗)〉 = d(sin(βi))(U) = cos(βi)dβi(U) .
Since the edge lengths of q are the exterior angles of q∗, it follows that, calling li the edge lengths of q,
we have:
〈b(U∗), Ci(q∗)〉 =
n∑
i=1
cos(βi)dli(U)dβi(U) ,
so that:
g∗i (U,U) =
n∑
i=1
cos(βi)dli(U)dβi(U) .
We now add to U a trivial deformation, so as to obtain that the barycenter Cv(q) is fixed by U , and
also that one of the vertices of q, for instance v1, is not moved. There exists a constant C > 0 (depending
on n) such that, for all 1 ≤ i ≤ n:
‖dvi(U)‖ ≤ C

∑
j
|dlj(U)|+ |dαj(U)|

 .
Let qE := ρ(q), let lEi be the edge lengths of q
E , and let hi be the distances between the edges of
qE and ρ(C0). Let U
E be the first-order deformation of qE which is induced by U through ρ. We now
suppose that q ∈ P∗S(αk) (for some k ∈ N). It follows from Remark 7.4 that, if k is large enough, q is
contained in the ball centered at Ci(q
∗) of radius λk, where limk→∞ λk = 0. But the projective map ρ is
smooth, and its differential at the “north pole” is an isometry. Thus tt follows from (1) that, for k large
enough, we have, for some constant C > 0:
|dlEi (UE)− dli(U)| ≤ Cλk

∑
j
|dlj(U)|+ |dαj(U)|

 ,
|dhi(UE)− dβi(U)| ≤ Cλk

∑
j
|dlj(U)|+ |dαj(U)|

 .
Moreover, the same argument – using the fact that dρ is conformal at the “north pole” – yields that:
|dαEi (UE)− dαi(U)| ≤ Cλk

∑
j
|dlj(U)|+ |dαj(U)|

 .
Using the description of g∗i and the definition of gA given above, we obtain with (1) and (1) that, for
another constant C′ > 0:
|gA(UE , UE)− g∗i (U,U)| ≤ C′λk

∑
j
|dlj(U)|+ |dαj(U)|


2
.
On the other hand, we have seen in section 3 that 〈b, Ci(q∗)〉 is positive definite on the tangent plane
at each point of PcS(αk); it follows by compactness that there exists a constant C′′ > 0 such that, for all
k ∈ N, all q ∈ P∗S(αk) and all first-order deformation U of q leaving the angles constant at first order:
g∗i (U,U) ≥
1
C′′

∑
j
|dlj(U)|+ |dαj(U)|


2
.
The first point of the proposition follows from this equation and from (1), while the second point then
follows from (1).
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Proof of Theorem 7.3. The first point of Proposition 7.5 shows that the restriction of the ρ to P∗S(αk) is
a Lipschitz map, which multiplies the metric by 2 (up to a factor converging to 1). The polygons which
are in the image are, by Remark 7.4, close to 0 in R2. Since ρ is an isometry at the “north pole”, it
follows that their area is equivalent to ak as k →∞.
Let Hk be the homothety of ratio 1/
√
ak, acting on Euclidean polygons. It follows from the above
argument that Hk ◦ ρ(P∗S(αk)) converges to P∗,1E (α). Moreover, the second point of Proposition 7.5
shows that the norm of the differential of the functions αEi converges to 0 on the image, so that the
Hk ◦ ρ(P∗S(αk)) actually converge C1 to P∗,1E (α), and therefore the metric induced on the Hk ◦ ρ(P∗S(αk))
by gA converge to the metric on P∗,1E (α).
But the first point of Proposition 7.5 shows that the metrics induced on the Hk ◦ ρ(P∗S(αk)) are close
to (1/2ak)g
∗
i , and the proof of the theorem follows.
A statement analog to Theorem 7.3 appears to hold when there exist p, q ∈ {1, · · · , n} such that∑q
i=p αi = π. In that case, however, P∗,1E (α) has at least one ideal vertex, and the convergence should
only be from the complement of some domains of (PcH(lk), k2 gi) (corresponding to “degenerate” polygons
which are close to segments) to the complement of some neighborhoods of the ideal vertices of PcE(α).
Hyperbolic and de Sitter polygons. Similar natural metrics can be constructed on the space of
convex hyperbolic polygons of given edge lengths, using Theorem BH rather than Theorem BS . However,
the convergence to the spaces of Euclidean polygons should be considered for spaces of hyperbolic polygons
with fixed angles, rather than fixed edge lengths. Fixing the angles of convex hyperbolic polygons is
equivalent to fixing the edge lengths of the dual polygons in the de Sitter plane (see e.g. [Cox43, Cox57]).
For convex polygons in the de Sitter plane, Theorem BdS (as seen in section 6) can also be used to
define natural metrics on the space of de Sitter polygons with given edge lengths. Now, the sum of the
lengths of the edges of a convex de Sitter polygon (which is dual to a hyperbolic polygon) is more than
2π; the arguments used in the proof of Theorem 7.3 have analogs for the de Sitter plane, which seem
to indicate that, as the sum of the edge lengths converges to 2π, the spaces of de Sitter polygons, with
adequately normalized metrics, converge to a space of Euclidean polygons, with the metric defined by
[BG92].
Acknowledgements
I would like to thank Philippe Eyssidieux, Vincent Guirardel, Sergiu Moroianu and Boris Springborn for
some helpful discussions and interesting comments related to the content of this paper.
References
[Ale58] A. D. Alexandrow. Konvexe polyeder. Akademie-Verlag, Berlin, 1958.
[BG92] Christophe Bavard and E´tienne Ghys. Polygones du plan et polye`dres hyperboliques. Geom.
Dedicata, 43(2):207–224, 1992.
[Cau13] A. L. Cauchy. Sur les polygones et polye`dres, second me´moire. Journal de l’Ecole Polytechnique,
19:87–98, 1813.
[Cox43] H. S. M. Coxeter. A geometrical background for de Sitter’s world. Amer. Math. Monthly,
50:217–228, 1943.
[Cox57] H. S. M. Coxeter. Non-Euclidean geometry. Mathematical Expositions, no. 2. University of
Toronto Press, Toronto, Ont., 1957. 3rd ed.
[Cox93] H. S. M. Coxeter. The real projective plane. Springer-Verlag, New York, third edition, 1993.
With an appendix by George Beck, With 1 IBM-PC floppy disk (5.25 inch; DD).
[Deh16] M. Dehn. U¨ber den Starrheit konvexer Polyeder. Math. Ann., 77:466–473, 1916.
33
[DM86] P. Deligne and G. D. Mostow. Monodromy of hypergeometric functions and nonlattice integral
monodromy. Inst. Hautes E´tudes Sci. Publ. Math., (63):5–89, 1986.
[Euc02] Euclid. Elements. Green Lion Press, Santa Fe, NM, 2002. All thirteen books complete in one
volume, The Thomas L. Heath translation, Edited by Dana Densmore.
[Fil] F. Fillastre. Spaces of polygons to spaces of polyhedra following Bavard, Ghys and Thurston.
math.MG/0308187.
[Fil92] P. Filliman. Rigidity and the Alexandrov-Fenchel inequality. Monatsh. Math., 113(1):1–22, 1992.
[Isk00] I. Iskhakov. On hyperbolic surface tessellations and equivariant spacelike convex polyhedral sur-
faces in Minkowski space. PhD thesis, Ohio State University, 2000.
[Kan90] Edgar Kann. Infinitesimal rigidity of almost-convex oriented polyhedra of arbitrary Euler char-
acteristic. Pacific J. Math., 144(1):71–103, 1990.
[KM95] Michael Kapovich and John Millson. On the moduli space of polygons in the Euclidean plane.
J. Differential Geom., 42(2):430–464, 1995.
[KM99] Michael Kapovich and John J. Millson. On the moduli space of a spherical polygonal linkage.
Canad. Math. Bull., 42(3):307–320, 1999.
[LegII] A.-M. Legendre. Ele´ments de ge´ome´trie. Paris, 1793 (an II). Premie`re e´dition, note XII, pp.321-
334.
[LS00] Franc¸ois Labourie and Jean-Marc Schlenker. Surfaces convexes fuchsiennes dans les espaces
lorentziens a` courbure constante. Math. Annalen, 316:465–483, 2000.
[Mil71] A. D. Milka. The isoperimetry of polygons on the sphere. Ukrain. Geometr. Sb., (10):49–50,
1971.
[O’N83] B. O’Neill. Semi-Riemannian Geometry. Academic Press, 1983.
[Pog56] A. V. Pogorelov. A new proof of rigidity of convex polyhedra. Uspehi Mat. Nauk (N.S.),
11(5(71)):207–208, 1956.
[RR00] Lucio Rodr´ıguez and Harold Rosenberg. Rigidity of certain polyhedra in R3. Comment. Math.
Helv., 75(3):478–503, 2000.
[Sch98] Jean-Marc Schlenker. Me´triques sur les polye`dres hyperboliques convexes. J. Differential Geom.,
48(2):323–405, 1998.
[Sch01] Jean-Marc Schlenker. Convex polyhedra in Lorentzian space-forms. Asian J. of Math., 5:327–
364, 2001.
[Sie02] A. Siegel. A Dido problem as modernized by Fejes To´th. Discrete Comput. Geom., 27(2):227–
238, 2002.
[Ste42] J. Steiner. Sur le maximum et le minimum des figures dans le plan, sur la sphe`re, et dans l’espace
en ge´ne´ral. J. Reine Angew. Math., 24:93–152, 190–250, 1842.
[Sto68] J. J. Stoker. Geometrical problems concerning polyhedra in the large. Comm. Pure Appl. Math.,
21:119–168, 1968.
[Thu98] William P. Thurston. Shapes of polyhedra and triangulations of the sphere. In The Epstein
birthday schrift, volume 1 of Geom. Topol. Monogr., pages 511–549 (electronic). Geom. Topol.
Publ., Coventry, 1998.
[Vol56] Yu. A. Volkov. On deformations of a convex polyhedral angle. Uspehi Mat. Nauk (N.S.),
11(5(71)):209–210, 1956.
34
