We derive new upper bounds on the error exponents for the maximum likelihood decoding and error detecting in the binary symmetric channels. This is an improvement on the straight-line bound by Shannon-Gallager-Berlekamp (1967) and the McEliece-Omura (1977) minimum distance bound. For the probability of undetected error the new bounds are better than the recent bound by Abdel-Gha ar (1997) and the minimum distance and straight-line bounds by Levenshtein (1978 Levenshtein ( , 1989 . We further extend the range of rates where the undetected error exponent is known to be exact.
Introduction
A classical problem of the information theory is to estimate probabilities of undetected and decoding errors when a block code is used for information transmission over a binary symmetric channel (BSC). We will study here exponential bounds on the performance of the best codes. These bounds are of the form e ?nE(R;p)+o(n) , where n is the length of a code, o(n)=n tends to zero when n grows, and E(R; p) is the error exponent depending only on the code rate R and the transition probability p. The function E(R; p) was thoroughly studied since 1948, when Shannon proved in his seminal paper 49] that the error exponent for the maximum likelihood decoding is positive in the interval 0 R < C p , where C p is the capacity of the channel. Thus for all rates less than C p , the error probability can be made as small as one wishes by choosing an appropriate n. The problem of deriving lower and upper bounds on the error exponents attracted a great deal of attention since then. The best currently known results for the probability of decoding error were derived in the middle sixties by Gallager (lower bounds), and Shannon, Gallager and Berlekamp (upper bounds). In 1977 McEliece and Omura presented an improvement of the upper bounds in the range of small rates based on the upper bound on the minimum distance of codes due to McEliece, Rodemich, Rumsey and Welch. A description of these bounds appear in every textbook on information theory, e.g. Blahut 4,  ch.10], Csis ar and K orner 8, ch.2, x5], Gallager 14 , ch.5], Viterbi and Omura 53, ch.3] . The best known estimates for the exponents of the probability of undetected error are due to Korzhik and Levenshtein (lower bounds), and Leont'ev, Levenshtein and Abdel-Gha ar (upper bounds). A discussion of these bounds can be found in Kl ve and Korzhik 26, ch.3] .
In this paper, using an analysis of possible distance distributions of codes, we improve the upper bounds on the error exponents. Moreover, we further extend the range where upper and lower bounds on the undetected error exponent coincide. The main results are presented in Theorems 1 and 2.
To state the problem rigorously we need some notations. Let F n = f0; 1g n , be the space of binary n-tuples endowed with the Hamming metric, d(x; y) = i : x i 6 = y i ; (1) where x = (x 1 ; : : : ; x n ); y = (y 1 ; : : : ; y n ); x 2 F n ; y 2 F n . The Hamming weight of an x 2 F n is wt(x) = ji : x i 6 = 0j: Let C = C(n; jCj; d) F n be a code of size jCj and minimum distance 
In the axis of relative distance, the two bounds coincide for LP (R 0 ) 0:272:::
otherwise, the bound (3) is tighter.
The bound (4) is also valid for all R 2 0; 1]. A long-standing conjecture is that the Gilbert-Varshamov bound (2) is actually tight.
A BSC is described by the probability p that the input symbol (0 or 1) and the corresponding output symbol (0 or 1) di er. We assume that 0 p 1=2. Given a code C F n we can partition F n to decode regions U(c), c 2 C. 
If, as the result of transmission of a code word c, some other code word c 6 = c was received, we say that an undetected error has occured. The average probability of undetected error is P ue (C; p) = n log min C F n ;jCj=K P de (C; p); (8) E ue (R; p) = lim sup n!1 ? 1 n log min C F n ;jCj=K P ue (C; p): (9) Let C p stand for the capacity of the channel,
We use notation f g if f g(1+o(1)) and o(1) tends to 0 when n grows.
Analogously, we write and ' for f g(1 + o(1)) and f = g(1 + o(1)).
De ne
T(x; y) = ?x log y ? (1 ? x) log(1 ? y):
Notice, that H(x) = T(x; x).
We start with a simpler case of the exponent for the probability of undetected error. The known lower bounds can be obtained using random coding arguments (see Korzhik, 1965, and Levenshtein, 1977 
T( GV (R); p) if 0 R C p 36]
The best known upper bounds on E ue (R; p) are due to Leont'ev, 1972 , Levenshtein, 1977 , 1989 , and Abdel-Gha ar, 1997 (the fact that the last bound is improving the exponent was mentioned by Barg 2] (10) and (11) . For other results on the probability of undetected error see e.g. 5, 19, 20, 21, 22, 23, 24, 25, 34, 35, 54] .
About the probability of decoding errors the following is known. The lower bounds are due to Elias, 1956 , and Gallager, 1963 , 1968 Here it is applied to (20) . This argument yields tightness of (16), (17) and (18), modulo the conjecture about the tightness of the Gilbert-Varshamov bound. We address the bounds (19) , (20) and (21) as the upper spherepacking, upper minimum distance and upper straight-line bounds, correspondingly.
There is still a gap between the lower and upper bounds, and it is a long-standing open problem how to close or, at least, decrease it. Since any improvement in the upper bounds on (R) leads to an improvement on the upper bounds for the exponents, the main e orts were applied in attempts to improve on (3). We quote Viterbi and Omura 53, p.184]:
"The most likely improvement ... will come about as a result of an improvement in the upper bound on minimum distance." However, we present here an alternative approach, which does not require improving upper bounds on the minimum distance, nevertheless leading to better upper bounds on the error exponents. The main idea is as follows. We prove in Section 2 that there necessarily should be a large enough component in the distance distribution. In Sections 3 and 4 we demonstrate that the impact of this component results in an exponential factor, thus improving on the earlier known bounds. The new bounds on the exponents are summarized in the following theorems. 
Bounds on the distance distribution
In this section we prove that in every code of given rate there exists a big enough component of the distance distribution.
The notion of binomiality of the distance distribution proves to be useful. It is known, that the distance distribution of random codes is normalized bi- Eue(R,p)
(10)
(15)
New bounds (22), (23 
which proves the claim.
2
As a corollary of (26) ) rf(i) (29) Proof We use (79) and (29) to obtain the following chain:
that proves the lemma. f(x) = 1 a ? x Q 2 t (a) (Q t (x) + Q t+1 (x)) 2 ; (31) where the parameter a is such that Q t (a) = ?Q t+1 (a) (so, if x w t stands for the rst zero of Q t (x), then a is between x w t+1 and x w t ), and t, t w, will be chosen later.
The polynomial (31) 
From (77) 
So, 2 n : 2 Notice, that in the statement of the theorem we may assume C 1 (n; t; w) < n 6 and C 2 (n; t; w) < n 4 (of course, these are not the best possible estimates).
When n grows, the theorem gives the following. 
Let A = fcjc 2 C and j (c)j < 2 GV (R(C))ng:
From (37) we have jAj jCj=2:
Now we construct a codeC as follows:
1. SetC = ;; 2. Pick a word a 2 A. Append a toC. 3. Discard a and (a) \ A from A. 4 . If A is nonvoid, go to 2, otherwise stop.
By the construction, the obtained code has minimum distance at least GV (R(C))n + 1. At every step we are decreasing the size of A by at most 2 GV (R(C))n, so, taking into account (38), we get jCj jAj
Notice thatC C. Therefore,
Applying Theorem 3 toC we check that the distance distribution ofC, and thus of C, satis es claim (ii). Hence, we have proved that if (i) is not true then (ii) is valid.
The theorem can be rephrased in the following way: every code either has the relative distance equal at most to the one from the Gilbert-Varshamov bound, or there necessarily exists an at least binomial distance distribution component.
Actually, a better (than the binomial) bound can be obtained. We elaborate on (34) . To do this, we proceed to estimating the asymptotic behaviour of f(i). Let log ( n(n ? n) ? i(n ? 2i) ? n(n + 1 ? n)) 2 n(n ? n) + q ( n(n ? n) ?i(n ? 2i) ? n(n + 1 ? n)) 2 ?4( n ? i)(n ? n ? i)i 2 2 n(n ? n) 
where q( ; ; ) is de ned by (41) , and are such that 0
1=2, H( ) ? H( ) 1 ? R(C). 2
Notice that the upper limit of the interval in (43) is at least LP (R(C)) (compare the expresssion to (3)).
Simple lower bounds
Here we develop another simple approach to derivation of lower bounds on the distance distribution components. It gives weaker bounds, but the expressions we obtain are sometimes easier to deal with. The necessary properties of the Krawtchouk polynomials are summarized in Subsection 6.1.
Let C be a code with a distance distribution B = (B 0 ; B 1 ; : : : ; B n ). The distribution satis es the condition on non-negativity of the MacWilliams transform 9]: n X i=0 B i P j (i) 0 for 0 j n: (44) Lemma 5 Let f(x) be a polynomial of degree at most n,
such that f j 0 for j = 0; 1; : : : ; n; f(x) > 0 for x = 0; 1; : : : ; r ? 1; f(x) 0 for x = r; r + 1; : : : ; w:
Then there exists i 2 1; r ? 1] such that B i f 0 jCj ? f (0) rf(i) : (45) Proof Identical to the proof of Lemma 3. f(x) = 1 a ? x P 2 t (a)(P t (x) + P t+1 (x)) 2 ;
where a is such that P t (a) = ?P t+1 (a) (so, if x t denotes the rst zero of P t (x), then a is between x t+1 and x t ), and t to be chosen later, we obtain 44] f(0) = 1 a n t 1 A dy (47) Notice, that the bounds (46) and (47) Thus, p( ; ), as well as the estimate (47), are \-convex. On the other hand, the estimate (46) (52) Following the lines of Lemma 6, di erentiating (52) in , and computing the value of the derivative at = 2x n n , we obtain the claimed.
2 Now we may plug the bound on 2q( ; ; =2) into (42 Results obtained in the previous sections yield new bounds on the probability of undetected error in BSC. Let the transition probability in BSC be p. For a code C of rate R(C) = R with the distance ditribution B(C) the average probability of undetected error is
We rst use Theorem 7 to obtain a simple bound on the exponent. If p < LP (R) we choose and in such a way that 2x n n = LP (R).
Checking the non-negativity of the derivative in accomplishes the proof. 2 Notice that the bounds of Theorems 9 and 1 coincide for p 0:272::: (see (5)), otherwise Theorem 1 provides a tighter bound.
Decoding error exponents
Relations between the distance distribution and the error probability were studied earlier. In 1963 Gallager 12] proved that the codes with the distance distribution upperbounded by the normalized binomial one (such distance distribution occurs in virtually all codes) provide the exponent of the probability of decoding error greater or equal to (16) , (17), or (18) . Other proofs of this result can be found in 6, 14, 32]. Poltyrev 48] developed a di erent approach to estimating the decoding error probabilities for the codes with known distance distribution. Asymptotically, for the codes with the binomial distance distribution, it gives the same lower bound on the exponent. In this section we deal with upper bounds on the exponents for the probability of decoding error when a lower bound on the distance distribution of a code is known.
Let C be a code of length n with a distance distribution B = (B 0 = 1; B 1 ; : : : ; B n ). For a coset C + x, x 2 F n , we de ne its weight distribution B(x) = (B 0 (x); B 1 (x); : : : ; B n (x)):
Here B i (x) equals to the number of codewords being at distance i from x. To analyze M 2 we check that the summand in the second sum achieves maximum at j = dp=2, and the summand in the rst sum attains maximum at i = d=4. Notice, that p 0:5, so d=4 dp=2. Standard Plugging the estimates into (64) we obtain the claim.
2
Lemma 9 Let C be a code of big enough length n and non-zero rate R(C) > 0, and let M be the number of code words c such that there exists for which 1 n log B 2 n R 2 (C);
whereR is de ned by (42) and is in the interval de ned by (43) . Then 1 n log M ' R(C): Proof Indeed, construct the code from the code words which do not satisfy (65). Assuming indirectly that this code has rate ' R(C) we get a contradiction, since its distance distribution does not satisfy Theorem 5.
Proof of Theorem 2 Let C be a long enough code of positive rate. Let n > 0 be the rst distance component satisfying B n (C) 1. Discard all code words c from C which have B n > 0 for some n > 0 and 2 0; n).
This operation can decrease the size of the code by a factor of 1=( n + 1).
Furthermore, discard from the obtained code all the words that do not satisfy the conditions of Lemma 9. The new codeC has asymptotically the same rate as C, the minimum distance n, all the code words satisfy (65), and for every code wordc ofC (also belonging to C) we have P de (c; p) in the codeC is less or equal to P de (c; p) in the initial code C. Assuming the probability of decoding error equal 0 for the code words belonging to C and not toC, we conclude P de (C; p) jCj jCj P de (C):
Therefore, by Lemma On the other hand, optimizing in and , from Theorem 5 and Lemma 8 we obtain the second half of the statement.
Note that the bound of Theorem 2 is tighter for all rates than (20) . Indeed, this bound is the exponent of the probability to confuse between two code words being at distance LP (R)n. It is easy to check that for = LP (R) and = LP (R), we have 1 n log B n R ? 1 + H( ) > 0:
Since, by the proof of Lemma 8, M 1 is always exponentially greater than M 2 ,
we get an extra negative summand of ?~ in (61).
Conclusion
In the paper, using an analysis of possible distance distributions of codes, we propose a method for upperbounding the exponents for the probabilities of undetected and decoding errors in the binary symmetric channels. The new bounds improve on the corresponding results of Shannon, Gallager and Berlekamp, and McEliece and Omura for the probability of decoding errors, as well as on the bounds by Levenshtein and Abdel-Gha ar for the probability of undetected errors. Apparently, a more thorough analysis allows further elaborating on the exponents for the probability of decoding error. This is the topic of 41].
The results are easily generalized to arbitrary binary-input discrete memoryless channels using the Bhattacharya distance, which, in this case, is proportional to the Hamming distance (see, e.g. 43, 45, 46, 53] ). The bounds can also be generalized to other models, e.g. non-binary-input memoryless discrete channels, spherical codes used on the additive white Gaussian noise channels, etc. This will be published elsewhere.
Appendix
In the appendix we summarize the properties of Krawtchouk and dual Hahn polynomials we need. The main sources are 7, 9, 29, 40, 37, 42, 44] and references therein. 
Denote by x w j the smallest zero of Q j (x). It is known, that for j w n=2, 
