D\'etermination finie sur un espace de Stein by Garay, Mauricio
ar
X
iv
:1
30
1.
24
39
v1
  [
ma
th.
AG
]  
11
 Ja
n 2
01
3
DE´TERMINATION FINIE SUR UN ESPACE DE STEIN
MAURICIO GARAY
Re´sume´. On ge´ne´ralise le the´ore`me de de´termination finie sur les
singularite´s isole´s au cas des espaces analytiques de Stein.
Introduction
La de´monstration classique du the´ore`me de de´termination finie, pour
les singularite´s isole´es, utilise fortement les proprie´te´s de l’alge`bre lo-
cale. Elle ne s’adapte donc pas de manie`re directe au cas des varie´te´s
de Stein, a` moins d’hypothe`ses drastiques. Le but de cet article est
d’e´tendre et de ge´ne´raliser ce the´ore`me au cas d’une fonction sur une
varie´te´ de Stein pour un ide´al quelconque.
Avant de´noncer ce the´ore`me, commenc¸ons par rappeler l’e´nonce´ du
the´ore`me classique dans un cadre holomorphe. Notons On l’alge`bre des
germes de fonctions analytiques a` l’origine dans Cn. L’ide´al jacobien du
germe f , note´ Jf , est l’ide´al de On engendre´ par les de´rive´es partielles
de f . Il revient au meˆme de dire que l’origine est un point critique isole´
de f ou bien que l’espace vectoriel On/Jf est de dimension finie. Le
nombre
µ(f) := dimCOn/Jf
est alors appele´ le nombre de Milnor de f .
L’anneau On est local et on note Mn l’ide´al maximal des germes qui
s’annulent en l’origine. La puissance k-ie`me de cet ide´al maximal est
e´gale aux germes dont le de´veloppement en se´rie de Taylor a` l’origine
s’annule a` l’ordre k.
The´ore`me ([11, 17, 18]). Pour tout germe de fonction holomorphe
f ∈ On et tout germe g ∈ M
µ(f)+2
n , il existe un germe d’application
biholomorphe
ϕ : (Cn, 0) −→ (Cn, 0)
tel que f ◦ ϕ = f + g.
Par exemple, pour une fonction f avec un point critique non-de´ge´ne´re´
a` l’origine, on a µ(f) = 1. Le germe f se rame`ne alors a` un polynoˆme
de degre´ 2, par un changement de variables holomorphe. C’est le lemme
de Morse complexe.
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Conside´rons a` pre´sent le cas plus ge´ne´ral qui fait l’objet de cet article.
Soit K ⊂ X un compact d’un espace analytique complexe X. Pour tout
voisinage U,U′ de K avec U ⊂ U′, la restriction induit un morphisme
d’alge`bres
Γ(U′,OX) −→ Γ(U,OX)
ou` Γ(−,−) de´signe le foncteur des sections globales. On a ainsi un
syste`me direct dont on note OX,K la limite. Un e´le´ment de OX,K est
une fonction holomorphe de´finie sur un voisinage de K dans X, mais
on ne pre´cise pas quel est ce voisinage. On note MK ⊂ OX,K l’ide´al des
fonctions identiquement nulles sur K.
On dit que K est un compact de Stein s’il admet un syste`me fon-
damental de voisinages de Stein. Pour tout ide´al I ⊂ OX,K, on a une
filtration
OX,K ⊃ I ⊃ I
2 ⊃ . . . .
Pour tout e´le´ment f de OX,K, on note I(f) l’image de l’application
M2K ⊗OX,K Der OX,K(I) −→ OX,K, a⊗ v 7→ av(f).
The´ore`me 1. Soit K un compact de Stein d’un espace analytique com-
plexe X et f ∈ OX,K un germe de fonction holomorphe. Supposons qu’il
existe ν ∈ N tel que Iν soit contenu dans l’ide´al I(f). Pour tout germe
g ∈ Iν, il existe un germe d’application biholomorphe
ϕ : (X,K) −→ (X,K)
tel que f ◦ ϕ = f + g.
La de´monstration que je donnerai repose fortement sur les proprie´te´s
des varie´te´s de Stein. Par conse´quent, je ne sais pas si, a` l’instar du
re´sultat classique, ce the´ore`me reste vrai dans un cadre C∞. En re-
vanche, on a une variante analytique re´elle imme´diate de ce re´sultat.
On de´finit l’ide´al jacobien de f comme l’image de l’application
Der OX,K(OX,K) −→ OX,K, v 7→ v(f).
Pour l’ide´al Mk, on peut ame´liorer la borne ν donne´e par le the´ore`me
pre´ce´dent :
The´ore`me 2. Soit K un compact de Stein d’un espace analytique com-
plexe X et f ∈ OX,K un germe de fonction holomorphe. Supposons qu’il
existe µ ∈ N tel que MµK soit contenu dans l’ide´al jacobien de f . Pour
tout germe g ∈Mµ+2K , il existe un germe d’application biholomorphe
ϕ : (X,K) −→ (X,K)
tel que f ◦ ϕ = f + g.
Pour tout ideal I de codimension k dans un anneau local A, la puis-
sance k-ie`me de l’ide´al maximal est contenue dans I. Ainsi, dans le cas
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ou` X = Cn et K est un point, on retrouve le the´ore`me de de´termination
finie classique.
A` titre d’exemple, prenons X = (C/2piZ)× C = {(θ, r)} et soit K le
cercle re´el :
K = {(θ, r) ∈ (C/2piZ)× C : θ ∈ R/2piZ, r = 0}.
Les e´le´ments de OX,K sont des se´ries de la forme
∑
m,n am,nr
mei nθ. Pre-
nons
f : (r, θ) 7→ rk.
Le the´ore`me affirme alors que toute se´rie de la forme rk + rk+1g(r, θ)
se rame`ne a` rk par un changement de variables biholomorphe. Ce qui
se ve´rifie directement en utilisant le changement de variables
ϕ : (θ, r) 7→ (θ, r k
√
1 + rg(r, θ)).
Chacun des the´ore`mes pre´ce´dents peut-eˆtre reformule´ en termes d’ac-
tions de groupes, par exemple :
The´ore`me 3. Soit I un ide´al de OX,K, f ∈ OX,K et ν tel que I
ν ⊂ I(f).
L’espace affine f + Iν est contenu dans l’orbite de f sous l’action du
groupe des automorphismes de l’alge`bre OX,K.
Le module des de´rivations de l’alge`bre OX,K constitue l’analogue, en
dimension infinie, de l’alge`bre de Lie de son groupe d’automorphismes.
On semble donc reconnaˆıtre un the´ore`me qui relie l’action d’un groupe
avec celle de sa line´arisation. Ce point de vue heuristique est de´veloppe´
rigoureusement dans cet article, prolongeant ainsi le re´sultat de [5].
§1 La cate´gorie des espaces vectoriels e´chelonne´s
1.1. Echelonnement d’un espace vectoriel topologique. Une S-
e´chelle de Banach est une famille de´croissante d’espaces de Banach
(Es), s ∈]0, S[, telle que les inclusions
Es+σ ⊂ Es, s ∈]0, S[, σ ∈]0, S− s[
soient de norme au plus 1.
Soit E un espace vectoriel topologique. Un S-e´chelonnement de E est
une e´chelle (Es) de sous-espaces de Banach de E telle que
i) E = lim
−→
Es =
⋃
s∈]0,S[
Es ;
ii) la topologie limite directe de la topologie des espaces de Banach
Es co¨ıncide avec celle de E.
L’intervalle ]0, S[ s’appelle l’intervalle d’e´chelonnement. Si F est un
sous-espace vectoriel ferme´ d’un espace vectoriel e´chelonne´ E alors E/F
est e´chelonne´ par les espaces de Banach Es/(E ∩ F)s.
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La notion d’e´chelonnement vise a` transfe´rer les proprie´te´s de E aux
espaces de Banach Es, mais l’objet que l’on e´tudie reste E et non pas
l’e´chelle de Banach. Lorsque le parame`tre S ne joue pas de roˆle par-
ticulier, nous parlerons simplement d’e´chelle de Banach ou d’espace
vectoriel e´chelonne´.
Pour un ensemble A ⊂ Cn, nous noterons A˚ son inte´rieur. Une suite
croissante de compacts K = (Ks), s ∈ [0, S] est appele´ une famille
exhaustive de compacts si Ks est contenu l’inte´rieur de Ks′ pour tout
s′, s avec s′ > s.
Exemple 1. Soit (Ks), s ∈ [0, S] une famille exhaustive de compacts de
Cn. Les espaces vectoriels
Es := C
0(Ks,C) ∩ Γ(K˚s,OCn,0)
sont des espaces de Banach pour la norme
|f |s := sup
z∈Ks
|f(z)|.
Ils de´finissent un e´chelonnement de l’espace vectoriel topologique OCn,K.
Les suites (Es2), (E3s) donnent d’autres exemples d’e´chelonnement de
OCn,K, avec les meˆmes espaces de Banach (voir section 4 pour plus de
de´tails).
L’utilisation d’e´chelles de Banach en analyse remonte aux fonde-
ments de l’analyse fonctionnelle. On la trouve par exemple dans la
de´monstration du the´ore`me de Cauchy-Kovalevska¨ıa donne´e en 1942
par Nagumo [12] (voir e´galement [14]). Elle est e´galement a` la base
de la de´monstration propose´e par Kolmogorov du the´ore`me des tores
invariants [8].
Cependant ces auteurs ne conside`rent qu’une e´chelle fixe, l’ide´e de
conside´rer toutes les e´chelles possibles d’un sous-espace vectoriel topo-
logique est de´ja` pre´sente dans la the`se de Grothendieck [7]. En revanche,
Grothendieck n’utilise pas le choix d’un parame´trage de l’e´chelle comme
une donne´e supple´mentaire.
1.2. Filtration d’un espace vectoriel e´chelonne´. Soit E un espace
vectoriel e´chelonne´. Les sous-espaces vectoriels
E(k) = {x ∈ E : ∃C, τ, |x|s ≤ Cs
k, ∀s ≤ τ}
filtrent l’espace E :
E := E(0) ⊃ E(1) ⊃ E(2) ⊃ · · · .
Exemple 2. Conside´rons les polycylindres
Ks = {(z1, z2, . . . , zn) ∈ C
n : |z1| ≤ s , . . . , |zn| ≤ s}.
Comme pre´ce´demment, e´chelonnons l’espace vectoriel
On := OCn,K,K = {0} ⊂ C
n
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par les espaces de Banach
Es := C
0(Ks,C) ∩ Γ(K˚s,OCn,0).
L’anneau OCn,K est local d’ide´al maximal
Mn := {f ∈ OCn,K : f(0) = 0}.
La filtration d’espace vectoriel e´chelonne´ co¨ıncide avec celle donne´e par
les puissances de l’ide´al maximal :
(On)
(k) = Mkn.
De´finition 1.1. Soit E un espace vectoriel e´chelonne´. L’ordre d’un
vecteur x ∈ E est le plus grand k ≥ 0 tel que x ∈ E(k).
1.3. Morphismes d’un espace vectoriel e´chelonne´. Soit E,F deux
espaces vectoriels S-e´chelonne´s.
Nous dirons d’une application line´aire que c’est un morphisme entre
des espaces vectoriels e´chelonne´s E,F, si pour tout s′ ∈]0, S[, il existe
s ∈]0, S[ tel que l’espace de Banach Es′ est envoye´ continuˆment dans Fs.
Nous avons ainsi de´finit la cate´gorie des espaces vectoriels e´chelonne´s.
Nous de´signerons par L(E,F) l’espace vectoriel des morphismes de
E dans F et lorsque E = F, nous utiliserons la notation L(E) au lieu de
L(E,E). Il n’y pas de raison, a priori, pour que L(E,F) co¨ıncide avec
l’espace des applications line´aires continues de E dans F, mais dans les
exemples concrets que nous allons traiter ce sera toujours le cas.
Si ‖·‖ de´signe la norme d’ope´rateur sur l’espace de Banach L(Es′ ,Fs),
nous noterons ‖u‖ la norme de l’ope´rateur de´fini par restriction de u a`
Es′.
Le noyau d’un morphisme u : E −→ F entre espaces vectoriels S-
e´chelonne´s est un espace vectoriel S-e´chelonne´ par :
(Ker u)s = Es ∩Ker u, s ≤ S.
Venons-en a` la notion de convergence d’une suite de morphismes.
La norme d’ope´rateur induit sur les espaces vectoriels L(Es′ ,Fs), une
structure d’espace de Banach.
De´finition 1.2. Une suite de morphismes (un) de L(E,F) converge
vers un morphisme u ∈ L(E,F) si pour tout s′ ∈]0, S[, il existe s ∈
]0, S[ tel que la restriction de (un) de´finisse une suite de L(Es′,Fs) qui
converge vers la restriction de u.
Un sous-ensemble X de L(E,F) sera dit ferme´ si toute suite conver-
gente de points de X a` sa limite dans X. (L’utilisation du mot ≪ferme´≫ est
le´ge`rement abusive, car il ne s’agit pas a priori du comple´mentaire d’un
ouvert.)
6 MAURICIO GARAY
Exemple 3. Comme pre´ce´demment, e´chelonnons l’espace vectoriel
On := OCn,K,K = {0} ⊂ C
n
par les espaces de Banach
Es := C
0(Ks,C) ∩ Γ(K˚s,OCn,0).
Fixons λ > 0, l’application
u : On −→ On, f 7→ [z 7→ f(
z
λ
)]
est un morphisme de L(On) car
f ∈ C0(Ks,C) ∩ Γ(K˚s,C) =⇒ u(f) ∈ C
0(Kλs,C) ∩ Γ(K˚λs,C).
Plus ge´ne´ralement, on ve´rifie, sans difficulte´s, que l’espace vectoriel
L(On) co¨ıncide avec celui des applications line´aires continues pour la
topologie forte.
1.4. Morphismes borne´s.
De´finition 1.3. Un morphisme u ∈ L(E,F) entre deux espace vectoriel
e´chelonne´s est appele´ un τ -morphisme si pour tout s′ ∈]0, τ ] et pour tout
s ∈]0, s′[, on a l’inclusion u(Es′) ⊂ Fs et u induit par restriction une
application line´aire continue
us′,s : Es′ −→ Fs.
On a alors des diagrammes commutatifs
Fs _

Es′
u|E
s′ //
us′,s
==
④
④
④
④
④
④
④
④
F
pour tout s′ ∈]0, τ ] et pour tout s ∈]0, s′[, la fle`che verticale e´tant
donne´e par l’inclusion Fs ⊂ F.
Exemple 4. L’application u construite dans l’exemple du n˚ pre´ce´dent
n’est pas un τ -morphisme alors que tout ope´rateur diffe´rentiel de´finit
un τ -morphisme.
De´finition 1.4. Un τ -morphisme u : E −→ F d’espaces vectoriels
S-e´chelonne´s est dit k-borne´, k ≥ 0 s’il existe un re´el C > 0 tel que :
|u(x)|s ≤ Cσ
−k|x|s+σ, pour tous s ∈]0, τ [, σ ∈]0, τ − s], x ∈ Es+σ.
Un morphisme est dit k-borne´ (resp. borne´) s’il existe τ (resp. τ et
k) pour lequel (resp. lesquels) c’est un τ -morphisme k-borne´. Lorsque
E = Es et F = Fs sont des espaces de Banach, on retrouve la de´finition
habituelle de morphismes borne´s. (Nous n’utiliserons pas la notion plus
ge´ne´rale d’application line´aire borne´e d’un espace localement convexe,
notre terminologie ne devrait donc pas porter a` confusion.) L’espace
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vectoriel des τ -morphismes (resp. des morphismes) k-borne´s entre E
et F sera note´ Bkτ (E,F) (resp. B
k(E,F)). On note Nkτ (u) la plus petite
constante C ve´rifiant l’ine´galite´ de la de´finition 1.4.
Exemple 5. Conside´rons, l’e´chelonnement de On de´finit a` l’aide des
polycylindres Ks. D’apre`s les ine´galite´s de Cauchy, tout ope´rateur diffe´-
rentiel d’ordre k est k-borne´.
Proposition 1.1. Conside´rons un diagramme exact d’espaces vecto-
riels e´chelonne´s
F1 //

E1 //
u

E1/F1 //
v

0
F2 // E2 // E2/F2 // 0
Si u est un τ -morphisme k-borne´ alors v est e´galement un τ -morphisme
k-borne´ et de plus
Nkτ (v) ≤ N
k
τ (u).
La de´monstration est imme´diate.
1.5. L’e´chelle de Banach (Bkτ (E,F)).
Proposition 1.2. Si E,F sont des espaces vectoriels S-e´chelonne´s
alors les espaces vectoriels norme´s (Bkτ (E,F),N
k
τ), τ ∈]0, S[, forment
une S-e´chelle de Banach.
De´monstration. La seule difficulte´ consiste a` montrer que l’espace vec-
toriel Bkτ (E,F) est complet pour la norme N
k
τ , pour tout τ ∈]0, S[.
Je dis que toute suite de Cauchy (un) ⊂ B
k
τ (E,F) converge vers un
morphisme u ∈ L(E,F) au sens de 1.3. Soit donc s′ ∈]0, τ [ et s ∈]0, s′[.
Comme les (un) sont des τ -morphismes, ils induisent, par restriction,
des applications line´aires continues
vn : Es′ −→ Fs.
Par de´finition de la norme Nkτ , la suite (vn) est de Cauchy dans l’espace
de Banach L(Es′ ,Fs) donc convergente. Ceci de´montre l’affirmation.
Montrons a` pre´sent que si une suite de Cauchy (un) ⊂ B
k
τ (E,F)
converge vers un morphisme u ∈ L(E,F) alors u est dans Bkτ (E,F).
L’ine´galite´
|Nkτ (un)− N
k
τ (um)| ≤ N
k
τ (un − um)
montre que la suite (Nkτ (un)) est de Cauchy dans R donc majore´e par
un constante C > 0. On a alors les ine´galite´s :
|u(x)|s ≤ |u(x)− un(x)|s + Cσ
−k|x|s+σ, pour tout n,
pour tout x ∈ Es, pour tout s ∈]0, τ ] et pour tout σ ∈]0, τ − s]. Par
conse´quent, le τ -morphisme limite u est k-borne´ de norme au plus e´gale
a` C. La proposition est de´montre´e. 
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La suite (Bkτ (E,F),N
k
τ), τ ∈]0, S[ munit l’espace vectoriel B
k(E,F)
d’une structure d’espace vectoriel e´chelonne´. Ainsi, l’e´chelonnement des
espaces vectoriels E,F se propage a` celui des espaces de morphismes
borne´s.
§2 L’application exponentielle
2.1. Convergence de la se´rie exponentielle.
Proposition 2.1. Soit u un τ -morphisme 1-borne´ d’un espace vec-
toriel e´chelonne´ E. Si l’ine´galite´ 3N1s(u) < s est satisfaite pour tout
s ≤ τ alors la se´rie
eu :=
∑
j≥0
uj
j!
converge vers un morphisme de E, et plus pre´cise´ment
|eux|λs ≤
∑
j≥0
(3N1s(u))
j
(1− λ)jsj
|x|s =
1
1− 3N
1
s(u)
(1−λ)s
|x|s
pour tous λ ∈]0, 1− 3N
1
s(u)
s
[, s ∈]0, τ ] et x ∈ Es.
De´monstration. Si u, v sont des morphismes, respectivement k et k′
borne´, alors leur composition uv est (k + k′)-borne´ et on a l’ine´galite´
Nk+k
′
τ (uv) ≤ 2
k+k′Nkτ (u)N
k′
τ (v).
En effet :
|(uv)(x)|s ≤ N
k
τ (u)
2k
σk
|v(x)|s+σ/2 ≤ N
k
τ (u)N
k′
τ (v)
2k+k
′
σk+k′
|x|s+σ
pour tout x ∈ Es+σ. Plus ge´ne´ralement :
Lemme 2.1. Le produit de n morphismes ki borne´s ui, i = 1, . . . , n,
est un morphisme k-borne´ avec k :=
∑n
i=1 ki et
Nkτ (u1 · · ·un) ≤ n
k
n∏
i=1
Nkiτ (ui) .
De plus si tous les ui sont e´gaux a` un morphisme 1-borne´ u, on a :
Nnτ (u
n)
n!
≤ 3nN1τ (u)
n.
De´monstration. La premie`re partie du lemme s’obtient en de´coupant
l’intervalle [s, s+σ] en n parties e´gales, comme nous l’avons fait pre´ce´-
demment pour n = 2. Prenons tous les ui e´gaux et 1-borne´s. D’apre`s
le lemme, on a alors
Nnτ (u
n) ≤ nnN1τ (u)
n.
Une variante de la formule de Stirling montre que
nn ≤ 3nn! .
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En effet, en utilisant l’expression inte´grale suivante de la fonction Γ :
n! = Γ(n+ 1) = nn+1
∫ +∞
0
en(log t−t)dt.
et l’estimation
−
1
2
(t− 1)2 − 1 ≤ log t− t,
il vient :
Γ(n+ 1) ≥ nn+1e−n
∫ +∞
0
e−
1
2
(t−1)2dt ≥ nn+1e−n ≥ nn3−n.
Ceci de´montre que
Nnτ (u
n)
n!
≤ 3nN1τ (u)
n.

Nous pouvons a` pre´sent conclure la de´monstration de la proposition.
On a
|eux|λs ≤
∑
j≥0
1
j!
|ujx|λs.
Le morphisme uj est j-borne´ et on a l’ine´galite´ :
1
j!
|ujx|λs ≤
(3N1s(u))
j
(1− λ)jsj
|x|s,
ce qui de´montre la proposition. 
Finalement, remarquons que deux morphismes 1-borne´s u, v ∈ B1(E)
qui commutent et qui satisfont aux conditions de la proposition pre´ce´dente
ve´rifient l’e´galite´
eu+v = euev.
En effet, si u et v commutent alors les suites
An :=
n∑
j=0
uj
j!
, Bn =
n∑
j=0
vj
j!
.
ve´rifient
AnBn =
n∑
j=0
(u+ v)j
j!
et si des suites de morphismes (An), (Bn) convergent respectivement
vers A,B alors (AnBn) converge vers AB. Le cas particulier v = −u
montre que l’exponentielle d’un morphisme 1-borne´ est inversible.
Exemple 6. Conside´rons l’espace vectoriel OC,0 e´chelonne´ comme pre´ce´-
demment. L’exponentielle de λz∂z converge et donne l’automorphisme
d’alge`bre
z 7→ (
∑
n≥0
(λz∂z)
n
n!
)z = eλz.
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Plus ge´ne´ralement, toute de´rivation de la forme
zh(z)∂z , h ∈ OC,0
est exponentiable. En re´sume´, l’alge`bre de Lie g des de´rivations de OC,0
est filtre´e
g ⊃ g(1) ⊃ g(2) ⊃ · · ·
avec
g
(k) = {zkh(z)∂z , h ∈ OC,0}
et tout e´le´ment de g(1) est exponentiable.
Notons MC,0, l’ide´al maximal de l’anneau local OC,0 :
MC,0 = {f ∈ OC,0 : f(0) = 0}.
Lorsque v ∈ g(2) et f ∈MkC,0,on a :
evf = f + v · f (modMk+1C,0 ).
Ce qui donne un sens pre´cis au fait que l’action infinite´simale de ev est
donne´e par la de´rivation le long de v. En ge´ne´ral, ce n’est plus vrai si
l’on fait seulement l’hypothe`se v ∈ g(1). Par exemple pour v = −
z
2
∂z
et f = z2, on trouve :
evf = z2 − z2 +
z2
2!
+ · · ·+ (−1)n
z2
n!
+ · · · = e−1z2
alors que f + v(f) = 0.
2.2. The´ore`me principal.
The´ore`me 2.1. Soit E un espace vectoriel e´chelonne´. Soit (un) ⊂
B1τ (E) une suite de τ -morphismes 1-borne´s. Si l’ine´galite´
3
∑
i≥0
N1s(ui) < s
est ve´rifie´e pour tout s ≤ τ alors la suite (gn) de´finie par
gn := e
uneun−1 · · · eu0
converge vers un e´le´ment inversible de L(E).
De´monstration. Commenc¸ons par le
Lemme 2.2. Soit (un) une suite de τ -morphismes 1-borne´s exponen-
tiables. Pour tout s ≤ τ et tout x ∈ Es, on a l’ine´galite´
|gnx|λs ≤
1
1− 3
(1−λ)s
∑n
i=0N
1
s(ui)
|x|s
pourvu que
n∑
i=0
N1s(ui) <
(1− λ)s
3
.
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De´monstration. Notons Cj,n ⊂ Z
j l’ensemble des e´le´ments i = (i1, . . . , ij)
dont les coordonne´es sont dans {0, . . . , n}. On a alors la formule
1
1− α(
∑n
k=0 zk)
=
∑
j≥0
αj
∑
i∈Cj,n
zi, zi := zi1zi2 · · · zij
pour tout α ∈ R.
Pour tout i = (i1, . . . , ij) ∈ Cj,n on note σ(i) le vecteur dont les
composantes sont obtenues a` partir de i par permutation pour que
σ(i)p ≥ σ(i)p+1.
On pose
u[i] := uσ(i)1uσ(i)2 · · ·uσ(i)j , i ∈ Cj,n.
De´veloppons gn en se´rie puis regroupons les termes de la fac¸on suivante :
gn =
∑
j≥0
1
j!
(
∑
i∈Cj,n
u[i]) = 1 +
n∑
i=0
ui +
1
2
(
n∑
i=0
u2i +
n∑
j=0
n∑
i=j+1
2uiuj) + . . . .
Posons
zi,s := N
1
s(ui1)N
1
s(ui2) · · ·N
1
s(uin).
D’apre`s le lemme 2.1, on a l’ine´galite´ :
1
j!
Njs(u[i]) ≤ 3
j
j∏
p=0
N1s(uip) = 3
jzi,s
et par suite
|u[i](x)|λs ≤
(
3
(1− λ)s
)j
zi,s|x|s, ∀λ ∈]0, 1[.
Posons
α =
3
(1− λ)s
,
On obtient ainsi l’estimation
|gnx|λs ≤

∑
j≥0
αj
∑
i∈Cj,n
zi,s

 |x|s = 1
1− α(
∑n
k=0 zk,s)
|x|s.
Ceci de´montre le lemme. 
Achevons la de´monstration du the´ore`me. Pour cela, fixons s ∈ ]0, τ ].
Par hypothe`se, on a
3
∑
i≥0
N1s(ui) < s.
On peut donc choisir λ ∈]0, 1[ tel que
3
∑
i≥0
N1s(ui) < (1− λ)s.
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Notons ‖·‖λ la norme d’ope´rateur dans L(Es,Eλs). Le lemme pre´ce´dent
donne l’estimation
‖gn‖λ ≤
1
1− 3
(1−λ)s
∑
i≥0N
1
s(ui)
.
La suite (gn) de´finit donc, par restriction, une suite uniforme´ment
borne´e d’ope´rateurs dans L(Es,Eλs).
Soit a` pre´sent µ ∈]0, 1[ tel que
3 sup
i≥0
N1λs(ui) < (1− µ)λs.
Nous allons montrer que la suite (gn) de´finit, par restriction, une suite
de Cauchy dans L(Es,Eµλs). La proposition en de´coulera, car ce dernier
est un espace de Banach pour la norme d’ope´rateur.
Je dis que la se´rie de terme ge´ne´ral ‖gn − gn−1‖λµ est convergente.
Pour le voir, e´crivons
gn − gn−1 = (e
un − Id )gn−1
ou` Id ∈ L(E) de´signe l’application identite´.
En de´veloppant l’exponentielle en se´rie, on obtient l’ine´galite´ :
|(eun−Id )y|λµs ≤
(∑
j≥0
(3N1λs(un))
j+1
((1− µ)λs)j+1
)
|y|λs =
3
1− µ−
3N1
λs
(un)
λs
N1λs(un)
λs
|y|λs,
pour tout y ∈ Eλs. En prenant y = gnx, ceci nous donne l’estimation
‖(eun − Id )gn−1‖λµ ≤
3Cλ
1− µ−
3N1
λs
(un)
λs
N1λs(un)
λs
.
La quantite´
Kλ,µ := sup
n≥0
3Cλ
1− µ−
3N1
λs
(un)
λs
est finie car la suite 3N1λs(un) tend vers 0 lorsque n tend vers l’infini.
Nous avons donc montre´ l’estimation
‖gn − gn−1‖λµ ≤ Kλ,µ
N1λs(un)
λs
.
Il ne nous reste plus qu’a` utiliser l’ine´galite´ triangulaire pour voir que
(gn) de´finit une suite de Cauchy de l’espace de Banach L(Es,Eµλs) :
‖gn+p − gn‖λµ ≤
p∑
i=1
‖gn+i − gn+i−1‖λµ ≤ Kλ,µ
(
p∑
i=1
3N1λs(un+i)
λs
)
.
Ceci montre bien que la suite (gn) converge vers un e´le´ment g ∈ L(E).
On de´montre de meˆme que la suite (hn) de´finie par
hn = e
−u0e−u1 · · · e−un
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converge vers un e´le´ment h ∈ L(E). Pour tout n ∈ N, on a :
gnhn = hngn = Id
donc gh = hg = Id . Ce qui montre que h est l’inverse de g. Le the´ore`me
est de´montre´. 
§3 De´termination finie sur un espace vectoriel
e´chelonne´
3.1. E´nonce´ du the´ore`me et principe de la de´monstration.
The´ore`me 3.1. Soit E un espace vectoriel e´chelonne´, a ∈ E, M un
sous-espace vectoriel ferme´ de E, g un sous-espace vectoriel de B1(E)(2)
qui pre´serve M, G un sous-groupe ferme´ de L(E) contenant exp(g). Si
l’application
ρ : g −→ M, u 7→ u · a
posse`de un inverse a` droite borne´ alors l’orbite de a sous l’action de G
est e´gale a` a+M.
Notons
j : E 7→ g
l’inverse de l’application ρ. Soit b ∈ M, on cherche g ∈ G tel que
g ·a = a+ b. Pour cela, on conside`re les suites (bn) et (un) de´finies par :
1) bn+1 := e
−un(a+ bn)− a ;
2) un+1 := j(bn+1).
avec b0 = b, u0 = j(b).
Dans cette ite´ration, la suite (un) peut e´galement eˆtre de´finie par la
formule
un+1 = j((e
−un(a+ un a)− a))
Supposons que la suite forme´e par les produits
gn := e
un . . . eu1eu0
converge vers une limite g et que (un) tende vers 0g. Dans ce cas, la
suite (xn) = (gnx) converge vers a. En effet, par de´finition de j, on a
un(a) = bn
et en passant a` la limite sur n, dans les deux membres de l’e´galite´, on
trouve
0E = b
′.
En passant, maintenant a` la limite dans l’e´galite´
gn(a + b) = a + bn
on trouve bien g(a+ b) = a. CQFD.
Le the´ore`me sera donc de´montre´ pourvu que (gn) soit convergente
et que (un) tende vers 0g. D’apre`s le the´ore`me 2.1, il suffit pour cela
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de montrer que la se´rie
∑
n≥0N
1
s(un) est majore´e par 3s pour tout s
suffisamment petit, et comme nous allons le voir c’est un fait presque
imme´diat.
3.2. De´monstration du the´ore`me 3.1. Soit ]0, S[ l’intervalle d’e´che-
lonnement de E. Quitte a` remplacer S par S′ < S, on peut supposer que
a ∈ ES et S < 1/2. Par ailleurs, quitte a` multiplier toutes les normes
par une meˆme constante, on peut supposer que
|a|S ≤ 1.
Lemme 3.1. Pour tout τ -morphisme 1-borne´ u ve´rifiant la condition
3N1τ (u)
τ − s
≤
1
2
,
on a l’ine´galite´ :
|(e−u(Id + u)− Id )a|s ≤
1
(τ − s)2
N1τ (u)
2,
pour tout s ∈]0, τ [.
De´monstration. On a l’e´galite´ :
e−u(Id + u)− Id =
∑
n≥0
(n+ 1)
(n+ 2)!
(−1)n+1un+2 ;
d’ou` l’estimation :
|
∑
n≥0
(−1)n+1
(n+ 1)
(n + 2)!
un+2(a)|s ≤
∑
n≥0
(n+ 1)3n+2
(τ − s)n+2
N1τ (u)
n+2
car |a|S ≤ 1. Comme
3N1τ (u)
τ − s
≤ 1
le membre de droite est e´gal a`
x2
∑
n≥0
(n+ 1)xn =
x2
(1− x)2
, avec x =
3N1τ (u)
τ − s
.
En utilisant l’ine´galite´
x2
(1− x)2
≤ 1, ∀x ∈ [0,
1
2
],
on trouve bien la majoration du lemme. 
En prenant τ = 2s dans le lemme, on voit, en particulier, que l’ordre
de un augmente strictement avec n.
Fixons k ∈ N tel que j soit k-borne´. Quitte a` re´duire l’intervalle
d’e´chelonnement, on peut supposer que j est un S-morphisme k-borne´.
Puisque l’ordre de un augmente strictement avec n, on peut supposer,
quitte a` remplacer la suite un par un+k+1, que u0 est d’ordre k + 3.
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Conside´rons les suites (σn) et (sn) de´finies par
σn =
s
2n+2
, sn+1 = sn − 2σn, s0 = 2s.
La fonction N12s(u0) de´croit avec s au moins a` la vitesse de s
k+3. Il
existe donc τ > 0 tel que pour tout s ≤ τ , l’ine´galite´ suivante soit
ve´rifie´e au rang n = 0 :
(∗) N1sn(un) ≤ mσ
k+2
n .
avec m := 1
2k+1
min(1,NkS(j)).
Montrons alors que l’ine´galite´ (∗) est ve´rifie´e pour tout n ≥ 0. Pour
cela, supposons qu’elle soit satisfaite au rang n. Appliquons alors le
lemme avec
bn+1 := (e
−un(Id + un)− Id )(a)
et τ − s = σn. On obtient l’ine´galite´ :
|bn+1|sn−σn ≤
1
σ2n
N1sn(un)
2.
En utilisant l’hypothe`se de re´currence et la de´finition de m, on obtient
l’estimation :
|bn+1|sn−σn ≤
m2σ2k+4n
Nk(j)σ2n
≤ mσ2k+2n+1
Comme j est k-borne´, et un+1 = j(bn+1), on en de´duit l’ine´galite´ :
N1sn+1(un+1) ≤
mσ2k+2n+1
σkn
≤ mσk+2n+1.
On a donc bien ∑
n≥0
N1s(un) ≤
∑
n≥0
N1sn(un) < 3s
pour tout s ≤ τ . Le the´ore`me est de´montre´.
§4 E´chelonnements en ge´ome´trie analytique
4.1. Ge´ne´ralite´s. Soit F un faisceau en espaces vectoriels topologiques
de´finit sur un espace topologique X. On appelle fibre du faisceau F en
un compact K ⊂ X, note´ FK, l’espace vectoriel
FK = lim−→Γ(U,F)
ou` U parcourt l’ensemble des ouverts contenant K ordonne´ par l’inclu-
sion.
Un e´le´ment de FK est une section du faisceau F au voisinage de
K, pour laquelle on oublie de pre´ciser la taille du voisinage de K sur
laquelle elle est de´finie. Prendre la limite directe revient donc a` identifier
deux sections qui sont e´gales sur un ouvert contenant K :
f ∼ g ⇐⇒ ∃U ⊃ K, f|U = g|U.
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Dans le cas ou` K est re´duit a` un point, on retrouve la notion de germe
en un point. Nous parlerons donc de germes de fonctions holomorphes
en un compact. C’est une notion classique (voir par exemple [4]).
En munissant les espaces vectoriels Γ(U,F) de la topologie de la
convergence compacte, on munit la limite directe FK d’une topologie.
L’espace topologique FK peut s’obtenir comme limite directe d’es-
paces de Banach de la fac¸on suivante. Notons V l’ensemble des voi-
sinages compacts de K, ordonne´ par l’inclusion. Pour K′ ∈ V, on
conside`re l’espace vectoriel B(K′) des fonctions continues sur K′ qui
sont holomorphes dans l’inte´rieur de K′. C’est une espace de Banach
pour la norme :
B(K′) −→ R, f 7→ sup
z∈K′
|f(z)|.
L’espace vectoriel FK est limite directe des B(K
′) :
FK = lim−→B(K
′), K′ ∈ V.
Nous allons a` pre´sent e´chelonner ces espaces vectoriels lorsque K est
un compact de Stein. D’apre`s le the´ore`me de plongement des espaces
de Stein, on peut se limiter au cas des sous-espaces analytiques de
Cn [1, 13, 15, 19].
Soit K un compact de Stein de Cn et X un sous-espace analytique
de Cn. Posons K′ = K ∩X. D’apre`s le the´ore`me A de Cartan, on peut
choisir une pre´sentation du module OX,K′ :
OCn,K
C
−→ OCn,K −→ OX,K′ −→ 0
L’image de cette application est ferme´e (voir appendice), l’espace vecto-
riel OX,K′ se voit ainsi muni d’une structure d’espace vectoriel e´chelonne´.
On de´finit, alors, les e´chelonnements des fibres en K′ = K ∩ X pour
un faisceau analytique cohe´rent F sur X. Pour cela, on choisit une
pre´sentation de FK′ :
O
p
X,K′
C
−→ OqX,K′ −→ FK′ −→ 0,
et on prend sur FK′ la structure e´chelonne´e induite par celle de OCn,K.
Ainsi chaque structure e´chelonne´ sur OCn,K induit des structures e´chelonne´s
sur les fibres en K′ = K ∩X d’un faisceau cohe´rent sur X.
4.2. La structure e´chelonne´e C0. Soit K = (Ks), s ∈ [0, S] une
famille exhaustive de compacts d’un espace analytique X.
L’espace vectoriel topologique OX,K0 est alors e´chelonne´ par les es-
paces de Banach :
Es := C
0(Ks,C) ∩ Γ(K˚s,OX).
On induit ainsi une structure e´chelonne´ sur la fibre en K0 de tout
faisceau cohe´rent F, de´finit sur un sous-espace analytique de Cn. Nous
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l’appellerons la structure C0 associe´ a` la famille K, nous la noterons
C0(K,F). On de´finit ainsi un foncteur de la cate´gorie des faisceaux
cohe´rents sur X vers celles des espaces vectoriels e´chelonne´s :
C0(K,−) : Coh(X) −→ EVE, F 7→ C0(K,F).
Proposition 4.1. Soit (Ks) une suite exhaustive de compacts de Stein
d’un espace analytique X et F,G des faisceaux analytiques cohe´rents sur
X. Tout morphisme
FK0 −→ GK0
de OX,K0-modules de´finit un morphisme 0-borne´
C0(K,F) −→ C0(K,G).
De´monstration. D’apre`s la proposition 1.1, il suffit de montrer la pro-
position pour un morphisme de module libres
O
p
Cn,K0
−→ OqCn,K0
La somme de morphismes 0-borne´ e´tant 0-borne´, on peut se restreindre
au cas p = q = 1 ; auquel cas la proposition est e´vidente, car les espaces
C0(K,OCn)s sont des alge`bres de Banach. 
4.3. La structure e´chelonne´e L2. Soit X un espace analytique et
K = (Ks) une famille exhaustive de compacts de Stein de X. Les espaces
de Hilbert
L2(Ks,C) ∩ Γ(K˚s,OX).
munissent l’espace vectoriel topologique OX,K0 d’un e´chelonnement.
Ceci de´finit pour tout faisceau cohe´rent F, une structure e´chelonne´e
sur FK que nous noterons L
2(K,F). On a, a` nouveau, un foncteur de
la cate´gorie des faisceaux cohe´rents sur un espace analytique vers celle
des espaces vectoriels e´chelonne´s.
L’ine´galite´ de Cauchy-Schwarz montre que tout morphisme de mo-
dule est 0-borne´, mais on a plus :
Proposition 4.2. Soit K = (Ks) une suite exhaustive de compacts
de Stein dans un espace analytique X et F,G des faisceaux analytiques
cohe´rents. Tout morphisme surjectif
FK0 −→ GK0
de OX,K0-modules admet un inverse 0-borne´
L2(K,G) −→ L2(K,F).
De´monstration. Choisissons s assez petit pour que le morphisme de´finisse,
par restriction, une application line´aire continue
us : L
2(K,F)s −→ L
2(K,G)s.
Le noyau de cette application est un sous-espace ferme´ Fs. D’apre`s le
the´ore`me de l’image ouverte, la restriction de us a` l’orthogonal de Fs
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est un isomorphisme d’espaces de Hilbert. Notons vs son inverse. On
obtient ainsi un inverse a` droite line´aire et continu de us :
σ : L2(K,G)s −→ L
2(K,F)s = Fs ⊕ F
⊥
s , x 7→ (0, vs(x)).
Il ne reste plus qu’a` observer que, pour s′ ≤ s, la multiplication donne
des isomorphismes canoniques 1
L2(K,OX)s′⊗ˆL
2(K,F)s ≈ L
2(K,F)s′, L
2(K,OX)s′⊗ˆL
2(K,G)s ≈ L
2(K,G)s′.
Via ces isomorphismes, l’application
id s′ ⊗ σ : L
2(K,OX)s′⊗ˆL
2(K,G)s −→ L
2(K,OX)s′⊗ˆL
2(K,F)s
s’identifie a` une section continue du morphisme
us′ : L
2(K,F)s′ −→ L
2(K,G)s′.
Comme la norme de id s′ ⊗ σ est e´gale a` celle de σ ceci conclut la
de´monstration de la proposition. 
4.4. Recouvrements e´chelonne´s. Soit (Ks) ⊂ C
n, s ∈ [0, S] une fa-
mille exhaustive de compacts. Munissons Cn de coordonne´es (z1, . . . , zn)
et notons P le polycylindre
P = {z ∈ Cn : |zi| ≤ 1, i = 1, . . . , n}.
De´finition 4.1. Une famille exhaustive de compact (Ks) est appele´e un
recouvrement e´chelonne´ si pour tout point z ∈ Ks le polydisque z + σP
est contenu dans le compact Ks+σ, pour tous s ∈ [0, S[ et σ ∈ [0, S− s[.
Dans le cas plus ge´ne´ral d’un espace analytique X, nous dirons qu’une
famille exhaustive de compacts est un recouvrement e´chelonne´ si on
peut plonger X dans Cn de telle sorte que cette famille soit obtenue
comme intersection d’un recouvrement e´chelonne´ de Cn avec X.
Nous allons construire des recouvrements e´chelonne´s de la fac¸on sui-
vante. Soit
ψ : Cn ⊃ Ω −→ [0, S], S ∈ [0,+∞[
une fonction propre de classe C1 de´finie sur un ouvert Ω ⊂ Cn dont la
de´rive´e est borne´e. Munissons Cn de la norme maxi=1,...,n | · | et soit ‖ ·‖
la norme d’ope´rateur dans L(Cn,C). Soit M un majorant de la norme
des de´rive´es de ψ :
sup
z∈Ω
‖Dψ(z)‖ ≤ M
Lemme 4.1. La famille de compacts K = (Ks) avec Ks := ψ
−1([0,Ms])
est un recouvrement e´chelonne´.
1. On note ⊗ˆ le produit tensoriel topologique projectif voir [6, 7, 16].
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De´monstration. Soit z ∈ Ks, la formule de Taylor donne :
ψ(z + σδ) = ψ(z) + (
∫ t=1
t=0
Dψ(z + tσδ)dt)σδ, δ ∈ P.
On a bien :
ψ(z + σδ) ≤ ψ(z + σδ) + sup
t∈[0,1]
‖Dψ(z + tσδ)‖σ ≤ Ms+Mσ,
ce qui de´montre le lemme. 
Si un recouvrement K = (Ks) peut-eˆtre de´finit comme dans le lemme,
et si de plus la fonction ψ est pluri-sousharmonique, nous dirons que
K est un recouvrement Stein-e´chelonne´.
4.5. Comparaisons des e´chelonnements C0 et L2. Soit un fais-
ceau cohe´rent F sur un espace analytique X et K une famille exhaus-
tive de compacts . Comme toute fonction continue sur un compact
est inte´grable, l’application identite´ de OX,K0 dans lui-meˆme induit un
morphisme 0-borne´
C0(K,F) −→ L2(K,F)
Proposition 4.3. Si K = (Ks) est un recouvrement Stein-e´chelonne´
d’un espace analytique X, l’identite´ de OX,K0 induit un morphisme 1-
borne´
L2(K,F) −→ C0(K,F).
De´monstration. En vertu de la proposition 1.1, il suffit de montrer la
proposition pour le faisceau structural des espaces vectoriel Cn, n ∈ N.
Pour z ∈ Us et σ fixe´s, on pose
f(z + σδ) =
∑
j≥0
ajσ
j, aj ∈ C
n.
Par un calcul direct, on obtient∫
z+σP
|f(z)|2dV =
∑
j≥0
|aj|
2σ2j+2.
Comme le recouvrement K est e´chelonne´e, le polycylindre z + σP est
contenu dans Ks+σ donc∫
z+σP
|f(z)|2dV ≤
∫
Ks+σ
|f(z)|2dV = |f |2s+σ
On en de´duit les ine´galite´s :
|a0| = |f(z)| ≤ σ
−1
(∫
z+σP
|f(z)|2dV
)1/2
≤ σ−1|f |s+σ.
Ce qui de´montre la proposition. 
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En combinant cette proposition avec la proposition 4.2, on obtient
le
Corollaire 4.1. Soit K = (Ks) un recouvrement Stein-e´chelonne´ dans
un espace analytique X et F,G des faisceaux analytiques cohe´rents. Tout
morphisme surjectif
FX,K0 −→ GX,K0
de OX,K0-modules admet un inverse 1-borne´
C0(K,G) −→ C0(K,F).
4.6. Cas re´el. Supposons la varie´te´ X munie d’une involution anti-
holomorphe
τ : X −→ X
et K est un compact contenu dans XR. L’espace RX,K des germes de
fonctions analytiques re´elles le long de K est un sous-espace vecto-
riel topologique ferme´ de OX,K. Il he´rite par conse´quent des structures
e´chelonne´es de OX,K.
La partie re´elle d’une sous-varie´te´ X ⊂ Cn de Stein de´finie par des
fonctions analytiques
g1, . . . , gn : X −→ C,
admet des recouvrements Stein-e´chelonne´s. Il suffit, en effet, de poser 2 :
ψ =
n∑
i=1
|gi|+
n∑
i=1
|z − τ(z)|
et de conside´rer un recouvrement associe´ a` ψ comme dans 4.4. Ces
recouvrements sont invariants par l’involution τ .
4.7. De´monstration des the´ore`mes 1 et 2. On muni l’espace vec-
toriel OX,K d’un e´chelonnement C
0 provenant d’un recouvrement Stein-
e´chelonne´.
Par hypothe`se, l’application
M2K ⊗OX,K Der OX,K(I) −→ OX,K, a⊗ v 7→ av(f)
contient l’ide´al Iν dans son image. On note g la pre´image de cet ide´al.
Les e´le´ments de g sont d’ordre 2 et ce module s’identifie canoniquement
a` un sous-espace d’applications 1-borne´s.
On applique le the´ore`me 3.1 avec a = f , E = OX,K, M = I
ν et
g comme de´crit ci-dessus. D’apre`s le corollaire 4.1, le the´ore`me 3.1
s’applique, ce qui de´montre le the´ore`me 1.
Pour la de´monstration du the´ore`me 2 on proce`de de la meˆme manie`re :
l’application
Der OX,K(OX,K) −→ OX,K
2. Cette fonction m’a e´te´ sugge´re´e par P. Dingoyan.
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contient l’ide´al MµK dans son image. On note V la pre´image de cet ide´al.
Les e´le´ments de g = M2K ⊗ V sont d’ordre 2 et ce module s’identifie
canoniquement a` un sous-espace d’applications 1-borne´s. Les inclusions
M2K ⊗OX,K Der OX,K(OX,K) ⊂MK ⊗OX,K Der OX,K(OX,K) ⊂ Der OX,K(MK)
montre que Mµ+2K est stable par g. Le the´ore`me 2 est donc e´galement
une conse´quence du the´ore`me 3.1.
Annexe §A Sur l’image d’un morphisme de OX,K-modules
A.1. Le the´ore`me de Banach-Ko¨the. Toute application line´aire
continue entre espaces de Fre´chet (localement convexe, me´trisable) est
ouverte. C’est le the´ore`me de l’image ouverte appele´ aussi the´ore`me de
Banach.
Conside´rons un espace vectoriel E qui soit l’union de´nombrable stric-
tement croissante de sous-espaces de Fre´chet :
E =
⋃
n∈N
En, En ( En+1.
Les inclusions En ⊂ En+1 donnent un syste`me direct
0 −→ E0 −→ E1 −→ E2 −→ . . .
dont E est la limite ; il est donc muni d’une structure d’espace vectoriel
topologique. L’espace vectoriel topologique E est re´union de´nombrable
des Ei qui sont d’inte´rieur vide, ce n’est donc pas un espace de Baire.
En particulier, la topologie de E n’est pas me´trisable et le the´ore`me de
l’image ouverte ne s’applique pas. On a toutefois le
The´ore`me ([9]). Soit E un espace vectoriel union de´nombrable d’es-
paces de Fre´chet. Si E est un espace complet pour la topologie induite
par ses sous-espaces de Fre´chet alors toute application line´aire continue
surjective est ouverte.
A.2. E´nonce´ du re´sultat. Rappelons qu’une application line´aire conti-
nue entre espaces vectoriels topologiques u : E −→ F est appele´e stricte
si elle induit un isomorphisme d’espaces vectoriels topologiques entre
E/Ker u et Im u [2, 3].
Proposition. Soit K ⊂ Cn un compact et M,N deux modules de type
fini sur l’anneau OCn,K. Toute application OCn,K-line´aire de M vers N
est stricte.
C’est un re´sultat classique (voir par exemple [10]). Nous allons voir
que le the´ore`me de Banach-Ko¨the permet d’en donner une de´monstra-
tion alternative.
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De´monstration. Il suffit de de´montrer la proposition pour M = OpCn,K
et N = OqCn,K. Commenc¸ons par le
Lemme. Soit A une alge`bre topologique. Si pour tout x ∈ A l’image
de la multiplication par x est stricte alors toute application A-line´aire
An −→ Ap est e´galement stricte.
De´monstration. Soit u, v : E −→ F deux morphismes stricts, je dis
qu’alors
i) (u, v) : E −→ F× F, x 7→ (u(x), v(x)) est strict ;
ii) u+ v : E −→ F, x 7→ u(x) + v(x) est strict.
La restriction d’un morphisme strict a` un sous-espace vectoriel ferme´
est a` nouveau un morphisme strict. Donc la restriction a` diagonale ∆
de l’application
w : E× E −→ F× F, (x, y) 7→ (u(x), v(y))
est stricte. Ce qui de´montre i).
Conside´rons le morphisme strict
s : F× F −→ F, (x, y) 7→ x+ y.
La compose´e de deux morphismes stricts est stricte donc s◦w|∆ = u+v
est strict. Ce qui de´montre ii).
Comme toute application line´aire est une somme finie d’applications
de rang 1, les affirmations i) et ii) entraˆınent imme´diatement le lemme.

D’apre`s le the´ore`me de Banach-Ko¨the, il nous reste donc a` montrer
que la multiplication par a est d’image ferme´e, pour tout a ∈ OCn,K.
Pour cela, conside´rons deux suites de germes en K de fonctions ho-
lomorphes (yk), (xk) avec yk = axk. Il s’agit de prouver que si (yk) est
convergente alors (xk) l’est e´galement. Pour cela, il suffit de de´montrer
que, pour chaque droite complexe L ⊂ Cn, la restriction des xk a` L
de´finit une suite convergente. On est ainsi ramene´ au cas n = 1. Si
la limite existe elle est unique, il suffit donc de ve´rifier la proprie´te´
localement.
Comme les ze´ros d’une fonction holomorphe d’une variable sont isole´s
et comme la proprie´te´ d’eˆtre holomorphe est locale, on peut supposer
que K = {0}. Posons alors
a(z) = zdb(z), b(0) 6= 0,
on a
gk(z) = z
dhk(z), wk(0) 6= 0.
Ce qui montre que la suite (fk) s’e´crit sous la forme
fk =
hk
b
, b(0) 6= 0.
DE´TERMINATION FINIE 23
La suite (hk) e´tant convergente, ceci de´montre la convergence de la
suite (fk). La proposition est de´montre´e. 
Soit I ⊂ OCn,K un ide´al engendre´ par f1, . . . , fk ∈ OCn,K. En appli-
quant la proposition a` l’application
OkCn,K −→ OCn,K, (a1, . . . , ak) 7→
k∑
i=1
aifi,
on obtient le
Corollaire. Tout ide´al de l’espace vectoriel topologique OCn,K de´finit
un sous-espace vectoriel ferme´.
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