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Abstract
In this paper, by means of the method of upper and lower solutions and monotone iterative tech-
nique, the existence of maximal and minimal solutions of the boundary value problems for first order
impulsive delay differential equations is established.
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1. Introduction
The study of impulsive differential equations is attracting much attention since many
evolution processes resulting from applications are subject to short term perturbations in
the form of impulses [1,2,12]. Furthermore, the theory of such equations is much richer
than the corresponding theory of differential equations without impulses [1–4,8,9,12–16].
Recently, some existence results concerning parametrized boundary value problems have
been obtained [5,6,10]. In this paper we consider the boundary value problem for first order
impulsive delay differential equation with a parameter
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	x(tk)= Ik
(
x(tk), λ
)
, k = 1,2, . . . ,m, (1.1)
x(t)= ϕ(t), G(x(T ),λ)= 0, t ∈ [−τ,0],
where f ∈ C(J × R ×D × R,R), G ∈ C(R × R,R), D = L1([−r,0],R), Ik ∈ C(R ×
R,R), 	x(tk) represents the jump of x(t) at t = tk , i.e., 	x(tk) = x(t+k )− x(t−k ) for all
k = 1,2, . . . ,m,0 < t1 < t2 < · · ·< tm < T , δ = max{tk − tk−1; k = 1,2, . . . ,m+ 1} here
t0 = 0, tm+1 = T ; τ > 0, J = [0, T ], J ′ = J\{t1, t2, . . . , tm}; for every t ∈ J , xt ∈ D is
defined by xt (s)= x(t + s), −τ  s  0.
Suppose J0 = [−τ, T ]. Let PC(J0,R)= {x :J0 →R, x(t) is continuous for t ∈ J0, t =
tk and x(t+k ), x(t
−
k ) exist and x(tk) = x(t−k ) for k = 1,2, . . . ,m}; PC′(J,R) = {x :J →
R,x(t) is continuously differentiable for t ∈ J , t = tk and x(t+k ), x(t−k ) exist and x ′(tk)=
x ′(t−k ) for k = 1,2, . . . ,m}; E = PC(J0,R) ∩ PC′(J,R). Obviously, for any t ∈ J and
x ∈E, we have xt ∈D and PC(J0,R) and E are Banach spaces with the norms,
‖x‖PC(J0,R) = sup
{|x(t)|: t ∈ J0}
and
‖x‖E = ‖x‖PC(J,R) + ‖x ′‖PC(J,R),
where
‖x ′‖PC(J,R) = sup
{|x ′(t)|: t ∈ J }.
By a solution of (1.1) mean a pair (x,λ) ∈E ×R for which problem (1.1) is satisfied.
The method of upper and lower solutions coupled with the monotone iterative technique
has been widely used in the treatment of nonlinear differential equations in recent years [2–
4,7–9,11]. When the method is applied to impulsive delay differential equations, it usually
needs a suitable impulsive delay differential inequality as a comparison principle. Such a
comparison principle is not easy to be obtained.
Here we establish impulsive delay differential inequalities as comparison principles.
Then, using the monotone iterative technique and the method of upper and lower solutions
we obtain the existence theorems of extremal solutions for (1.1).
2. Preliminaries
Definition 2.1. A pair (v, a) ∈E ×R is called a lower solution of (1.1) if
v′(t) f
(
t, v(t), vt , a
)
, t ∈ J ′,
	v(tk) Ik
(
v(tk), a
)
, k = 1,2, . . . ,m,
v(t) ϕ(t), 0G
(
v(T ), a
)
, t ∈ [−τ,0];
an upper solution of (1.1) if the above inequalities are reversed.
Assume that v,w ∈ E,a, b ∈ R such that v(t)  w(t) on J0 and a  b. Let [v,w] ×
[a, b] denote the sector {(η,λ) ∈ E × R: v  η  w, a  λ b}. For any (ηi, λi) ∈ E ×
R(i = 1,2): η1  η2, λ1  λ2 implies (η1, λ1) (η2, λ2).
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Lemma 2.1. Let p ∈E such that
p′(t)−Mp(t)−N min
s∈[−τ,0]pt(s), t ∈ J
′,
p
(
t+k
)
 (1−Lk)p(tk), k = 1,2, . . . ,m, (2.1)
p(0) p(t) 0, t ∈ [−τ,0],
where M,N > 0, 0 Lk < 1 (k = 1,2, . . . ,m) are constants that for any positive integer
n1, n2: 1 n1  n2 m
n2∏
k=n1
(1−Lk)NeMτ δ
[
1+
n2∑
k=n1
n2∏
j=k
(1−Lj)
]
(2.2)
or
n2∏
k=n1
(1−Lk) (M +N)δ
[
1+
n2∑
k=n1
n2∏
j=k
(1−Lj)
]
. (2.3)
Then p(t) 0 on J0.
Proof. If (2.2) hold, let q(t)= p(t)eMt for t ∈ J0, then q(t) ∈E and
q ′(t)−N min
s∈[−τ,0]e
−Msqt (s), t ∈ J ′,
q
(
t+k
)
 (1−Lk)q(tk), k = 1,2, . . . ,m, (2.4)
q(0) q(t)e−Mt  0, t ∈ [−τ,0].
We now prove q(t) 0 on J0. We suppose, for the sake of contradiction, that there exists
t∗ ∈ J , that is, t∗ ∈ (tn, tn+1] for some n= 0,1, . . . ,m, such that q(t∗) > 0. Then there are
two possibilities:
(i) q(t) 0 for all t ∈ [−τ, t∗];
(ii) there exists t¯ ∈ [0, t∗] such that q(t¯ ) < 0.
If (i) holds, then (2.4) implies q ′(t) 0 for t ∈ [0, t∗], t = tk and q(t+k ) (1−Lk)q(tk)
q(tk) for k = 1,2, . . . , n+ 1. This means that q(t) is nonincreasing in [0, t∗] and therefore
q(0) q(t∗1 ) > 0, which contradicts q(0) 0.
If (ii) holds, we also have two possibilities: (10) n= 0 and (20) n > 1. In case (10), we
choose t1, t2 such that
t1 = max
{
t ∈ J, q(t)= min
s∈[0,t∗]q(s)=−λ
}
, t2 = max
{
t ∈ [0, t∗), q(t)= 0}.
Thus we can see that λ > 0 and t1 < t2. By the mean value theorem there exists t3 ∈ [0, t∗)
such that
q ′(t3)= q(t2)− q(t1) > λ. (2.5)
t2 − t1 δ
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q ′(t3)−N min
s∈[−τ,0]e
−Msqt3(s). (2.6)
But for s ∈ [−τ,0], if s + t3  0, qt3(s)= q(t3 + s)−λ; if s + t3 < 0, qt3(s) = p(t3 +
s)eM(t3+s)  p(0)eM(t3+s) = q(0)eM(t3+s) −λeM(t3+s) −λ. So we get that by (2.6)
q ′(t3) λN max−τs0 e
−Ms  λNeMτ . (2.7)
From (2.5) and (2.7) it follows that NδeMτ > 1, contradicting (2.2).
In case (20), let
t4 = max
{
t ∈ J, q(t+)= min
s∈[0,t∗]q(s)=−λ
}
,
where it is understood that q(t+) = q(t) if t = tk , k = 1,2, . . . , n and λ > 0. We may
assume t3 ∈ [tn0−1, tn0 ] for some 1 n0  n. Application of the mean value theorem yields
q(t∗)− q(t+n )= q ′(σ ∗)(t∗ − tn),
q(tn)− q
(
t+n−1
)= q ′(σn)(tn − tn−1),
· · ·
q(tn0)− q
(
t+n0−1
)= q ′(σn0)(tn0 − t4),
where σ ∗ ∈ (tn, t∗), σn ∈ (tn−1, tn), . . . , σn0 ∈ (t4, tn0). By (2.4), we see that,
q(t∗)− (1−Ln)q(tn) q ′(σ ∗)δ,
q(tn)− (1−Ln−1)q(tn−1) q ′(σn)δ,
· · ·
q(tn0)− (1−Ln0−1)q(tn0−1) q ′(σn0)δ.
(2.8)
It is similar to (2.7), we can get that
q ′(σ ∗) λNeMτ , q ′(σn) λNeMτ , . . . , q ′(σn0) λNeMτ . (2.9)
By iterative substitution in (2.8), we obtain from (2.9) that
q(t∗)+ λ
n∏
k=n0
(1−Lk) δλNeMτ
[
1+
n∑
k=n0
n∏
j=k
(1−Lj)
]
.
This, together with (2.2), implies q(t∗) 0, which is absurd.
If (2.3) holds, the proof is similar to the above. Thus we must have q(t) 0 on J0 and
the proof is complete. ✷
Remark 2.1. (i) Since M,N,δ, τ > 0 and 0  Lk < 1 for k = 1,2, . . . ,m, from (2.2),
(2.3), we have that (M +N)δ  1 and NδeMτ  1.
(ii) It is easy to see that NδeMτ  (M +N)δ if and only if τ  (1/M) ln(M/N + 1).
It is also not hard to find that if τ  δ, (M + N)δ  1 implies NδeMτ  1. Therefore, if
τ min{δ, (1/M) ln(M/N + 1)}, (2.3) implies (2.2).
F. Zhang et al. / J. Math. Anal. Appl. 290 (2004) 213–223 217(iii) If τ > δ, the conclusion of (ii) is not true. In fact, take 0 <M < 1 small enough so
that τ >−(1/M) ln(1−M)> 1 and let N = 1−M , then NδeMτ > δ. Let
δ = max
1n1,n2m
{ ∏n2
k=n1(1−Lk)
1+∑n2k=n1 ∏n2j=k(1−Lj )
}
< 1,
then (2.3) holds, but does not hold (2.2).
Lemma 2.2. Let p ∈E such that
p′(t)−Mp(t)−N
0∫
−τ
pt (s) ds, t ∈ J ′,
p
(
t+k
)
 (1−Lk)p(tk), k = 1,2, . . . ,m,
p(0) p(t) 0, t ∈ [−τ,0],
where M,N > 0, 0 Lk < 1 for k = 1,2, . . . ,m are constants that for any positive inte-
ger: 1 n1  n2 m,
n2∏
k=n1
(1−Lk) (M +Nτ)δ
[
1+
n2∑
k=n1
n2∑
j=k
(1−Lk)
]
(2.10)
or
n2∏
k=n1
(1−Lk) N
M
(
eMτ − 1)δ
[
1+
n2∑
k=n1
n2∏
j=k
(1−Lk)
]
. (2.11)
Then p(t) 0 on J0.
Proof. If (2.10) holds, the conclusion is proved by Liu [3]. If (2.11) holds, the proof is
analogous to that of Lemma 2.1, and therefore we omit it. So the proof of Lemma 2.2 is
complete. ✷
Remark 2.2. (i) Since M,N,τ, δ > 0 and 0  Lk < 1 for k = 1,2, . . . ,m, from (2.10),
(2.11), we have that (M +Nτ)δ  1 and (N/M)(eMτ − 1)δ  1.
(ii) In some condition, for example M + Nτ < 1/τ , (2.10) implies (2.11); in another
condition, for example Nτ 2 > 1/2, (2.11) implies (2.10).
3. Existence of extremal solutions
In this section, we develop an iteration scheme which offers a constructive method yield-
ing monotone sequences and proving the existence of extremal solutions of system (1.1).
The comparison results established in Section 2 will be used frequently in the proof of
convergence theorems.
Let us list the following assumptions for convenience.
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1,2, . . . ,m);
(H1) (v, a), (w,b) ∈E are lower and upper solutions of (1.1) such that (v, a) (w,b);
(H2) There exist M,N > 0 such that
f (t, u¯, ϕ¯, λ)− f (t, u,ϕ,λ)−M(u¯− u)−N
(
max
s∈[−τ,0]
ϕ¯(s)− max
s∈[−τ,0]
ϕ(s)
)
whenever v(t)  u  u¯  ω(t), vt (s)  ϕ(s)  ϕ¯(s)  ωt (s) for t ∈ J and s ∈ [−τ,0],
where λ ∈ [a, b], u, u¯ ∈R and ϕ, ϕ¯ ∈D;
(H′2) There exist M,N > 0 such that
f (t, u¯, ϕ¯, λ)− f (t, u,ϕ,λ)−M(u¯− u)−N
0∫
−τ
(
ϕ¯t (s)− ϕt(s)
)
ds
whenever v(t)  u  u¯  ω(t), vt (s)  ϕ(s)  ϕ¯(s)  ωt (s) for t ∈ J and s ∈ [−τ,0],
where λ ∈ [a, b], u, u¯ ∈R and ϕ, ϕ¯ ∈D;
(H′′2) There exist M,N > 0, Q 0 such that
f
(
t, u¯, ϕ¯, λ¯
)− f (t, u,ϕ,λ)−M(u¯− u)
−N
(
max
s∈[−τ,0]
ϕ¯(s)− max
s∈[−τ,0]
ϕ(s)
)
+Q(λ¯− λ)
whenever v(t)  u  u¯  ω(t), vt (s)  ϕ(s)  ϕ¯(s)  ωt (s) for t ∈ J and s ∈ [−τ,0],
and a  λ λ¯ b, where λ, λ¯, u, u¯ ∈R and ϕ, ϕ¯ ∈D;
(H′′′2 ) There exist M,N > 0, Q 0 such that
f
(
t, u¯, ϕ¯, λ¯
)− f (t, u,ϕ,λ)−M(u¯− u)
−N
0∫
−τ
(
ϕ¯t (s)− ϕt(s)
)
ds +Q(λ¯− λ)
whenever v(t)  u  u¯  ω(t), vt (s)  ϕ(s)  ϕ¯(s)  ωt (s) for t ∈ J and s ∈ [−τ,0],
and a  λ λ¯ b, where λ, λ¯, u, u¯ ∈R and ϕ, ϕ¯ ∈D;
(H3) There exist Lk: 0 Lk < 1 for k = 1,2, . . . ,m such that
Ik(u¯, λ)− Ik(u,λ)−Lk(u¯− u)
whenever v(tk) u u¯ ω(tk), where λ ∈ [a, b], u, u¯ ∈R;
(H′3) There exist Lk: 0 Lk < 1 for k = 1,2, . . . ,m and Q1  0 such that
Ik
(
u¯, λ¯
)− Ik(u,λ)−Lk(u¯− u)+Q1(λ¯− λ)
whenever v(tk) u u¯ ω(tk), a  λ λ¯ b, where λ, λ¯, u, u¯ ∈ R;
(H4) For any two positive integers n1, n2 with 1 n1  n2 m,
n2∏
(1−Lk) (M +N)δ
[
1+
n2∑ n2∏
(1−Lj)
]k=n1 k=n1 j=k
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n2∏
k=n1
(1−Lk)NT δeMτ
[
1+
n2∑
k=n1
n2∏
j=k
(1−Lj )
]
;
(H′4) For any two positive integers n1, n2 with 1 n1  n2 m,
n2∏
k=n1
(1−Lk) (M +Nτ)δ
[
1+
n2∑
k=n1
n2∏
j=k
(1−Lj)
]
or
n2∏
k=n1
(1−Lk) Nτ
M
(
eMτ − 1)δ
[
1+
n2∑
k=n1
n2∏
j=k
(1−Lj)
]
;
(H5) f , Ik (k = 1,2, . . . ,m) are nondecreasing with respect to the last variable;
(H′5) G is nondecreasing with respect to the first variable;
(H6) There exist M1,N1 > 0 such that
G
(
u¯, λ¯
)−G(u,λ)M1(u¯− u)−N1(λ¯− λ)
whenever v(T ) u u¯ ω(T ) on t ∈ J and a  λ λ¯ b, where λ, λ¯, u, u¯ ∈ R;
(H′6) There exists N1 > 0 such that
G
(
u, λ¯
)−G(u,λ)−N(λ¯− λ)
whenever a  λ λ¯ b, v(T ) uw(T ) where u,λ, λ¯ ∈ R.
Theorem 3.1. Assume that (H0)–(H6) hold. Suppose further that
v(0)− φ(0) v(t)− φ(t) 0, t ∈ [−τ,0],
φ(0)−w(0) φ(t)−ω(t) 0, t ∈ [−τ,0]. (3.1)
Then there exist monotone {(vn, an)} and {(wn, bn)} that converge uniformly to the minimal
and maximal solutions (ρ,λ0) and (r,µ0), respectively, of (1.1), that is, if (x, σ ) is any
solution of (1.1) in [v,w] × [a, b] then
v0 ≡ v  v1  · · · vn  ρ  x  r wn  · · · ω1  ω≡ ω0,
a0 = a  a1  · · · an  λ0  σ  µ0  bn  · · · b1  b= b0.
Proof. Let (η,λ) ∈ [v,w] × [a, b], we consider the linear system

u′(t)= f (t, η(t), ηt , λ)−M(u(t)− η(t))
−N[maxs∈[−τ,0] ut (s)−maxs∈[−τ,0] ηt (s)], t ∈ J ′,
	u(tk, λ)= Ik(η(tk), λ)−Lk(u(tk)− η(tk)), k = 1,2, . . . ,m,
u(t)= φ(t), t ∈ [−τ,0],
(3.2)
0 =G(η(T ),λ)−N1(µ− λ)+M1(u(T )− η(T )). (3.3)
220 F. Zhang et al. / J. Math. Anal. Appl. 290 (2004) 213–223It is not difficult to see that for given (η,λ) ∈ [v,w] × [a, b] the system (3.2)–(3.3) admits
a unique solution (u,µ). Thus for (η,λ) ∈ [v,w]× [a, b], we can define the mapping A by
A(η,λ)= (u,µ),
where (u,µ) is the unique solution of (3.2)–(3.3).
Next we show that the mapping A satisfies
(i) (v, a)A(v, a), A(w,b) (w,b);
(ii) A is monotone nondecreasing on [v,w] × [a, b], i.e., for any (η1, λ1), (η2, λ2) ∈
[v,w] × [a, b]: (η1, λ1) (η2, λ2) implies A(η1, λ1)A(η2, λ2).
To prove (i) we set A(v, a)= (v1, a1) and A(w,b)= (w1, b1). We only prove (v, a)
(v1, a1) and (w,b) (w1, b1) can be proved similarly. Setting m0(t)= v(t)− v1(t), q0 =
a − a1, it follows from (H2), (H3) and (3.1) that
m′0(t)−Mm0(t)−N
[
max
s∈[−τ,0]vt (s)− maxs∈[−τ,0]v1t (s)
]
, t ∈ J ′,
m0
(
t+k
)
 (1−Lk)m0(tk), k = 1,2, . . . ,m,
m0(t)= v(t)− φ(t) 0, t ∈ [−τ,0].
By Lemma 2.1, we have m0(t) 0 on J0. So v(t)  v1(t). On the other hand, from (3.3)
we have
0 =G(v(T ), a)−N1(a1 − a)+M1(v1(T )− v(T ))−N(a1 − a)=Nq0.
So q0  0 and hence a  a1. That is (v, a)A(v, a).
To prove (ii), let A(ηi, λi)= (ui,µi) (i = 1,2), m1(t)= u1(t)− u2(t) and q1 = µ1 −
µ2. Then, in view of (H2), (H3), (H5), we obtain
m′1(t)−Mm1(t)−N
[
max
s∈[τ,0]
u1t (s)− max
s∈[−τ,0]
u2t (s)
]
−Mm1(t)−N min
s∈[−τ,0]m1t (s), t ∈ J
′,
m
(
t+k
)
 (1−Lk)m(tk), k = 1,2, . . . ,m.
Since m1(t) ≡ 0 for t ∈ [−τ,0], it follows from Lemma 2.1 that m1(t)  0 on J0, and
u1(t) u2(t) on J0. Further, from (3.3) and (H6)
0 =G(η1(T ), λ1)−N1(µ1 − λ1)+M1(u1(T )− η1(T ))
−G(η2(T ), λ2)−N1(µ2 − λ2)+M2(u2(T )− η2(T ))−N1q1.
So q1  0 and hence µ1  µ2. Therefore (u1,µ1) (u2,µ2), that is, (ii) holds.
Let v0 ≡ ω, ω0 ≡ ω, a0 = a, b0 = b, we construct sequences {(vn, an)} and {(ωn, bn)}
by
(vn, an)=A(vn−1, an−1), (ωn, bn)=A(ωn−1, bn−1), n= 1,2, . . . ,
we get that
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a0  a1  · · · an  bn  · · · b1  b0.
Employing standard techniques [7], it can be shown that the sequences {(vn, an)} and
{(ωn, bn)} converge piecewise uniformly and monotonically to (ρ,λ0) and (r,µ0), respec-
tively. Indeed, (ρ,λ0), (r,µ0) are solutions of (1.1) in view of the fact that (vn, an) and
(ωn, bn) satisfy system (3.2)–(3.3) and f,G, Ik (k = 1,2, . . . ,m) are continuous.
To prove that (ρ,λ0), (r,µ0) are extremal solutions of (1.1), let (u¯, µ¯) ∈ [v,w] × [a, b]
be any solution of (1.1). Suppose that there exists a positive integer n such that vn(t) 
u¯(t) ωn(t) on J0 and an  µ¯ bn. Then setting m(t)= vn+1(t)− u¯(t), q = an+1 − µ¯,
we have
m′(t)−Mm(t)−N min
s∈[−τ,0]mt(t), t ∈ J
′,
m
(
t+k
)
 (1−Lk)m(tk), k = 1,2, . . . ,m.
Since m(t) ≡ 0 for t ∈ [−τ,0], it follows from Lemma 2.1 that m(t)  0 on J0, and
vn+1(t) u¯(t) on J0. Further we have that, from (H6) and (3.3)
0 =G(vn(T ), an)−N1(an+1 − an)+M1(vn+1(T )− vn(T ))−G(u¯(T ), µ¯)
−Nq.
So q  0, and hence an+1  µ¯. That is, (vn+1, an+1)  (u¯, µ¯). Similarly, we obtain
(u¯, µ¯) ∈ (ωn+1, bn+1). Since (u¯, µ¯) ∈ [v,w] × [a, b], by induction we get (u¯, µ¯) ∈
[vn,ωn] × [an, bn] for every n. Therefore, (u¯, µ¯) ∈ [ρ, r] × [λ0,µ0] by take limit as
n→∞. The proof of the theorem is complete. ✷
Theorem 3.2. Assume that (H0), (H1), (H′2), (H3), (H′4), (H5), (H6) and (3.1) hold. Then
the conclusions of Theorem 3.1 is valid.
Proof. Let (η,λ) ∈ [v,w] × [a, b]. We consider the linear system

u′(t)= f (t, η(t), ηt , λ)−M(u(t)− η(t))−N
∫ 0
−τ [ut (s)− ηt (s)]ds,
t ∈ J ′,
	u(tk)= Ik(η(tk), λ)−Lk(u(tk)− η(tk)), k = 1,2, . . . ,m,
u(t)= φ(t), t ∈ [−τ,0],
(3.4)
0 =G(η(T ),λ)−N1(µ− λ)+M1(u(T )− η(T )). (3.5)
Clearly, we know that for given (η,λ) ∈ [v,ω] × [a, b] the system (3.4)–(3.5) admits a
unique solution (u,µ). Thus for any (η,λ) ∈ [v,ω] × [a, b], we can define the mapping A
by
A(η,λ)= (u,µ),
where (u,µ) is the unique solution of (3.4)–(3.5). By Lemma 2.2, we have that
(i) (v, a)A(v, a), A(w,b) (w,b);
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A(η2, λ2).
The further proof is analogous to that of Theorem 3.1 and therefore we omit it. The
proof is complete. ✷
Theorem 3.3. Assume that (H0), (H1), (H′′2), (H′3), (H4), (H′5), (H′6) and (3.1) hold. Then
the conclusion of Theorem 3.1 is valid.
Proof. Let (η,λ) ∈ [v,w] × [a, b], we consider the linear system
0 =G(η(T ),λ)−N1(µ− λ), (3.6)

u′(t)= f (t, η(t), ηt , λ)−M(u(t)− η(t))
−N[maxs∈[−τ,0] ut (s)−maxs∈[−τ,0] ηt (s)] +Q(µ− λ),
	(tk)= Ik(η(tk), λ)−Lk(u(tk)− η(tk)),
u(t)= φ(t), t ∈ [−τ,0].
(3.7)
Obviously, (3.6)–(3.7) has unique solution (u,µ). Thus for any (η,λ) ∈ [v,w]× [a, b], we
can define the mapping A by
A(η,λ)= (u,µ).
The further proof is analogous to that of Theorem 3.1 and therefore we omit it. The proof
is complete. ✷
Theorem 3.4. Assume that (H0), (H1), (H′′′2 ), (H′3)–(H′6) and (3.1) hold. Then the conclu-
sion of Theorem 3.1 is valid.
Proof. Let (η,λ) ∈ [v,w] × [a, b], we consider the linear system
0 =G(η(T ),λ)−N1(µ− λ), (3.8)

u′(t)= f (t, η(t), ηt , λ)−M(u(t)− η(t))
−N ∫ 0−τ [ut (s)− ηt (s)]ds +Q(µ− λ),
	u(tk)= Ik(η(tk), λ)−Lk(u(tk)− η(tk)),
u(t)= φ(t), t ∈ [−τ,0].
(3.9)
Clearly, (3.8)–(3.9) has a unique solution (u,µ). Thus for any (η,λ) ∈ [v,w] × [a, b], we
can define the mapping A by
A(η,λ)= (u,µ).
The remainder proof is parallel to that of Theorem 3.1 and is omitted. ✷
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