INTRODUCTION THE CENTRAL PROBLEM IN EVALUATION STUDIES is that
Problems of sample selection are common in evaluation studies. Traditionally, two main approaches have been used in the literature to control for the bias: regression-based "control function" methods, predominantly used in econometrics, and "matching" methods, mainly used in statistics. A common feature of both approaches is that the conditional probability of program participation given some observed characteristics, often called the propensity score, plays a crucial role in controlling bias to obtain the estimator of the impact of the program. Many estimators proposed in the econometric literature for evaluating the impact of a social program rely on estimates of this propensity score to control for systematic differences between treatment and comparison groups. Examples include Heckman, Ichimura, Smith, and Todd (1995), Todd (1995) , and Angrist (1995a, b). The critical role played by the propensity score in the literature is often motivated by Rosenbaum and Rubin's (1983, 1984) argument. They showed that if (i) there exists a variable Xi (which is always observed) such that Di is ignorable given Xi, i.e., Di and (Yoi,Y1I) are independent of each other given Xi; and (ii) 0 < P[Di = 1 IXi] < 1 for all Xi; then Di and (Yoj, Y11) are independent of each other given the propensity score ) and (Di, Xi), respectively. Similar observation suggests that a consistent estimator of y may be constructed as a sample average of the same object over the subsample where Di = 1. But because conditioning on the unitzuariate propensity score fully controls for the bias, and because the estimation of conditional distribution is more difficult when the dimension of the conditioning variable is large due to the curse of dimensionality, this "dimension reduction" has led many to focus on more reliable estimation of the propensity score. The purpose of this paper is to consider the efficient estimation of /3 and -y when the treatment is ignorable given observed characteristics, and to examine the role of the propensity score from an efficiency point of view. This problem is not a standard parametric problem because the distribution of (Yoi, Yli) is not parametrically specified. The semiparametric efficiency bound, introduced by Stein (1956) , and developed by Begun, Hall, Huang, and Wellner (1983) and Bickel, Klaassen, Ritov, and Wellner (1993), among others, provides the semiparametric analog of the Cramer-Rao lower bound. See Newey (1990), for example, for a review on this subject. I calculate the semiparametric efficiency bounds under various assumptions and develop estimates whose asymptotic variances achieve these bounds. It turns out that the propensity score p(x) is ancillci;y for the estimation of /3: the efficiency bound for /3 under the knowledge of the propensity score is the same as the one without knowledge of the propensity score. The knowledge of the propensity score does decrease the asymptotic variance bound for , though. I provide a heuristic argument that this added information can be solely attributed to the "dimension reduction" feature of the propensity score.
I show that conditioning on the propensity score is not necessai^y and may even be harmful for the efficient estimation of /8 and y. For the case where the propensity score is not known, I construct efficient estimators which take the forms of some relevant sample averages of the data completed by the nonparametric impittation] method based on the nonparametric regression Xi. Even when the propensity score is known, in which case the asymptotic variance bound for y is smaller when compared to the case where the propensity score is not known, it is found that the projection on the propensity score is not necessaiy to achieve the semiparametric efficiency bound. It is then found that conditioning on the propensity score results in a loss of efficiency in the case of experimnental datC.
EFFICIENCY BOUNDS
In this section, I calculate the semiparametric efficiency bounds of /3 and y and examine the role of the propensity score in efficient estimation. Knowledge of the propensity score is shown to add no additional information for estimation of /3, and hence, the propensity score is ancillaiy for /3. For the estimation of -y, I argue that the marginal value of the propensity score is concentrated solely on the dimension reduction feature.
Assume that the treatment is ignorable give some covariates Xi. Our data set consists of (Di, Yi, Xi) i = 1,..., n, where YX-DiY1i + (1 -Di)Yoi. Notice that we observe only one of Yoi and Y1i. Our objects of interest are the average treatment effects /3 and the average treatment effects on the treated 'y. The asymptotic variance bounds for /3 and y are calculated in the following theorem. The semiparametric asymptotic variance bound provides the semiparametric analog of the Cramer-Rao lower bound: no regular estimator sequence has a smaller asymptotic variance. which can be interpreted as the marginal value of the propensity score. Because the propensity score is not known in many realistic circumstances, this marginal value can only tell us the hypothetical marginal benefit.
One might also ask the marginal value of the "dimension reduction" due to the propensity score. To be more specific, suppose that Xi has a continuous distribution, and the support r of Xi is a union of the equivalence classes ,, such that the propensity score is equal to a on each r?. Suppose that we can identify such equivalence classes, although we do not know the propensity score itself. Observe that the knowledge of such equivalence classes amounts to the "dimension reduction" often associated with Rosenbaum and Rubin (1983, 1984) . What is the marginal value of such knowledge? It is clear that knowledge of the equivalence classes should not add any information in estimation of /3: the marginal value (in terms of asymptotic variance bound) of the propensity score itself was zero. For the estimation of y, I do not yet know how to compute the efficiency bound under this generality. Instead, I consider a simple case which suggests that the marginal value of the propensity score entirely consists of the "dimension reduction." I consider an extreme example where the propensity score is constant over Z This is the case of random treatment assignment. Observe that / = y in this case. 
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These are the bounds if we do not know that the data are generated by the random treatment assignment. A comparison of (3) with the bound in Theorem 3 suggests that the bound for /3 does not change even if we know that the data are generated by random treatment assignment. This is hardly surprising when viewed against Theorem 2: the marginal value of the propensity score, which in this case is the knowledge that the data are generated by the random treatment assignment and the knowledge of the probability of treatment, is zero for l3. Thus, the marginal value of the former knowledge should also be zero. Now, compare (4) with the bound in Theorem 3. The difference between them,
indicates the marginal value (in the estimation of y) of the knowledge that the data are generated by the random treatment assignment, or the marginal value of the dimension reduction. It turns out that this marginal value equals (2) when p) =p. In other words, the marginal value (in the estimation of y) of the knowledge of the propensity score entirely consists of the marginal value of dimension reduction.
EFFICIENT ESTIMATION
Having calculated efficiency bounds for /3 and y, it is of interest to develop estimators which achieve these bounds. The estimators take the forms of some relevant sample averages from the data completed by the nonparametric imputation method based on the projection on Xi. I then consider estimation of 'y when the propensity score is known, in which case the asymptotic variance bound is decreased, and argue that conditioning on the propensity score is not necessary for efficient estimation. Finally, I argue that conditioning on the propensity score may even be harmful in efficient estimation by considering the random treatment assignment where the propensity score is constant, under which case projection on the propensity score is equivalent to taking the marginal expectation. It was seen that the propensity score is ancillaiy for estimation of /3. On the other hand, the propensity score is not ancillary for y, but its value is solely concentrated on the "dimension reduction" feature. Thus, it is of interest to ask whether the projection on the propensity score instead of Xi is necessary to attain the efficiency bound in the estimation of y. Although the propensity score is unknown in many realistic situations, many estimators in the literature use the nonparametric regression estimation of some conditional expectation on the propensity score to exploit the "dimension reduction" feature of the propensity score. I argue that an efficient estimator for y does not have to use the projection on the propensity score even when the propensity score is known. Because the sole value of the propensity score seems to be its "dimension reduction" feature, it can be inferred that the "dimension reduction" does not imply the necessity of the projection on the propensity score. (Proof in Appendix.) I now argue that the projection on the propensity score may even be harmful for the estimation of 3 = y by considering the experimental data case. As for efficient estimation, we would want to use the estimator which is efficient when the propensity score is known, because the marginal role of the propensity score is purely contained in the "dimension reduction." Observe that /3, which is an efficient estimator for ,3 with or without the knowledge of the propensity score, is still efficient for /3. As for the estimation of y with the knowledge of the propensity score, we observe that the estimator developed in Proposition 7 reduces to /3 when the propensity score is constant. Note that we would not want to use j', because it is efficient only when the propensity score is unknown and does not make use of the "dimension reduction."
Now, consider the projection on the propensity score. Because the propensity score is a constant, the projection on the propensity is equivalent to the marginal expectation. Thus, the idea of conditioning on the propensity score leads us to consider the difference of the sample averages as our estimator. Call such an estimator oLS. It can easily be shown that the asymptotic variance 
