Abstract-We study an optimization-based approach to construct a mean-reverting portfolio of assets. Our objectives are threefold: (1) design a portfolio that is well-represented by an Ornstein-Uhlenbeck process with parameters estimated by maximum likelihood, (2) select portfolios with desirable characteristics of high mean reversion, and (3) select a parsimonious portfolio, i.e. find a small subset of a larger universe of assets that can be used for long and short positions. We present the full problem formulation, a specialized algorithm that exploits partial minimization, and numerical examples using both simulated and empirical price data.
I. INTRODUCTION
A major class of trading strategies in various financial markets, including equities and commodities, is based on taking advantage of the mean-reverting behavior of asset prices. In practice, a portfolio of simultaneous positions in two or more highly correlated or cointegrated assets, such as stocks and exchange-traded funds (ETFs), can be constructed to obtain mean-reverting prices. There are a number of studies on the empirical performance of pairs trading [1] and related trading strategies [2] , [3] , [4] , [5] , [6] . There are also approaches for identifying mean-reverting portfolios with a few assets from a larger collection of stocks [7] .
Given a set of assets and time series of their historical prices, our main goal is to design a mean-reverting portfolio whose evolution over time can be characterized by an Ornstein-Uhlenbeck (OU) process [8] through penalized likelihood estimation. The OU process is continuous-time version of the discrete-time autoregressive (AR) model [9] .
A major feature of our joint optimization approach is that we simultaneously solve for the optimal portfolio and the corresponding parameters for maximum likelihood. This unified approach is different from prior work for OU portfolio selection, which break the problem up into stage-wise computations. For example, [7] first finds an OU representation for the time series of multiple assets, and then solves a second optimization problem to find the portfolio based on that representation. Conversely, [3] fits an OU process to each of a range of candidate (pair) portfolios, and takes the candidate with the highest OU likelihood. Our unified approach looks for the best OU-representable portfolio from a set of candidates, making the quality of the OU fit part of the optimization problem. The OU characterization of the discovered portfolio then informs the optimal trading strategies, such as those developed in [3] .
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The paper proceeds as follows. In Section II we derive the same maximum likelihood formulation from two viewpoints: a continuous stochastic differential equation (SDE) characterization, and a discrete-time autoregressive (AR) approximation. We then modify the MLE formulation to include terms that promote portfolio sparsity and high mean reversion, as well as terms that select fewer assets from a larger candidate set. In Section III we develop an algorithm for the nonsmooth, nonconvex objective based on partial minimization and projection, and show that it performs much better than a standard algorithm that doesn't exploit problem structure. In Section IV we provide numerical illustrations using both simulated and real data. We end with a discussion in Section V.
II. PROBLEM FORMULATION
In this section, we derive the maximum likelihood formulation for simultaneously selecting a portfolio from a set of assets, and representing that selection using an OrnsteinUhlenbeck (OU) process. We first show that the same likelihood formulation is obtained considering either the continuous SDE characterization of the OU, and of its discretized autoregressive (AR) approximation, with a subtle difference in parameter interpretation. We also make several theoretical observations about the well-posedness of the estimation problem. We then extend the maximum likelihood formulation to allow selection of lower variance, higher mean reversion, and parsimony in the portfolio.
A. MLE Derivations
We are given historical data for m assets, with S (T +1)×m the matrix for assets values over time. Our main goal is to find w, the linear combination of assets that comprise our portfolio, such that the corresponding portfolio price process x t := S t w best follows an OU process. We first show that solving for the portfolio and OU likelihood, whether using the SDE characterization of OU or the AR characterization, both yield the joint objective
where A(c) = S 1:T − cS 0:T −1 , w is the portfolio to be selected, and a, c, θ, σ are likelihood parameters. The objective function is nonconvex, since A(c) multiplies w, and also includes a nonconvex constraint w 1 = 1. The derivations are presented below. Maximum Likelihood from SDE. An OU process is defined by the SDE
where B t is a standard Brownian motion under the physical probability measure. The likelihood of an OU process observed over a sequence {x t } T t=1 is given by
. Minimizing the negative loglikelihood results in the optimization problem
with y = θ(1 − exp(−∆tµ))1, and A ∈ R n×2 defined as
where the subscripts denote ranges for t.
Remark 1:
The objective function in (3) is unbounded. Set w = 0, θ = 0; the objective function is then given by
which will go to negative infinity as σ 2 → 0. To solve the issue exposed in Remark 1, we add a 1-norm equality constraint on w, setting w 1 = 1. Each |w i | can be interpreted as the normalized unit for assets. Though the constraint is nonconvex, it does not add further complexity to the problem from the optimization viewpoint, since the problem itself is already nonconvex. It is also convenient from a modeling perspective, as it eliminates the need to select which assets in the portfolio are to be long or short a priori.
To get the formulation (1), we let
after which the problem becomes (1). We can recover µ and σ 2 once we know a and c. The change of variables (4) simplifies the model structure by encapsulating complicated parts into a and c. It also conveniently eliminates the occurrence of ∆t in objective function. Maximum Likelihood from AR. The AR formulation arises from a simple discretization of the OU process (2):
With x t = S t w being the portfolio price process, we obtain a joint objective for AR parameters and the portfolio w:
As before, we include the equality constraint w 1 = 1 to avoid unboundedness problem noted in Remark 1.
To obtain formulation (1), we take
so that the problem becomes (1) . Parameters a and c have different expressions in the SDE and AR formulations, with a =
in (4) and a = ∆tσ 2 in (6), and c = exp(−∆tµ) in (4) and c = 1 − ∆tµ in (6) . The expressions converge as ∆tµ ↓ 0. We use the characterizations from (6) in the numerical experiments.
B. Promoting Sparsity and Mean-Reversion
Given a set of candidate assets, we want to select a small parsimonious subset to build a portfolio. To add this feature to the model, we want to impose a sparsity penalty on w. While the 1-norm is frequently used, in our case we have already imposed the 1-norm equality constraint w 1 = 1. To obtain sparse solutions under this constraint, we add a nonconvex constraint w 0 ≤ η to the maximum likelihood (1) . This constraint limits the maximum number of assets to be η.
In addition to sparsifying the solution, we may also want to promote other features of the portfolio. The penalized likelihood framework is flexible enough to allow these enhancements. An important feature is encapsulated by the mean-reverting coefficient µ; a higher µ may be desirable. We can seek a higher µ by promoting a lower c, e.g. with a linear penalty. The augmented likelihood function is min a,c,θ, w 1=1, w 0≤η
In addition to increasing the speed of mean reversion, one can also constrain the resulting volatility of the portfolio to be larger than a given threshold [10] .
III. ALGORITHM
In this section we develop an algorithm to solve the nonsmooth, nonconvex problem (7) by exploiting its rich structure. We define the following nested value functions:
Our main strategy is to recast (7) as an optimization problem
where every evaluation of f 3 is done by partially minimizing over the remaining parameters, efficiently implemented using f 2 and f 1 . Partial minimization strategies can significantly accelerate solutions of complex structured problems [11] , [12] .
We start with the f 1 subproblem. Taking ∂ θ f = 0, we get
Plugging θ * (c, w) into f , we get an explicit form of f 1 :
with B = I −
11
T T a projection matrix onto the space of vectors in R T with mean 0. We now minimize with respect to c.
We can use this expression to explicitly write f 2 (w, a):
(11) Remark 2: The denominator in c * (a, w) equals zero when Bx(w) 0:T −1 = 0, which indicates
This implies that x(w) must be constant over time and exactly equal to its mean, which is very unlikely with stock market data. Therefore it is reasonable to assume that Bx(w) 0:T −1 2 > 0. There is no guarantee that the numerator will be positive. Indeed, the optimal c * can potentially be negative, in which case no corresponding positive µ exists. This means that the given data does not permit the construction of a meanreverting time series. The γ term in numerator drives c * towards negative values, which means that the higher meanreverting level we request, the less likely such a process can be constructed.
Special case:
We can now minimize f 2 (11) in a:
Plugging a * in, we get a closed-form expression for f 3 :
More succinctly,
The optimization problem in this case reduces to
Remark 3: The objective function of (14) is an even function. Hence the problem does not have a unique minimizer. See also Figure 1 for a 3D plot of this function when w ∈ R 2 . General case: γ > 0. Here, c * depends on a. Denote c * = c * (a, w). We have
(15) Solving (15), we obtain the optimal a in closed form:
and correspondingly
In these expressions, b 0 and b 1 are functions of w. The optimal solution a * increases with respect to γ and c * decreases with respect to γ when
. Fig. 2 . Contour plot of (11) γ = 0 (left) and γ = 0 (right) for w ∈ R 2 .
As
b0 2 . These limits correspond to the optimal a and c derived in the section with γ = 0. We can also write down the final optimization problem in closed form:
where b i and a * are all functions of w as detailed above. When γ = 0, we recover (13). Figure 2 illustrates the effect of γ on the shape of contours for a simple case where w has dimension 2. The contours are rotated by γ, which can affect which assets are selected (as it can change the intersection points with the 1-norm ball).
Minimization with respect to w. Once we project out other variables, the minimization problem is in terms of w only. The goal is to solve the problem
The set W = {w : w 1 = 1, w 0 ≤ η} is nonconvex, but we can still find a projection onto this set. Specifically,
where is elementwise multiplication, and the second equality is obtained by a change of variable u = sign(w) z. We are able to show that the min u T 1=1,u≥0, u 0≤η |w|−u 2 is the projection of η-largest components in |w| onto a 1-simplex and others components set to zero. The proof is omitted to save space.
We then use projected gradient descent to optimize w, as shown in Algorithm 1; the step δ i is chosen via line search.
while not converged do 3:
4:
Recover a, c, θ from w.
6: IV. NUMERICAL RESULTS

A. Single Time Series
We demonstrate that given an observed time series from an OU process, our formulation can recover true underlying OU parameters. Given a portfolio w, we solve for optimal parameters from min a,c,θ
We obtain multiple realizations of time series using the discretized OU (5), estimated parameters from the realizations, and compute the average deviation of our estimate from the true generating parameters. We also study the effect of varying ∆t and total time span L on the estimation. The number of total time points is given by T = L/∆t. Figure 3 shows results from one experiment with true parameters µ = 2 and σ 2 = 0.25. Top row of the figure corresponds to ∆t = 0.1, L = 100. For the middle row, we decrease ∆t to 0.01 but keep L unchanged. The deviation of estimates of σ 2 from the true parameter decreased significantly, while deviation of estimates of µ from the true parameter remained the same. In the bottom row, we keep ∆t = 0.1 but increase L to 1000. Estimation of both parameters improved significantly. The average deviation of estimated parameters, defined as |µ−μ| |µ| and |σ 2 −σ 2 | |σ 2 | , are summarized in Table I . The result shows that when the number of data points increases, either via decreasing ∆t or increasing L, the variance of σ 2 decreases. However for the variance of µ is affected only when L increases. 
B. Selection for Multiple Time Series
Algorithmic Comparison using Simulated Data. In our first experiment, we show (1) that we can identify meanreverting time series using simulated data and (2) that Algorithm 1 is faster than a standard approach that does not use partial minimization. We simulate five time series; four from an OU process with different µ and σ as specified in Table  II , and one is non-OU time series with σ = .1 (the fifth time series). All have T = 500 and ∆t = 0.01. We use the first 70% of data for training and 30% for testing. Figure 4 shows convergence plots in objective function values. Top panel shows the plots using Algorithm 1 starting from iteration 20, and bottom panel shows the comparison between that and regular projected gradient descent on all unknowns (without partial minimization) starting from iteration 1. The model puts 64% of the weights into the pair of OU time series with σ = 0.5. When η is decreased to 4, the model drops the non-OU time series. As we further decrease η, it drops an OU time series with larger σ value. In other words, it favors OU time series with a lower σ value but remains relatively indifferent to µ values. Figure  5 plots those time series and the portfolio selected by the model. Table III compares process parameters and weight vectors as we tune γ and η. Notice that with larger η we can reach lower negative log likelihood since that means more freedom in choosing assets. Remark 4: As noted in Remark 2, γ will drive c * to be negative. If γ is large, the model many not find a feasible time series combination.
The tuning of η is straightforward. One can set it to be the desired number of assets for the portfolio. In practice, it may be helpful to start with smaller η and use obtained solution in problems with larger η. This will reduce the chance of a solution trapped in local minima, given that the objective and constraints for this problem are both highly nonconvex.
Real data. We performed experiments with empirical price data from three groups of selected assets: precious metals, large equities and oil companies, see Table IV . Data were taken from Yahoo Finance, and give closing stock prices for each asset over the past five years. The first 70% of data (over time) is used for training, and the rest for testing.
For each group, we progressively augmented the set of candidate assets in pairs, and applied our approach. Table V shows model chosen portfolio weights along with negative log-likelihoods of portfolios and individual assets. As shown, portfolio negative log likelihoods are generally smaller than those of individual assets in that portfolio and decrease as we include more assets, which means we can obtain more OU-representable portfolios as the candidate sets expand.
We also varied γ to promote larger µ (see Table VI ). When γ > 0, we see increasing µ across asset groups. As c = exp(−∆tµ) ≈ 1−∆tµ, the change in c due to γ is magnified in µ, hence we may see fairly drastic increase in µ.
Remark 5: Because of nonconvexity in objective function and constraints, in practice we may need to try different initializations or with warm start to avoid local minima.
V. DISCUSSION
We have solved a joint optimization problem for simultaneous portfolio selection and OU-fitting. We also extended the formulation to incorporate desirable portfolio features, including higher mean-reversion and sparser portfolios, both important for practical trading purposes. We developed a fast algorithm for the nonsmooth nonconvex optimization problem, and constructed new portfolios using simulated and real data from several asset classes. Our study can motivate more sophisticated modeling to include e.g. price dependency, dynamic portfolios, and trading decisions. 
