Audio-Visual Blind Source Separation. by Liu, Qingju.
Audio-Visual Blind Source Separation
Qingju Liu
Subm itted for the Degree of 
Doctor of Philosophy 
from the 
University of Surrey
UNIVERSITY OF
SURREY
Centre for Vision, Speech and Signal Processing 
Faculty of Engineering and Physical Sciences 
University of Surrey 
Guildford, Surrey GU2 7XH, U.K.
October 2013
©  Qingju Liu 2013
ProQuest Number: 27606655
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 27606655
Published by ProQuest LLO (2019). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLO.
ProQuest LLO.
789 East Eisenhower Parkway 
P.Q. Box 1346 
Ann Arbor, Ml 48106- 1346
Summary
Humans with normal hearing ability are generally skilful in listening selectively to a 
particular speech signal in the presence of competing sounds and background noise, 
such as a “cocktail party environment”. It is however an extremely challenging task to 
replicate such capabilities with machines. Bhnd source separation (BSS) is a promis­
ing technique for addressing this problem, which aims to recover the unknown source 
signals from their mixtures without or with little knowledge about the source signals 
and the mixing process. Among the existing BSS approaches, independent compo­
nent analysis (ICA) and time-frequency (TF) masking, are two popular choices for 
addressing the cocktail party problem, especially in a controlled environment, as these 
methods use few physically plausible assumptions about the sources and the mixing 
process. However, these algorithms are conducted mainly in the audio-domain, and 
their performance is limited by the acoustic distortions due to background noise and 
room reverberation, especially when such distortions become prominent. It is known 
that both speech production and perception are bimodal processes, involving intrinsic 
interactions between audition and vision. For instance hp-reading helps the listener 
to better understand the target speech in a noisy and reverberant environment with 
multiple competing speakers. This thesis therefore considers the research question: 
can the visual modality be useful for improving the performance of audio-domain BSS  
algorithms!
To this end, two key challenges have been studied in this thesis. Firstly, a proper 
evaluation of the audio-visual (AV) relationship, i.e. robust AV coherence modelling 
that takes into account the cross-modality differences in size, sampling rate and di- 
mensionahty. To address this problem, a global method with feature-based statistical 
characterisation, as well as a local method with sparse audio-visual dictionary learn­
ing (AVDL) have been proposed. Secondly, fusion of the modelled AV coherence with 
audio-domain BBS for separation of reverberant, noisy and underdetermined mixtures. 
To address this problem methods such as coherence maximisation and constrained TF 
masking have been used. Three schematic AV-BSS algorithms have therefore been 
developed to implement these ideas. In the first method, we consider speech mixtures 
in a controlled environment with relatively short reverberation, where parallel ICAs 
are applied to the noisy convolutive speech mixtures in the frequency domain. The 
statistically characterised AV coherence is maximised to resolve the permutation prob­
lem associated with ICA. In the second method, room environments with a stronger 
level of reverberation are considered, where voice activity cues are integrated into a 
TF masking technique for interference reduction. The voice activity cues are detected 
from the video signals, which further enhance the audio-domain separation via a novel 
interference removal scheme. In the third method, instead of modelling voice activity, 
more explicit audio spectral information about the target speech is provided by the vi­
sual stream, through AVDL that exploits speech sparsity. The AV coherence modelled 
by AVDL is then used to constrain the TF masks, for separating reverberant and noisy 
speech mixtures acquired in real-room environments.
Key words: Audio-visual (AV) coherence, cocktail party problem, machine audition, 
bhnd source separation (BSS), independent component analysis (ICA), time-frequency 
(TF) masking, permutation problem, voice activity detection (VAD), audio-visual dic­
tionary learning (AVDL), convolutive speech mixtures, noisy speech mixtures
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Chapter 1
Introduction
Real-world phenomena involve complex interactions between elements of a diverse na­
ture, which can be observed from different sensory modalities, such as vision, hear­
ing, touch, taste and smell. To enrich perception of the surrounding world, human 
brains have the ability of multisensory integration, where audio and vision are often 
involved when it comes to speech interpretation. For instance, looking at the speaker’s 
lip movements benefits understanding of the utterance, especially in adverse hstening 
environments. In 1954, Sumby and Pollack [100] wrote:
...if visual factors supplementary to oral speech are utilised, we can tolerate 
higher noise interference levels than if visual factors are not utilised...the 
results suggest that oral speech intelligibility may be appreciably improved 
in many practical situations by arrangement for supplementary visual ob­
servation of the speaker.
(Sumby and Pollack 1954)
Sumby and Pollack described the unrecognised visual effect upon speech perception, 
which was, twenty years later, demonstrated by the famous “McGurk effect” [65], which 
illustrates that human brains interconnect the coherent audio and visual modahties 
rather than deal with them in isolation. A growing body of research has been conducted 
in the field of audio-visual processing, to facilitate applications ranging from speech
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recognition [79, 63, 81], identification [93], enhancement [34], localisation [74], to more 
recent source separation tasks [97, 109]. Real-world acoustic environments are, most 
of the time, constituted by the sounds we are interested in as weU as the interfering 
sources, therefore, the ability to distinguish and separate the source of interest while 
ignoring irrelevant sounds from their mixtures is of critical importance to guarantee 
a quick response to changes of the surrounding world. Blind source separation (BSS) 
[19], which recovers the underlying unknown sources from their mixtures observed at 
the sensors, is a versatile tool for achieving this separation task. However, existing 
BSS algorithms are often used in controlled environments in the audio-domain, whose 
performance deteriorates in adverse conditions with the presence of strong background 
noise and reverberation. Exploiting the relationship between coherent audio and visual 
streams and the fact that visual information is not affected by acoustic noise, our 
research is thereby conducted to address the research question, “can the visual modahty 
be useful for improving the performance of audio-domain BSS algorithm and how?”
1.1 W hat is BSS?
In a room with a number of people talking simultaneously, a human listener with 
normal hearing abihty can separate and extract the sound of interest from the received 
sounds picked up by the ears, which are mixtures of multiple competing sounds and 
other acoustic noise. This phenomenon is termed as the “cocktail party problem”, first 
introduced by Cherry [23] in 1953. To mimic such separation ability with a robotic 
system, i.e. the “machine cocktail party problem”, is however extremely challenging, 
and one solution is proposed under the framework of BSS. So, what is BSS? Cardoso 
defined it as follows [19]:
Blind signal {source) separation (BSS) consists of recovering unobserved 
signals or “sources” from several observed mixtures. Typically the obser­
vations are obtained at the output of a set of sensors, where each sensor 
receives a different combination of the source signals.
(Cardoso 1998)
1.1. What is BSS?
The term “blind” is used since neither the source signals nor the mixing process is known 
in advance. Not confined to the acoustic domain for separation of speech mixtures, BSS 
techniques can also be applied in other domains where a sensor array picks up source 
signals, e.g. radar or sonar signals. However, in this thesis, we consider BSS only for 
the cocktail party problem.
Hérault and Jutten [45] derived the first unsupervised BSS learning rule, using a re­
cursive fully interconnected neural network in 1983. Later they defined the adaptive 
learning rule with the terminology “independent component analysis” (ICA), which ex­
ploits the mutual independence of the source signals. Since their pioneering work, many 
ICA-based BSS algorithms [20, 27, 13, 48, 38] have been developed. These algorithms 
directly obtain the linear demixing filters for separating the independent sources, which 
work effectively in controlled environments.
Another emerging group of BSS algorithms operate in the time-frequency (TF)-domain 
using masking techniques [44, 11, 9, 84, 113, 41, 61], i.e., TF points of the same source 
are grouped together for recovery, where the TF mask indicates the hkelihood of each 
point originating from a source. The TF masking technique originates from computa­
tional auditory scene analysis (CASA) [17, 107], which (1) first segregates the sound 
track into small elements using certain TF representations, and (2) then clusters each 
element to different sources using cues such as onset, periodicity, harmonicity and com­
mon locations.
Despite being studied extensively for decades, the performance of existing BSS algo­
rithms is still limited in real-world acoustic environments. In near ideal conditions, e.g., 
an auditory scene with a relatively low level of noise and reverberation, the previously 
introduced algorithms achieve good results that meet human perception-level require­
ments. However in adverse conditions, e.g. an acoustic environment where the speakers 
outnumber the sensors (under-determined), where there exist strong background noise 
and high reverberation (noisy and reverberant), where the speakers are moving around 
(time-varying), these audio-domain algorithms deteriorate steadily. Therefore, BSS re­
mains a scientific challenge that needs further study, whose modelhng and algorithmic 
solutions are likely to enlighten a wide range of applications, including hearing aids or
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prostheses, human-machine interface, surveillance, and automatic speech recognition.
1.2 W hy AV-BSS?
As stated previously, the performance of the existing audio-domain BSS algorithms is 
hmited in adverse environments. To improve speech intelligibility corrupted in such 
conditions, complementary information robust to acoustic noise would be helpful. The 
intrinsic audio-visual bimodality, weU acknowledged as a basic speech characteristic, 
might provide such information to assist audio-domain BSS. Indeed, both the audio 
(auditory) and the video (visual) signals produced by a speaker are the result of the 
same articulatory gestures, and not surprisingly, the video signal contains additional 
information to the associated soundtrack, which otherwise might be unobserved in 
adverse acoustic conditions. For example, use of vision in the form of hp-reading 
benefits comprehension of a noise-corrupted conversation. Therefore, the visual stream 
contains complementary information to the audio stream. For instance, Robert-Ribes 
et al. [87] pointed out that the phonetic contrasts least robust in auditory perception in 
acoustic noise were the most visible ones. In addition, a growing body of studies have 
shown the “audio+speaker’s face” condition improves speech intelligibility compared to 
the “audio only” situation [100], since human brains integrate the multisensory signals 
[65, 90, 18, 67] instead of dealing with them in isolation.
The complementary relationship between the coherent audio and visual stimuli forms 
the basis of audio-visual (AV) speech processing, which has recently been adopted for 
speech separation tasks, leading to a family of the so-called AV-BSS algorithms. This 
thesis aims to address the main research question of AV-BSS as stated at the beginning 
of this chapter, and several sub-questions that arise as a result, leading to a group of 
technical challenges:
(1) What kind visual information should be used, i.e., how can a reliable audio-visual 
coherence be modelled?
(2) How to overcome the cross-modal differences between the audio and visual stimuli 
in size, sampling rates, and dimensionality?
1.2. Why AV-BSS?
(3) How to fuse the audio-visual coherence with audio-domain BSS algorithms for the 
separation of reverberant, noisy and under-determined mixtures?
These questions will be studied throughout this thesis, and new AV-BSS algorithms will 
be proposed. In particular, to assist audio-domain BSS, Question 1 will be addressed 
via a statistical modelling method using Gaussian mixture models (GMMs) and a sparse 
representation approach using audio-visual dictionary learning (AVDL), in Chapters 3 
and 5 respectively. Visual voice activity information is also used in Chapter 4. Question 
2 will be solved by the feature extraction and synchronisation in Chapters 3 and 4, and 
a sparse structure representation in Chapter 5. Question 3 will be answered using three 
different paradigms in Chapters 3-5.
The thesis is organised as follows: The background knowledge and a literature review 
of the related work are introduced in Chapter 2. A novel ICA-based AV-BSS method is 
presented in Chapter 3, where the AV coherence maximisation is apphed to address the 
permutation ambiguity, which is related to ICA techniques used in the frequency do­
main. The proposed algorithm is tested in noisy and relatively low-reverberant environ­
ments, using data from the multimodal XM2VTS database [1] and another multimodal 
database containing different combinations of vowels and consonants. In Chapter 4, 
an AV-BSS algorithm combining TF masking with voice activity cues is developed, 
which consists of the visual voice activity detection (VAD) training, and the fusion of 
audio-domain BSS with the detected voice activity cues. Experimental results in noisy 
and highly-reverberant room environments demonstrate the performance improvement 
of our proposition, using the multimodal LILiR corpus [94]. Chapter 5 describes an 
alternative method for modelhng the AV coherence. Rather than globally modelling 
the joint distribution of the synchronised AV features, a method modelling the lo­
cal structures of the AV data is proposed, i.e. AVDL, which exploits the temporal 
structures and sparsity of speech signals. The proposed AVDL is then combined with 
an audio-domain BSS algorithm for further enhancement, which is also tested on the 
LILiR corpus in noise and reverberant environments. Chapter 6 concludes the thesis 
with recommendations for future work. Lists of acronyms and mathematical symbols 
are also appended, to improve readabihty of the thesis.
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1.3 Contributions
The major contributions of this thesis are summarised as follows:
(1) An AV-BSS method based on ICA and AV coherence maximisation is proposed, 
which uses the visual information to mitigate the permutation ambiguity, an essential 
limitation of ICA techniques when applied in the TF domain. In the off-line training 
process, we characterise statistically the AV coherence using CMMs, whose parameters 
are estimated via an adapted expectation maximisation ( AEM) algorithm. To eliminate 
outliers that affect the AV coherence modelhng, a robust feature selection scheme is 
thereby adopted. In the on-line separation process, a novel iterative sorting scheme 
is developed to address the permutation ambiguity, based on coherence maximisation 
and majority voting.
(2) A novel audio-domain BSS enhancement method is proposed, which integrates the 
voice activity information obtained from the video stream. Mimicking aspects of hu­
man hearing, binaural speech mixtures are considered. In the off-line training process, 
a speaker-independent voice activity detector is formed via Adaboost training of the 
manually labelled visual feature vectors. In the on-hne separation process, the TF 
masking technique is used, which analyses statistically the interaural phase difference 
(IPD) and interaural level difference (ILD) cues to cluster probabilistically each TF 
point of the audio mixtures to the source signals. The voice activity cues are also 
detected via the visual VAD algorithm, and integrated into the TF masking BSS algo­
rithm via a novel interference removal scheme. Based on Mel-scale frequency analysis, 
the interference removal scheme is operated in two stages. In the first stage, the inter­
ference is detected in each block with a strict boundary. In the second stage, in the 
neighbourhood of the blocks being detected as interference in the previous stage, the 
residual is detected with a relatively loose boundary.
(3) A new AV-BSS algorithm is developed, which incorporates AVDL into source sep­
aration and is apphed for the separation of reverberant and noisy mixtures.
In the off-line training process, a novel AVDL technique is proposed for modelling 
the AV coherence under the sparse coding framework. This new method attempts
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to code the local bimodal-informative temporal-spatial structures of an AV sequence. 
Our proposed AVDL algorithm follows a commonly employed two-stage coding-learning 
process, and each AV atom in our dictionary contains an audio atom and a visual atom 
spanning the same temporal length. The audio atom is the magnitude spectrum of an 
audio snippet while the visual atom is composed of several consecutive frames of image 
patches, focusing on the movement of the whole mouth region.
In the on-line separation process, the proposed AVDL is integrated into the TF masking 
technique for enhancement, where two parallel mask generation processes are combined 
to derive a noise-robust AV mask. The audio mask is generated via TF masking, while 
the visual mask is generated via AVDL, which are then combined to generate a robust 
AV mask for extracting the target source from the mixtures, by using a non-linear 
weighting function.
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Chapter 2
Literature Survey
2.1 Technical background
Prom the well-known cocktail party problem (effect) [23], we know that a human with 
normal hearing ability can extract and focus on one sound of interest from its sound 
mixtures, while ignoring the other competing sounds and background noise at a multi­
speaker scenario. To mimic such ability with machines is the so-called machine cocktail 
party problem, and two popular methods, i.e. computational auditory scene analysis 
(CASA) and blind source separation (BSS), have been widely used for this purpose. 
Of which, CASA [17, 107] exploits the mechanisms of the human auditory system by 
computational means, which is however beyond the scope of this thesis. BSS [45], 
which is an array signal processing technique that recovers the unknown sound sources 
from their observed mixtures, is exploited due to its versatility and computational 
efficiency. The term “blind” refers to the fact that there is very limited or no prior 
information available, about the sources or the mixing process. In other words, BSS 
is an un-supervised machine learning problem, which optimises the output using only 
the information observed at the mixtures and no off-line labelled training is needed. 
BSS has a wide range of apphcations for the processing of e.g. radar signals, medical 
images and financial time series. In this thesis, we only focus on the use of BSS for 
speech source separation tasks.
BSS techniques often exploit the statistical cues of the source signals. To benefit a
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better understanding of the techniques behind different BSS methods, the basic math­
ematical and statistical concepts are briefly introduced as follows. The first one is 
related to statistics, which are measures of some certain attributes of a stationary sig­
nal X with the distribution f(x) .  Stationary means that f (x)  does not change with 
the increasing number of samples. More specifically for a time series such as a noise 
or sound signal, the stationarity or non-stationarity exhibits time-invariant or -varying 
statistics. Different statistics can be calculated using different functions, for example, 
the mean p = x f (x )  dx, the variance cr^  =  (x — p)^f(x) dx, and the i-th 
standardized moment f (x)  dx. Specifically if i > 2, the z-th moment is ref-
ered to as a high-order statistic. When z =  3, it is the skewness that measures the 
symmetry of f{x)', when i = 4, whose value minus three is the kurtosis that measures 
the shape of f{x).  Very similar to moments, cumulants are another sets of statistics 
and provide an alternative way to evaluate a distribution. Both the high-order mo­
ments and high-order cumulants are often exploited in BSS systems. To reduce the 
computational complexity, pre-whitening, or “standardisation” as named in [27], is of­
ten applied before applying BSS, which removes a set of low-order terms in high-order 
statistics. Pre-whitening decorrelates a multivariate signal x  =  [xi,X2, ..., xp]'^, and 
transforms it to a space with a unit covariance: E'{zz^} =  I, where the superscript 
T  denotes transpose and z =  B x is the decorrelated signal with the transformation 
matrix B. This pre-whitening process can be viewed as principal component analysis 
(PCA) based on singular value decomposition (SVD) of x  or eigenvalue decomposition 
(EVD) o fx x T
Gaussian white noise (OWN) has very special statistics with a normal (Gaussian) dis­
tribution f{x)  =  exp —(^ ^ )^ . Moments of high orders (higher than two) are 
specified values for GWN while its cumulants beyond the first two are zeros. As op­
posed to the Gaussian distribution whose kurtosis (the forth cumulant) is zero, the 
Super-Gaussian distribution has positive kurtosis, and visually it has heavy tails, such 
as the Laplacian distribution. Speech signals are super-Gaussian. A sub-Gaussian dis­
tribution such as the uniform distribution, in contrast to super-Gaussian, has negative 
kurtosis and visually thin tails. The term “white” in GWN means that all frequency 
components are present in the spectrum with equal energy, as in white fight. Coloured
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noise, as opposed to the “white” noise, yields variation in the spectrum. Another term 
associated with “white” is “non-whiteness” , which denotes the spectrum of a stationary 
process have different values at different frequency bins, i.e., different auto-correlation 
coefiicients at different time-lags.
As mentioned previously, statistical cues of source signals are often exploited by BSS 
techniques. However, for speech signals, direct estimation of the above statistics may 
result in errors, since they are non-stationary, i.e. their distribution and statistics vary 
with time. One solution is to convert them to some transform domain. Fortunately, 
speech signals are quasi-stationary, or short-term stationary, which means a signal is 
overall non-stationary and can be approximated as stationary in a short time period. 
Therefore, speech signals can be converted into the time-frequency (TF) domain based 
on quasi-stationarity, which is a representative domain of time sequences after applying 
short-time Fourier transform (STFT). STFT can be achieved by first segmenting a time 
series into parallel blocks and then applying Fourier transform to each block. In the 
TF domain, statistical cues such as independence cues can be exploited.
Bell and Sejnowski [13] categorised BSS into two types [13]. In the first type of BSS 
algorithm, neural networks with Hebbian-type learning are exploited. Neural networks 
are information processing paradigms inspired by animal central nervous systems, i.e. 
brains, which are widely used in the field of machine learning and pattern recognition, 
where a set of neurons (non-hnear functions) work in unison to solve specific problems. 
Hebbian-type learning is an un-supervised learning algorithm based on only local infor­
mation, which is self-organised to detect the emergent collective properties. Therefore, 
such a neural network learns and operates simultaneously, which is adapted to on-line 
data rather than dealing with data in batch mode. In the second type of BSS algorithm, 
specific contrast functions are optimised. A contrast function is continuous-valued, non­
quadratic and depends only on a single extracted output signal; whose maxima under 
suitable source or coefficient constraints correspond to separated sources [59]. An ex­
plicit contrast is generally characterised by high order statistics, such as moments and 
cumulants measured from data in batch mode.
Two specific BSS algorithms are introduced in detail in this thesis, using independent
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component analysis (ICA) and TF masking respectively. In the first BSS algorithm, 
the ICA [27] technique is used, which is a computational method for separating a 
multivariate signal into additive subcomponents. There are two assumptions applied 
to the multivariate signal as follows. (1) Each variable Xi in the multivariate signal 
is assumed to be non-Gaussian. (2) Different variables X{ and xj  are mutually or 
pairwise independent from each other, which means the joint probability p(xi,Xj) is 
the products of their marginal probability p(xi)p(xj) .  Entropy, a measure of disorder, 
can be used to evaluate the Shannon mutual independence from information point of 
view. In the second BSS algorithm, TF masking is used, which originates from CASA. 
The TF masking technique keeps or attenuates the audio information of the mixture 
by applying a factor at each TF point, and all the factors associated with the recovery 
of one source signal form a TF mask. If each factor value is either 0 or 1, then a binary 
mask is generated. Otherwise, a soft mask is generated with each factor value spanning 
between [0 1].
However, one limitation of the existing BSS algorithms is that their performance de­
grades steadily in adverse environments, e.g. with the presence of a high level of noise 
and strong reverberation as well as multiple competing speakers. To improve the in­
telligibility of noise corrupted speech, additional information that is complementary to 
the audio input is highly desirable. Vision, not affected by acoustic noise, contains such 
promising information due to the bimodal nature of speech signals, for both the speech 
production and perception processes [65]. This promising additional visual information 
about the audio modality, i.e. the complementary relationship between concurrent au­
dio and visual streams originating from the same event, is termed as the audio-visual 
(AV) coherence. Using the AY coherence to assist traditional BSS is an emerging ap­
plication in the field of joint AV signal processing, leading to a family of the so-called 
AV-BSS algorithms.
We need to stress that, although there are advantages of using visual cues to assist BSS, 
there are also some limitations. For instance, there is a strict requirement to the quality 
of the video, distorted video such as blurred or low-resolution videos therefore may 
degrade the AV-BSS performance. Also, in some cases, the visual cues may mislead 
the corresponding audio part, which is also demonstrated in the McGurk effect [65]
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when the visual /g a / plus an audio /h a /  leads to the wrong perception of /d a /. We 
assume the quality of visual sequences is good enough to benefit rather than degrade 
the performance of BSS systems.
Another limitation is that AV-BSS algorithms are often accompanied with an off-line 
training process, which implies they cannot handle cases where no training set about 
the target source(s) is available. This training process aims to model the AV coherence, 
which works as a prior information for BSS systems. As we have stressed previously, 
BSS algorithms are called “blind” since there is no prior information available. There­
fore, the additional information coming from the AV coherence, to some extent, makes 
the BSS methods less blind. Nevertheless, we still use the name AV-BSS instead of 
AV-SS, since the former has been commonly used. AV coherence modelling can be 
achieved by different mathematical tools, e.g., statistical characterisation of the joint 
AV probability in the synchronised AV feature space, visual voice activity detection 
(VAD) and audio-visual dictionary learning (AVDL) to capture the temporal struc­
tures. Of which, the AVDL technique involves both audio and visual modalities, in 
contrast to the normal dictionary learning algorithms applied to monomodal data. A 
novel AVDL algorithm is proposed in Chapter 5, and one essential novelty of our propo­
sition is the utilisation of locality constraints with analytical solution as opposed to the 
commonly-used sparse-coding strategy. In other words, our proposed AVDL resembles 
the properties of locality-constrained linear coding (LLC) widely used in image coding, 
which utilises the locality constraints to project each descriptor into its local-coordinate 
system, and the projected coordinates are integrated by max poohng to generate the 
final representation.
2.2 Audio-dom ain BSS
A general introduction of the technical background is first given, to help the readers 
to understand the basic mathematical and statistical concepts and definitions used in 
this thesis. Before we continue to introduce the existing BSS algorithms in detail in 
this section, we need to stress the general setting throughout this thesis. Firstly, the 
simplest 2 x 2  cases are considered for the ease of understanding, i.e., two microphones
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and two speakers, which can be generalised to the condition with multiple microphones 
and speakers. To mimic human hearing scenarios, the two microphones are allocated at 
the positions of two ears using a dummy head. Secondly, real-room environments are 
considered which involve reverberation and background noise. We consider the ideal 
situation when both the listener and the speakers are immobile, i.e., moving around 
and head rotations are not allowed, which exhibits a time-invariant mixing process. 
Thirdly, of the two source signals, one is supposed to be the target and the other as 
interference, and we are only interested in the target speech. As a result, evaluations of 
BSS algorithms are apphed to the target signal while ignoring the competing speech.
The performance of existing BSS methods relies strongly on the complexity of the 
mixing model, i.e., how the sources are mixed within the “cocktail party” scenario, as 
discussed next.
2.2 .1  M ix in g  m od el categorisation
Typically in a cocktail party environment, there are multiple concurrent active speakers, 
as well as some background noise such as clinking of glasses and light music. Due to 
the surface reflections in rooms and the propagation of sound in air, sound sources 
and interference come to a listener’s ears from both direct and reverberant paths, as 
demonstrated in Figure 2.1. So the question is how can we model the mixing process 
for machines to accommodate the diffuse surface reflections, noise and other complex 
constraints in an enclosed room?
Assuming an ideal noiseless anechoic environment where the sounds directly come to the 
microphones without being distorted by noise and reverberation, we can consider the
simplest mixing model, additive mixing or instantaneous mixing. In such conditions,
K  unknown source signals {&&(?%)}, 1 < k < K  are scaled and added with different 
combinations to yield P  observations {^p{n)}, 1 < p  < P:
K
= '^kpkSk(n) ,  (2.1a)
k=l
x(n) =  Hs(n), (2.1b)
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Noise
Mlc 1
Speaker 2
Figure 2.1: A simplified cocktail party scenario with two speakers and two sensors, 
where the two sensors (microphones) mimic aspects of a listener’s ears.
where hpk represents the contribution of source k to sensor p. Equation (2.1b) represents 
the matrix form of the additive mixing process, where x(n) =  [xi{n), ...,xp{n)]'^ is the 
observation vector, s(n) =  [si(n), ...,s/^(n)]^ is the source vector at the discrete time 
indexed by n where H = (hpk) 6 is the unknown non-singular matrix, assumed
to be time-invariant.
The additive mixing model has limited practical applicability in real-room BSS tasks,
where the reverberant acoustic paths yield a more practical and commonly-used con-
volutive mixing. In such conditions, the sources are convolved with different room
impulses and collected by the sensors:
K  +00
Xpiri) ^   ^ ^   ^ hpiç(^ q^ Sjç(^ n ç), (2.2a)
k = l  q = —oo
x(n) =  H * s(n). (2.2b)
where H =  (hp^) is the mixing tensor with its {p,k)-th element hpk — (hpkiq)) being 
the mixing filter from source k to observation p and * denotes convolution. For a 
physically realisable (causal) system, the tap index q of each mixing filter hpk should 
start from 0 and have an upper bound, depending on the reverberation time. This is 
often measured by the reverberation time RTqo [89], when reflections of a direct sound 
decay by 60 dB below the level of the direct sound.
There are also some other issues related to the mixing process. For example, depending 
on the sensor number P  and source number A, BSS mixtures are categorised into over­
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determined, even-determined and under-determined situations, with P > K, P  = K,  
P < K  respectively. The under-determined BSS problem is the most challenging one, 
since the system is not invertible, and one cannot estimate the demixing filters even 
given the mixing filters. Considering whether the noise is present in the environment, 
we have noise-free mixtures and noise-corrupted mixtures. In addition, the noise might 
be stationary such as Gaussian white noise, or non-stationary and coloured such as 
speech-hke interference. Also, the speakers and listeners are mobile, i.e., they may 
rotate their heads and move around during a conversation, which results in a time- 
varying mixing process as compared to the generally considered time-invariant systems. 
These situations are much more complex and are beyond the scope of this thesis.
si(n) ► U nknow n  ^  ^ Source ^
mixing x.(n) separation
S2(n)-------------► ® ^  ^ y z W
Unknown sources Observations Source estim ates
Figure 2.2: Schematic diagram for a typical 2 x 2  BSS system.
Based on different mixing models, different BSS techniques have been developed in 
the audio domain, exploiting the spatial diversity and characteristics of the sound 
sources, such as non-stationarity [62, 24, 25, 114], quasi-stationarity [96], non-whiteness 
[103, 14, 68], non-Gaussianity [20, 39], mutual independence [45, 27, 13, 19, 38], and 
modelling of other cues such as spatial cues [112, 61, 57, 41]. The schematic diagram 
of a typical 2 x 2  BSS system is shown in Figure 2.2. Despite of the use of increasingly 
complex mixing models mentioned above, solutions to instantaneous BSS are the most 
basic ones, which can be generalised to other complex mixing scenarios via, for example, 
Fourier transforms. Many instantaneous BSS algorithms have been developed and 
introduced in detail as follows.
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2.2 .2  Instantaneou s B SS so lu tion s
Based on the assumption that speech signals are uncorrelated stationary ergodic pro­
cesses, Non-whiteness is an important characteristic of speech signals since they have 
different magnitudes at different frequency bins, leading to a family of BSS algorithms 
[103, 14, 68] that jointly diagonalises the correlation matrices at different time-lags. 
Tong et al. proposed the algorithm for multiple unknown signal extraction (AMUSE) 
[103], which involves the successive eigenvalue decompositions of sample correlation 
matrices, whose solutions get asymptotically close to the least squares source esti­
mates with an increasing number of measurements. Molgedey et al. [68] successfully 
separated sources from their (non-)linear mixtures, with simultaneous diagonalisation. 
Belouchrani et al. proposed second-order blind identification (SOBI) [14], which jointly 
diagonalises an arbitrary set of correlation matrices, which is a generalisation of the 
Jacobi technique for the exact diagonalisation of a single Hermitian matrix [35]. Unlike 
AMUSE, SOBI allows the separation of Gaussian sources.
Non-stationarity is an essential nature of speech signals, since the statistical properties 
of their frequency representation change continuously with time. As a result, variances 
of the source signals are also non-stationary, which is particularly evident when com­
paring them between silent and active periods. Matsuoka et al. [62] proved that such a 
variance allows the estimation of source signals, and developed a BSS algorithm using 
neural networks to decorrelate the source estimates. Choi and Cichocki also state that 
[24] “the second-order correlation matrices of the data calculated at several different 
time-windowed data frames are sufficient for BSS when sources are non-stationary” . As 
a consequence, a series of decorrelation-based algorithms [24, 25,114] were proposed for 
instantaneous mixtures, which utilises the joint diagonalisation of several correlation 
matrices at different time-instants.
The previously introduced BSS algorithms involve explicitly or implicitly the decor­
relation of a set of covariance matrices. Another set of BSS algorithms decorrelates 
the sources with high order statistics, which exploits the mutual independence between 
source signals. These algorithms form the well-known technique called independent 
component analysis (ICA) [45, 27, 19, 38]. The decorrelation-based BSS algorithms
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are equivalent to using ICA techniques up to the second order, in other words, ICA 
is a higher-order generalisation of principal component analysis (PCA) [27, 39]. For 
Caussian-distributed source signals, ICA is equivalent to an orthogonal transformation, 
since high order statistics of Caussian distributed signals are fixed values [39].
ICA aims to find a separation filter, W , for an instantaneous mixture in Equation (2.1) 
to make the output y(n) as mutually independent as possible,
y(n) =  W x(n). (2.3)
Several assumptions are often made to address the ICA problem as follows.
(1) Even-determined or over-determined mixtures where the number of the observa­
tions is equal to or greater than the number of the underlying sources. More strictly 
speaking, columns of the mixing filter H  in Equation (2.1b) are assumed to be linearly 
independent. In such cases, the separation filters can be calculated directly from the 
estimated mixing filters for source separation [19]. Pre-whitening, is often applied to 
decorrelate the mixtures, and one of its by-products is that the over-determined cases 
are transformed to even-determined mixtures. However for the under-determined situ­
ations, which are not invertible, there does not exist a linear solution for the separation 
filters even if the mixing filters are known.
(2) Non-Caussianity or up to one Caussian assumption of the sources. Often the 
third- and the fourth-order statistics (i.e. moments and cumulants) are exploited in 
ICA. However for Caussian-distributed signals, moments of high orders (higher than 
two) are specified values while cumulants beyond the first two are zero, which do not 
contribute any information. As a result, they cannot distinguish two or more Caussian 
sources. Bell and Sejnowski [13] explained this problem in a more straightforward way 
that “the sum of two Caussian variables has itself a Caussian distribution”.
(3) Last but most importantly, mutual independence between the source signals. The 
essential objective of ICA is to make the source estimates as mutually independent as 
possible. Therefore, the independent outputs after ICA are not genuine copies of the 
original sources, if the sources are dependent with each other. Fortunately different 
speech signals can be considered as mutually independent [59].
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Bell categorised the ICA technique into two different types. One is through neural net­
works with unsupervised online Hebbian-type learning, as represented by the pioneering 
work of Jutten and Hérault [45] in 1983. The other one is through unsupervised learn­
ing in batch mode, which uses explicit estimation of cumulants as the independence 
criteria, as represented by Comon’s ICA method [27].
The first type of BSS algorithm is from a neural processing perspective. The adaptive 
H-J algorithm [45] successfully cancels the non-linear cross-correlations of instanta­
neous mixtures in a simple feedback architecture. Since independence involves the 
uncorrelatedness of the outputs that have been applied with non-linear functions, the 
H-J algorithm that cancels the non-linear cross-correlations produces independent com­
ponents, with carefully chosen non-linearities depending on the assumed source distri­
butions. Even though it lacked a convergence proof when it was proposed, it is the 
first adaptive learning rule to address the ICA problem. The reason for its success 
lies in the information-theoretic learning rules that maximise the mutual information 
between the mixtures and the outputs, i.e. the information maximisation (Informax) 
principle as proposed by Linsker [51], further refined by Amari et al. with a natural 
gradient optimisation [6, 5]. Bell and Sejnowski [13] proved that the Informax principle 
was equivalent to the maximisation of the output entropy for an invertible linear mix­
ing process, and thus derived an unsupervised online learning rule through non-linear 
sigmoidal neurons, without any assumption of the input distribution. Their proposed 
algorithm provides relatively robust performance and efficiency for super-Gaussian dis­
tributed sources. The Informax was later extended to mixed sub- and super-Gaussian 
distributed signals by Lee et al. [48].
Another widely used neural ICA algorithm is the fixed-point FastICA algorithm [38, 37] 
proposed by Hyvarinen and Oja. Strictly speaking, it is not an on neural algorithm, 
since it deals with data in batch mode. However, due to its parallel and distributed 
structure, as weU as its efficient computation that requires little memory space, it 
can still be considered as a neural algorithm. By choosing different non-linearities, 
a set of kurtosis-based FastICA algorithms is developed. FastICA shows appealing 
quadratic convergence properties, or even cubic convergence when the source densities 
are symmetric.
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For the second type of BSS algorithm, the independence is explicitly evaluated by a 
statistical metric such as a contrast function. From an information-theoretic view­
point, different contrast functions have been used based on different criteria, including 
the maximum likelihood (ML) principle [19], mutual information minimisation [27] or 
negentropy maximisation [38]. The ML principle can be used to estimate the parame­
ters of an underlying statistical model, based on hypothesis about the distribution of 
the sources. Note, unlike the mutual information as defined in the Informax principle 
[51] as introduced previously, the mutual information here is evaluated only on the 
outputs, and its minimisation is equivalent to minimising the sum of the entropies for 
each output component. These above contrast functions are evaluated on high order 
statistics, often in the form of cumulants of increasing orders. Focusing on the alge­
braic properties of the fourth-order cumulants exploiting non-Gaussianity of the source 
signals, Cardoso et al. proposed a computationally efficient joint approximate diago- 
nahsation of eigenmatrices (JADE) algorithm [20], where the joint diagonalisation of a 
set of fourth order cumulant matrices yields the ICA estimates, whose optimisation is 
achieved by Jacobi rotations. Comon [27] approximated the mutual information evalu­
ated by the Kullback-Leibler (KL) divergence with Edgeworth expansion of third- and 
fourth-order marginal cumulants, and his algorithm shows convergence and robustness, 
even in the presence of strong non-Gaussian noise. Afterwards, the optimisation of the 
contrast functions, can be achieved by gradient descent algorithms or more sophisti­
cated Newton-like algorithms.
Note that, there is one intrinsic limitation of the ICA techniques [13, 38, 20, 27]: that 
they suffer from indeterminacies of both scale and order, i.e., the estimated independent 
components are copies of the original independent sources up to different scales and 
permutations. Comon [27] proved this phenomenon for any contrast of polynomial 
form in marginal cumulants. This is the well-known scaling ambiguity and permutation 
ambiguity of ICA:
y(n) =  D Ps(n), (2.4)
where D is a diagonal matrix denoting that the source estimates are scaled versions 
of the original sources, and P  is a permutation matrix denoting that the order of the 
source estimates may not be consistent with the original one.
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The previously introduced BSS methods for instantaneous models are limited in real- 
world environments, where more complex convolutive models are considered due to 
multi-path sound propagation and room reverberation, as introduced next.
2 .2 .3  C onvolu tive B SS so lu tion s
Convolutive mixing models in Equation (2.2) are often considered for real-room mix­
tures, where the observations are corrupted by room reverberation. To solve this prob­
lem, time-domain deconvolution algorithms [111, 47, 7, 102, 66] can be apphed. How­
ever, the time-domain methods are computationally expensive, especially when the 
mixing filters have long taps. Moreover the inverse of the mixing filters, i.e. the sepa­
ration filters, may become ill-conditioned in the case of multipath (reverberant) effects, 
which may result in the loss of identifiabihty. One solution to this challenge is to trans­
form the time-domain signals to some other domains, in such a way that the convolutive 
model becomes a set of parallel instantaneous models, so that the existing separation 
tools for instantaneous BSS [103, 14, 13, 48, 38, 20, 27] can be used. Fortunately, 
speech signals are short-time stationary (quasi-stationary), which is the basis of block 
processing, via, e.g. the most commonly-used short time Fourier transform (STFT) 
[96, 109, 85, 55, 56, 8, 40, 73, 62, 80, 92]. For instance, STFT can be applied to the 
m-th short-term signal 5 (771, 72) segmented from the original signal 5 (72), to obtain the 
spectrum in frequency bin w and time frame m:
5 (772, w) =  ^ ”(5 (772, 72)).
Another advantage of the STFT representation is that the mixtures become more sep­
arated than those in the time-domain. Consequently, each time-frequency (TF) point 
can be clustered to a single source (assuming that only one source is dominant at each
TF point of the mixture) with TF masking techniques.
In the following two subsections, we will focus on two frequency-domain BSS (FD-BSS) 
methods. The first method is based on parallel ICAs in different frequency bins, while 
the second one uses TF masking techniques exploiting sparsity of the spatial cues.
Both methods have been used in our work. We need to stress that, we consider only
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2 x 2  cases in this thesis for the simplicity of understanding, and evaluations of the 
BSS algorithms are focused on the target speaker. However, both sub-classes, as will 
be introduced subsequently, can be generalised to more than one competing speakers. 
The TF masking-based BSS algorithm is constrained to a particular setting of sensors 
positioned around a dummy head. The thesis only considers even-determined BSS 
problems which cover over-determined BSS problems, even though the TF masking- 
based method is available for the underdetermined situations.
FD -BSS based on IC A
After applying STFT to each of the observed signals, we get an instantaneous mixing 
model in each frequency bin w ignoring the noise and convolutive components extending 
beyond the duration of the analysis frame,
X(m,uj)  = Jî{u})S{m,üj), (2.5)
where X { m ,u )  = [Xi(m, a;),..., A'p(m,o;)]^ is the observation vector in frequency bin 
uj and time frame m, and H(w) is the Fourier transform of the time-invariant mixing 
filters. Then in each frequency bin w, an ICA [27] for instantaneous models is applied to 
obtain the independent outputs Y (m, u) = [yi(?n, w ),..., y)^(m, w)]^, i.e. the estimates 
of the source components at each frequency bin:
Y ( m ,u )  ='W{cjj)X{m,oj) = S{m,u).  (2.6)
Since the mixing filter H(w) is time-invariant, its inverse separation filter W(w) should 
also be time-invariant, i.e. not dependent on time index m. Separated components 
at each channel associated with the same source are then grouped together and trans­
formed back to the time-domain via inverse short time Fourier transform (ISTFT), for 
generating the source estimates.
However, at different frequency bins, the ICA-separated components are inconsistent 
in their order and scale, caused by the indeterminacies as introduced in Equation (2.4) 
in the previous subsection.
The inconsistency of the scale at different frequency bins results in the scaling problem. 
Take a 2 x 2 convolutive system for example, the ICA-separated components may have
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inconsistent scales such that at different frequency bins when u j  = 1 , 2 , . . . , ! )  :
, . . . ,  for all m,Si (m,l) aiiSi (m,2)¥2(171,1) _ _S2(m,l) ) }^ (Tn,2 ) «2 2 % (771,2)
where a n  and 022 represent linear filters with unknown weights, probably not equal 
to 1. Consequently, if we directly apply the ISTFT to the first components for all the 
frequency channels and collect them into one source, i.e., [si(:, 1), an si( :, 2),...], the 
recovered source would be distorted (coloured) by some non-hnear filter. This is the so 
called scaling ambiguity associated with FD-BSS, which introduces self-distortion.
In the same way, if the ICA-separated components have inconsistent orders
, . . . ,  for all m.'Y i{m ,iy Si (m,l) ¥i(m ,2) S2(m,2)¥2(771,1) S2 (m,l) 5 Y2 (m,2 ) Si (m,2)
The first components in each channel, [5i(:, 1), S2 (b 2),...], would contain spectral in­
formation from both sources. This is the well-known permutation problem that results 
in cross-distortion.
The diagram of a typical ICA-based FD-BSS method is shown in Figure 2.3, the asso­
ciated scahng and permutation problems are also illustrated.
XI (n) Short
Time
Fourier
Transform
(STFT)
ICA
ICA
ICA
Figure 2.3: Schematic diagram for a typical 2 x 2  FD-BSS system based on parallel 
ICAs. Independent ICAs are applied at different frequency channels before the sources 
are reconstructed in the time domain. The permutation and the scaling ambiguities 
are demonstrated in the outputs of the first two channels, i.e. when w = 1 and w =  2, 
and Q is the total number of the frequency channels.
Compared to the self-distortion caused by the scaling ambiguity, which is equivalent to 
filtered versions of the original sources, the permutation problem results in more severe
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(indeed intolerable) distortion in the form of crosstalk interference between sources, 
which is also a technical challenge we want to address in Chapter 3. These ambiguities 
need to be addressed before the reconstruction of the sources in the time domain. To 
mitigate the scaling problem, the minimal distortion principle (MDP) [62, 92] can be 
applied.
To address the permutation problem, many algorithms [8, 80, 40, 73, 92, 64, 82] have 
been proposed. For example, the approach in [8, 80, 82] utilises the continuity of 
the spectral components in adjacent frequency channels, which assumes there is some 
interconnection between different frequency bins. The method in [40, 73] uses direction 
of arrival (DOA) estimation, where DOA denotes the direction of a propagating wave 
reaching to a sensor array, which is caused by the propagation models of sounds in air 
and can be modelled by beamforming techniques. The algorithm in [92] combines both 
of the above cues, and [64] utilises statistical signal models. Of the de-permutation 
algorithms mentioned above, the methods proposed by Pham et al. [80] and Pahbar et 
al. [82] respectively are very popular ones.
Principles of Pham’s proposition are as follows. Suppose the time-centred profile for 
the k-th source estimate as at the (m, w)-th time frame is denoted as
E'k(m,uj) = \ \Yk{m,u)f  -  Ek(uj),
where F'^(w) is the mean of ||y^(m, w)j|^ over time. Denote as the mean of
Ei^(m,u) over frequency, then the permutation matrix in the w-th frequency bin can 
be estimated by minimising the following objective function:
D{u) = argmmY^\\Ek{rn,uj) -  E k {m ) f .
°  k,m
This profile calculation and the permutation estimation processes are iteratively done 
in a bootstrap way until convergence.
In Pahbar’s method, cross-frequency correlation between neighbouring frequency bands 
is calculated based on a multi-level hierarchical structure, with the assumption that 
signal profiles in different bands undergo interrelated changes. In each level, all the 
frequency bins are grouped to different subsets, and each subset contains two sets of
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neighbouring frequency bins. The bottom layers have fine resolutions while the top 
layers have coarse resolutions. De-permutation is then done by minimising the cross­
correlation of the associated spectra for each subset. A bottom-to-top flow is applied 
in the de-permutation scheme.
The above methods are straightforward to implement, and work efficiently for con­
trolled environments with a low level of noise and reverberation. However in adverse 
conditions, the utilised properties such as inter-spectral continuity are corrupted by 
strong noise and reverberation. As a result, the de-permutation performance deteri­
orates rapidly. In our work presented in Chapter 3, the visual stream, which is not 
affected by acoustic distortions, is exploited to address the permutation problem.
FD-BSS using TF masking
Another emerging set of FD-BSS algorithms uses the TF masking technique which 
clusters each TF point of the mixtures to different sources, where the value of each 
TF point of the mask indicates the probability of this point coming from a source sig­
nal. TF masks are estimated from the mixtures via the evaluation of different cues 
such as onset, periodicity, harmonicity and spatial positions [112, 61, 57, 41]. With 
the assumption that different sources are disjoint to each other in the TF domain, a 
hard binary mask [44, 11, 9, 84, 113, 41] can be generated if the prior knowledge of 
which source occupies each TF point is known. This binary mask is ideal, if the prior 
knowledge is accurate, e.g. when the contributions of each source to the mixtures are 
provided. However this disjoint assumption of the sources does not hold for reverber­
ant mixtures, where different sources contribute partially to each TF point with one 
dominant source. Therefore, an alternative to the hard binary mask is the soft mask 
[61, 57], where instead of having a binary value of 0 or 1 for each TF point, a value 
between [0 1] is obtained to show the proportion of this point belonging to a partic­
ular source, based on the statistical evaluation of the separation cues. For instance, 
binaural mixtures are considered in our proposed system in Chapters 4 and 5 to mimic 
aspects of human hearing. Mandebs state-of-the-art audio-domain BSS method [61] is 
introduced, exploiting the binaural cues [112] of interaural phase difference (IPD) and
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interaural level difference (ILD). The principles of Mandel’s method are summarised as 
follows.
A source signal arrives at two ears with different time delays and attenuations:
L{m,u) /R{m,u)  = 10 ^20  ^ç3Krn,u})  ^ (2.7)
where L(m,uj) and R{m,uj) are the TF representations of the left-ear and right-ear 
signals respectively, at the TF point indexed by Two Gaussian distributions
are used to model the ILD o;(m,a;) and IPD p{m,oj) for source k at the discretised 
time delay indexed by r:
P iP D (m ,a ; |fc ,r )  ~  A /'(4 ^ (o ;) ;o - |^ (a ;) ) ,
(2 .0 )
P iL D {m ,u \k )
where PiPD(?rt, u\k, r) and pn.D{m, uj\k) are respectively the likelihood of the IPD and the 
ILD cues at the TF point (m, w) originating from source k at time delay r ,  parametrised 
by the means and variances 0  =  % T(^), o"^ (^w), //;^(w), ?;^(w)}. With the independence 
assumption of ILD and IPD, the likelihood of the point (m, w) originating from source 
k at delay r  is
P i p d / i l d ( ^ ,  (^\k, t )  = PiPD(m, uj\k,  T)piLD (?7% , u\k)i.pkT,  (2.9)
where (pkT is the overall posterior probability of a TF point coming from source k at 
delay r , as calculated in Equation (2.11a). Under the expectation maximisation (EM) 
framework, the parameter set 0  can be estimated as shown in Algorithm 1.
After convergence, source k can be estimated from either L(m,uj) or R(m,u),  by e.g. 
Sk{m,u}) = X^^p(fc,r|m,o;)L(m,a;). To recover sources from only one ear signal how­
ever may cause information loss. Consequently, the TF mask is applied to both signals 
to obtain their average as the source estimate in our work.
The above mentioned audio-domain BSS techniques work well in controlled environ­
ments, e.g., where the mixtures are instantaneous or with a relatively low level of 
reverberation, noise-free or with a negligible level of noise, and there are only a small 
number of competing speakers adequately separated in space. However, the quality 
of BSS-separated speech signals degrades dramatically in adverse environments. To
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A lgorithm  1: F r a m e w o r k  o f  t h e  E M  m e t h o d .
Inpu t: ILD a{m,uj) and IPD p(m,uj), initialised 0 . 
O u tpu t: Optimised parameter set 0 .
1 In itia lisa tion : iter = 1.
2 while iter < Maxl ter  do
% E  step
Posterior calculation:
% M  step
Parameter set 0  update:
iter =  iter +  1.
address this problem, additional information that is complementary to the audio input 
is highly desirable. As introduced previously, there is a complementary relationship 
between concurrent audio and visual streams, i.e. the AV coherence. The AV coher­
ence contains promising information robust to acoustic noise, which might be useful to 
assist BSS systems in adverse conditions, as introduced next.
2.3 Audio-visual coherence
Recent studies have shown that the visual modality improves speech intelligibility in 
noise [100, 18, 67], since human brains interconnect auditory with visual cues instead
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of dealing with sound in isolation [65, 90, 95, 18, 93]. Summerfield [101] pointed out 
that vision contains speech segmental information that supplements the audio. For 
example, for consonants the phonetic contrasts least robust to acoustical noise in au­
ditory perception are the most visible ones [101], which is further confirmed to be the 
fact for vowels as well [87]. In the experiments designed by Schwartz et al. [93], the 
vision provides cues about when and possibly where the auditory system should expect 
useful information with utterances of carefully-selected syllables, and the improvement 
in the identification results demonstrates the effect of vision on visually-guided speech 
enhancement.
Such a relationship, known as AV coherence, has been exploited to improve the perfor­
mance of automatic speech recognition [81, 63], identification [93] and more recently, 
source separation [97, 109, 85, 22, 91, 72, 71, 56, 57] in a noisy environment. To ex­
ploit the AV coherence to improve the conventional audio-domain BSS methods, the 
AV coherence needs to be reliably modelled, which is however challenging since the 
AV coherence modelling involves the audio stream and the visual stream where the 
bimodal differences in size, sampling rate and dimensionality should be taken into ac­
count. In addition, different visual features can be extracted from the visual stream 
and interconnected to the audio information with different fusion tools. In other words, 
the challenge here lies in the choice of the visual information and the AV coherence 
modelling technique, as introduced in the following two subsections.
2.3 .1  V isu a l in form ation  categorisation
In recent studies, there are two main types of visual information being utilised: (1) the 
position-type information of the speakers, (2) the articulatory-type information focused 
on the movements of articulatory organs such as mouths, lips, teeth and jaws.
P osit ion-type. For the position-type information, visually-guided person tracking 
techniques are first applied to localise the speakers, then the relationship between the 
detected positions and the audio stream is built subsequently, using e.g. the sound 
propagation model of attenuations and delays. For instance, the distances and di­
rections of the speakers can be calculated [74] in stereo vision, which yield IPD and
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ILD models from the detected direction by training head related transfer functions 
(HRTFs). Then sub-bands of the binaural signal that have the expected spatial cues 
are grouped together as the target source estimate. Similarly, 2D positions (distances) 
and directions of the sources are acquired instantaneously by a number of video cam­
eras [91]. Exploiting the propagation model of speech in air, a penalty term [110] can 
be applied as a constraint on the mixing matrix in each frequency bin. More recently, 
3D positions of the speakers can be localised using advanced particle filters, which give 
more robust results as compared to the 2D positions and offer potential for time-varying 
environments with moving speakers, where beamforming techniques can be combined 
to attenuate the signal from the interfering directions in periods of movement [72, 71].
One advantage of the position-type information is that the source positions are not 
required to be fixed (i.e. time-invariant) during the separation, which is critical for 
applications in dynamically changing environments. However, the position-type visual 
information does not directly contribute to the explicit content of the concurrent audio 
stream, i.e., whether the speaker is active or not, and what (s)he is saying. This problem 
can be solved by using the articulatory-type visual information.
Articulatory-type. The articulatory-type information is collected from the face re­
gion, where most of the articulatory gestures occur. This is quite reasonable, since 
it is the articulatory gesture that produces the concurrent auditory utterance, which 
thereby has a high AV coherence with the soundtrack. The mouth region, i.e. the re­
gion of interest (ROI), is often segmented from the raw video images with lip-tracking 
techniques. After lip-tracking, the AV coherence is built upon the audio and visual 
features extracted from ROI, e.g., the geometric-based features such as the lip width 
and height [98, 85, 29] and mouth size [83], the appearance-based visual features such 
as PCA coefficients [109] and sparse representation parameters [22, 21].
Compared to the position-type visual information, the articulatory-type information 
gives more explicit and detailed information about the audio stream. For instance, if a 
visual snippet is available, that contains the facial movement of a wide mouth opening 
and sustaining process, then the concurrent utterance of the vowel / a /  instead of the 
consonant /b /  is expected. Another very helpful piece of audio information is the
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speech activity, which can be easily detected by a human being via lip-reading. The 
articulatory-type of information is used throughout our research.
2.3 .2  AV coherence m od elling
Following extraction of the visual information from the video signals, the next chal­
lenge is to properly fuse the audio and visual information, i.e. to reliably model the 
AV coherence by overcoming the bimodal differences in size, sampling rate and dimen­
sionality. In this subsection, three techniques for the AV coherence modelling will be 
introduced, including statistical characterisation of the synchronised AV features, voice 
activity detection from the visual stream, as well as audio-visual dictionary learning.
S ta tis tica l characterisation . To statistically characterise aspects of the AV coher­
ence, such as estimation of the joint AV distribution, audio and visual features need 
to be extracted independently from both streams and synchronised to form the AV 
feature space. Each AV feature vector contains an audio feature vector and a visual 
feature vector associated with the same time. For instance, the Mel-frequency cepstral 
coefficients (MFCCs) extracted on a frame basis as the audio feature vector, the lip 
width and height as the visual feature vector, together comprise the AV feature [109]. 
Then the joint distribution of the extracted AV features can be modelled by statistical 
tools such as Gaussian mixture models (GMMs) [98, 109, 56], Hidden Markov models 
(HMMs) [109, 29] and some other statistical methods [85], whose parameters can be 
estimated in the training process under, for example, the expectation maximisation 
(EM) framework. We also propose an adapted EM method for the G MM parameter 
optimisation, considering that different dimensions in the audio features (MFCCs) may 
have different influences on the AV coherence.
This statistical method assumes that the sampling distribution represents exhaustively 
all the AV coherence, which is straightforward to implement but is prone to errors 
caused by outliers. As a result, an overfitting problem may arise due to the outliers, 
especially when the AV feature dimension is high. To solve this problem, a feature 
selection scheme [56] that removes the outliers is proposed and presented in Chapter 3.
V isual voice ac tiv ity  detection . Voice activity cues play an important role in speech
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processing, with applications in speech coding and speech recognition [15]. During the 
detected silent periods of the target speech, the interference including the competing 
sounds and the background noise can be estimated, which can be used to further 
enhance the corrupted speech source via, e.g., spectral subtraction [16].
There are many audio-domain VAD algorithms available. The international telecom­
munication union (ITU)-T VAD [15] standard operates on a multi-boundary deci­
sion region with post-processing, in the space spanned by four statistical parameters, 
which has been widely used for fixed telephony and multimedia communications. The 
decision-directed parameter estimation method is employed in [99], with the modelling 
of speech occurrences using a first-order Markov process. A recent method in [26] is 
applied in non-stationary noise environments with low signal to noise ratios (SNRs), 
where the speech absence is adaptively estimated from a smoothed periodogram in two 
stages.
However, the reliability of the above audio-domain VAD algorithms deteriorates signif­
icantly with the presence of highly non-stationary noise [15], e.g. the competing speech 
in a cocktail party scenario. Recent work shows that the vision associated with the con­
current audio source contains complementary information about the sound [65, 18, 93], 
and is deemed to have the potential to improve audio-domain VAD algorithms per­
formed in a noisy situation. Exploiting the bimodal coherence of speech, a family of 
visual VAD algorithms is developed, exhibiting advantages in adverse environments 
[52, 97, 10]. The algorithm in [52] uses a single Gaussian distribution to model the 
silent periods and a GMM for speech, with principal component analysis (PCA) for 
visual feature representation. A dynamic lip parameter is defined in [97] to indicate 
lip movements, which is low-pass filtered and thresholded to classify an audio frame. 
HMMs [12] with post-filtering are applied in [10] to model the dynamic changes of the 
motion field in the mouth region for silence detection. However, the algorithm in [52] 
does not consider dynamic features, which thereby suffers from information loss about 
the lip movements. Describing the visual stream only with a movement parameter, the 
algorithm in [97] does not consider static features. As a result its performance is not 
very promising. The HMM model in [10] is trained only on the visual information from 
the silent periods, i.e. it makes no use of visual information from the active periods.
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To address the above limitations, we propose a new method in Chapter 4, which uses 
both static and dynamic geometric visual features with Adaboost training [33].
Suppose C(-) is the visual VAD detector applied to the visual feature v(/) that outputs 
voice activity cues related to the ^-th frame, the error rate S  was used as a criterion to 
evaluate the performance of visual VAD algorithms over the total L  frames:
£ = (2.12)
where a{l) is the reference activity cue telling a speaker is silent (0) or active (1) and 
# ( ')  counts the number.
In the same way, we defined the false positive rate Sp and the false negative rate £n  ^
which evaluate respectively the ratio of voice being detected as silence and its converse:
Z-/a(Z)=l
(2.13b)
We are more tolerant to En as compared to Ep. For example in a coding system, if a 
silent frame is detected as speech, it will probably be coded the same way as speech, 
which causes only a higher computational cost. However, if an active frame is detected 
as silence, it will probably not be coded and transferred, which causes great information 
loss.
A udio-visual d ic tionary  learning. In the statistical characterisation method, the 
AV coherence is modelled from the “global” point of view across all observation frames, 
assuming the sampling distribution exhaustively represents aU the AV information. 
However, the “local” representation that exploits the temporal structures, i.e., the 
interconnection between neighbouring samples, is not considered. As a consequence of 
ignoring local features, essential information that locally describes a signal, is lost. Yet, 
this information plays an important role in speech perception. For instance, several 
consecutive visual frames focusing on a region with the mouth opening widely and 
sustaining for 200 ms (i.e., 5 frames) may indicate a long open vowel utterance, such as
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/a / ;  the presence of only one wide open frame of the above visual snippet more likely 
indicates a short vowel or a transition. In the VAD method, the local information is 
used, which however cannot contribute to more explicit information except the voice 
activity. To address this limitation, another representation method for capturing the 
AV coherence is considered, using e.g., dictionary learning (DL) [76, 75, 49].
DL is closely linked to sparse representation, whose aim is to describe a signal by a small 
number of atoms chosen from a redundant dictionary, where the number of atoms in the 
dictionary is greater than the dimension of the input signal. In other words, DL aims 
to find the optimal dictionary that best fits the input data [76, 75, 49, 3, 104, 69, 70], 
with a high level of sparsity and a low level of error.
DL methods often employ a bootstrap process iterating between two stages: sparse 
coding and dictionary updating [76, 75, 49]. Firstly, the coding coejfficients are obtained, 
given the data and the dictionary via, e.g., greedy techniques such as matching pursuit 
(MP) [60], orthogonal matching pursuit (OMP) [78], and convex relaxation methods 
such as basis pursuit [88]. Secondly, the dictionary atoms are updated to fit the input 
data via, e.g., the least squares solutions to optimal directions [31], iterative gradient 
descent [46], singular value decomposition (K-SVD) [3], and more recently simultaneous 
codeword optimisation (SimCO) [28].
The above methods have been successfully applied to mono-modality data such as 
images. Yet, little work has been done for multimodal data, e.g., AV data as considered 
here. Tropp [104] proposed a simultaneous orthogonal matching pursuit method for 
multi-sensor data of the same type, which however is unsuitable for audio and visual 
streams that have different dimensions and temporal resolutions. Casanovas et al. 
[22, 21] have used the AV fusion framework with an AV dictionary based on Gabor 
atoms, where each atom in the dictionary has a bimodal-informative temporal-spatial 
(TS) inseparable [75] structure, which contains coherent events in both modalities. 
The term “spatial” denotes a position in the visual data. An AV dictionary adapted 
for a specific scenario, e.g., a person speaking, however, needs to be learned via DL 
algorithms.
Monaci et al. [69] proposed an iterative bootstrap coding and learning process between
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audio and visual streams with de-correlation constraints. This algorithm is fast and 
flexible. However, it may result in spurious AV atoms, i.e. physically-meaningless 
atoms. They proposed an improved audio-visual matching pursuit algorithm [70], with 
a more consistent joint coding process, and successfully applied it to speaker locali­
sation in the presence of acoustic interference and visual distractors. This method is 
nevertheless constrained by the following limitations. Firstly, the weights of the two 
modalities used in the objective function can be unbalanced. Secondly, due to the 
high-dimensional data used for learning AV atoms, it is prone to errors induced by 
outliers including convolutive audio noise, and may result in overfitting. Thirdly, the 
computational complexity is very high.
To overcome the above limitations and inspired by the sparse framework that focuses 
on the structure of local features [69, 70] that might occur at any TS location of an 
AV sequence, we propose a new audio-visual dictionary learning (AVDL) algorithm 
in Chapter 5. In an AV sequence, there exists a large number of redundant signal 
parts that degrade the representation of the AV-coherence, for instance, the bimodal- 
irrelevant parts of the video background as well as the interference sound in the audio 
sequence. These do not contribute to the AV coherence. AVDL aims to ignore these 
irrelevant parts and to obtain the characteristics of the bimodal-informative parts. The 
AV fusion framework, to some extent, therefore resembles locality-constrained linear 
coding (LLC) [108]. Unlike the pre-deflned dictionary atoms such as Haar wavelets and 
the Fourier basis, DL aims to learn a dictionary adapted to a specific domain from the 
training data.
2.4 Audio-visual BSS
Exploiting the AV coherence, a growing body of research has been conducted, to facil­
itate applications that operate traditionally only in the audio domain.
Utilisation of the AV coherence has been very popular in the field of automatic speech 
recognition (ASR), and many different AV-ASR algorithms have been developed. Peta- 
jan [79] developed the first AV-ASR system, where mouth height, width, perimeter and
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area are extracted as visual features, to re-score the audio-only speech recognition sys­
tem. Using an active shape model (ASM), an active appearance model (AAM) as well 
as a multi-scale spatial analysis technique to derive the visual features for lip-reading, 
Matthews et al. [63] proposed a method to form different visual word recognisers via 
HMMs, and linearly combined them with the audio word recogniser to achieve a ro­
bust audio-visual recogniser. Applying HMMs for the integration of the extracted AV 
features, Potamianos et al. [81] presented a new ASR system, where a novel decision- 
based fusion technique was proposed, to model the reliability of the audio and visual 
stream information.
Another emerging field using AV coherence is speech enhancement. Focused on a 
mono-microphone signal, Girin et al. [34] developed the first speech enhancement 
prototype for speech corrupted by additive Gaussian white noise (GWN), which is 
based on a fusion-and-filtering algorithm that uses the visual information to estimate 
the parameters of an enhancement Wiener filter.
Localisation tasks also benefit from the incorporation of the AV coherence. Based on 
prior information from HRTFs, localisation performed on the visual stream provides 
information on the possible IPD and ILD distribution of binaural signals [74], which is 
then combined with the audio input, to design direction-pass filters for extracting the 
sources.
More recently, there is an increasing interest in the speech separation field, which, by 
combining the AV coherence with BSS techniques, leads to a family of AV-BSS algo­
rithms, whose schematic diagram is shown in Figure 2.4. The AV coherence has been 
utilised in different ways, by directly estimating the separation filters [98, 109], address­
ing limitations of existing audio-domain BSS algorithms [85], or providing additional 
information such as activity information [83, 22, 21], audio spectral information [29] 
and source position information [72, 71].
Before we continue to introduce AV-BSS in detail in this section, we need to stress its 
general setting throughout this thesis. As mentioned previously in the general setting 
of BSS, we are only interested in the target speech of 2 x 2 systems in time-invariant 
room environments. Therefore, the AV coherence is trained for the target speaker, and
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Figure 2.4: Schematic diagram for a typical 2 x 2  AV-BSS system. The concurrent 
vision contains complementary information to the audio stream, modelled by the AV 
coherence, which works as an additional separation cue in the AV-BSS algorithm.
in the separation process, only one video associated with the target speaker is provided.
2.4.1 D irect estim ation  o f separation  filters
Sodoyer et al. proposed the first AV-BSS system for decorrelating the sources without 
the mutual-independence constraint [98], where a GMM is used to model the AV coher­
ence in the extracted AV feature space. The geometric visual feature is composed of the 
lip width and height, and the audio feature is composed of the principal components of 
the spectral parameters, which are computed from power spectral densities via evenly 
spaced filterbanks. The separation vector estimation is achieved by cumulative coher­
ence maximisation over time. Even though it works only for instantaneous mixtures; it 
focuses on the target speech and gives a “very early” visual BSS enhancement system. 
They also tried to combine the ICA algorithm JADE with the trained AV coherence for 
convolutive mixtures, by (1) estimating the separation matrix with JADE; (2) group­
ing the separated components that provide the maximum AV coherence to the target 
speech estimate, i.e. to address the permutation problem.
Using a similar Bayesian framework as introduced in Sodoyer’s algorithm, Wang et 
al. [109] implemented an AV-BSS algorithm for both instantaneous and convolutive 
mixtures. In Wang’s method, the principal components of the mouth region extracted
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via AAM are used as visual features, and MFCCs are computed as the audio fea­
tures. Then a statistical model of either GMM or HMM is applied to the AV space, 
whose maximisation with the separated sources results in the optimisation of the sep­
aration matrix. For a convolutive mixture, the calculation of the frequency-dependent 
separation matrix is more sophisticated. The AV coherence provides a penalty term 
and a penalty function-based joint diagonalisation approach is applied to estimate the 
separation matrix [110]. Even through it achieves very good results in instantaneous 
and relatively very low-reverberant environments, the high-dimensional AV space may 
result in an overfitting problem.
2 .4 .2  A dd ressing  audio-dom ain  B SS  lim ita tion s
Instead of directly calculating the separation vectors as in [98] and [109] using the AV 
coherence. Rivet et al. developed a new AV-BSS system where the visual cues are 
used to address the limitations related to FD-BSS using parallel ICA techniques [85], 
i.e. the permutation and scaling ambiguities that resulted from the inconsistency of 
order and scale across different frequency bins, as introduced in Equation (2.4). They 
proposed a new statistical model for AV coherence maximisation, which is a mixture 
model of Gaussian-log-Rayleigh distributions, where the Gaussian distribution is used 
for the geometric visual features as in [98], while the log-Rayleigh distribution is used to 
model the logarithmic magnitude spectrum of the sources. To estimate the parameters 
of their AV model, the EM algorithm is applied. In the separation stage, after applying 
the ICA technique of joint diagonalisation in the TF domain, the separation matrices at 
different frequency bins are adjusted via AV coherence maximisation. This algorithm 
solves the convolutive source separation problem with relatively high reverberation as 
compared to the method in [109]. However, due to the very high-dimensional AV feature 
used (whose dimensionality is 2 +  where ATfft is the FFT size), the overfitting is 
even worse than [109]. In addition, since this algorithm is ICA-based, as a result, its 
performance is still limited in adverse environments with high reverberation. This has 
been demonstrated in our work in Chapter 3 where the improvement is modest since 
it is constrained by ICA in reverberant situations. That is also the reason we seek to 
use different visual information to assist the audio-domain BSS with the TF masking
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technique, as will be introduced in Chapters 4 and 5.
2 .4 .3  P rovid ing  add ition al inform ation
The algorithm in [83] uses the voice activity cues for additional information, which 
are detected by a hard thresholding method described as follows. First the number 
of mouth pixels at each frame is obtained. Then the absolute difference of the pixel 
numbers at consecutive frames is smoothed and thresholded to obtain the voice activity 
cues. The source signals, the observations, the first-order temporal dependencies of 
sources, the multipfication of the visual features and the audio observations, are all 
modelled with Caussian density functions. The source mixing process is modelled with 
a Kalman filter with the source independence constraints. Parameters of the above 
models are estimated via maximum likelihood optimisation, for the estimation of the 
source signals.
Considering a 2 x 2 system, Casanovas et al. [21] also used voice activity cues. A 
displacement function is calculated from the representation parameters of the video 
over Cabor atoms, whose peaks are detected as the voice activity. Cabor atoms are 
used in wavelet transform, which give multi-resolution analysis with balanced resolution 
at any time and frequency, whereas STFT gives equally spaced time and frequency 
divisions. Firstly in the training stage, the activity cues are used to extract and group 
the time slots where only one speaker was active, and to train a spectral CMM over 
the power spectrum for each speaker. Secondly in the separation stage, the power 
spectrum at each time frame is approximated with two kernels respectively from two 
trained CMMs, where each of these kernels represents the contribution of its related 
source. As a result, a frequency mask vector is generated at each time frame. After 
that, the visual cues are applied to either attenuate (silent) or amplify (active) the TF 
masks, such that when only one source is active at one frame, the spectrum at this 
frame is assigned to this source as a whole. In [22] they achieved further improvement 
in detecting and separating both audio and visual sources present in a scene, unlike the 
other algorithms that separate only audio signals. Audio and visual structures (Cabor 
atoms) quantified with high synchrony are grouped together with a robust clustering
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algorithm, where video structures whose movement is synchronous with the presence 
of sounds in the audio channel are grouped as the visual source. However, from an 
audio-separation point of view, still only the voice activity detected by vision is used 
to assist the separation of speech signals.
Using the corner-to-corner mouth width, and inner and outer lip height as visual fea­
tures, the method proposed by Dansereau [29] maps these visual features to word 
structures with a left-right HMM. Then the visual cues are used to estimate the spec­
tral content of the speech, i.e. visual spectral matching is performed, which is in turn 
used as additional information to constrain the solution of the coupling reconstruction 
filters in the convolutive 2 x 2  mixtures.
The algorithms introduced above work only for time-invariant mixtures, however, in 
conditions with moving sources, the mixing filters are also time-varying. Naqvi et al. 
[72] proposed a system where the visual modality is utilised to separate both stationary 
and moving sources. Using a 3D tracker, positions and velocities of the sources are 
detected based on the Markov Chain Monte Carlo particle filter, which are used to 
exploit the acoustic propagation model of the voice. The speech separation solution 
is a combination of traditional BSS algorithms and beamforming techniques: if the 
sources are identified as stationary for a certain minimum period, a frequency-domain 
BSS algorithm is implemented with an initialisation derived from the positions of the 
source signals. Once the sources are moving, a beamforming algorithm with directivity 
selection is applied to enhance the signal from one source direction and reduce the 
energy received from other source directions. They extended their work in [71] with 
further enhancement by applying a binary time-frequency masking technique in the 
cepstral domain, which works for a highly reverberant environment.
2.5 Audio quality assessment metrics
To evaluate the speech quality of an enhanced speech, the clean reference signal, i.e. 
the original audio signal without noise corruption is needed. Generally, two types of 
assessment metric are used: the subjective evaluation and the objective evaluation.
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Subjective evaluations of speech signals, i.e. subjective hstening tests are the most reli­
able methods to evaluate speech quality. One of the widely used subjective assessment 
metric is the ITU-T P.835 standard, which contains aspects of the signal distortion, 
noise distortion, and overall quality, all in a five-point scale. Our informal subjective 
testing is done as follows: first save the separation results of different BSS algorithms 
into 16 kHz PCM wave files, and then ask three listeners to choose which one is better 
than the others.
However, this subjective assessment might not be repeatable, especially when a large 
listener panel is involved. Since for each subject, the evaluation may be affected by 
many issues including the auditory systems and some psychology factors. Also, the 
subjective evaluation is quite costly and time consuming.
The objective evaluations are however repeatable, and the time and expenses cost is 
negligible as compared to subjective assessments, which are therefore used throughout 
this thesis. Based on different techniques and auditory conditions, different objective 
evaluations are applied, introduced as follows.
Signal to  in terference and  noise ra tio  (SINK)
For a P  X K  (P —observations and A —sources) FD-BSS system, in each frequency bin 
u} we obtain a global matrix G(w) defined as
G(w)
Gii{(jj) G i2{oj) ••• Gi k {( )^
Gk i (^) Gk 2{^) ••• Gk k {^)
=  W (w )H W , (2.14)
where H(w) and W(w) are the mixing matrix and the separation matrix defined in 
Equations (2.2b) and (2.6) respectively. The (%, j ) —th element of the global matrix, 
i.e. Gij{u}), tells the contribution of the j-th. source to the %-th source estimate at 
the frequency bin u. Converting [Gij(l),Gij{2),...,Gij{ü)] back into the time domain 
via inverse Fourier transform, a global filter gij wifi be obtained that represents the 
contribution of the j-th. source to the %-th source estimate. From Equation (2.14), the 
relationship between gij =  (gij(q)) and the mixing and separation filters is:
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p
9ij{.Q) ~  ^  (2.15)
p=i
where hpj(q) is defined in Equation (2.2a), and Wip{q) is the g-th element of the inverse 
Fourier transform of [IFîp(l), Wip{2) , ..., Wip{ü)].
Suppose there is no permutation problem, and si(n) is the target source, then the real 
contribution of si(n) in the first source estimate can be obtained via g n , and the left 
can be considered as interference and noise. Therefore, the signal to interference and 
noise ratio (SINR) can be calculated via:
When the separation filters can be estimated, such as in the ICA-based FD-BSS algo­
rithms, this SINR accurately estimates the contribution of the target source. Therefore, 
SINR is used as a BSS criterion in our work in Chapter 3. However, when adaptive 
techniques such as TF masking methods are used, the separation filter cannot be accu­
rately recovered. The contribution of the target source should be estimated by directly 
comparing to the target source estimate, and another criterion, i.e. signal to distortion 
ratio (SDR) is used, as introduced next.
Signal to  d is to rtio n  ra tio  (SDR)
SDR estimation contains two steps. Firstly, the contribution of the source signal si (n) 
in the estimated signal si(n) is assumed to be a hnear combination of the delayed 
versions of the target signal, where the parameters of the linear combination are esti­
mated in a Wiener filter g =  {g(q))> Using a Hermitian Toeplitz matrix =  (r^) 
and a cross-correlation vector r^g =  (r%), where rij is the auto-correlation coefficient of 
si(n — i +  1) and si{n — j  +1), and ri is the cross-correlation coefficient of 5i(rz — z +1) 
and si(n), the Wiener filter can be estimated as
g =  (R i.) -^ r i„  (2.17)
Other than the interfering speech and background noise, the delayed versions beyond 
a short analysis duration, e.g. 512 ms, are also assumed as distortions. Therefore,
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the number of the Weiner filter is limited depending on the analysis duration and the 
sampling rate of the signals.
Secondly, the distortions are calculated by removing the source contribution for the final 
SDR estimation. Replacing the global filter g n  in Equation (2.16) with the Wiener 
filter g, the SDR can be achieved.
Perceptual evaluations
The ultimate goal of the blind source separation or enhancement algorithms is to pro­
vide source estimates with agreeable qualities for listeners, i.e. high perceptual qualities. 
Therefore, perceptual evaluations are also used in this thesis, including perceptual eval­
uation of speech quality (PESQ) [2] in ITU-T P.862 and the overall-perceptual-score 
(OPS) in the PEASS [30] tool-kit.
PESQ is originally developed for the evaluation of handset telephony and narrow-band 
speech codecs, which can also be used in end-to-end measurements. It contains several 
algorithmically complex steps, and analyses of the speech signal sample-by-sample with 
a core perceptual model after a level and temporal alignment step.
The PEASS tool-kit assesses the perceived quahty of estimated source signals in the 
context of audio source separation. It combines (1) the global quality compared to 
the reference for each test signal; (2) the quality in terms of preservation of the target 
source in each test signal; (3) the quality in terms of suppression of other sources in 
each test signal; (4) the quality in terms of absence of additional artificial noise in each 
test signal. With a non-linear mapping process, the overall perceptual score (OPS) can 
be achieved, which outperforms all concurrent perceptual measures.
2.6 Potential applications
This AV-BSS research has potential impacts on a variety of applications, including 
robotics, security and many others, as briefly explained below.
Robotics—Over the years, vision has been the dominant sensing method in most 
existing robotics. This research has opened new opportunities in robotics research.
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namely robot audition. It will impact on various areas including weaponry, space 
exploration, manufacturing, and transportation, in which robotics technologies have 
already found widespread apphcations. Audition provides a complementary sensing 
method especially when the vision is not available (or reliable) any more, e.g. when 
the view is occluded, or when the illumination condition is poor.
Security—In security related applications, such as surveillance for public safety in 
airports, stations, or border control, there is a need for the remote operator to be able to 
not only track a target speaker (or conversation) but also listen into the speaker’s voice 
from the audio-visual measurements, where the background may be highly cluttered in 
both the audio and visual domain. Such apphcations require advanced signal processing 
techniques such as AV-BSS.
O thers—This research will also impact on other application areas. The audio-visual 
source separation algorithms can be used potentially in hearing aids (after some opti­
misations in their computational efficiencies), which will benefit the hearing impaired. 
In defence related applications, it is often required to detect and track multiple tar­
gets from possibly highly cluttered signal environments. AV-BSS, which considers both 
noise and reverberations in the signal model, will be beneficial for the development of 
effective technologies in such a challenging application scenario. Also, this research 
may benefit office and consumer speech technology applications and human-computer 
interaction (HCI), potentially in object-based media content production.
2.7 Database description
Two types of database are used throughout this thesis. The first one contains the mixing 
filters to simulate the mixing process; the second one is the multimodal database that 
contains the audio and visual signals.
2 .7 .1  M ix in g  f il te rs  d a ta b a se  
A achen im pulse response (A IR) da tabase
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The AIR database is recorded by Jeub et al. based on the institute of communication 
systems and data processing, RWTH Aachen University, Germany, whose main field 
of application is the evaluation of speech enhancement algorithms dealing with room 
reverberation. The measurements with a dummy head took place in a low-reverberant 
studio booth, an office room, a meeting room and a lecture room. Due to different 
dimensions and acoustic properties, it covers a wide range of situations where digital 
hearing aids or other hands-free devices can be used. The AIR database is being made 
available online [43].
Different measurements are recorded by changing the distance from the dummy head 
to the sound source, exhibiting different reverberation time RTgq.
Table 2.1: Setup and acoustic properties of the AIR database
Distance (m) RTqo (s) Number
Applicable 
for BSS tasks
Studio booth 0.50 1.00 1.50 0.12 12
Office room 1.00 2.00 3.00 0.43 12 El
Meeting room
1.45 1.70 1.90 
2.25 2.80
0.23 20 E)
Lecture room
2.25 4.00 5.56 
7.10 8.68 10.2
0.78 24
Binaural room impulse response (BRJR) database
The BRIR database is recorded by Hummersone based on the department of music 
& sound recording in University of Surrey [36], whose main field of application is the 
evaluation of psychoacoustic engineering approach to machine sound source separation 
in reverberant room environments. The measurements with a dummy head took place 
in four different types of rooms in University of Surrey. The distance between the 
ear canal and the loud speaker is fixed. In each room scenario, 37 sets of BRIRs are 
measured by changing the arc on which the source was placed from —90° to 90° with 
an increment of 5°, at the sampling rate of 16 kHz and 48 kHz respectively.
Following is a detailed room description for these four acoustic scenarios.
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Table 2.2: Setup and acoustic properties of the BRIR database
Room description RTeo (s) Number
Applicable 
for BSS tasks
Room A
A typical medium-sized office 
that seats 8 people.
0.32 74 d
Room B
A mediumsmaU class room 
with the small shoebox shape.
0.47 74 d
Room C
A large cinemastyle lecture 
theatre with soft seating and a 
low ceiling.
0.68 74 d
Room D
A typical mediumlarge sized 
seminar and presentation 
space with a very high ceiling.
0.89 74 d
2.7 .2  M u ltim od al database
The V1-C-V2 database
The V1-C-V2 database is recorded in GIPSA-Lab, GNRS and Grenoble University in 
France. This corpus consists of 112 different combinations of vowels and consonants 
in the form of “V1-C-V2”, where “VI” and “V2” are vowels from /a / ,  / i /  ,/o /, /u / ,  
and “C” stands for the consonant from /p / ,  / t / ,  /k /, /b / ,  /d / ,  /g /  or no plosive, 
and in the case of no plosive, the sequences are “V1-V2”. Measurements are recorded 
from one male speaker. Each combination is recorded twice for training and testing 
purposes. The audio sequences are stored in mono, 16 bit, 16 kHz, PCM wave files, 
while the video sampling rate is 50 Hz. The speaker wears blue fip make-up to benefit 
lip-tracking, and lip features (inner lip width and height) are provided in this database. 
Figure 2.5 illustrates a typical recorded video frame.
This database contains very basic speech elements, and is suitable for the preliminary 
work in the field of joint AV modelling. As a result, we choose it in our experiments in 
Chapter 3.
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Figure 2.5: Illustration of one frame from the recorded V1-C-V2 database, where the 
speaker wears blue make-up for lip-tracking.
The XM 2VTS database
The XM2VTS database [1] is recorded in CVSSP, University of Surrey, which contains 
four recordings of 295 subjects taken over a period of four months. Each recording 
contains a speaking head shot and a rotating head shot. In each recording, the subject 
is required to read through the following three sentences twice:
“zero one two three four five six seven eight nine”,
“five zero six nine two eight one three seven four”,
“Joe took fathers green shoe bench out”.
All the sentences from the database have been grabbed into separate audio files, a total 
of 7080 files. The audio is stored in mono, 16 bit, 32 KHz, PCM wave files. The video 
is stored in DV encoded coloured AVI file format at resolution 720 x 576, as illustrated 
in Figure 2.6. Lip tracking (outer-lip contours) experiments were carried out on the 
first two sentences of each shot for all persons in every session.
This XM2VTS provides the audio data used in our experiments in Chapter 3 as the 
interfering speech signals, since the V1-C-V2 database in Chapter 3 (provides the target 
speech and the associated video signals) contains signals from only one speaker. To 
simulate the room mixing process, randomly selected audio signals from the XM2VTS 
database are used as the competing speech signals.
The LILiR database
The LILiR database [94] is recorded in CVSSP, University of Surrey, which contains 
the LILiR main dataset and the LILiR TwoTalk corpus.
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Figure 2.6: Illustration of one frame from the recorded XM2VTS database.
The main dataset is still under construction. Each of the total 10 subjects is required to 
read 200 sentences with each lasting about 4 minutes. The main dataset is captured at 
multiple viewing angles from front view to side view. 38 points lip-tracking experiments 
were carried out on the front view videos. Figure 2.7 shows one front view frame from 
the database. The audio is stored in mono, 16 bit, 48 KHz, PCM wave files. The 
coloured video is stored in 25 Hz at a resolution of 1920 x 1080. Since this dataset 
contains large-scale continuous AV data, which is suitable for both speaker-dependent 
and independent reliable AV coherence modelling, this main dataset has been used in 
our experiments in Chapters 4 and 5.
Figure 2.7: Illustration of one front view frame of the recorded LILiR database.
The LILiR TwoTalk corpus is a collection of four conversations involving 2 persons 
engaged in casual conversations for 12 minutes each. 527 short clips were extracted 
and annotated by multiple observers to investigate non-verbal communication in con­
versations.
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2.8 Summary
In this chapter a review has been provided on existing BSS techniques that have been 
developed over the past few decades.
Firstly, a brief technical background section introduced some basic mathematical and 
statistical concepts and definitions related to this thesis, to help the readers to better 
understand the mathematics and techniques behind different BSS and AV-BSS meth­
ods.
Secondly, discussions of how to model the cocktail party problem have been given, 
depending on the reverberation condition, time-invariant or -varying mixing process, 
and number of observations versus number of sources. Then an introduction on the 
existing audio-domain BSS methods that solve the cocktail party problem was pre­
sented, exploiting different speech cues including non-stationarity, quasi-stationarity, 
non-whiteness, non-Gaussianity, mutual independence, and spatial cues. In particular, 
the scaling and permutation ambiguities of ICA algorithms were highlighted, which 
greatly affect the performance of traditional FD-BSS algorithms, where complex ICAs 
are appfied at different frequency bins. In addition, the TF masking technique for ad­
dressing the cocktail party problem was introduced. A TF masking example was given 
by mimicking aspects of a listener’s head and ears, where the TF masks are generated 
by exploiting the binaural cues^.
A survey of attempts to model the relationship between the concurrent audio and 
visual streams, i.e. the AV coherence, was subsequently given, to cast light on why 
we need the AV coherence and how to use it to assist audio-domain BSS algorithms. 
In particular, AV fusion techniques for modelling the AV coherence were highlighted, 
including statistical characterisation of the joint AV distribution, visual VAD that 
detects the voice activity cues from the video, as well as the AVDL method that learns 
the coherent local structures of an AV sequence.
W ith the AV coherence, a detailed literature survey of the existing AV-BSS algorithms 
was then given, which are categorised into three subsets based on the way that the AV
^IPD and ILD are primarily the result of the ears’ positions on the head.
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coherence is utilised, i.e. directly estimating the separation filters, addressing limita­
tions of existing audio-domain BSS algorithms, and providing additional information 
such as activity information, audio spectral information and source position informa­
tion.
To evaluate the (AV-)BSS algorithms for the cocktail party problem, a list of audio 
quality assessment metrics was subsequently introduced in detail, followed by the po­
tential applications of the AV-BSS algorithms and the database description.
As introduced in Chapter 1, we have proposed different AV-BSS systems, whose relation 
to the existing hterature has been set out in this chapter. In the following chapter, we 
will present our first AV-BSS system, which addresses the permutation problem related 
to ICA-based FD-BSS algorithms, utilising the AV coherence statistically characterised 
via GMMs.
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Chapter
Using the Visual Information to Resolve 
the Permutation Problem of FD-BSS
This chapter uses the visual information contained in the mouth region to address the 
permutation problem, which is related to the FD-BSS algorithms using parallel ICAs, 
as introduced in Chapter 2.2.3. Such additional visual information is exploited through 
the statistical characterisation of the coherence between the audio and visual speech, 
using mathematical tools such as a Gaussian mixture model (GMM). We present three 
contributions in this chapter as follows. Firstly, a novel frame selection scheme that 
discards non-stationary features is proposed, to improve the accuracy of the AV fusion. 
Secondly, with the selected and synchronised AV features, an adapted expectation 
maximisation (ABM) algorithm is proposed to model the AV coherence. Thirdly, with 
the coherence maximisation principle, we develop a new sorting method to solve the 
permutation problem in the TF domain. The performance of the proposed approach 
is evaluated on a multimodal speech database composed of different combinations of 
vowels and consonants. Compared to the traditional audio-domain de-permutation 
methods, the proposed algorithm offers a better performance in terms of signal to 
interference and noise ratio (SINR), which confirms the benefit of using the visual 
speech to assist the audio-domain separation.
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3.1 Introduction
As discussed in Chapter 2, convolutive mixtures in Equation (2.2) are often used to 
model room-scenario mixing processes. The FD-BSS algorithm [96, 109, 85, 55, 56, 
8, 40, 73, 62, 80, 92] is commonly used due to its computational efficiency, under 
the framework of independent component analysis (ICA) [27], as shown in Figure 2.3. 
However, the ICA-separated components at different frequency bins are inconsistent 
in their order and scale, which results in the well-know problem of permutation and 
scaling ambiguities. The scaling ambiguity can be addressed in a straightforward way 
with the minimal distortion principle [62, 92]. The permutation problem, which results 
in intolerable distortions from the interfering signals, is more difficult to deal with. To 
overcome the permutation problem, the ICA-separated components should be sorted 
before applying ISTFT for re-construction. However, the performance of the existing 
de-permutation algorithms, exploiting the inter-spectral correlation [8, 80, 82] or direc­
tion of arrival (DOA) estimation [40, 73] as introduced in Chapter 2.2.3, or statistical 
signal models [64], is deteriorated because of the acoustic noise. Considering the bi- 
mo dal nature of human speech, an alternative is to utilise the associated visual stream, 
which contains complementary information to the audio stream and is immune to the 
acoustic noise.
The proposed method in this chapter is motivated by the work in [109, 85], where 
the AV coherence is built in the extracted AV feature space, to assist the FD-BSS. 
We follow a similar two-stage framework which includes off-line training and online 
separation, in particular, to address the permutation problem. In the off-line training 
stage, we build a model to statistically characterise the AV coherence in the feature 
space. This coherence is built on the AV features extracted from the target speech. 
Mel-frequency cepstral coefficients (MFCCs) are used as the audio features, and the 
inner lip width and height as visual features, which are synchronised with the audio 
features on a frame-by-frame basis before statistical training. In the separation stage, 
coherence maximisation is applied for the alignment of the ICA-separated spectral 
components. Different from [109, 85], however, we have proposed three new techniques 
to improve the training and separation processes. Firstly, a frame selection scheme
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is proposed to remove the non-stationary features which consequently improves the 
robustness and accuracy of the estimation of the AV coherence. Secondly, the classical 
expectation maximisation (EM) algorithm is modified to take into account the different 
infiuences of the audio features, resulting in an adapted EM (AEM) algorithm, which 
further improves the estimation accuracy of the joint audio-visual probability. Thirdly, 
a novel sorting scheme is proposed to address the permutation problem. Moreover, 
here we have performed systematic evaluations on real recordings, and compared the 
performance of the proposed method with the state-of-the-art methods.
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Figure 3.1: Flow of the proposed AV-BSS system to use the AV coherence to resolve 
the permutation problem. The upper dashed box illustrates the traditional audio-only 
FD-BSS. The lower dashed box shows the training process, which aims to estimate the 
parameters for the AV coherence after audio-visual fusion. Before the reconstruction of 
the recovered signals in the time domain, we resolve the permutation indeterminacy by 
AV coherence maximisation using the feature vectors a(m) and v(m) in dashed lines 
(with arrows).
54 Chapter 3. Visual Information to Resolve the Permutation Problem
Flow of our proposed AV-BSS system is shown in Figure 3.1. As mentioned above, 
the system contains two stages: training stage and separation stage. The training 
stage is shown in the lower dashed box, which includes feature extraction and feature 
fusion. Firstly, we extract the audio features a(m) from the training audio data s(n), 
and some geometric-type features v(m)  from the training video stream. Secondly, we 
use the GMM to statistically characterise the AV coherence p(a(m), v(m)), and then 
an AEM algorithm is applied to estimate the parameters of the GMM model. The 
separation stage is shown in the upper dashed box, which is performed in the audio 
domain. To address the permutation problem in the separation stage, we use the 
information (i.e. the audio-visual joint probability) obtained from the training stage. 
Specifically, we align the permutations across the frequency bands based on a sorting 
scheme which iteratively re-estimates the AV coherence probability from the separated 
source components at each frequency bin based on the trained AV model.
3.2 Feature extraction and fusion
Our algorithm is based on the fact that there is a relationship between the video signal 
and the corresponding contemporary audio signal, which is the so-called AV coherence. 
We model the coherence at the feature level, at which the features are extracted from 
the audio and video data respectively. Since the two types of signals are recorded with 
different sampling rates and dimensions, we need to extract the features from them 
separately.
3.2 .1  E xtraction  o f audio and v isu al features
We take the MFCCs as audio features as in [109] with some modifications. The MFCCs 
exploit the non-linear resolution of the human auditory system across an audio spec­
trum, which are the discrete cosine transform (DOT) results of the logarithm of the 
short time power spectrum on a Mel-frequency scale. We then apply a lifter for the 
re-weighting of cepstral coefficients. In contrast to our earlier work in [56] , where the 
first component is the logarithmic power, we remove the first coefficient to avoid the
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influence of different magnitudes, caused by e.g., different orders of energy, and obtain 
the audio feature denoted as a(m).
Unlike the appearance-based visual features used in [109, 81], which are sensitive to 
luminance conditions, we use the same front geometric visual features as in [97, 85]: the 
lip width (LW) and height (LH) from the internal labial contour. The geometric features 
v(m) = [LW(m),LH(m)]^ are low-dimensional and robust to luminance^. The reason 
we use the simplest 2D visual features rather than more advanced features such as active 
shape models (ASMs) or active appearance models (AAMs) are as follows. Firstly, 
LW and LH have been successfully used in previous AV-BSS studies [98, 97, 85, 86], 
which contribute to a high computational efficiency. Secondly, the overfltting problem 
encountered in complex systems with a large number of parameters is greatly reduced.
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Figure 3.2: Gaussian distributions of the AV features extracted from four vowels: /a / ,  
/ i / ,  /o /  and /u /. 5-dimensional MFCCs are extracted as the audio features, (a) Each 
row represents the distribution in the audio feature space of a vowel from different 
examples. The i-th. box in each row represents the distribution of the i-th element in 
the audio feature space, i.e. the i-th MFCC coefficient, (b) The curves show the spatial 
distributions of the four vowels.
Figure 3.2 shows the typical Caussian distributions of the AV features extracted from 
four vowels: /a / ,  / i / ,  /o /  and /u /, which were obtained from the multimodal database.
is the visual frame index after synchronisation with the audio features.
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as depicted in Section 3.4, which is also used in Figure 3.3. The four vowels are manually 
obtained by selecting and concatenating the first several frames in each audio sequence 
in the V1-C-V2 data corpus, due to the structure of the audio sequence and its lack of 
indeces between vowels and consonants, which removes the consonant parts connecting 
two vowels. It can be observed from Figure 3.2 that the visual distributions of /o /  
and /u /  overlap with each other, but the related audio distributions differ greatly. On 
the other hand, the audio distributions of / i /  and /u /  look similar, but their visual 
distributions do not have overlap at all. This implies that the audio and visual features 
are complementary to each other.
After the feature extraction process, we concatenate synchronised audio and visual 
features to build the audio-visual space u(m) =  [v(77i);a(m)] for training.
3 .2 .2  R ob u st featu re fram e selection
If someone utters an isolated speech sound such as /a / ,  the visual features will likely 
be stationary with minimal fluctuation. However in the transition periods from one 
phoneme to another in fluent speech, the visual parameters fluctuate drastically with a 
large variance, which can produce ambiguous visual features typical of another speech 
sound or phoneme. For instance, in the transition process from /a /  to /b / ,  several 
frames of the mouth shape may look like the utterance of /o /. Also, these transitions are 
not stationary in the audio signal. Therefore, to improve the estimate of AV coherence, 
we propose a feature frame selection scheme based on the dynamic characteristics [97] 
of the visual features.
At each time frame centred by the visual feature v(m) =  [LW(m), LH(m)]^, we extract 
a short time period with 2Q -f 1 frames, then calculate
WLw(W =  cr(LW(m)) + aLw|]LW(m +  Q) -  LW(m -  Q)j], (3.1)
where o-(-) is the standard deviation and Alw 6 [0,1] is a weighting coefficient. In our 
experiment, « lw is chosen from a set of candidates from 0 to 1 with an increment of 0.2 
that gives the highest AV coherence. This evaluates the temporal variation of
a short term lasting 2Q +  1 frames, which is a weighted combination of the standard
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deviation and the overall change, assuming these transitions are monotone processes, 
like a mouth opening and closing process. As for the V1-C-V2 database as described 
earlier in Chapter 2.7.2 and used in our experiments, most of the transitions from one 
vowel to a consonant or reverse contribute high ||LW(m +  Q) — LW(m — Q)||. Q is set 
to 2 so this temporal variation is evaluated on a temporal duration of 100 ms. Then 
we define a Boolean variable to determine the stationarity of this frame
1, Wm(m) < LW(m +  g),
0, otherwise,
where 5lw is a comparison coefficient, typically chosen as 0.5. Then, we smooth the 
binary variable between adjacent frames
= F'Lwim -  1) V J ’lw(w) V Tisw(m +  1), (3.3)
where V denotes disjunction, i.e., the logical OR operator. In the same way, we can 
determine ^^^(m), and the final decision is
= (3.4)
where A denotes conjunction, i.e., the logical AND operator.
If iF{rn) = 1, the frame will be chosen, otherwise it will be discarded. The audio­
visual features associated with the selected frames are used in both the training and 
separation stages. Figure 3.3 shows an example of the visual features before (circle) and 
after (cross) selection. The process of frame selection discards frames that represent 
the transition between two syllables.
3.2 .3  Feature-level fusion
The AV coherence can be statistically characterised by a CMM with D  components:
D
p(a(m), v(m )) = p(u(m)) =  ^ iCdA/'(u(m) | /x ,^ S^), (3.5)
d—1
where Wd is the weighting parameter, pd is the mean vector and is the full covariance 
matrix of the d-th component. Every component of this mixture represents one cluster
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O orignal visual features 
+ selected stationary features
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Figure 3.3: Visual frame selection scheme. Each circle (or cross) represents a two di­
mensional visual feature vector at one time frame. After frame selection, the transitions 
from one syllable to another have been removed. In other words, the features are bet­
ter clustered (denoted by crosses), as compared to the original scatter plot of all the 
features (denoted by circles).
of the audio-visual data modelled by a multivariate normal distribution:
exp{-^(u(m) -  pdV^d~^(u(m) -  pd)}
(3.6)V'(27t)^+2 I I
We denote 0  =  {wd, Pd, ^d}S=i parameter set, which can be estimated by the
expectation maximisation (EM) algorithm. In the traditional EM training process, 
all the elements of the training data are treated equally whatever their magnitudes. 
Nevertheless, some elements of the audio vector with large magnitudes are actually 
more informative about the AV coherence than the remaining components (consider, 
for instance, the case of lossy compression of audio and images using DOT, where 
small components can be discarded). For example, the first element of the audio vec­
tor (ai(m)) should play a more dominant role in determining the probability p(u(m)) 
than the last one. Also, the elements of the audio vector having very small magnitudes 
are hkely to be affected by noise. Therefore, considering these factors, we propose an 
adapted expectation maximisation (AEM) algorithm with M axlter  iterations to opti­
mise the parameter set, which is realised via expectation maximisation (EM) algorithm
3.2. Feature extraction and fusion 59
as in Algorithm 2.
A lgorithm  2: F r a m e w o r k  o f  t h e  a d a p t e d  e x p e c t a t io n  m a x im is a t io n . 
In p u t: Training AV features u(m).
O u tp u t: Parameter set 0  for the adapted GMM model.
1 In itia lisa tion : iter = 1, initialise 0  with K-means.
2 while iter < M axlter  do
8
9
10
11
% E step
Compute the influence parameters Pdi') of u(m) for d =  1,..., D.
M u {m ))  = 1 -  (3.7)u(m) -  pd II
E j i i  II u (m )-/X j ||2
Calculate the posterior probability of each cluster given u(m).
WdPG{y^ {rn) I pd, Srf)/?rf(u(m)) 
E f= i ^jPG(u(m) I /X j,Sj)ft(u(m ))
Prf(u(m)) =  \  ' r ,  _  "  _ . (3.8)
% M  step
Update the parameter set 0:
Pd —
-  PdKuim) -  Pdfpd{u{m ))  +  c{SP}d
=  (3.9)
T ,m P d {^ {m ))  F  C
iter =  iter  +  1.
In Algorithm 2, || • || denotes the Euclidean distance, and c is a constant chosen to be 
proportional to the number of samples and {53^}  ^ is the penalty term. Different from 
the traditional EM algorithm, we have added an influence parameter /?rf(u(m)) in the 
expectation step of the AEM algorithm, where ^d(u(m)) takes into account the various 
distance between the sample (i.e. the vector u(m)) to different component centres, 
similar to the idea used in the classical K-means algorithm. Therefore, the different 
distance between the vector u(m) and a candidate cluster pd will have a different 
impact on the probability p(u(m)). In addition, unlike our preliminary work in [56], 
we have added the penalty term to avoid the covariance matrix becoming singular, 
which can occur when a component converges on one or two sample points (typically 
outliers). This has a similar effect to a variance floor. Without such a safeguard.
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the probability would approach infinity in such cases, leading to numerical stability 
problems in practical implementation. The parameter can be chosen as a diagonal 
matrix and the superscript P denotes penalisation.
3.3 Resolution of the perm utation problem
As yk(n) is the estimate of 5fc(n), yk(n) will have a maximum coherence with the 
corresponding video signal Vk(m). However, yk(n) may contain the spectral information 
from the interfering speakers at the frequency bin u  because of the permutation problem 
caused by ICA, as we have described in Equation (2.4). We need to estimate the 
permutation matrix P(w) at each frequency bin w before time-domain reconstruction, 
which can be achieved by maximising the following criterion:
.
P(o;) =  arg max V  V p(ufc(m )), (3.10)
where Ufc(m) = [afc(m); Vfc(m)] is the audio-visual feature extracted from the profile 
Sk(m, :) =  Yk(m, :) and the recorded video associated with the k-th speaker. If we 
are only interested in an estimate of si(n) from the observations, we can get the first 
permutation vector p(w) by maximizing:
p(w) =  arg m a x ^ p (u i(m )) . (3.11)
m
Since the permutation problem is the main factor in the degradation of the recovered 
sources, we focus on permutation indeterminacy cancellation for a two-source two- 
mixture case (i.e., K  = P  = 2). Assuming the spectral analysis window employs an 
fast Fourier transform (FFT) size of N^ft samples from the audio mixture signal, based 
on the symmetry property, we will only need to consider the positive Q, = N fft!^  bins. 
We denote vi(m ) as the visual feature that we have extracted from the recorded video 
signal associated with the target speaker. We also generate a complementary variable 
y |  =  (}^(m, w)), which spans the same frequency and time-frame space as Y i or Y 2 . 
The proposed sorting scheme for the alignment of the permutation is summarised in 
Algorithm 3.
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Algorithm 3: F r a m e w o r k  o f  t h e  s o r t in g  sch em e  f o r  a  2 x  2 s y s te m .
Input: Spectral components Y(m, w), separation matrix W(w), GMM parameter set 
0  and target visual feature vi(m ), resolution index I.
Output: Aligned W(w) and Y(m,u)).
1 Initialisation: i = 1 , y \ =  Y 2 .
2 while i < I  do
7
8 
g
10
11
12
13
14
15
1 6
Clj = {u
=  I
Equally divide N f  bins into 2*  ^ parts. Set j  = 1. 
while j  < 2*“  ^ do 
% Update Y\
? • • • J  .Q - t  7 }  J
2»—I-'
Y2(:,u), for u e C l j ,  
otherwise.
% AV coherence calculation 
foreach m  do
ai(m ) and aj(m ) calculation from Yi(m, :) and Y^(m ,  :), respectively. 
ui(m ) =  [ai(m);vi(m)]. 
uj(m ) =  [a{(m);vi(m)].
p(ui(7n)) and p(u|(m )) calculation with Equation (3.5).
% Re-sort the spectral components
•fW M  Y f-w )) -  •[ {W (w),Y(:,w)}, if EmP(ui(™)) >
^ {[O i|W (w ),Y (:,w )[% ]}, otherwise.
_ i  =  J +  1-
i — i
This scheme can reach a high resolution, which is determined by the number of parti­
tions 2^“  ^ at the final division, and the larger the number 7, the higher the resolution. 
However, most permutations occur contiguously in practical situations, therefore even 
if we stop running the algorithm at a very “coarse” resolution (corresponding to a small 
7), the permutation ambiguity can still be substantially reduced (e.g. stop the iteration 
when the algorithm has divided the positive frequency bins into 16 parts, i.e. 7 =  5 
and a frequency band of 500 Hz).
We have tested our proposed sorting scheme on the XM2VTS database in our early 
work [54]. The speech signal from the target speaker and another interference speech 
signal randomly chosen from 96 audio signals by 4 other speakers were transformed 
into the time-frequency domain via STFT. We swapped the spectral components of 
consecutive five frequency bins. Then we calculated the accuracy rate of the permuta­
tion cancellation with different frame numbers T. In Figure 3.4, each curve represents
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the comparison of the target speaker with an interference speaker. The result is an 
average of 24 mixtures.
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Figure 3.4: Permutation accuracy with different number of time frames for four inter­
fering speakers. The AV coherence used to evaluate the AV coherence is trained on the 
target speaker.
3.4 Experim ental results
3.4 .1  D a ta , param eter setu p  and perform ance m etrics
We used the V1-C-V2 database as described in Chapter 2.7.2 for modelling the AV co­
herence. In our experiment, the audio data were obtained by concatenating independent 
sequences, with each sequence lasting an integer multiple of 20 ms. We concatenated 
the 112 isolated sequences to obtain approximately 50 seconds audio for training. In 
the same way, we chose the beginning 400 frames (approximately 8 s) of the testing 
data to test our algorithm. 128 ms sliding Hamming window (2048 taps) with 108 ms 
overlap (20 ms step size, to be synchronised with the visual features) was applied in 
STFT. 5-dimensional MFCCs as audio features were computed from 24 Mel-scaled fil­
ter banks, thus the audio-visual feature was 7-dimensional. The reason we did not use
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Figure 3.5: Spectrograms of the sources (a), the mixtures (b) and the estimated sources 
without permutation alignment (c) where SINR=0.48 dB and the estimated sources by 
the proposed algorithm (d) where SINR=7.91 dB. The upper sub-plot in (a) is the 
target signal.
the standard 12-dimensional MFCCs and the power coefficient or additional velocity 
and acceleration coefficients is to avoid the overfitting problem, which degrades the AV 
coherence modelling process. For the same reason, we used the 2-dimensional visual 
features. We set the FFT size as 2048 (i.e., — 2048, =  1024). In the frame se­
lection process, we reserved 62% of features by assigning <5lw = 0.35, 5lh =  0.5, Q = 2, 
and «LW =  c^ LH — 1- For simplicity, we only used 20 (D =  20) kernels to approximate 
the AV coherence.
The algorithm was tested on convolutive mixtures synthesised on computer. We used
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the meeting room recordings from the AIR database for the mixing filters, as described 
in Chapter 2.7.1. Each room impulse has 10923 taps (approximately 700 ms) where 
the sampling rate is 16 kHz, and the reverberation time {RTqq) is about 230 ms. For 
a 2 X 2 mixing system, 10 different combinations of mixing filters were used in the 
following performance evaluations. Of the two source signals, one was the previously 
mentioned 8-second truncated segment from the test audio, and another source signal^ 
was continuous speech from the XM2VTS database [1]. To evaluate the effect of noise 
on the proposed method, both noise free and noise-corrupted conditions are considered, 
where Gaussian white noise (OWN) was added to both mixtures at different signal to 
noise ratios (SNRs). Figure 3.5(a) shows the source signals used in our experiments 
(note that only 2 s are shown here).
In the frequency domain, we used the global filters and signal to interference and noise 
ratio (SINR) as criteria to evaluate the performance of our bimodal BSS algorithm at 
different SNRs. Global filters and SINR are introduced in Equations (2.14) and (2.16) 
respectively.
3 .4 .2  E xp erim en ta l evaluations
We show the effectiveness of our algorithm by comparing it with the FD-BSS method 
without any permutation alignment (denoted as “No Alignment”). For the FD-BSS, 
the joint approximate diagonalisation method proposed in [80] was used for source 
separation at each frequency bin. Note that the same ICA algorithm was used here for 
the contrast methods [80] and [82] in our comparison. In addition, the scaling problem 
was addressed based on the minimal distortion principle [62] for all these methods 
before performing the permutation alignment. We used the same parameter set-up as 
described in Section 3.4.1. We set N^ft = 2048 and 1 = 5. No noise was added to 
the mixtures. The generated mixtures are shown in Figure 3.5(b). Figure 3.5(c) and 
3.5(d) show the separated sources from the mixtures without and with our proposed 
algorithm respectively, where it can be clearly observed that the audio-visual approach 
has improved the quality of the separated speech.
The source signals can also be chosen from a same dataset as done in our work [56].
3.4. Experimental results 65
I
0.5
2000 4000 6000 80002000 4000 6000 8000 2000 4000 6000 8000 2000 4000 6000 8000
0 2000 4000 6000 8000
Frequency (Hz)
0 2000 4000 6000 8000
Frequency (Hz)
0 2000 4000 6000 8000
Frequency (Hz)
0 2000 4000 6000 8000
Frequency (Hz)
(a) No alignment (b) Audio-visual
Figure 3.6: Global filters in the frequency domain obtained by the FD-BSS without 
permutation alignment (a) and the audio-visual alignment (b). The same mixtures and 
parameters as those in Figure 3.5 were used.
Figure 3.6 shows typical global filters obtained from this experiment. Ideally the global 
filter should be an identity matrix for each frequency bin. From this figure, it can also 
be seen that the permutation problem is well addressed by the audio-visual approach, 
as the magnitudes of G12 and G21 have been reduced considerably. The permutation 
ambiguities occur in many frequency bands in 3.6(a). Therefore, the spectrum of the 
recovered signal yi(m) contains distortions from the other source signal S2(m), which 
can also be observed in Figure 3.5(c). With audio-visual alignment, the permutation 
ambiguities have been significantly reduced, as shown in 3.6(b) as well as Figure 3.5(d). 
Alternatively, based on the diagonal property of the global filter matrix, we can also use 
the criterion \Gn \ • IG2 2I — IG12I • IG2 1I to evaluate the consistency of the permutations 
across the frequency bins, as shown in Figure 3.7. |G n | • IG2 2 I — IG12I • IG2 1 I should be 
consistently larger or smaller than 0, if the permutations across the frequency bins are 
correctly aligned.
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Figure 3.7; The plot of |G n | • IG2 2I — IG12I • IG2 1I for the noise-free case, when no 
permutation alignment is conducted (a) and the permutations are aligned by Audio- 
onlyl (b) in [80], Audio-only2 (c) in [82] and the audio-visual approach (d).
By comparing Figure 3.7(d) with Figure 3.7(a), it can be observed that our algorithm 
successfully corrected the permutation ambiguities at most frequency bins, as the val­
ues of I Gill • IG2 2I — IG1 2I • IG2 1I are consistently positive across the frequency bins. 
In addition, our algorithm performs better than the two baseline methods shown in 
Figures 3.7(b) and 3.7(c). To observe the effect of noise on the permutation errors, 
we have also plotted the quantity jGnj • IG2 2I — IG12I • IG2 1I for the case where 10 dB 
Gaussian white noise is added to the mixtures, as shown in Figure 3.8, both the audio- 
only methods fail to group the spectral components accurately in the frequency band 
between approximately 1700 Hz and 3000 Hz, which lies in the range of frequencies 
that are essential to human intelligibility of speech. The audio-visual method provides 
more accurate alignment in this case. The results and comparisons in terms of SINR 
measurements are provided in the next section.
The magnitude spectra in Figures 3.6, 3.7, and 3.8 appear somewhat peaky, which
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Figure 3.8: The plot of IG11HG2 2 I —|G^ i2 MG^ 2 il for the case where 10 dB Gaussian white 
noise is added to the mixtures. The meanings of the sub-plots correspond similarly to 
those in the noise-free case shown in Figure 3.7.
implies that a certain amount of scaling ambiguity remains despite having applied the 
MDP-based post-processing to the demixing filters. However, our informal listening 
tests show that the effect of the peakedness of the frequency spectrum on the perceptual 
quality of the recovered speech signals is negligible. In other words, we didn’t observe 
strong distortions of the signal as a result of the residual spectral peaks.
Quantitative evaluations
Firstly, we compared the effect of different frequency partitions (i.e. the choice of I) 
on the performance of the proposed method for permutation alignment. To this end, 
we used the same experimental set-up as described in Section 3.4.1, except with the 
following two changes. Firstly, we changed the values of I  by selecting it from [345 6]. 
Secondly, we performed 10 experiments in each of which the mixing filters were selected
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from the 10 sets of the room impulse responses described in Section 3.4.1. The average 
results over the 10 different sets of mixtures are shown in Table 3.1.
Table 3.1: The effect of the choice of I  on the separation performance measured by 
SINR in dB
I 3 4 5 6
SINR(dB) 6.39 8^# 8.21 6.40
From this table, it can be observed that the different number of frequency partitions 
does influence the separation performance. In general, I  =  4 or 5, which corresponds to 
8 or 16 partitions respectively, gives a reasonably good performance. More partitions 
however do not increase the system performance. We chose /  =  5 for subsequent 
performance comparisons.
We then compared our algorithm with other de-permutation methods using only audio 
signals. We used the method in [80] (denoted as “Audio-onlyl”) and the approach 
in [82] (denoted as “Audio-only2” ) as contrast algorithms for permutation alignment, 
whose principles are introduced in Chapter 2.2.3.
We then evaluated the performance of our algorithm and the above baseline algorithms 
with respect to different signal to noise ratios (SNRs) and different FFT sizes. Firstly, 
we fixed the parameters as used in above sections, and only changed the values of 
FFT size among [512 1024 2048 4096]. For each FFT size WppT, ten independent 
tests were run on the ten different sets of mixtures for each of the algorithms under 
comparison. No noise was added to these mixtures. The average SINR (dB) results 
are shown in Table 3.2. From this table, it can be observed that the choice of 
impacts the separation performance. For example, a smaller NppT, such as N fft = 512, 
gives relatively lower performance for almost all the tested algorithms. Our proposed 
algorithm offers competitive performance in all the test cases. N fft = 4096 appears 
to offer better performance for the majority of the algorithms. However, a higher 
computational cost is usually involved for a larger Nfft when performing permutation 
alignment.
Then, we changed the SNR level from 5 dB to 30 dB while maintaining N fft = 2048,
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Table 3.2: SINR measurements for different FFT size
iVpFT 512 1024 2048 4096
No alignment 2.19 1.85 3.53 3.87
Audio-onlyl 4.23 6.36 6.12 7.55
Audio-only2 2.38 2.76 8.69 8.88
Audio-visual 4.15 4.56 8.21 8.98
1 = 5, and other parameters as set in the above two sections. For each SNR, again ten 
independent sets of tests were run for each of the algorithms under comparison. The 
average results measured by SINR are shown in Figure 3.9. It is shown from this figure 
that the proposed algorithm tends to offer better performance for a higher noise level. 
For example, when SNR = 10 dB, our algorithm provides 0.73 dB improvement over 
Audio-onlyl and 1.75 dB over Audio-only2. For the noise-free case (not plotted on this 
figure), our algorithm achieves 2.08 dB improvement over Audio-onlyl, but is 0.48 dB 
lower than Audio-only2. This suggests that the advantage of the audio-visual method 
is more prominent for noisy mixtures than the noise-free ones.
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Figure 3.9: Average SINR computed over the independent tests for the 4 algorithms, 
where NppT - 2048 and 1 — 5.
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3.5 Summary
The proposed approach to address the permutation problem associated with FD-BSS 
consists in the off-line training stage and the on-line separation stage. The AV coher­
ence is statistically characterised on the synchronised AV features in the off-line stage, 
using a Gaussian mixture model learned via a novel adapted expectation maximisation 
algorithm. In this system, we have used the MFCCs as audio features, which are com­
bined with geometric visual features to form an audio-visual feature space. To improve 
the robustness of the AV coherence, a feature selection scheme is applied before the AV 
coherence modelling. In the on-line separation stage, parallel ICAs are applied inde­
pendently at different frequency bins. The joint approximate diagonalisation method 
proposed in [80] was used as the basic ICA tools. A new recursive sorting scheme 
based on the maximisation of the AV coherence has also been developed to solve the 
permutation problem. We have quantified the performance of our proposed algorithm 
in terms of SINR.
In comparison to [82], considerable improvement is achieved by our approach in noise- 
corrupted situations. Modest improvement is also obtained over the benchmark al­
gorithm proposed in [80] with the existence of heavy noise. However in noise-free 
environments, our proposed method suffers from very modest degradation over the 
competing method [80]. This demonstrates the feasibility of our proposed approach in 
adverse conditions rather than ideal environments.
Note that, the success of our proposed AV-BSS algorithm is based on the successful ICA 
separation in the parallel TF domain, i.e., the ICA-separated spectral components are 
supposed to originate from individual sources. However, the performance of the exist­
ing ICA algorithms deteriorates steadily in adverse conditions, and the ICA-separated 
components may contain distortions from the interfering sources. In that case, the pro­
posed de-permutation algorithm is inevitably affected. This degradation is also proved 
in the experimental evaluations in Chapters 4 and 5, where more reverberant real-room 
impulses are considered. To address this ICA limitation, an alternative is to use the 
TF masking technique, combined with some cues, e.g. voice activity cues detected via 
visual voice activity detection techniques, as suggested in the next chapter.
Chapter 4
Blind Speech Separation in Adverse 
Environments with Visual Voice Activity 
Detection
ICA-based algorithms, as introduced in Chapter 3 deteriorate steadily in adverse en­
vironments; TF masking techniques, using the binaural cues instead of independence 
cues as introduced in Chapter 2.2.3 however produce the state-of-the-art results in the 
presence of strong background noise and reverberation. This mimics aspects of human 
hearing that are considered in this chapter. To reduce the residual distortion introduced 
by the audio-domain separation, we propose a new interference removal scheme inte­
grating the voice activity cues, detected by voice activity detection (VAD) techniques. 
Considering that audio-domain VAD methods cannot cope with the non-stationary 
noise, e.g. the competing speech in a binaural mixture, we propose a novel visual VAD 
approach via the Adaboost training (Adaboosting) algorithm, which is not affected by 
acoustic noise. We have tested our proposed AV-BSS algorithm on speech mixtures 
generated artificially using room impulses at different reverberation times and noise 
levels. Simulation results show performance improvement in noisy and reverberant en­
vironments, in terms of signal to distortion ratio (SDR) and perceptual evaluation of 
speech quality (PESQ).
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4.1 Introduction
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Figure 4.1: Flow of our proposed two-stage AV-BSS system: VAD-incorporated BSS. 
In the training stage (upper shaded box), a visual VAD detector is trained via the Ad­
aboosting algorithm. In the separation stage (lower shaded box), after the traditional 
audio-domain BSS algorithm, the detected voice activity cues are incorporated into a 
novel interference removal scheme, for the enhancement of the target speech signal.
The block diagram of our proposed VAD-assisted BSS is shown in Figure 4.1, which 
contains the off-line training stage and the on-line separation stage, a similar strategy 
to those taken in our earlier works [55, 57, 53].
In the off-line training stage, we first extract the geometric visual features from the lip 
region, and a speaker-independent visual voice activity detector, i.e. classifier, is trained 
in the feature space, whose parameters are obtained via the Adaboosting algorithm. 
The developed VAD algorithm uses low-dimensional features, and shows high accuracy.
The proposed visual VAD is then combined with a traditional audio-domain BSS 
method for speech enhancement, by integrating the detected VAD cues into a novel 
interference removal scheme, to mitigate the interference distortion remaining in the 
separated speech obtained by BSS. Binaural mixtures in reverberant and noisy en­
vironments are considered, to mimic aspects of human hearing in an enclosed room 
environment. Firstly, the audio-domain BSS method is applied to the mixtures in 
the time-frequency (TF) domain, which assigns probabilistically each TF point of the 
mixture to the source signals exploiting the spatial cues of IPD and ILD [61, 112], to ap-
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proximately obtain the source estimates. Afterwards, the interference removal scheme 
is applied to these source estimates, where the contributions of the target speech are 
attenuated in the silent periods detected by the visual VAD, for achieving better inter­
ference detection.
We have two main contributions in our proposed system.
• A novel visual VAD algorithm.
In the off-line training stage, we propose a novel visual VAD algorithm using both 
static and dynamic geometric visual features with Adaboosting [33], to build a 
noise-robust visual voice activity detector.
• VAD-incorporated BSS.
We apply the visual VAD to detect silent periods in the target speech using the 
concurrent vision, which are then integrated into an interference removal scheme 
to suppress the residual distortion for speech enhancement, after applying the 
audio-domain BSS algorithm to the speech mixtures.
These two main contributions will be discussed in detail in the next two sections.
4.2 Visual VAD
VAD determines whether a speaker is silent or not in a frame. To derive a robust 
VAD algorithm is a must for our proposition, and there are many audio-domain VAD 
algorithms available [15, 99, 26], as introduced in Chapter 2.3.2, whose performance 
degrade significantly with the presence of highly non-stationary noise. Recent studies 
[65, 18, 93] show that the visual stream is deemed to have the potential to improve 
audio-domain processing, and a family of visual VAD algorithms has been developed, 
exhibiting advantages in adverse environments [52, 97, 10]. However, [52] and [97] 
consider only static or only dynamic visual information, and [1 0 ] is trained only on 
the visual information from the silent periods and makes no use of visual information 
from the active periods. As a result, the above visual VAD algorithms suffer from 
information loss and their performance is not very promising.
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To address the above limitations, we propose a new visual VAD algorithm. Instead 
of statistically modelling the visual features as in [52, 10], we build a voice activity 
detector in the off-line training stage, by applying Adaboost training [33] to the labelled 
visual features obtained by lip-tracking. Instead of applying a hard threshold to fix a 
combination of the visual features as in [97], the optimal detection thresholds and their 
associated visual features are iteratively chosen for an enhanced detection. The VAD
is built in an off-line training process using the labelled visual features v(l) extracted
from the associated video clips of the mouth region, i.e. region of interest (ROI). The 
appearance (intensity) based features are subject to variation of luminance and skin 
colour, therefore we restrict ourselves to using geometric features of the lip contours. 
In our proposed algorithm, the 38-point lip-tracking algorithm [77] is first applied to 
the raw video, for the extraction of the contours of both inner and outer lips. To 
accommodate individual differences in lip size, we normalise the mouth region so that 
when the speaker is silent with naturally closed lips, the width of the outer lip should 
be unit length.
From the lip contours, we can extract the 6(2Q+l)-dimensional geometric visual feature 
at each frame I where Q is the maximal frame offset:
v(0 =  (4.1)
where T  denotes transpose and g(/) is the static visual feature containing 6  elements: 
the width, height and area of the outer and inner lip contours. In Equation (4.1), 
di{q) is the difference feature vector that models the dynamic visual changes, i.e. lip 
movements, defined as:
d i ( q ) = g ( l ) - g { l - q ) ,  (4.2)
where q = [—Q, ...,Q] is the frame offset. v(/) can also be obtained using other lip 
tracking algorithms, based on e.g. complex statistical models [50] and active shape 
models [42, 55].
To train the visual VAD, we need the visual features labelled, i.e., we assign the label of 
the voice activity for each frame, which is achieved by labelling manually the clean AV 
sequences. To obtain robust visual VAD, there are some challenges we need to address. 
Firstly, the high-dimensional visual features may introduce the overfitting problem.
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Secondly, each dimension in the feature space has a different order of magnitude and 
hence different contribution to the overall detector. Thirdly, there exists a high redun­
dancy in the feature space, due to the high similarity between neighbouring frames. 
To address the above problems, we apply the Adaboost training algorithm [33] that 
iteratively boosts a set of weak detectors into a strong one. It selects one optimal weak 
classifier under the current sample weights, and then updates the sample weights for 
the next iteration by giving more priority to the misclassified samples. The same weak 
classifier used in the Viola-Jones object detection algorithm [105], denoted as Cvj(-), is 
used in our algorithm as follows. In the 2-th iteration, the K^-th element of v(Z), i.e. 
is selected and compared with a threshold A* and a polarity of pi G {1 , —1 }:
C „(vW ,«.,P i,A O  =  |  (4.3)
I 0 , otherwise.
For simplicity, we denote Cvj(-|2) =  Cvj(v(Z), A*) as the weak classifier chosen
at the 2-th iteration, which contributes to the final strong classifier with a weighting
parameter Wf. The parameter Wi is determined by the error rate ei in the 2-th iteration
in the training process, via:
Wi =  In -— (4.4)
&i
Using the majority voting, the visual VAD detector is obtained:
C (v (0 )=  < 1, if E i= i  «'iCvj(v(0|i) >  I  J2i=i “>« (4.5)
0 , otherwise,
where I  is the total number of iterations. We propose this method based on Adaboost 
under the following considerations. Firstly, the Adaboost training algorithm limits the 
dimensionality of features being used to be I, which can help to avoid the overfitting 
problem. Secondly, only the optimal dimension is chosen in each iteration, and the 
magnitude of the related threshold Ai  is adapted to the particular dimension. For 
instance. A* is chosen from a set of points linearly spaced between the minimum and the 
maximum points in each dimension. Thirdly, the weighting update avoids similar weak 
classifiers being chosen, which thereby reduces the feature redundancy. Experimental 
results for the proposed visual VAD algorithm are presented in Section 4.4.1. The 
trained visual VAD, is then used to enhance BSS performance via a novel interference 
removal scheme, as discussed next.
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4.3 VAD-incorporated BSS
4.3 .1  B SS using IP D  and ILD
To mimic aspects of human hearing, binaural mixtures are considered in our proposed 
system. We choose to use Mandebs state-of-the-art audio-domain BSS method [61, 1 1 2 ] 
to incorporate the VAD cues for BSS enhancement. Mandel’s method exploits the 
spatial cues of IPD and ILD, whose principles are introduced in Chapter 2.2.3.
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(a) Magnitude spectrum of source 1 (b) Magnitude spectrum of source 1
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(c) Magnitude spectrum of source 1 (d) Magnitude spectrum of source 1
Figure 4.2: Spectrograms of the original source signals and their estimates after audio­
domain BSS. The high reverberation (RT=890 ms) severely degrades the separation 
performance, introducing interference distortion. As shown in the highlighted ellipses, 
there exists the residual from the competing speaker. For demonstration purposes, the 
above spectra are Gaussian smoothed and plotted on a decibel scale.
Success of Mandel’s method is based on the sparsity assumption of the source signals, 
i.e., at most one source signal is dominant at each TF point. Therefore, in an ideal nar-
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rowband convolution process where the reverberation time is short, the mask A4^(m, uj) 
is either 1 or 0 at the TF point (m, w), depending on whether it is dominated or not by 
source k. However, with the presence of a high level of reverberation and noise, the mix­
ing process becomes a wideband convolution process, introducing a large scale in ILD a  
and IPD /?. As a result, variances in the parameter set 0  become large, which results in 
a relatively small disparity in the IPD/ILD evaluations for different sources in Equation 
(2.9). Consequently, a TF point may be assigned partially to an in-dominant source, 
determined by Equation (2.11), even though the in-dominant source contributes very 
little to that TF point. Due to the above reasons, an unwanted residual distortion is 
introduced, as demonstrated in Figure 4.2, where the residual distortion is highlighted 
in ellipses.
To mitigate the residual distortion, we propose a novel interference removal scheme, 
which combines the voice activity cues detected by the visual VAD, with the magnitude 
spectrum of the source estimates Ek{m,uj) = The detailed algorithm is
presented as follows.
4.3 .2  Interference rem oval
The principle of our proposed interference removal scheme is to detect and remove the 
interference residual on a block basis. The interference detection in each block depends 
on the associated Mel-scale interbank, to exploit the non-linear resolution of the human 
auditory system across an audio spectrum, which is related to frequency, /  in Hertz 
by:
Mel(/) =  2595Iogio ^1 +
Before interference reduction, a 2D Gaussian filter is applied to smooth the spectrum 
Ek(m,u)  to mitigate the spectral noise. From the spectra of speech signals shown in 
Figures 4.2(a) and 4.2(b), it is found that the lower the frequency, the more distin­
guished contours the spectra have, i.e., they are less affected by spectral noise. As a 
result, the smoothing filter should have less effect on the low frequency as compared to 
the high frequency, i.e., the standard deviation in the low frequency should be smaller
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than that in the high frequency. Consequently, a frequency-dependent filter is 
required, and the smoothed spectrum is denoted as
É k { m ,  oj) =  Ç(uj)  * F k ( m ,  w ) ,
where * denotes convolution.
Mel-scale filterbanks can be exploited to determine 0(c^) using the non-linear resolution. 
A simple solution is to define a 2D filter at each frequency bin w, such that the 2D 
Ç‘^  has the standard deviation vector composed of, e.g., 1/10 of the band of a Mel-scale 
interbank centred at the w-th frequency in the frequency dimension, as well as a fixed 
standard deviation Sm in the time dimension. This process can be approximated with 
two Gaussian filters Qi and Ç2'
Ék(m,u;) = ^ ^ j ^ Ç i * E k ( m , c j )  + ^Ç2*Ek(m,cx;) ,  (4.7)
where Q. is the total number of the discretised frequency bins; Gi has a standard de­
viation vector of <5i = 1 , while Gi has S2 =
Here, AppT is the FFT size. Eg is the sampling rate and [•] rounds a number to its 
nearest integer. When calculating 6 1 , we did not use the central frequency of wi in Hz, 
i.e. Fs/2Nfft ,  since it gives the value 0, which means the very low-frequency bins will 
not be smoothed, i.e., the spectral noise cannot be reduced in low-frequency bands. 
Therefore, we choose to use 300 Hz instead, which is the beginning range of the speech 
perception. More specifically, we have ^i(-) =  W(-|0,6 1 ) and G2(-) =  W ('|0,6 2 ).
Then we detect the interference on a block basis, utilising the local mutual correlation 
and the energy ratio between Ék and Éj  as follows. Firstly, half-overlapping sliding 
blocks indexed by (6^, 6^ )^ are applied to both spectra, to segment each spectrum into 
Bm jgw blocks, with each block spanning the TF space of x L'^. The block 
spectrum associated with the (6^, 6^)-th block for the k-th source estimate is denoted 
as Éfcfcmfeu; =  {Ék{m,uj)) G where m  G M^m =  {(6^ — 1 ) Ç  +  [1 : L^]}  and
w G =  {(6‘*^ — 1 ) ^  +  [1 : L^]}. After that, in the (6"*, 6‘^ )-th block, the normalised 
correlation and energy ratio are calculated, respectively, as:
=  C0rr(Êjt6m 6u;,Êjè»nèw),
(4.8)
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where || • || is the Euclidean norm.
We want to attenuate the audio spectrum of the target speaker (suppose it is indexed 
by k) during the silent periods, so we integrate the voice activity cues into the energy 
ratio at the (b^, 6^)-th block as:
_  ||E%^6w||/||E)g^6.||, (4.9)
where =  (E^^^(m,u;)) G and
=  « (4.10)
É k ( m ,  w), if C ( v ( m ) )  == 1,
(7Ék{m, w), otherwise,
where cr is a threshold in the range (0,1] rather than 0 to^ accommodate the VAD false 
positive error (i.e. active being detected as silence) and the non-zero energy in silent 
periods. The detected VAD cues C(v(Z)) are resampled to have the same temporal 
resolution as the spectrum, denoted as C(v(?n)).
The interference is detected in two stages. In the first stage, we detect the interference 
in each block with a strict boundary. In the second stage, in the neighbourhood of the 
blocks being detected as interference in the previous stage, i.e. the affected blocks, we 
detect the interference with a loose boundary.
With a hard threshold of Tkj > 0.6 in the first stage^, we consider the audio block 
(^m, interference for the j- th  source, if it is above a 3-degree polynomial curve
parametrised by [%, g2 , 9 i, 9o|:
° > Ps^kj +  P2^kj +  P i r kj +  Po- (4.11)
The physical meaning is that, if the spectra of two constructed source estimates are 
highly similar to each other in shape (measured by T), and have huge disparity in
^It would have the same effect as the spectral subtraction [16] if we set a =  0, which directly removes
the information in detected silent periods. It may result in important information loss, considering that
the visual VAD algorithm is not 100% accurate.
^We picked this value 0.6 from a set of manually chosen blocks when calculating the curve fitting
parameter in the first stage as introduced in Section 4.4.2, where the minimum correlation was closely
bigger than 0.6. In the same way, we got another hard threshold of 0.4 in the second stage associated
with Equation (4.13).
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Figure 4.3: The block correlation (upper) and the energy ratio (lower two) of the spectra 
of two source estimates. Energy ratio of the first source estimate over the second is 
shown. The estimated VAD cues are associated with source 1, and the bottom right 
shows the re-calculated energy ratio after combining the VAD cues. For demonstration 
purposes, the energy ratio is shown in decibel and thresholded with an upper bound of 
20 dB and a lower bound of -20 dB.
energy (measured by T), then they are likely to originate from the same source, and 
the estimate with low energy is probably the residual, which should be removed.
If the block (6^, 6^) is labelled as interference, exploiting the speech resolution char­
acteristics, the neighbouring blocks of the same Mel filterbank, denoted as +
[—A{b^),A{b^)]), are likely to be interference, where A{b'^) measures the affected neigh­
bouring block number. Using the similar approximation for the spectrum smoothing, 
we calculate the “affected area” using the Mel-scale filterbanks
^(6")
B'^ -  b^ Mel(300)B“" ^  b'  ^ Mel(E,/2)B"
B^ B^ (4.12)
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Then in the second stage, for a labelled block (6"*, we further detect the interference 
in its affected neighbouring blocks using a loose boundary parametrised by [6 3 , 6 2 , bi, 6q] 
with a hard threshold of Tkj > 0.4:
Tkj > bsTkj + b2Tkj A biTkj + bo. (4.13)
The two-stage boundaries in Equations (4.11) and (4.13) are shown in Figure 4.4, whose 
parameters are calculated with the spline curve fitting technique, using manually chosen 
TF blocks, as explained in Section 4.4.2.
l O r
Strict inte rfe ren ce
L oose in terference
Block correlation T(b ,b“
Figure 4.4: The two-stage boundaries for interference detection. In the first stage, if 
Tkjib^^b^) and 6^^ ) fall in the cross hatched region, we consider the block
(6 "^ , 6^) as an interference for source j.  The cross hatched region is thresholded by 
a strict boundary, shown by the solid curve. Then in the second stage, we detect the 
affected neighbouring blocks determined by .4(6^ )^. If Tjtj and associated with one 
affected block fall in the single hatched region, this block is considered an interference 
for source j .  The single hatched region is margined by a loose boundary, shown by the 
dashed curve.
Finally, the interference at the block (6”*, b' )^ is removed from the j-th  source estimates 
if it is labelled as interference:
1
E jhrny. jbrnfju E (4.14)
82 Chapter 4. Visual Voice Activity Detection for AV-BSS
The spectra after the interference reduction are transformed back to the time domain 
for source estimates reconstruction.
The interference removal scheme is summarised in Algorithm 4,
Algorithm  4: F ram ew o rk  of th e  p r o po se d  in te r fe r e n c e  removal sc h em e . 
Input: Magnitude spectra of the source estimates after the audio-domain TF
masking Ek(m, w), k = 1,2,..., K,  parameters Qi^qo] and [6 3 , 6 2 , h ,  bo],
block size L”* x L^, and visual VAD cues C(v(m)).
Output: Interference-reduced audio spectra Ek(m,u).
1 % Gaussian sm oothing
2 Obtain Ék(m,u)  using Equation (4.7).
3 % Segm entation
4  Obtain half-overlapping blacks E^ bm a^;.
5 % M utual correlations and energy ratios
6 Calculate Vkj{b^,b'^) and T^^^(6”^,6‘^ ) with equations (4.8) to (4.10) for each block.
7 % Interference detection
8 Detect interference with Equation (4.11).
9 Further detect interference with Equations (4.12) and (4.13).
10 % Interference reduction
11 Remove the detected interference with Equation (4.14).
4.4 Experim ental results
To demonstrate our proposed method on real speech signals, we applied our algorithm 
on the LILiR dataset, as described in Chapter 2.7.2 Sequences were obtained from 
several recordings, sampled at Fs = 16 kHz. To obtain a speaker-independent visual 
VAD, recordings of two speakers were used. The first 4 sequences for subject 1 and the 
first 3 sequences for subject 2 were used for training, which last 41267 frames in total 
(approximately 28 minutes). The remaining 5 sequences lasting about 12 minutes were 
used for testing.
4 .4 .1  V isu a l V A D  evaluations
I. D ata and pcirameter setup
A 38-point lip contour extraction algorithm [77] was applied for both inner and outer
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lips to extract the lip contours, and we set Q =  10 to obtain the visual features 
V  =  (v(J)).
We manually labelled the clean audio activity for training at each frame I, denoted by 
a(l). For the VAD training, we set I  = 100 in the Adaboost training, which means 100 
weak classifiers will be combined. The error rates as described in Equations (2.12) and 
(2.13) were used as criteria to evaluate the performance over the total L  frames. For 
comparison purposes, we also implemented baseline visual VAD methods.
The first baseline algorithm used support vector machine (SVM) training to the same 
visual features as used in our algorithm. The linear SVM [32] was used to accommodate 
the high-dimension and the large scale.
The second one was the method by Aubrey et al. [10] using the optical flow algorithm 
[58], where one HMM model was built on the 18156 silent frames. However, there are 
instances of signiflcant rigid head motion which greatly affects the performance, there­
fore, we centralised the cropped lip region based on the lip tracking results. Different 
recordings were scaled such that in a neutral pose with closed lips, the width of the lips 
was 100 pixels. The cropped, raw images had a dimension of 96 x 128. We then applied 
the optical flow [58] to produce a 24 x 32 motion fleld, which was later projected onto 
a 10-dimensional space via principal component analysis (PCA). Finally, a 20-state 
HMM was trained in the visual feature space, where the conditional probability distri­
bution was a Gaussian function for each state. When we applied the trained HMM on 
the testing data, the HMM evaluation results were normalised into [0 1], and we set 
the threshold^ of 0.7 for VAD detection, which was filtered using a low-pass filter with 
5 taps. The same low-pass fllter was also applied to our proposed algorithm and the 
SVM based method.
II. R esu lts  com parison an d  analysis
Firstly, the trained visual VAD detector was applied to the testing data, and our 
algorithm successfully detected most of the frames with a high accuracy. We noticed 
that our proposed algorithm suffered from a relatively high false positive error rate.
^This threshold was chosen from a series of candidates with an increment of 0.1 from 0.6 to 0.9, 
which gave the best results.
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However, the false negative error rate is much lower than the two competing methods, 
as shown in the dot-dashed curve in Figure 4.5.
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Figure 4.5: Comparison of our proposed visual VAD algorithm with the ground-truth, 
Aubrey et al. [10] and the SVM [32] method.
We then quantified the detection performance using the testing data. Using our method, 
we obtain £p — 0.03, and Sn =  0.25, while the total error rate S =  0.11. With 
Aubrey’s method, we obtain Sp =  0.01, =  0.32 and £ — 0.12. Using SVM, we got
Sp =  0 . 0 1 , =  0.72 and 8 =  0.27. We found that Aubrey et al. [10] and the SVM [32] 
method achieved the best false positive rate, however at the expense of resulting in a 
high false negative rate, especially for the SVM training. The method of Aubrey et al. 
is likely to be affected by the following issues. Firstly, a much large-scale data was used, 
rather than 1500 frames used in [10]. Secondly, shifts of head positions affected the 
performance, even though they were already alleviated by scaling and centralisations 
in the pre-processing. Thirdly, some irregular lip movements in the silent periods (e.g. 
those caused by laughing and head rotations) were matched with movements in voice, 
which results in a high
Then we compared the algorithm complexity, ignoring the training stage and post­
processing in the detection stage. For our proposed algorithm and SVM training, the 
same visual features were used. The complexity is mainly caused by the lip-tracking
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algorithm. For the detection part, our method has 21 comparisons and I  summations, 
which is negligible as compared to feature extraction. For the SVM detection, 6(2Q+1) 
multiplications are involved, which are also negligible as compared to feature extrac­
tion. For Aubrey et al.’s method, lip tracking is also required to centralise the lip 
region, which has the same complexity as our proposed algorithm. Then we need PCA 
projection to reduce the redundancy. A forward-type calculation for the likelihood of 
the testing data is applied to the 20-state HMM, whose complexity is mainly taken up 
by 400 multiplications and 20 exponential calculations for 10-dimensional data, which 
is much higher than our proposed algorithm.
4 .4 .2  V A D -incorporated  B SS evaluations
I. D ata and parameter setup
Considering the real-room time-invariant mixing process, the binaural room impulse re­
sponses (BRIRs) [36] were used to generate the audio mixtures, as described in Chapter
2.7.1. To simulate the room mixtures, we set the target speaker in front of the dummy 
head, and we changed the azimuth of the competing speaker on the right hand side, 
varying from 15° to 90° with an increment of 15°. The source signals, each lasting 10 
s, were passed through the BRIRs to generate the mixtures. In each of the six interfer­
ence angles, 15 pairs of source signals were randomly chosen from the testing sequences 
associated with the target speaker and the competing speaker. To test the robustness 
of the proposed algorithm to acoustic noise, Gaussian white noise was added to the 
mixtures at a signal to noise ratio (SNR) of 10 dB.
To implement the interference removal, we set a = 0.2. We set ôm = ^ for the spectra 
smoothing in the time dimension. Each of the half-overlapping blocks spans the TF 
space of X”* x L'^ = 64x  20, which is equivalent to 1 kHz x 320 ms when IVfft =  1024. 
To calculate the polynomial coefficients of the strict boundary curve, we manually chose 
10 blocks from each room type in high and low frequency blocks, where the interference 
residual is very obvious. The coefficients were obtained via curve fitting from these 40 
blocks. In the same way, we chose 10 blocks for each room type in mid-frequency blocks 
for the loose boundary, where the interference was distorted due to the strong crosstalk.
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We had
k , P 2 ,Pi,Po] =  [-27.30,109.65,-138.29,57.41],
[6 3 , 6 2 , 6 1 , 60] =  [-22.15,84.29, -98.08,37.23].
We compared our proposed AV-BSS method, denoted as “VAD”, with six other com­
peting algorithms. The first one is Mandel’s state-of-the-art audio-domain method, as 
introduced in Section 4.3.1, which we denote as “Mandel”. The second one is ideal 
binary masking [106], denoted as “Ideal”, assuming the contributions of each source 
signal to the audio mixtures are known in advance. The third one is applied in the AV 
domain proposed in Chapter 3, which exploits the AV coherence to address the per­
mutation problem associated with ICA, denoted as “AV-Liu”. The fourth one is the 
combination of the proposed interfering removal scheme with the ground truth VAD, 
which is manually labelled from the testing data, denoted as “Ideal-VAD”. The fifth one 
is the combination of the proposed interfering removal scheme with the SVM-detected 
[32] voice activity cues, denoted as “SVM-VAD”. The sixth one is proposed by Rivet et 
al. [8 6 ] denoted as “Rivet”, where the detected visual VAD cues are used to regularise 
the permutations, which is also an ICA-based algorithm as [56].
To evaluate the performance of the BSS methods, we use the objective signal to dis­
tortion ratio (SDR) and the perceptual evaluation of speech quality (PESQ) [2] as 
evaluation metrics.
II. Results comparison and analysis
We first show two examples of the enhanced audio spectrum after the interference 
removal scheme in Figure 4.6. Our algorithm has successfully detected most of the in­
terference block and deleted them. However, there are still some residual left, especially 
in the mid-frequency blocks where both source signals have comparable energy.
Then we demonstrated the SDR comparison as shown in Figure 4.7(a) (noise-free) 
and Figure 4.7(b) (10 dB Gaussian noise), from which it can be observed that in a 
reverberant room, our proposed VAD-BSS achieves very good SDR performance. In 
the most reverberant room D, our proposed algorithm is almost as good as the “Ideal”. 
For both noiseless and noisy mixtures, our proposed method shows better performance 
improvement when the two sources were very near to each other. Because the mixing
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Figure 4.6: Spectrograms of the source estimates after applying the interference removal 
scheme to enhance audio-domain BSS. The magnitude spectra are plotted in a decibel 
scale. Spectrograms of the associated original source signals are plotted in Figures 
4.2(a) and 4.2(b), and the spectra obtained by the audio-domain algorithm proposed 
by Mandel et al. are shown in Figures 4.2(c) an 4.2(d). With further interference 
reduction to them (Figures 4.2(c) and 4.2(d)), enhanced spectra with much less residual 
distortion are obtained, as demonstrated in the above figure.
filters exhibit strong singularity when the input angle is small, and hence gives similar 
directions of arrival (DOA) as well as near-zero IPDs and ILDs, which degrades the 
audio-domain method.
Also, the ICA-based AV-BSS methods “AV-Liu” and “Rivet” do not work very well, 
since the ICA algorithm is limited in reverberant environments. The reverberant im­
pulse responses are much longer than the FFT size in these room mixtures. As a result 
we can not accurately estimate the demixing filters. Interestingly, in room A and C 
when the input angle is very small, “AV-Liu” shows very modest improvement over the 
TF masking method in noisy environments, while “Rivet” produces even better results 
in both noiseless and noise-corrupted environments. Overall, “AV-Liu” outperforms 
“Rivet”, but none of them copes very well with a high reverberation or noise level.
Comparing the results of “VAD”, “Ideal-VAD” and “SVM-VAD”, we can evaluate the 
influence of different VAD algorithms on the interference removal scheme. Since the 
VAD algorithm proposed by Aubrey et al. [10] achieves similar results to our VAD
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method, it is not combined with the residual removal scheme. We find that the curve 
of our proposed “VAD” method almost overlaps with the curve of “Ideal-VAD”. There 
are two reasons behind this phenomenon. Firstly, less than 10 percent error rate is 
involved for our proposed visual VAD algorithm as compared to the ground-truth, 
and there is approximately 3-second silence for each of the 10-second speech, which 
means that less than 300 ms silence is misclassified as active. However, the temporal 
length of each of the half-overlapping blocks spans more than 300 ms. In addition, 
most of the misclassified frames are scattered at different time points. Consequently, 
many block energy ratios are affected, but the influence is sufficiently low that the 
interference detection is not affected. Secondly, the VAD attenuation to the spectra 
changes only the block energy ratios, but not the block correlations. The interference 
detection, however, depends on both. In the misclassified frames, the spectra may have 
low correlation ratios. In that case, whether or not the frame is detected as silence, it 
will not be classified as interference. Due to the above reasons, the final estimates of 
“VAD” and “Ideal-VAD” remain similar. For “SVM-VAD” that gets a high negative 
error rate, where a large number of silent frames are detected as positive, the target 
speech is less likely to be attenuated in silent periods. The SVM method is very unlikely 
to detect a positive frame as negative frame, which thereby does not result in distortion 
in active periods. Overall, “SVM-VAD” provides an average of 0.45 dB and 0.34 dB 
lower SDR in 10 dB noisy and noiseless environments respectively than the proposed 
“VAD”.
Finally we compared the perceptual metric using PESQ. Prom Figure 4.8(a) (noise-free) 
and Figure 4.8(b) (10 dB noise), we find that our VAD-assisted BSS method achieves 
better perceptual performance, for both noise-free and noisy room mixtures. The PESQ 
evaluations overall are consistent with SDR results, even though the improvement is 
not as obvious as the SDR evaluations. When two speakers are near, the improvement 
is higher. However, some artificial distortion is introduced in our interference removal 
scheme, which degrades the accuracy to some extent. Especially when the audio-domain 
method already successfully recovers the sources when two sources are far away with 
each other, i.e. large input angle. Therefore, the improvement is modest in that 
condition. In room D with the highest reverberation, i.e. the most adverse condition.
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our proposed algorithm recovers the source signals almost as good as “Ideal” , which 
proves the feasibility of our method in real-world auditory scenes.
4.5 Summary
In this chapter, we have presented a system for the enhancement of BSS-separated 
target speech, incorporating the speaker-independent visual voice activity detector ob­
tained in the off-line training stage. We have proposed a novel interference removal 
scheme based on the Mel-filterbank analysis to mitigate the residual distortion of tra­
ditional BSS algorithms, where the VAD cues are integrated into our system to suppress 
the target speech in silent periods. The experimental results show that the system im­
proves the intelligibility of the target speech estimated from the reverberant mixtures, 
in terms of signal to distortion (SDR) ratio and perceptual evaluation of speech qual­
ity (PESQ). However, due to the fixed block analysis, which is not flexible to the size 
variation in different phonemes, our algorithm cannot perfectly detect and remove all 
the residuals. Using the same principle, combined with more advanced TF analysis 
techniques such as wavelet analysis, our method may be useful to adaptively remove 
the interference, which will be our future work.
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Figure 4.7: The signal-to-distortion ratio (SDR) comparison for four different rooms 
without (a) and with 10 dB Gaussian white (b) noise corruption. The higher the SDR, 
the better the performance.
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Figure 4.8: The perceptual evaluation of speech quality (PESQ) comparison for four 
different rooms without (a) and with 10 dB Gaussian white (b) noise corruption. The 
higher the PESQ, the better the performance.
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Chapter 5
Source Separation of Convolutive and 
Noisy Mixtures using Audio-Visual 
Dictionary Learning and Probabilistic 
TF Masking
In the existing AV-BSS algorithms, the AV coherence is usually established through sta­
tistical modelling, using e.g. GMMs. These methods often operate in a low-dimensional 
feature space, rendering an effective global representation of the data. The local in­
formation, which is important in capturing the temporal structure of the data, how­
ever, has not been explicitly exploited. In this chapter, we propose a new method for 
capturing such local information, based on audio-visual dictionary learning (AVDL). 
We address several challenges associated with AVDL, including cross-modality differ­
ences in size, dimensionality and sampling rate, as well as the issues of scalability and 
computational complexity. Following a commonly employed bootstrap coding-learning 
process, we have developed a new AVDL algorithm which features, a bi-modality bal­
anced and scalable matching criterion, a size and dimension adaptive dictionary, a fast 
search index for efficient coding, and cross-modal diverse sparsity. We also show how 
the proposed AVDL can be incorporated into a BSS algorithm. As an example, we
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consider binaural mixtures, mimicking aspects of human binaural hearing, and derive a 
new noise-robust AV-BSS algorithm by combining the proposed AVDL algorithm with 
Mandebs BSS method. We have systematically evaluated the proposed AVDL and AV- 
BSS algorithms, and shown their advantages over the corresponding baseline methods, 
using both synthetic data and visual speech data from the multimodal LILiR corpus.
5.1 Introduction
One key challenge of combining AV coherence with traditional audio-domain BSS al­
gorithms is to reliably model AV coherence, which in Chapter 2.3.2 is categorised into 
three different types based on the modelling techniques used: statistical characterisa­
tion, visual voice activity detection as well as audio-visual dictionary learning. The 
first two categories are established from the “global” point of view, assuming the sam­
pling distribution exhaustively represents all the AV information, as have been used 
in the existing AV-BSS algorithms [91, 72, 71, 97, 109, 85, 56, 55] and our study in 
Chapters 3 and 4. The temporal structures such as the interconnection between neigh­
bouring samples, which exhibit the “local” representation of the AV data, are however 
neglected. These local features contain essential information for speech perception. 
To capture such explicit AV information, an alternative is dictionary learning (DL), 
which automatically extracts the most informative temporal structures from the train­
ing data. Since audio-visual data are involved, AVDL is proposed here for extracting 
the bimodal-informative temporal structures. Each of these bimodal-coherent temporal 
structures is one basic element of the AV dictionary, i.e. an AV atom of the dictionary.
We also demonstrate how the proposed AVDL algorithm can be used to improve the 
performance of BSS algorithms for audio mixtures corrupted by noise. To this end, 
we consider binaural auditory mixtures, mimicking aspects of human binaural hearing. 
Mandebs state-of-the-art method [61] is used for this purpose, where the spatial cues 
of IPD and ILD are exploited to generate an audio mask for source separation in the 
TF domain. To improve the confidence of the audio mask in adverse conditions, we 
incorporate the AVDL into Mandebs method by re-weighting each TF point of the mask, 
to derive a noise-robust AV-BSS algorithm, whose framework is introduced in Figure
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5.1, which contains the oif-hne training stage (upper shaded box) and the separation 
stage (lower shaded box).
Off-line training stage
Training 
AV sequences> AVDL
Source
estim ates
Visual stream >
Audio mixture
Visual mask 'k S®I»raticii stage 
generation
AV Mask
Audio domain 
BSS
J
Figure 5.1; Flow of our proposed AV-BSS system: AVDL-incorporated BSS.
In the training stage, we apply the proposed AVDL to the training AV sequence as­
sociated with a target speaker, and the learned dictionary is then used to model the 
AV coherence. The challenges in this stage include dealing with the cross-modality 
differences in size, dimensionality and sampling rate.
In the separation stage, two parallel TF mask generation processes are combined to 
derive an AV mask for separating the target source from the mixtures. One of the 
mask generation processes operates in the audio domain, exploiting binaural cues to 
cluster each TF point of the audio spectrum coming from different sources statistically, 
i.e. Mandebs method [61] as mentioned in Chapter 2.2.3; the other process exploits 
the AV coherence modelled in the off-line training stage, by mapping the corrupted 
AV sequence to the learned AV dictionary using the matching pursuit (MP) algorithm, 
to approximate a visually-constrained audio estimate for generating the visual mask 
(a mask for audio separation based on video). Finally, the audio mask and the visual 
mask are integrated to obtain a noise-robust AV mask, which is applied to the TF 
representation of the audio mixtures for the target source extraction. These two main 
stages will be discussed in detail in the next two sections.
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5.2 Audio-visual dictionary learning (AVDL)
AVDL is used in the off-line training stage of AV-BSS, which aims to learn the bimodal- 
coherent parts from AV sequences, resembling the joint receptive field of human vision 
and hearing [65, 95]. For presentation convenience, we divide this section into four 
parts.
• The generative model of an AV sequence with which AVDL is derived.
• The coding stage of AVDL, which, given a dictionary, decomposes an AV sequence 
using the generative model.
• The learning stage of AVDL, which updates the dictionary to better fit the data.
•  The computational complexity of AVDL.
We denote an AV sequence as tp = ( i / ; ® ; w h e r e  the superscripts a and u denote 
audio and visual modalities respectively. Since using the audio magnitude spectrum 
tends to be more robust to noise and convolutive filters as compared to the time-domain 
audio signal (observed in Section 5.4), hereafter, we transform the time-domain audio 
signal to the TF domain (magnitude spectrum) via STFT, using the same notation “0 “:
where m  and I are the discrete audio time (block) and visual time (frame) indices 
at different sampling rates and , y and x  denote the pixel coordinates, u  is the 
frequency index of the audio spectrum. The upper-case letters with tilde define the size 
of the AV sequence^. In our proposed AVDL algorithm, the same operations will be 
applied to all the frequency bins of the audio modality, therefore we will intentionally 
drop the frequency index u  in this AVDL section for notational simplicity: -0“ = 
(^“(m)).
 ^We use the tilde to distinguish the sequence size from the size of the dictionary atom defined in 
the next paragraph.
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In the same way, we define an AV dictionary T> = {^d}2=i^ with each atom denoted as 
where has a unit Euclidean norm. Each atom has a similar structure 
to an AV sequence:
<l>d =  m r n ) )  e
where the upper-case letters define the atom size, which is much smaller compared to 
the AV sequence size (Ÿ  > Y^X > X , L  L , M  >> M). Note that, Ô =  Q in our 
implementation, and the atom size (Y, X,  M, L) is user-defined, depending on the atom 
we want to extract. For instance, if we want to extract the phonemes or short words 
from speeches, then M  and L  can be determined from a temporal range of 300 ms 
to 500 ms, whose values depended on the audio and visual temporal sampling rates. 
Meanwhile, size of the visual atom focusing on the mouth region, i.e. Y  and X , rely 
on the spatial sampling rate of the visual sequence.
The bimodal-coherent parts of the AV sequence -0 can be described as a linear su­
perposition of atoms in the dictionary D, each of which is convolved with a time- 
spatial (TS)-varying signal, as demonstrated in Figure 5.2. Assuming F “ >  i ^ ,  
there are YgXgLs possible TS positions indexed by ( y , x j )  for each visual atom where 
Ys = Ÿ  — Y - \ - l ,X s  = X  — X - \ - l ,L s  = L — L v l ,  and Mg possible fine time positions 
indexed by m for each audio atom where Mg =  M — M +  1. The generative model is 
given as
r ( y , x , i ) l  ~  \ r { y , x , i ) j
(5.1)
where is the audio coefficient and the visual coefficient, which together com­
prise the TS-varying coefficients being convolved with 0^ to represent the AV signal. 
The AV atoms are inseparable, i.e. each audio atom and its associated visual atom 
always appear in pairs at a TS position of the AV sequence. As a result, if a visual 
atom 02 appears at the TS position (^, x, Î), i.e. ^  0, there exists a corresponding 
non-zero coefficient in the set subject to
*  e  { [{Ff/F!){l -  1)] +  1 , ,  [(F“/ J ? ) r ] } . (5.2)
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Figure 5.2: Demonstration of the generative model in Equation (5.1). We show two 
atoms in this example. Each atom is scaled and allocated at two places to represent the 
AV-coherent part in the sequence, as highlighted in the rectangles. For demonstration 
purposes, the audio stream is shown in log scale.
In the above set, [•] rounds a number to its nearest integer; m denotes the same temporal 
position as I with a finer resolution. The coarse TS position (y, x, I) and m comprise a 
fine TS position {y,x,l,fh). We denote the approximation error (i.e. the residual) as
17 =  (i7 ;^ 17^ ) = 1/7 — 1^.
In Equation (5.1), each AV atom can be considered as an event that may sparsely 
occur (activate) at the TS position (y^x,l) of -0. For the visual atom, we have the 
sparsity constraint that the visual activity (visual coding coefficient is binary
with value either 1 or 0, depending on whether or not occurs at {y,x,l). For 
the audio atom, a more explicit sparsity constraint is enforced. We need to evaluate 
whether or not the event occurs at a TS position, as well as how active (loud) it 
is. Therefore, the audio activity (audio coding coefficient c^m) is non-negative, and its 
value reflects the energy contribution of at the temporal position m.
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We denote S =  {B, C} as the coding parameter set, where B =  G
C =  (cd^) 6 We enforce the sparseness constraint that there are only I  non­
zero elements in S with I  <K DYgXgLs or DMs'.
D
I  =  with h  =  \\B(d, :)||^ =  ||C(rf, :)||^, (5.3)
d=l
where ||'||^ is the ip norm, with p =  0 in this specific situation, and Id gives the number 
of non-zero elements for 0^.
To learn a dictionary that best fits the generative model in (5.1), a novel AVDL al­
gorithm is developed, which, similar to [31, 46, 3, 104, 69, 70], contains a bootstrap 
coding-leaming process, as shown in Algorithm 5. The learning process is stopped 
when the maximum iteration is achieved, or a robust dictionary is obtained, i.e. for 
two successive iterations, the coding parameters S stay the same or highly similar to 
each other. The coding and learning stages are detailed in the following two subsections 
respectively.
A lgorithm  5: F r a m e w o r k  o f  t h e  p r o p o s e d  AVDL.
In p u t: A training AV sequence -0 =  (1/7° ;-^^), an randomly initialised V  with D 
atoms, and the number of non-zero coefficients I.
O utpu t: An AV dictionary V  =  {*pd}d=v
1 In itia lisa tion : iter = 1, Max Iter.
2 w hile iter < M axl ter  do
3 % C oding stage as described in  A lgorithm  6
4  Given V,  decompose -0 using Equation (5.1) to obtain 5.
5 % Learning stage as described in  A lgorithm  7
6 Given 5  and the residual u, update V  = {0^} for d =  1,2,..., D to fit model (5.1).
7  iter = iter +  1.
5.2.1 C odin g stage
Flow of the coding stage can be found in Algorithm 6. We use matching pursuit 
(MP) [60] in our sparse coding stage, which is a greedy method that iteratively chooses 
the optimal atom from the dictionary to approximate the signal. This facilitates the 
numerical comparisons with the baseline method [70], whose coding stage also adopts 
the MP algorithm. The MP is performed as follows: in the i-th iteration, the atom
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that has the highest value of the matching criterion with the training signal, is chosen 
to approximate the signal, whose contribution is then removed from the residual (i.e. 
approximation error). In the {i +  l)-th iteration, we continue to find the next optimal 
atom and remove its contribution from the residual. In total, I  iterations are applied.
N e w  m a t c h in g  c r i t e r io n
The “matching criterion” measures how well an atom fits the signal in the MP al­
gorithm, which is composed of the audio matching criterion and the visual matching 
criterion for bimodal signals. It is calculated between an AV atom and an AV segment 
extracted from the sequence (i.e. the updated AV residual v).  For simplicity, we de­
fine a segment extracted from v  at the TS position (y ,x j , fh )  as =  (ü^;ü^^^),
of which %  € and G The short bar on the top distinguishes
the residual segment from the complete residual sequence. In Monaci et al. [70], the 
following matching criterion has been used:
M  <^>5), (5.4)
where =  |(ûg ,>3)|, =  \{v'Lp4'd)\y with | • | being a modulus operator and
(•, •) the inner product.
The above criterion, however, is not balanced between the two modalities. For example, 
if we scale the audio signal by a factor 7 , the matching criterion between and 
translated will be proportionally scaled by 7 , while the visual matching criterion 
remains the same. As a result, the overall audio-visual criterion does not proportionally 
change, leading possibly to a mono-modal criterion.
Another limitation lies in the visual matching criterion. In [70], the video sequence 
is pre-whitened to highlight moving object edges, resembling the motion-selective re­
ceptive field of the human vision system. JJ^on 9,pplied to the whitened video is not 
adaptive to the differences in shape and intensity of the visual objects that might be 
matched to a visual atom.
To address the above limitations, we propose a new overall matching criterion together 
with a new visual matching criterion:
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<^ 2)’ (5.5)
where J “ =  In the new matching criterion, any change of a mono-modal criterion 
will proportionally scale the overall criterion. The visual criterion is defined as:
r (-D ;,p ^ S ) =  e x p { ^ | | o ; , y - ^ 3 | | j .  (s.e)
In the above visual criterion, we consider the absolute difference between a visual atom
and a visual segment that has the same size of the visual atoms. To avoid cutting a
longer segment into meaningless pieces, the best segmentation position, i.e. the coding 
coefficients lately defined in E should be optimised, as explained below. The segment 
value does not directly affect the visual matching criterion. The exponential operation 
enlarges the variance of the visual criterion, which prevents the overall criterion from 
being dominated by the audio modality. Another advantage with Equation (5.6) is that 
the low-dimensional visual feature extracted at the TS position (^, x, Î) can be used to 
replace e.g., the lip contour used in our experiments, which greatly reduces the 
computational complexity.
O p t im is a t io n  m e t h o d
In the MP method, we use the matching criterion maximisation as our objective 
function. To optimise it, first we need to calculate the overall matching criterion 
for all {d,y^x,l,m)  using Equation (5.5), with fh being tied with I
via set (5.2).
In the i-th iteration of the coding stage, the optimal atom index di and the associated 
translation can therefore be found by maximizing the following objective function:
[di, yi, Xi, k, rui] = argnaax 0d), (5.7)
where fh is associated with Î as defined in set (5.2). Then we can set values in the 
parameter set E:
B{di,yi, X{,li) = 1,
(5.8)
C(di,mi) =
102 Chapter 5. Audio-Visual Dictionary Learning for AV-BSS
Finally, the residual^ will be updated via:
^  -  C{di, (5.9)
There are I  iterations in total. We summarise the coding stage in Algorithm 6, where 
the scanning index <S“^, described in Section 5.2.1, is used to improve its computational 
efficiency.
A lg o r i t h m  6: T h e  c o d in g  s t a g e  o f  t h e  p r o p o s e d  AVDL.
I n p u t :  An AV sequence 1/7, the dictionary V  = {^d}d=v threshold Ô, the number 
of non-zero coefficients I.
O u tp u t :  The coding parameter set 5  =  { B , C }  and residual v.
1 I n i t ia l i s a t io n :  Set S with zero tensors, v  =  =  l,Jopt =  Jmax = 0.
2 Calculate using Equations (5.10) to (5.13).
3 w h i le  i < I  and J^pt >  à Jmax d o  
% Projection
5
6
7
8 
9
10
11
12
13
14
15
16
17
18
19
C=[  if f =  1,
1 ln-1 +  {1 — L : L — 1}, otherwise, 
for d <— 1 to D do 
foreach Ï £ C do
Calculate where fh is tied with Ï via set (5.2).
foreach (y ,x),y  G {1 : Y^},:r G {1 : Xg} do 
if S°‘'^(y,xJ) = 1 th e n
Obtain J^(ü^„p0J) via Equation (5.6) and 0d) via
_ Equation (5.5).
% Selection
Obtain [yi,Xi,li,di,mi] via Equation (5.7).
Update S via Equation (5.8).
Residual calculation via Equation (5.9).
Jopt — J°^^{VyiXili7Tii')^di)' 
if  i =  1 th e n
j _  Jmax — J  {Pyix\l\m\  5 4^ di )  •
Î =  f +  1.
For the convergence of our AVDL, we consider the coding process to be complete when 
either of the following two conditions is satisfied: 1) when the iteration number reaches 
the predefined number / ,  2) when the maximum matching criterion J^‘^ (vyiXiiimi,^di)
^To accommodate the visual sparsity constraint, the K-means technique is used to learn the visual 
atom, and therefore we do not need to calculate the visual residual as for the visual modality.
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in the current iteration is smaller than 5 Jmax, where Jmax is the maximum matching 
criterion in the first iteration and 5 is a selected threshold.
Note we do not use the residual energy ||t; ||2  as the stopping condition, since in our 
coding stage, we aim to approximate the AV-coherent parts, whose energy is not pro­
portional to the AV coherence. This residual may contain some AV-irrelevant parts 
with high energy, which are not approximated.
F a s t  s e a r c h in g  fa c to r  fo r  b e t t e r  c o n v e r g e n c e
A limitation in both the proposed algorithm and the baseline algorithm [70] is the com­
putational complexity of the coding stage. In this section, we describe a novel method 
for improving its computational efficiency using a logical scanning index S{y, x, Ï), com­
puted as:
S(ÿ ,x , ï )=S ' ' {ÿ ,x , ï ) -S"Cl) ,  (5.10)
where • denotes logical conjunction (AND or product), and and S'^ are the audio 
and visual scanning indices respectively.
The audio scanning index 5 “ is obtained by thresholding the short-term energy (of an
audio segment having the same length as the audio atom), i.e. as follows.
S ^ l )  = <
1, if E^( l )>6^E^ ,
(5.11)
0, otherwise.
where is the audio threshold, = (E°'{1)) £ R^®, I = 1,2, ...Ls, and denotes the 
mean value of
The visual scanning index is obtained similarly to the audio index, i.e. by thresh­
olding the energy of the video image block after whitening. The whitening process is 
to highlight the dynamic lip region and to remove the static background in the images. 
Firstly, after applying the Fourier transform over the third dimension (i.e. along I) of 
ilA{y,x, I), we equalise the spectrum (i.e. whitening) with a high-pass filter to highlight 
the dynamic visual parts of the lip region. Then, we transform it back to the time 
domain, {y,x,l),  which is then smoothed with three simple moving average filters
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fy , fx  and fi  that contain Y , X  and L  elements respectively:
X, I) = fi ( / ,  [ fy(r{y,  X, I) ) ) ) .
We then crop a block of video from E'^ = {E‘^ {y,x,l)) € starting from
(Y ,X ,L) ,  denoted as =  (E'^{y,x,l)) G We then focus on the peaky
dynamic (i.e. mouth) region in each frame by removing most of the irrelevant positions:
E^{y,x, t),  otherwise.
We obtain S'^ by using a visual threshold (5^ :
S'^{y,x,î) = <
1, ifE ^ (^ ,^ ,Z )x ^ ^E ;o ,
0, otherwise.
where E'^q takes the non-zero elements in È^.
We skip the matching criterion calculation at the TS position {y, x, I) for d =  1,2, ...D if 
S{y, X, Î) = 0, thereby reducing the computational cost of the coding stage significantly.
Using the scanning index, we have assumed implicitly that the physically meaningful 
AV information lies in the active parts of the AV sequence. This is particularly true 
in real-world audio-visual data in which the visual activities are often accompanied by 
the audio activities, and vice versa. As such, using the scanning index can significantly 
improve the computational efficiency of the coding process, without losing important 
information or compromising the performance.
5.2 .2  L earning stage
Flow of the learning stage is summarised in Algorithm 7. In this stage, we adapt the 
dictionary atom d = 1,2, ...D to fit the AV sequence. Due to the different sparsity 
constraints of the audio and visual modalities, the K-SVD [3] and K-means algorithms 
are used for learning the audio and visual atoms respectively.
To demonstrate the K-SVD for the audio modality, we first introduce the notation 
v e c ( ')  that represents the vectorisation of a tensor and iv e c ( - |0 g )  that reshapes a
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vector to the same size as the tensor 02- To apply K-SVD, the contribution of cpd
should be added back to the residual,
+  Cd^(f)% for all fh. (5.14)
We then build a matrix G whose columns are v e c  , subject to Cd^ ^
0, for all fh. After that, we apply the SVD to to obtain the first principal compo­
nent:
Trf «  ArfUdvJ, (5.15)
where the superscript T  denotes the transpose operator; and are the two singular 
vectors associated with the largest singular value Xd. Then 02 can be updated via
02 G- iv e c (u d |0 2 ) . (5 .16)
The non-zero elements in C associated with the d-th atom will be updated as the
elements in the row vector A^vJ. The residual at the associated positions will be
updated^ as:
%  ^  -  Cdm02î for all fh. (5.17)
Each visual coefficient in B is either 1 or 0, which simply includes or excludes one visual
segment to the class 0^. Therefore, we use K-means to update the visual atom 0g.
The detailed learning stage is depicted in Algorithm 7.
Algorithm 7: T h e  l e a r n i n g  s t a g e  o f  t h e  p r o p o s e d  AVDL.
Input: The parameter set 5  =  {B, C}, the residual u, the old dictionary
TX = {(f>d}2=l’
Output: A new dictionary V.
1 Initialisation: d = 1.
2 while d < D do
Update 02, C and v  via K-SVD using Equations (5.14) to (5.17). 
Update 02 via the K-means algorithm:
=  Mean subject to ^  0, for aU (y,x, l).
d = d 1-
This step is necessary in case two allocated atoms overlap with each other.
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5 .2 .3  C om p lex ity
The computational complexity of our proposed AVDL is dominated by the coding stage, 
as for the baseline method by Monaci et al. [70]. They are compared in Table 5.1, where 
the complex operations include divisions, multiplications and logarithmic operations, 
while simple operations include summations and subtractions. We can observe that, for 
the audio modality, the proposed AVDL is faster than the baseline method by a factor 
of 8/ATpFT, assuming a 0.75-overlap STFT is imposed when applying the AVDL. For 
the visual modality, due to the proposed new matching function, the calculation load is 
greatly reduced in terms of complex operations, at the expense of importing additional 
simple operations. Note that, this comparison does not include the computational 
savings introduced by the proposed scanning index. Tested on the same synthetic data 
as used in Section 5.4.1, the average time used in each iteration for AVDL algorithm is 
13 s, while Monad’s method consumes an average of 19 s.
Table 5.1: Computational complexity quantisation for the proposed AVDL and
Monaci’s competing method.
M onaci Complex operations Simple operations
A udio D L { F - / F ^ r { L  + 2IL) D L ( F f / F ^ Y ( L  + 2IL)
V isual D Y X L (Y ,X ^L ,  + 2 IY X L ) DYXL(YsXsL ,  +  2 IY X L )
AVDL Complex operations Simple operations
A udio 8DL (L + 2/i)/W ppr 8M , ( F f / F ^ f  (L + 2 IL ) /Ny„
V isual D(Y,XsFs + 2 IY X L ) 2 D Y X L (Y ,X ,L ,  + 2 IY X L )
5.3 AVDL-incorporated BSS
In this section, we describe in detail the three blocks in the separation stage of our 
proposed AV-BSS system in Figure 5.1:
•  The audio-domain BSS, i.e., to generate an audio-domain TF mask for source 
separation.
•  The parallel noise-robust visual mask generation process, using the AV coherence 
modelled by AVDL.
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• The integration of these two masks for the target speech separation.
5.3.1 A ud io  T F  m ask generation  using binaural cues
The proposed AVDL method can be flexibly combined with many existing BSS methods 
in the literature, and can in principle be applied to any number of mixtures. As 
an application example, however we consider binaural mixtures, which mimic human 
binaural perception. Mandel’s method, which exploits the spatial cues of IPD and ILD, 
is shown to produce the state-of-the-art results [61, 4, 112], and is therefore chosen as 
the audio-domain BSS to be combined with AVDL. The principles of Mandel’s method 
are introduced explicitly in Chapter 2.2.3.
5.3 .2  V isu a l T F  m ask generation  using A V D L
In this section, we generate a visual mask from the noise-corrupted audio signal (i.e. 
speech possibly mixed with additional noise) and the associated clean video signal, 
given a dictionary V  = {(pd} that has been trained on the target speaker. Previously, 
in the dictionary learning section, we intentionally dropped the frequency index w 
for the audio modality since there is no difference in the operations between different 
frequency channels. In this section, we aim to obtain a frequency-dependent separation 
mask for separating the target speech, so hereafter we denote the elements in the audio 
modality with both temporal m  and frequency u  indices. For example, we denote 
'ip°'{m,u) = {\L{m,u)\ +  \R{m,u)\)/2 as the average magnitude spectrum from the 
noise-corrupted mixtures. Suppose 0'^ is the clean visual stream related to the target 
source signal, we can first approximate the new AV sequence 0  =  (0®;0^) using 
Equation (5.1), via the same MP method as used in the coding stage of AVDL, and 
obtain the AV approximation denoted as ^0“(m, o;),0^(2/,æ,/)^.
In the coding stage, the audio matching criterion is affected by interference and noise. 
The target speech information may be corrupted or masked by the interference infor­
mation, which often occurs at a TF position when the distortion energy is higher than 
the target speech energy. Yet, the audio matching criterion can approximate the contri­
bution of the target speech in the matched frames. For the visual modality, the visual
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matching criterion is not affected by acoustic noise, and this avoids “fake” matches 
caused by audio outliers. Here, we consider interference and background noise as gen­
erators of audio outliers with respect to the expected audio from the target. Therefore, 
the audio approximation 0®(m,o;) gives an estimate of the contribution of the clean 
target speech in the matched TS positions, which is robust to acoustic noise. Compar­
ing the reconstructed audio sequence with the corrupted audio sequence, we can obtain 
a visual mask in the TF domain:
1, if u) > 0 “(m, w).
=  < (5.18)
0 “(7n,o;)/0“(m,a;), otherwise.
We set 1 as the upper-bound since we aim to recover the information embedded in the 
mixture that comes directly from the target speaker. Hence the reconstructed source 
magnitude should not be greater than that of the mixture. For those temporal positions 
m  where no AV atom matches the AV sequence, the visual mask My{m,  :) is set as 0.5. 
Since the reconstructed audio stream 0 “(m, w) is obtained by mapping the corrupted 
AV sequence to the AV dictionary, which encodes the “clean” AV coherence information 
associated with the target speaker, the “fake” matches can be effectively suppressed.
5 .3 .3  A u d io-v isu al T F  m ask fusion for B SS
The probabilistic audio mask obtained by using the inter-aural spatial cues works well 
when the noise level in the mixtures is relatively low. However, with the increase of the 
noise level in the mixtures, the quality of the probabilistic mask starts to deteriorate, 
mainly because the confidence of assigning the TF point of mixtures to a particular 
source is reduced due to the noise corruption which essentially makes the binaural cues 
estimated from the mixtures in the audio domain increasingly ambiguous.
To increase the confidence of the TF assignment when generating the TF mask for 
source separation, we propose an empirical method for audio-visual fusion based on the 
power-law transformation as follows,
(5.19)
where the power coefficients are obtained by applying a non-linear mapping to A4^(m, w) 
shown in Figure 5.3. We fix several of the power coefficients, and the other values of
5.3. AVDL-incorporated BSS 109
r(A^^(m, a;)) are obtained via curve fitting techniques, e.g., the spline interpolation 
used in our method.
In particular, the visual information is hkely to increase the confidence of TF assign­
ment in the situation where the audio mask has a low confidence, i.e. the source 
occupation likelihood determined via IPD and ILD is in the range around 0.5 (for two- 
source scenario), since in this case, the algorithm is not certain which source the TF 
point of the mixture belongs to. The power-law transformation however, increases the 
discrimination confidence by either increasing or alternatively decreasing the occupa­
tion likelihood based on the information from the visual mask, so as to assign the TF 
point to the target or the interfering source. The principles for adjusting the occupa­
tion likelihood using the visual mask are as follows. The higher the confidence that 
the visual mask has, the more likely the occupation hkehhood will be adjusted towards 
the value 1 or 0. In addition, when the visual mask has a very low confidence, i.e. 0.5, 
we retain the audio mask without being modified by the visual mask. This is also the 
situation when the mismatches happen in the AV sparse coding, which means none 
of the learned dictionary atoms occur in this frame. A mismatch does not mean that 
the target speaker is silent in this period. Thus, we set the visual mask with value 0.5 
rather than 0 for the mismatched frames.
w)
1
r(0) =  4.0
r(0.50) =  1.0
r(0.?5) =  Q.6
r ( I )  =  0.3 0.3
0
0.25 0.5 0.75 w )0
Figure 5.3: Combine w) and Ad^(?n, w) to obtain w). The power coef­
ficients are determined by a non-hnear interpolation with pre-dehned values.
Figure 5.10(b) illustrates the process as the visual mask adjusts the noise-corrupted 
audio mask towards the ground-truth ideal mask using our proposed AV fusion method. 
The power-law transformation, in terms of our observation and evaluations, works well
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for incorporating the visual information. Discussions and illustration of an alternative 
method of using the simple linear combination can also be found in Section 5.4.2. 
Considering the extreme situation where the audio mask values for both the target 
signal and the interference are 0.5, these pre-dehned values are chosen to minimise the 
potential distortion due to processing artefacts. If only the target speaker is silent 
(ideally, M'^{m,u) = 0), the value 4 is chosen to attenuate the target mask within 10 
percent of the overall mask (0.5“^ <  0.1). If only the target speaker is active (ideally, 
= 1), the value 0.2 is chosen so that the target mask spans 90 percent of the 
overall mask (0.5°'^ %= 0.9). We slightly decrease the visual influence by replacing 0.2 
with 0.3, considering that the hard upper bound threshold in Equation (5.18) introduces 
some artificial distortion. When A4^(m, u) = 0.5, the value 1 is chosen so that the visual 
mask does not alter the audio mask. When is 0.75 (.resp 0.25), the value is
set to 0.6 (.resp 2), so that the change from the audio mask value 0.5 to the AV mask 
value, is half of that when M ^(m ,u )  is 0 (.resp 1).
Finally, the noise-robust AV mask is used for the target source separation on both 
L(m, w) and R(m,  w) to obtain their average result. The proposed AV-BSS is sum­
marised in Algorithm 8.
A lgorithm  8: S u m m a r y  o f  t h e  p r o p o s e d  AV-BSS._________________________
In p u t: The AV dictionary T>, the binaural mixtures L{m,u),R{m,uj),  the video -0  ^
O u tp u t: The target source estimate
1 % A udio m ask  generation
2 Obtain the audio mask A4°(m, w) with Mandel’s method.
3 % V isual m ask  generation
4  Reconstruct ^'^“(m,a;),'^^(2/,j:,/)^ via MP using
6 A4^(m, w) calculation via Equation (5.18).
6 % A udio-visual m ask generation
7 A4“^(m,o;) calculation via Equation (5.19).
8 Apply A4°^(m, w) to the binaural signal for source separation
5.4 Experim ental evaluations
This section contains two parts: evaluations of the proposed AVDL and evaluations of 
the proposed AV-BSS method. In the AVDL evaluation part, we used both synthetic
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AV data and short speech signals. For comparison purposes, we also implemented 
Monaci’s method [70], in which we used the “K-SVD C i” type, i.e., £i norm in the 
objective function, and K-SVD in the learning process to update dictionary atoms. 
We have quantified the performance of the AVDL in terms of approximation error 
rates for both audio and visual modalities. Examples of the learned dictionary atoms 
for synthetic and real speech data were analysed to demonstrate our proposed AVDL 
method.
In the AV-BSS evaluation part, we have compared our proposed method, denoted 
as AVDL-BSS, with four competing methods, of which two BSS methods are in the 
audio-visual domain, one in the audio domain and another in the visual domain. We 
evaluated the separation performance with the overall perceptual score using the signal 
to distortion ratio (SDR) as well as the PEASS tool-kit[30], which is specially designed 
for perceptual objective quality assessment of audio source separation.
5.4.1 A V D L evaluations
In this subsection, we show testing results of our proposed AVDL algorithm, for both 
synthetic data and speech signals. For demonstration purposes, we used short AV se­
quences. To obtain a computationally feasible algorithm, we also applied our proposed 
scanning index to Monaci’s baseline method.
AVDL for synthetic data
I. Data, parameter setup and performance metrics
Similar to [70], we also generated a synthetic AV sequence, which lasts 40 s, with 
=  16 kHz, Fg = 30 Hz. The video size is K x X  x L =  40 x 40 x 1200, while the 
audio length is 640000 samples (4 s). The synthetic data was generated by scaling and 
allocating five AV generative atoms at 32 x 5 =  160 randomly-chosen TS positions. 
Each generative atom contains a moving object on a white background as the visual 
atom and a snippet of audio vowels as the audio atom, including /a / ,  / i / ,  /o / ,  /u / .
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(a) AV: /a /
0.02 0.04 0.06 0.06 0.10 0,12 0.02 0.04 0.06 0.06 0.10 0.12 0.02 0.04 0.06 0.08 0.10 0.12 0.02 0.04 0.06 0.08 0.10 0.12
pppn i-H-H m-îpi rrm
(b) AV: / i /  (c) AV: / o /  (d) Visual only (e) Audio only:
H
(f) The generated AV synthetic sequence (only one second data is shown)
Figure 5.4: The generative atoms and the synthetic data generated via the model (5.1).
Of the five generative atoms, three atoms contain both audio and visual information, 
one atom is audio-only and one is visual-only, as shown in the upper row of Figure 
5.4. Part of the synthetic AV sequence lasting one second is shown in the lower row 
of Figure 5.4. When we generated the synthetic data, the TS positions of the chosen 
atoms were randomly placed, and two allocated atoms were allowed to overlap with 
each other. To simulate the noise in a real AV sequence caused by background noise 
and image aliasing, and to test the robustness of our proposed AVDL to noise, 10 dB 
signal to noise ratio (SNR) audio noise and 20 dB peak signal to noise ratio (PSNR) 
visual noise were added, both in the form of Gaussian white noise. In Figure 5.4, the 
white pixels have the minimal value 0 and the black pixels have the maximal value 1. 
Some atoms may have similar partial feature, e.g., AV atom: / i /  and audio only atom: 
/u /  have very similar audio structures. The audio sequence is normalised, e.g., the 
maximal magnitude is 1.
To implement the AVDL method, the STFT was first applied to the audio stream to 
obtain the audio spectrum i/;®, with a Hamming window size V fft =  512 (32 ms) 
equal to the FFT size and a hop-size of 128 (8 ms), leading to a 75% overlap between 
the neighbouring windows. To synchronise with the video stream, spectrum '0“(m, a;) 
was repeat-padded at the beginning and the end, and the audio stream was hence 
downsampled to =  125 Hz. We set the dictionary size D = 5, the visual atom 
size Y  x X x L  = 5 x 5 x  6. Note that the atom size is user-defined and fixed, de-
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pending on the prior knowledge from the AV sequence. Therefore, we had the audio 
atom size Q X M, where ÇÏ = ATfft/2 +  1 =  257 and M  = [(Fg/F^)L] = 30. I  in 
the sparse generative model was set to 100. The AV dictionary were initialised with 
randomly generated sequences. To calculate the scanning index, we set =  0.05 and 
0^  = 0.8, (5" =  0.1. As such, using the scanning index can significantly improve the 
computational efficiency of the coding process, without losing important information 
or compromising the performance. And the parameters <5®, 5^ , 5  ^were chosen to reduce 
the number of valid TS positions to 6.3%, while retaining of the AV 90.7% information.
For the convergence of AVDL, we set the coding threshold 5 = 0.01 (.resp 0.05,0.1) in 
the second (.resp fifth, tenth) bootstrap iteration, and the maximal iteration number 
Maxlter  = 200. In addition, we set the specific “evolutionary” TS constraint as 
follows. In the first coding-learning iteration {iter = 1), two visual atoms were not 
allowed to have any overlap (i.e., by setting S{yi -h [1 — V : V — l],a:i -b [1 — X  : 
X  — 1], Zi -b [1 — L : L — 1]) =  0 after finding the z-th optimal atom in the coding stage). 
Prom the fifth iteration, two visual atoms might have at most half overlap, and from 
the tenth iteration when the dictionary atoms already tend to converge, two atoms 
were allowed to have full overlap (i.e., keep S  unchanged).
To evaluate the performance of the two dictionary learning methods, we used the ap­
proximation error as the quantitative metric. We first generated five different train­
ing sequences as above, to train five different pairs of AV dictionaries via AVDL and 
Monaci’s method. For each dictionary, 10 testing AV sequences, each lasting 40 s were 
generated, and the learned dictionary was used to approximate these testing sequences, 
with the approximated sequence denoted as -0 =  ['0®(m),'^^(2/,æ,/)]^. Comparing ^  
with the ground-truth signal which contains only the AV-coherent parts contributed 
by the AV atoms (the first three generative atoms):
I _  A  I E * '  Cdih<pa{m -  m)
we can obtain the audio approximation error and the visual approximation error
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separately:
I I . R e s u l t s  c o m p a r is o n  a n d  a n a ly s is
After 10 iterations, both algorithms successfully converged to three AV atoms, while 
ignoring the audio-only and the visual-only atoms. The upper row in Figure 5.5 shows 
the AV atoms obtained via AVDL, while the bottom row shows the AV atoms obtained 
via Monaci’s method. It can be observed that the second AV atom converged by 
Monaci’s algorithm in Figure 5.5(e) has a distorted visual atom compared to 5.4(b), 
this visual distortion is caused by the visual matching criterion defined in Equation 
(5.4).
w S g
i' 1
M 0.10 0.2(
I i - i m w  4  I i r i " l - i  I I I I U i  H  I
(a) AVDL: / a /  (b) AVDL: / i /  (c) AVDL: /o /
I I ' l i N J  I I L L L L I  I 1 I M  M  I
(d) Monaci: / a /  (e) Monaci: / i /  (f) Monaci: /o /
Figure 5.5: The converged AV atoms using our proposed AVDL (the upper row) and 
the competing method (the bottom row). We have converted the audio atoms via 
Monaci’s algorithm into the TF spectrum for ease of comparison.
However, if we amplify the audio sequence, or re-sample the audio sequence with a
new temporal resolution or re-sample the video with a new spatial resolution, Monaci’s 
algorithm may fail to converge to the correct AV atoms, due to its sensitivity to the size 
change of the AV atom. For instance, Monaci’s method converges to four AV atoms 
with the four vowels as audio atoms if we increase the audio amplitude by a factor
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of 10, while the visual atoms are blurred by noise. In other words, Monaci’s method 
becomes an audio-only dictionary learning method in this specific situation. However, 
our method still converges to the AV atoms accurately, since changes of the criterion 
in one modality proportionally change the overall AV matching criterion.
Moreover, our method is robust to convolutive noise encountered in a real acoustic 
environment where sounds reaching the sensors are filtered by room impulse responses. 
Hence we ran another independent test. A training sequence was generated with the 
same parameter setup, except that it was convolved with a time-varying FIR filter with 
100 taps (~6 ms), i.e., at each TS position where a generative AV atom is allocated, a 
100-tap filter whose coefficients are randomly chosen is generated and convolved with 
the allocated atom. Both dictionary learning algorithms are applied to this training 
sequence corrupted by time-varying convolutive filters. After the convergence of both 
algorithms, we notice that our AVDL still successfully finds the three AV atoms. How­
ever, of the four atoms converged via the baseline method, two are spurious AV atoms 
shown in the last two atoms in Figure 5.6. For the first spurious atom, the visual atom 
is from the visual-only outliers, and the audio atom is the combination of vowel /u /  
and /o /. The second one contains the visual atom for the third generative AV atom 
and a distorted audio snippet.
1 I ' l i U J  I 1 n n  1 1  1 1 n  n  I
(a) AVDLl (b) AVDL2 (c) AVDL3
1
I I M i N j  I I I . I . I . I  I I 1 .1  1 . 1 ' I  I I M  I U l  U l
(d) Monaci 1 (e) Monaci2 (f) MonaciS (g) Monaci4
Figure 5.6: The converged AV atoms using our proposed AVDL and Monaci’s method 
when there is extra convolutive noise applied to the audio sequence.
We then quantitatively evaluated the performance of our proposed AVDL via the ob­
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jective metrics of and S'". Figure 5.7 demonstrates the performance comparison, 
which shows that the proposed AVDL outperforms the baseline approach, giving an 
average of 33% improvement for the audio modality, from a set of 50 independent tests, 
together with a 26% improvement for the visual modahty.
0.45
0.4
0.35
0.3
% 0.25
0.2
0.15
0.1 O Monaci 
A AVDL
0.05*-
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
Audio approximation error metric
Figure 5.7: The approximation error metrics comparison of AVDL and Monaci’s method 
over 50 independent tests over the synthetic data.
AVDL for short speech data
To demonstrate our proposed method on real speech signals, we applied our AVDL 
and Monaci’s baseline method on the multimodal LILiR dataset [94], as described in 
Chapter 2.7.2. Sequences were obtained from 6 recordings, with each lasting from 210 
s to 240 s, sampled at 16 kHz. For demonstration purposes, only a one-minute AV 
sequence data was used.
I. Data and parameter setup
For the visual stream, we used the lip contour coordinates to represent the video stream 
instead of the raw video for computational complexity reduction. A 38-point lip contour
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extraction algorithm [77] was applied for both inner and outer lips. Then we normalised 
the lip region to make the outer lip contour have a unit size, at the sampling rate of =  
25 Hz. After that, a new visual stream 'ify'" = G =  r38x2x1500
was obtained. For the audio stream, we still used the same STFT parameters and 
synchronisation with N^ft =  512 and a hop-size of 128, and the audio sampling rate 
again became =  125 Hz. We set the dictionary size D = 20, and the visual atom 
size to Y  X X  y. L = 38 x 2 x 10. Therefore, we had the audio atom size Q. x M, 
where Q = ATfpt/2 +  1 =  257 and M  =  [(Ff/FJ)L] = 5 0 . I  = 150 was set for the 
sparsity. The other parameters were the same as those used in the previous subsection 
for synthetic data.
We applied Monaci’s method for comparison. For the visual stream, we first manually 
cropped a rough lip region from the original video as the visual sequence with the size 
o f y x X x L  =  80 x 120 X 1500. We then “pre-whitened” the cropped video data 
to highlight the moving object edges, i.e., pixels in the neighbourhood of lip contours, 
and the 3D whitening technique [76] was applied. For the audio stream, a normalised 
audio sequence with a unit maximum magnitude and a sampling rate of F “ =  16 kHz 
was used. We set the visual atom size of T  x X  x L =  64 x 96 x 10. Therefore, the 
audio atom size was 1 x M, where M =  [{Fg/F^)L] = 6400. To balance the audio and 
visual modalities, we amplified the audio stream with a factor^ of 10000. The other 
parameters were set the same as for AVDL.
I I .  R e s u l t s  c o m p a r is o n  a n d  a n a ly s is
Both dictionary learning methods converged after 15 iterations. Our proposed AVDL 
produced 13 AV atoms, while the baseline method produced only 7 AV atoms. We show 
one converged AV atom for each algorithm in Figure 5.8, which corresponds to the same 
generative AV atom. To compare our proposed algorithm with the competing method 
on a fair basis, we also implemented Monaci’s algorithm using the extracted lip features 
as used in our algorithm, together the 3D-filtered visual raw data as stated in their
^This factor is not adaptive to size changes, and it was empirically chosen in case the baseline 
method is reduced to audio-only or visual-only. This factor was only effective with the predefined 
parameter setup. Any parameter change, e.g., the visual atom size set to 32 X 32 X 10 resulted in the 
failure of the baseline method in our tests.
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original paper. The visual atom in AVDL contains only the normalised coordinates of 
the Up region. For ease of visual comparison, we reconstructed the lip intensity images, 
by mapping the TS positions of a learned visual atom in the hp contour data to the 
original video, and calculating the mean of the projected regions.
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(b) Monaci
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Time (s)
(c) Monaci-Lip Feature
Figure 5.8: The converged AV atoms after applying our proposed AVDL algorithm (a) 
and the competing method (b,c) to AV data from LILiR database.
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Firstly, we compared the audio part of the learned AV atoms as illustrated in Figure 
5.8. Compared to the audio atom learned via AVDL as shown in the top row (a), 
some useful signal parts are truncated with Monaci’s method as shown in the middle 
row (b). The cause of this problem is that some audio segments with high magnitude 
(and energy) are matched with the AV atom although their audio structures are not 
very similar, i.e. an outlier might be incorrectly matched with the AV atom. The 
updated AV atom, i.e. the first principal component of all the matched audio segments 
associated with the AV atom, is affected by the outlier, and therefore suffers from the 
information loss and distortion. Moreover when we applied Monaci’s method to the 
raw AV data, the converged audio atoms had spurious audio spectra as illustrated in 
the bottom row (c). Therefore, Monaci’s method is limited in this circumstance.
0.04 0.08 0.12 0.16 0.20 0.24 0.28 0.32 0.36 0.40
Time (s)
0.04 0.08 0.12 0.16 0.20 0.24
Time (s)
0.28 0.32 0.36 0.40
Figure 5.9: Converged dictionary atoms using our proposed AVDL. The first AV atom 
represents the utterance “marine” /mari:n/ while the second one denotes the utterance 
“port” /po:t/.
Secondly, we compared the visual part of the learned AV atoms. We noticed that the 
visual atoms obtained via AVDL had distinct outlines, which proves the practicabihty
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of AVDL to real speech data. However when we applied Monaci’s method to the 
pre-processed (3D-filtered) raw data, the obtained atoms had blurred visual atoms, 
which means the learned visual atom via the baseline method tends to be distorted 
by other visual atoms or outliers, as illustrated in the middle row. Also, when we 
directly applied Monaci’s method to the raw AV data, it converged to visual atoms 
with ambiguous visual contours as illustrated in the bottom row. The reason is that 
the inner product used to calculate the visual matching criterion in Equation (5.4) 
cannot distinguish different lip contour features very well. For example, a relatively 
high-valued inner product can still be calculated between two lip contours associated 
with different utterances, which may result in a high AV-valued matching criterion. To 
avoid this situation, Monaci’s algorithm was applied only to the pre-processed raw data 
for the following experiments, as introduced previously.
5.4 .2  A V D L -incorporated  B SS evaluations  
Off-line training
The LILiR corpus was also used here for training the AV dictionary, to improve the 
performance of the BSS. The first four of six sequences lasting 23278 frames in total 
(approximately 931 s) were concatenated for training. We enlarged the dictionary size 
to D =  100 to represent the AV sequence more explicitly. I  = 2328 was set for the 
sparsity. For the other parameters, we used the same setup as in the previous subsection 
5.4.1.
After the dictionary learning, ID =  80 meaningful dictionary atoms were learned, of 
which two are shown in Figure 5.9. Note that, the dictionary atom size is fixed, e.g. 
400 ms in temporal length in our experiment. Therefore, our converged AV atom cannot 
represent the phonetic elements of speech flexibility.
The converged atoms can represent about 7380 frames of the training sequence in the 
coding process, excluding about 6400 silent frames. Therefore, there are still 9500 
frames that were not properly represented by the learned dictionary. The reason be­
hind this is that human speech produces a very complex signal, and a limited number
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of atoms (80 in our experiment) can hardly represent all the utterance variations. Also, 
some utterances appeared only once or too few times, therefore AVDL may consider 
them as outliers. Furthermore, we need to stress that we aim to learn and reconstruct 
the most bimodal-informative structures of the AV sequence, rather than fully recon­
structing it. Monaci’s method was also applied to train another dictionary, which was 
used in AV-BSS for comparison.
D a t a ,  p a r a m e t e r  s e t u p  fo r  s e p a r a t io n
We used the other two video sequences associated with the target speaker for testing. 
The interfering speech came from another speaker. We considered real-environment 
auditory mixtures, assuming a time-invariant mixing process. The binaural room im­
pulse responses (BRIRs) measured by Hummersone [36] were used, as described in 
Chapter 2.7.1. To simulate the room mixtures, we set the target speaker to an azimuth 
of zero degrees, i.e. in front of the dummy head, and we changed the azimuth of the 
interfering speaker on the right hand side, varying from 15° to 90° with an increment 
of 15°. In each of the six interference angles, 15 pairs of source signals were randomly 
chosen from the two testing sequences associated with the target speaker, as well as 
sequences associated with the interfering speaker, each lasting 10 s. The source signals 
were passed through the BRIRs to generate the mixtures. To test the robustness of 
our algorithm, Gaussian white noise was added to the mixtures at different SNRs.
We compared our proposed AV-BSS method, i.e. “AVDL-BSS”, with four competing 
algorithms. The first one is Mandel’s state-of-the-art audio-domain method, as in­
troduced in Section 5.3.1, which we denote as “Mandel”. We then incorporated the 
learned dictionary via Monaci’s method using the proposed separation method, denoted 
as “Monaci-BSS”. Since the audio atoms learned via Monaci’s method are in the time 
domain, while the separation is mainly in the TF domain, we first transformed these 
atoms into the TF domain. We also compared the results of another AV-BSS method 
that we proposed previously in Chapter 3, denote as “AV-Liu”. However, we neglected 
its feature selection process, since the visual sampling rate for the dataset is 25 Hz, 
which is relatively low compared to the data used in Chapter 3. To demonstrate how
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each part of our proposed AV-BSS works, we added an intermediate experiment, where 
the visual masks generated by the AV sparse coding, as introduced in Section 5.3.2, 
are apphed directly to the binaural mixtures for source separation. This is denoted as 
“Visual-only” .
Dem onstration of TF mask fusion in AVDL-BSS
Original Source 1 Original Source 2 Leit-Ear Signal Right-Ear Signal
0.48 00.24 0.48 0
(a) Sources and mixtures
Audio-Visual Mask
I
0.480 0.24
Time (s)
(b) Masks
Figure 5.10: (a) Spectrograms of source and mixture signals, (b) Comparison of the 
audio mask, the visual mask, the AV mask with the ground-truth IBM. The power law 
régularisation pushes the AV mask towards the IBM. The highlighted rectangles are 
further analysed in Figure 5.12.
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To demonstrate the AV fusion process, where the visual mask constrains the audio 
mask to produce a noise-robust AV mask, we compared the audio mask, the visual 
mask, and the audio-visual mask with an ideal binary mask (IBM) [106]. Supposing 
the source signals are known in advance, the IBM [106] can be calculated and used 
as a bench-mark for speech separation performance evaluation. For demonstration 
purposes, masks spanning a block of 30 time-frames are shown in Figure 5.10. We 
also plotted the log-spectra of the two original source signals, and the binaural mixture 
signals in the associated time frames.
From Figure 5.10(b), we notice that the IBM gives an accurate description of the 
target speech (source 1) at each TF point. The boundary region distinguishes the 
target signal from the interfering signal in perfect detail. The audio mask presents a 
relatively accurate approximation of the target signal. However its accuracy is affected 
by the competing signal, which is particularly evident in those TF points having a very 
low confidence with values around 0.5. The visual mask gives a rough approximation 
of the target signal, which however suffers greatly from information loss, especially the 
detailed information. The AV mask is generated by adjusting the audio mask with the 
visual mask, which keeps the detailed information of the audio mask, and enhances the 
TF points with low audio confidence towards the IBM based on the visual mask.
Experimental results of AVDL-BSS
To evaluate the performance of the BSS methods, the SDR was used as well as the 
PEASS tool-kit [30], which is specially designed for perceptual objective quality assess­
ment of audio source separation. In PEASS [30], the overall-perceptual-score (OPS) 
has a high coherence with subjective perceptual evaluation, which we denote as OPS- 
PEASS, and it was used as the perceptual evaluation metric.
First the SDR comparison is shown in Figure 5.11, from which we notice that in a 
reverberant room, AV-Liu fails to produce satisfactory results. Since AV-Liu is based 
on the success of the ICA algorithm, where a filter is needed at least two times the length 
of the room impulse filter. For instance, a one-second-long separation filter is needed if 
RTeo = 500 ms. Therefore, statistics of one-second-long data record need to be derived
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to obtain the separation filter coefficients, which is in practice not feasible for speech 
signals, since speech is stationary only in a short period, e.g., 30 ms. In practical room 
environments where long reverberations are involved, our proposed AVDL-BSS shows 
its advantages over the competing methods, especially with the presence of background 
noise. For example, when 10 dB noise is added, our method shows approximately 1 
dB improvement, compared to Monaci-BSS and Mandel’s method The results show 
that AVDL-BSS offers much better performance than the basefine methods for noisy 
mixtures.
Comparing AVDL-BSS with the Monaci-BSS, where different AV dictionaries are in­
volved, which are learned by our proposed AVDL algorithm and Monaci’s algorithm 
respectively. We found that our method outperforms Monaci-BSS steadily with ap­
proximately 2 dB improvement. This result is consistent with the quantitative DL 
evaluation shown in Section 5.7, that our proposed robust DL method guarantees the 
following AV dictionary assisted BSS.
Audio-Visual M ask Average M ask Ideal M ask
0.24 0.48 0 0.24 0.48 0 0.24 0.48 0
Time (s)
0.24 0.48 0.24 0.48
Figure 5.12: Comparison of the AV mask generated by a symmetrical linear combina­
tion with masks in Figure 5.10(b).
We also noted that when the two sources are very near to each other (input angle 
is small), all the methods fail to produce satisfactory results, since the mixing filters 
exhibit strong singularity, and hence give similar directions of arrival (DOA) as well 
as near-zero IPDs and ILDs. This is because in the AV mask fusion process, the 
visual mask is used to modify the audio mask, rather than a symmetrical combination 
where the visual mask can take over when the audio mask fails. The symmetrical 
combination is not used since the visual mask failed to outperform the audio mask in
5.4. Experimental evaluations 125
our experiments, and a visual mask of low confidence is likely to degrade the overall 
AV mask confidence, if they are fused using a linear superposition. We illustrated 
a linear fusion in Figure 5.12 where the overall AV mask (on the rightmost) is the 
average of the audio and visual masks (jVd“ +  A4^)/2. The highlighted areas of the 
masks shown in Figure 5.10(b) are compared with the same area extracted from the 
average AV mask, which is further pushed away from that of the IBM, compared to 
the audio mask. However, using our proposed AV mask fusion method with the power 
law transformation, the generated AV mask resembles the IBM better than the average 
AV mask.
From Figures 5.13, we found that our method suffered from an average of 3 points loss 
compared to Mandel’s method in the noise-free condition. We believe the reason lies 
in the imperfect match between atoms from the learned dictionary with the testing se­
quence. Since one learned atom resembles the common characteristics of one AV event 
that occurs at different TS positions, which is not identical with any new occurrence 
of the same AV event, some artificial distortion is incurred. In an ideal noise-free en­
vironment, the audio-domain method already successfully generates an accurate audio 
mask in the TF domain, and further processing using the visual mask may introduce 
artificial distortions that degrade the accuracy to some extent. However in adverse 
conditions, our method shows some advantages over Mandel’s method with an average 
of 2 point improvement. Even though the improvement was modest, it demonstrates 
that our learned dictionary inherited the underlying audio-visual coherence, and each 
converged AV atom could be used for separation (and potentially other applications 
in the field of bimodal signal processing such as localisation, verification and recog­
nition). Using the AV dictionary learned via Monaci’s method, Monaci-BSS cannot 
compete with our proposed algorithm. This is because Monaci’s dictionary learning 
method introduces more distortion, since the same AV mask fusion process was applied 
in both Monaci-BSS and AVDL-BSS which is also consistent with the results presented 
in Section 5.4.1.
Using only AV sparse coding, i.e. Visual-only, however, cannot achieve satisfactory 
results for source separation tasks. From Figure 5.13, Visual-only shows the worst 
results, for both noise-free and 10 dB noise-corrupted situations. This is because the
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visual mask affects only the matched frames. In mismatched frames, the visual mask 
cannot determine the audio information.
Interestingly, the AV-Liu method shows the highest OPS score for the most reverber­
ant room D. There are three possible reasons behind this observation. Firstly, the 
sigmoid function that is used in PEASS to non-linearly evaluate the target distortion, 
the interference distortion and the artefact distortion, gives less priority to the arte­
fact distortion mainly caused by background noise. Secondly, the long reverberation 
blurs the TF spectrum, which exhibits consistency in the ICA-based separation pro­
cess and therefore suppresses the interference distortion. Thirdly, the separation is 
not dependent solely on the reverberation time, it is affected by direct to reverber­
ant ratios (DRRs) as well, where DRRs for the four different reverberant rooms are 
[6.09 5.31 8.82 6.12] dB respectively. The complex relationship of the ICA performance 
with RTqo and DRR needs further study.
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Figure 5.11: The signal-to-distortion ratio (SDR) comparison for four different rooms 
without (a) and with 10 dB Gaussian white (b) noise corruption. The higher the SDR, 
the better the performance.
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5.5 Summary
We have developed an audio-visual dictionary learning (AVDL) algorithm that can 
capture the most AV-coherent structures of an AV sequence. The dictionary, learned 
via AVDL, implicitly inherits the property of the bimodal coherence that is robust to 
acoustic noise, and therefore can be used to improve the performance of traditional 
audio domain BSS methods in noisy environments. In our proposed AV-BSS system, 
a visual mask is generated by matching the corrupted AV sequence to the learned AV 
dictionary. Considering the binaural room mixtures, an audio mask is generated in 
parallel using the spatial cues of IPDs and ILDs. Integrating the above two masks, a 
visually constrained noise-robust mask is generated for separating the target speech sig­
nal. We have tested our proposed AVDL on both synthetic data and the LILiR corpus, 
and numerical results show the advantages of our method, with a greatly reduced com­
putational load and a smaller approximation error rate, compared to another baseline 
audio-visual dictionary learning method. We have also tested our proposed AV-BSS 
method using a dictionary learned from the LILiR corpus, which shows a performance 
improvement in noisy reverberant room environments in terms of signal to distortion 
ratio (SDR) as well as overall-perceptual-score (OPS) using the PEASS tool-kit.
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Chapter 6
Conclusions and Future Research
6.1 Conclusions
In this thesis, the main technical challenges related to AV-BSS have been addressed, 
which aim to perform the audio source separation task with the assistance of the as­
sociated visual sequence, especially in adverse environments. We have the following 
three key findings in this thesis: (1) visual information is helpful for resolving the per­
mutation problem of traditional ICA-based FD-BSS algorithms, (2) voice activity cues 
obtained from the visual stream can be used to enhance the system performance of 
separating sources from noisy mixtures, (3) AVDL, which provides an alternative way 
for AV coherence modelling, offers improved BSS performance (over the feature-based 
techniques) for separating reverberant speech mixtures. The above three findings are 
introduced in Chapters 3, 4 and 5 respectively.
6.1 .1  R eso lve th e  perm u tation  problem
Source separation of convolutive speech mixtures is often performed in the TF domain 
via STFT, where the convolutive BSS problem is converted into multiple instantaneous 
BSS problems over different frequency channels, and then solved by using, for example, 
ICA algorithms at each frequency bin. However, due to the inherent indeterminacies 
associated with the classical ICA model, the orders of the source components estimated
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at these frequency channels may be inconsistent, leading to the well-known permutation 
ambiguity problem in FD-BSS.
We found that the visual information from concurrent video signals can be used as an 
additional cue for correcting the permutation ambiguities of audio source separation 
algorithms. To use the visual information, we have developed a two-stage method 
including off-line training and online separation. We characterise statistically the AV 
coherence in the off-line training stage, by mapping the AV data into the feature space, 
where we have taken the MFCCs as audio features, and the lip width and height as 
visual features, and then combined them to form the audio-visual feature space. We 
then modelled the features based on for example GMMs and evaluated their parameters 
using an AEM algorithm. In the online separation stage, we have developed a novel 
iterative sorting scheme based on coherence maximisation and majority voting, in order 
to correct the permutation ambiguities of the frequency components. We have also 
adopted a robust feature selection scheme to improve the performance of the proposed 
AV-BSS system for the data corrupted by outliers, such as background noise and room 
reverberations.
6 .1 .2  V isu a l voice  a c tiv ity  d e tec tio n  for B SS
Voice activity, indicating whether the speaker is uttering or remains silent, provides 
useful information about the concurrent number of speakers present in the auditory 
scene. Detecting the voice activity of the speakers is an important and also a very 
challenging problem in robot audition research, which is traditionally conducted in the 
audio domain and deteriorates severely in a multi-source and noisy environment.
We found that visual information from the video signals associated with the contempo­
rary audio can be used to considerably improve the audio-domain VAD performance. 
We have proposed a new visual VAD approach which combines lip-reading with binary 
classification for determining the activity of speech utterances. Using the lip features 
obtained in lip-reading, we form a binary VAD classifier based on the Adaboosting 
technique, which combines or boosts a set of “weak” classifiers to obtain a “strong” 
classifier with a lower error rate. The proposed visual VAD algorithm outperforms the
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competing visual VAD methods, that are based on HMMs and SVM.
We also found that the visual VAD can be used to further improve the BSS perfor­
mance. The most straightforward way is to directly apply the spectral subtraction 
algorithm to the soundtrack, whose performance, is however affected by the accuracy 
of the VAD algorithm. We have proposed a very robust interference removal scheme 
that detects the interference residual in local TF blocks, to mitigate the interference 
distortion introduced by BSS. Firstly, in the off-line training stage, we apply the Ad­
aboosting algorithm to the labelled visual features, which are extracted from the video 
signal associated with a target speaker. The trained Adaboost model is then used for 
detecting the silent periods in the target speech, using the accompanied contemporary 
video. Secondly, the VAD-integrated interference removal scheme deletes the inter­
ference residual with two layers of boundaries based on Mel-scale frequency analysis, 
where VAD cues promote attenuations of silence slots of the target speech.
6 .1 .3  A u d io-v isu al d ictionary learn ing for B SS
We found that both speech signals and lip movements are “sparse” by nature or in 
a transform domain, where the term “sparse” means that only a few values in the 
signals or their transformed coefficients are non-zeros. Using sparse representations, 
we could potentially design more effective BSS algorithms if (1) the noise components 
or coefficients become less prominent as compared with the signal components, and (2) 
the possibility that speech sources overlap with each other is reduced.
Under the sparse coding framework, we have proposed a novel AVDL technique for 
modelling the AV coherence. This new method attempts to code the local TS struc­
tures of an AV sequence, resembling the technique of locality-constrained linear coding. 
We address several challenges associated with AVDL, including, for example, cross­
modality differences as well as the issues on scalability and computational complexity. 
Our proposed AVDL algorithm follows a commonly employed two-stage coding-learning 
process, but features new contributions in both coding and learning stages including, 
for example, bi-modality balanced and scalable matching criterion, size and dimension 
adaptive dictionary, a fast search index for efficient coding, and a varying sparsity for
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different modalities. Each AV atom in our dictionary contains both an audio atom and 
a visual atom spanning the same temporal length. The audio atom is the magnitude 
spectrum of an audio segment, which is found to be more robust to convolutive noise 
as compared with the time-domain representations. The visual atom is composed of 
several consecutive frames of image patches, focusing on the movement of the whole 
mouth region. The AVDL algorithm has been applied in the off-line training stage 
of the AV-BSS algorithm, as an alternative to the aforementioned feature-based AEM 
algorithm.
We have also developed a new TF masking technique using the AVDL, where two par­
allel mask generation processes are combined to derive an AV mask, which is then used 
to separate the source from the mixtures. The audio mask is obtained by TF techniques 
based on spatial cues, evaluated using the EM algorithm. The visual mask is gener­
ated by comparing the reconstructed audio sequence using the AVDL algorithm with 
the observed (recorded) AV sequence, and it accommodates the information about the 
reliability and confidence of the likelihood that each TF unit of the mask is occupied 
by a specific source that is suggested by the audio mask. The visual mask is used to 
re-weight the audio mask, resulting in the AV mask that is effective in suppressing the 
adverse effect of noise and room reverberations on the separation results. We have eval­
uated extensively our AVDL based AV-BSS algorithm on real speech and video data, 
using the performance metrics such as SDR and PEASS. We have observed improved 
separation performance as compared with the state-of-the-art baselines including both 
audio-only and audio-visual BSS methods.
6.2 Future research
This thesis suggests different directions for future research. One direction is to extend 
the ICA-based BSS algorithm in Chapter 3 to under-determined cases, including single 
channel audio-visual separation, which is a challenging but practically common situa­
tion, since ICA framework does not cope with under-determined cases because the full 
row rank mixing matrix is not invertible. But assuming sparsity of the source signals 
(human speech is sparse in the TF domain), we can still solve the under-determined
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BSS problem, with the help of techniques such as maximum a posteriori (MAP) es­
timation and matching pursuit (MP). We plan to combine the visual information to 
enhance the separation under these conditions.
Another research direction is to improve the AVDL algorithm in Chapter 5. Rather than 
learn the AV dictionary in the off-line training process, we intend to achieve dictionary 
adaptation and source separation simultaneously, i.e., to iteratively achieve BSS and 
the learned dictionary in a bootstrap way. This learned dictionary is therefore more 
adaptive to the source data, also, the AV fusion avoids the need for post-processing of 
the audio mask. Also, we need to study an alternative audio-visual mask combination 
method to integrate bimodal coherence for BSS in such an adaptive scheme.
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Appendix A
Acronyms
AAM
ACM
AEM
AV
AVDL
AVMP
AIR
ASA
ASR
BD
BI
BP
BRIR
BBS
CASA
DCT
DOA
DRR
EM
FIR
EFT
GMM
HMM
Active Appearance Model 
Active Contour Models 
Adapted Expectation Maximisation 
Audio-Visual
Audio-Visual Dictionary Learning 
Audio-Visual Matching Pursuit 
Acoustic Impulse Response 
Auditory Scene Analysis 
Automatic Speech Recognition 
Blind Dereverberation 
Blind Identification 
Basis Pursuit
Binaural Room Impulse Response 
Blind Source Separation 
Computational Auditory Scene Analysis 
Discrete Cosine Transform 
Direction Of Arrival 
Direct to Reverberant Ratio 
Expectation Maximisation 
Finite Impulse Response 
Fast Fourier Transform 
Gaussian Mixture Model 
Hidden Markov Model 
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HOS High Order Statistics
HRTF Head Related Transfer Functions
IBM Ideal Binary Mask
ICA Independent Component Analysis
ILD Interaural Level Difference
IPD Interaural Phase Difference
ISTFT Inverse Short Time Fourier Transform
LLC Locality-constrained Linear Coding
LS Least Squares
MDP Minimal Distortion Principle
MFCC Mel-Frequency Cepstral Coefficient
MI Mutual Independence
MP Matching Pursuit
OMP Orthogonal Matching Pursuit
OPS Overall Perceptual Score
PGA Principal Component Analysis
PEASS Perceptual Evaluation of Audio Source Separation
PESQ Perceptual Evaluation of Speech Quality
ROI Region Of Interest
PSNR Peak Signal to Noise Ratio
SDR Signal to Distortion Ratio
SINR Signal to Interference and Noise Ratio
SimCo Simultaneous Codeword Optimisation
SNR Signal to Noise Ratio
SOS Second Order Statistics
STFT Short Time Fourier Transform
SVM Support Vector Machine
TF Time-Frequency
TS Time-Spatial
VAD Voice Activity Detection
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Symbols
Sets
R Real numbers
0  EM parameter set
E Coding parameter set in AVDL
Discretised Indices
k Source
p Observation/Mixture
iter  Iteration in the EM algorithm and AVDL
1 Sorting scheme iteration in Chapter 3, Adaboosting iteration 
in Chapter 4, coding iteration in Chapter 5
q Mixing/Separation filter sample, frame offset
n Audio sample in the time domain
I Video frame
m  Time block after STFT
u) Frequency after STFT
r  Binaural delay
d GMM kernel index in Chapter 3 and AV dictionary atom index
in Chapter 5
(x, y) Coordinates of video sequences in Chapter 5
(6‘^ j 6^) Overlapping blocks in the TF domain in Chapter 4
Signals
Sfc(n) The k-th source signal at time n
Sk(m, u) The k-ih source at the TF point (m, oj)
Xp{n) The p-th mixture
Xp{m,uj) The p-th mixture
L(m, u), R{m, w) The left and right ear signals
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a{m, u) The interaural level difference
y0(m, w) The interaural phase difference
hpk(q) The mixing filter from source k to observation p at tap q
Wkp{q) The separation filter from observation p to source estimate k
H(w) The mixing matrix
W ( u )  The separation matrix
G(w) =  H(w)W(w), the global matrix
v(m), v(Z) The visual feature vector at time block m  or frame I
a(m) =  [ai(m), ...,a£,(m)]^ is the audio feature vector
u(m) =  [v(m);a(?n)] is the audio-visual feature vector
Pi The polarity for the i-th chosen weak classifier
A{b^,  6^) The affected area of the 6^)-th spectral block
Tkj(b'^, b^) The local similarity between the fc-th and j-th  source estimates
Tkj{b'^, b^) The energy ratio between the k-ih and j- ih  source estimates
•0 =  is the AV sequence
0°(7n, w) The 2D audio magnitude spectrum
The 3D visual sequence
is the AV dictionary where (f)d = (0g; 0^)
The 2D audio atom 
(f)^(y,x,l) The 3D visual atom
«S(p, X, Ï) Scanning index at the TS position (p, x, Î)
Masks applied to the mixtures for source separation
Operators
* Convolution
T  Transpose
V Disjunction
A Conjunction
II • II Euclidean distance
II • lip ip norm
1*1 Modulus
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Corr(-)
exp(-)
P(')
H ' )
A^(')
Mel(-)
[•]
Mean(-)
X
O
C(')
vec(-)
ivec(-)
Normalised correlation coefficient calculator
Exponential function
Probability
Fourier transform
Normal function
Mel-scale frequency calculator
Rounds a number to its nearest integer
Calculates element-wise mean value
Calculates the mean value of all the elements in X
Selects non-zero elements in X
Big O notation
Classifier
Vectorise
Inverse vectorise
Others
iVpFT
Ü
Wi
f
£
Fs
fx: fy  ^fl
Q
FFT size
Total number of frequency bins
Weighting parameters
Frequency Hertz
Error rate
Sampling rate
Moving average filters
2D Gaussian smoothing filter
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Appendix B
List of Publications
Journal Articles
Q. Liu, W. Wang, and P. Jackson, “Use of bimodal coherence to resolve spectral inde­
terminacy in convolutive BSS”, Signal Processing, 92(8):1916-1927, August 2012.
Q. Liu, W. Wang, P. Jackson, M. Barnard, J. Kittler, and J.A. Chambers “Source 
separation of convolutive and noisy mixtures using audio-visual dictionary learning 
and probabilistic time-frequency masking” , IEEE Transactions on Signal Processing, 
in revision.
Q. Liu, A. Aubrey and W. Wang, “Bhnd speech separation in adverse environments 
with visual voice activity detection”, IEEE Transactions on Audio, Speech and Lan­
guage Processing, to be submitted.
Conference Papers
Q. Liu, W. Wang, and P. Jackson, “Use of bimodal coherence to resolve spectral in­
determinacy in convolutive BSS”, in Proc. 9th International Conference on Latent 
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