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- Development of novel phrase-length models in statistical machine translation (SMT). 
 
- Proposal of parameter estimation methods and parametrisations for these models. 
 
- Analysis and discussion of the performance of phrase-length models. 
 
- Comparison between estimation methods and parametrisations. 
 
- Automatic evaluation, in terms of BLEU score, on a reference task in SMT. 
 
- Experimental results proved the benefits of length modelling in SMT. 
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The paper presents four new approaches to model phrase length into a SMT framework,
achieving limited (and not statistically significant) improvement. The paper is well orga-
nized and can be easily readable also for not-MT people.
1. Unfortunately, the presented idea is not novel, as authors sincerely claim. They simply
apply the idea to a different underlying model.
Novel contributions of the current work are now clearly stated in the Introduction.
2. The evaluation section is not very strong. It would be appreciated, results on different
tasks, in which the difference of source and target sentence lengths is higher (German,
Finnish, or other more agglutinative languages)
Experimental evaluation has been significantly extended reporting results on German-
English and English-German (Europarl), as well as Chinese-English (BTEC) tasks.
3. Which is the size of the specific model? Is it comparable with that of the translation
model? For the Europarl domain, this is not an issue, but it could for much larger
tasks. Please, say something about that. Is there any increment of the computational
cost of the training or translation phases (in time or memory) dur to the new models?
A paragraph discussing the spatial complexity of standard and specific models, and
the temporal complexity of the training phase have been now included.
4. You do not report what kind of significance test you performed. This could be useful
for the reader.
The significance test was cited: “P. Koehn. Statistical significance tests for machine
translation evaluation, in: Proceedings of the Conference on Empirical Methods in
Natural Language Processing, 2004, pp. 388-395.”
In addition, we have incorporated a pairwise significance test described in “M. Bisani,
H. Ney, Bootstrap estimates for confidence intervals in ASR performance evaluation,
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*Response to Reviewers
in: IEEE International Conference on Acoustics, Speech, and Signal Processing, 2004,
pp. 409–412.”
5. It is not explicit which test set you experiment on (I suppose test2006)
Training, development and test sets are now clearly defined in the description of the
experimental setting.
6. It is not clear whether your results refers to case-sensitive output, or not. From your
figures it seems you compare case-insensitive outputs; if so, the baseline performance
are a bit lower the actual state-of-the-art systems (built on Moses); please, refer
to the latest performance reported in the Euro-Matrix (maintained by U.Edinburgh,
http://matrix.statmt.org/matrix).
Case-insensitive outputs were reported, now it is clearly stated. Our baseline results
are comparable to those reported by the University of Edinburgh system (Moses) on
the WMT07 shared task (Please refer to P. Koehn and J. Schroeder. Experiments
in Domain Adaptation for Statistical Machine Translation, in: Proceedings of the
ACL 2007 Second Workshop on Statistical Machine Translation, pp. 224-227). Minor
differences may be due to the incorporation of the News Commentary corpora in the
training and development sets, different Moses versions or different language model
training parameters.
7. In figure 1, the different y-axis scale is a bit annoying because the reader can not
directly compare the two plots (left and right)
Plots for the same language pairs are now in the same scale to ease comparison.
8. In the bib entry, publication years are mostly not reported; there is at least one wrong
conference acronym (IWSL - IWSLT); I would suggest to use the extended version of
the conference names.
Publication years were omitted due to a bug in the bibliography stylesheet. Extended
version of conference names are now available.
9. Minor corrections:
• pg. 8: estiation - estimation
• pg. 14:please force the segmentation of the term ”parametrization”
Minor corrections fixed.
Reviewer 3
1. First of all, hasn’t this work already been published here:
http://www.springerlink.com/content/y1w58633845rj07k/?
If there is no significant difference in technical contributions between the two versions
(for e.g., same methods, experiments, etc.), perhaps this submission should be with-
drawn.
The current version of the manuscript is a significantly extended version of that pub-
lished in the Proceedings of the Iberian Conference on Pattern Recognition and Image
Analysis (IbPRIA) 2011. Indeed, this manuscript was submitted to the “Special Issue:
IbPRIA’2011”. The main extensions of the current version over the conference version
of the manuscript are:
• Poisson parametrisation of the standard and specific models.
• Additional experiments on English-German, German-English and Chinese-English.
• Detailed analysis of the contribution of phrase length models.
2. The authors propose to explicitly model phrase-length information for SMT and study
its effect on MT quality (BLEU scores). They propose several different methods to
model the phrase-length information. The models are interesting and they do extensive
evaluations comparing the different variants on a Spanish-English dataset.
It is interesting to note that adding these features to MOSES produced some BLEU im-
provements (though not statistically significant). But perhaps a more interesting study
would be to test this phenomenon on some other (unrelated) language pair (e.g., Ara-
bic/English or Chinese/English) where the effects (and maybe even the BLEU gains)
could be prominent.
As mentioned above, additional experiments on Chinese-English have been carried out
to endeavour the effects of phrase length modelling.
3. you should do a spell-check, I noticed several mistakes, including grammatical ones
(pg.3: ”However, any of the previous...” =¿ ”However, none of the previous...”, ”mod-
elisation” =)
The manuscript has been spell-checked and carefully reviewed to fix grammatical mis-
takes.
4. you used the terms ”source” and ”target” inconsistently in some places (e.g., on pg 5:
when referring to l, m). This should be corrected
This has been corrected now.
5. ”year” information missing in References, make sure the references are complete.
Publication years were omitted due to a bug in the bibliography stylesheet.
6. if you already have experiment results on German/English, I would suggest adding the
tables/figures to the paper. Did you do any analysis comparing the effect of length
modeling with language-relatedness?
Additional experiments on English-German, German-English and Chinese-English have
been included in the current version of the manuscript to study the contribution of
phrase length modelling as a function of language-relatedness.
7. it was interesting that the Poisson model has fewer features (since you condition on
length instead of actual phrases), but still performs slightly better. Is this due to the
sparsity issue?
Although the Poisson parametrisation has fewer parameters, it introduces the same
number of features into the log-linear model, one for the direct and one for the inverse
length models. We think this confusion might have been introduced by the notation
employed in Section 4 for the Poisson parameters We have changed the notation in this
version to avoid this confusion. It is also worth noting that the two proposed models
(standard and specific) are parametrised in two ways: using a contingency table or
assuming a Poisson distribution. Regarding parameter sparseness and its relation
with respect to system performance, we have extended the experimental section with
a discussion on this matter.
8. what was the additional feature count for the different length models? how was the
training time affected when adding the length features?
A paragraph discussing the spatial complexity of standard and specific models, and
the temporal complexity of the training phase have been now included.
9. there are several other optimization methods you could try instead of MERT (for e.g.,
MIRA can scale to many more features)
Due to time limitations, we have preferred to explore additional language pairs and
perform a detailed analysis before exploring alternative optimization methods. This is
an interesting idea that we leave out for future work, since phrase length models only
contribute with 2 additional features to the conventional Moses features.
Reviewer 5
The manuscript is about explicit length modeling for statistical machine translation. The
authors propose and investigate two length models and integrate them as additional feature
functions into a state-of-the-art SMT system (Moses). All experiments use BLEU score as
evaluation metric.
I have two major concerns with the current version of the manuscript (where the second
one weighs higher than the first one):
1. Some parts in the description are sometimes misleading or imprecise.
2. The experimental results do not support the authors’ points nor do they give more
inside wrt the effect of the new length models.
Concerning 1
1. The authors say in the Introduction that ”Length modelling is a well-known problem
in pattern recognition which is often disregarded.” This is a misleading statement and
should be rephrased. ”Disregarded” in this context means that length modeling is actu-
ally ignored. However, as the authors point out later, the difference is between implicit
length modeling vs explicit length modeling, and most state-of-the-art systems use im-
plicit length modeling.
We agree with reviewer’s comments. We meant “Explicit length modelling is a well-
known ...”. The introduction has been rewritten accordingly, and a discussion on
implicit length model in phrase-based translation system has been included.
2. (In language modeling, the sentence-end-symbol is used to achieve some crude length
model, in machine translation, the number of words or number of phrases feature func-
tion is used to implicitly model length.) The description of the baseline features used
leaves it unclear whether an implicit length model is applied or not. As far as I know,
Moses uses implicit length modeling as part of its baseline features, and it should be
pointed out by the authors whether they use this or not.
Experimental results were obtained using the conventional features provided with
Moses. This includes word and phrase penalty features. We have clearly stated this
fact in the description of the baseline system. While these features may be under-
stood to be modelling “similar” length information, the proposed length models and
the problem tackled by these standard features are essentially different. This has been
made explicit in the current version of the manuscript.
Concerning 2
1. My major concern is with the experimental section. Part of the problem is that the
evaluation is entirely done in terms of BLEU scores, and the way this is done does not
give much insight into the power of the new length models.
This paper is about explicit phrase length modelling of the bilingual segmentation
process induced by a phrase-based model. When this process is properly analysed, it
yields conditional phrase length probabilities. These phrase length probabilities better
model the segmentation process of bilingual sentences into phrases, and, hence, any
improvement at predicting translation sentence lengths will be a side effect and not a
direct consequence of phrase length modelling. TER results are now reported together
with pairwise significance tests. As expected, the prediction performance of translation
sentence lengths is in essence the same. However, n-gram overlapping precision of
translations is sometimes improved because of a wiser selection of translated phrases
produced by the explicit conditional phrase length models.
2. An important part of the BLEU metric is its brevity penalty which severely penalizes
translations that are too short. However, the authors only present final BLEU score
results; the BLEU brevity penalties are not given, and this is at least something I would
expect if explicit length modeling is the main subject of this investigation.
We have added a discussion on BLEU brevity penalties in “Experimental Results”.
However, brevity penalties turned out to be very similar between the baseline system
and the systems incorporating phrase length models.
3. With your new length models, I think you should evaluate whether you do a much
better job on predicting the actual length of the translation compared to the reference
translation than what the baseline system is able to do. The plots in the result section
do not show this, and it is important to clearly analyze this effect.
We have added TER and pairwise significance results to clearly gauge the contribution
of phrase length models.
4. The explicit length models are introduced as feature functions whose weights are then
trained via MERT. Although this is okay, readjusting new MERT weights also in-
troduces quite a lot of variability/noise which makes it hard to analyze the outcome.
Therefore, it is even more important that the predictive power of the new length mod-
els is analyzed independently of the BLEU metric. The BLEU score results must be
presented with confidence intervals. On page 12 of the manuscript, the authors say
that ”... when comparing them to the baseline. Although these differences are not sta-
tistically significant, ...” ”The most significant improvement over the baseline was 0.4
BLEU ...” The second statement seems to be in contradiction to the first. The authors
should specify:
• the significance test used for the experiments
• provide the confidence intervals
Otherwise this is confusing.
Statements about system performance have been rewritten using a precise language
to avoid confusion about the statistically significance of the results. In the current
version of the manuscript, we have used significance tests described in:
• M. Bisani and H. Ney. Bootstrap estimates for confidence intervals in ASR per-
formance evaluation, in: Procceedings of the International Conference in Audio,
Speech and Signal Processing, 2004, pp. 409-412.
and
• P. Koehn. Statistical significance tests for machine translation evaluation, in:
Proceedings of the Conference on Empirical Methods in Natural Language Pro-
cessing, 2004, pp. 388-395.
Confidence intervals are now reported. Furthermore, a pairwise significance test be-
tween the baseline systems and ours based on (Bisani and Ney, 2004) is also presented.
Minor comments
Most of the references are incomplete. Almost all of them lack the year of publication.
The authors should double-check that they conform to the journal’s reference and citation
guidelines.
page 2, last paragraph ”Next section describes ...” - ”The next section describes ...”
page 4, 1st paragraph ”However, state-of-the-art ...” - Remove ”However”
Eq(9) either use m t on the LHS or m on the RHS
page 8, last paragraph typo ”estiation” - ”estimation”
page 9, 1st paragraph ”This approach is referred as to ...” - ”This approach is referred
to as ...”
page 9, 2nd paragraph ”This approach only considers ...” - ”This approach considers only
...”
page 10, last paragraph ”... since the rest of features ...” - ”since the rest of the features
...”
page 14 ”... similar or sligh better ...” - ”... similar or slightly better ...”
page 2, last paragraph ”Next section describes ...” - ”The next section describes ...”
Detailed comments are appreciated and have taken into account when rewriting the
current version.
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Joan Albert Silvestre-Cerdà, Jesús Andrés-Ferrer and Jorge Civera
Universitat Politècnica de València
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Abstract
Explicit length modelling has been previously explored in statistical pattern
recognition with successful results. In this paper, two length models along
with two parameter estimation methods and two alternative parametrisation
for statistical machine translation (SMT) are presented. More precisely, we
incorporate explicit bilingual length modelling in a state-of-the-art log-linear
SMT system as an additional feature function in order to prove the contri-
bution of length information. Finally, a systematic evaluation on reference
SMT tasks considering different language pairs prove the benefits of explicit
length modelling.
Keywords:
Length modelling, log-linear models, phrase-based models, statistical
machine translation.
1. Introduction
Explicit length modelling is a well-known problem in pattern recogni-
tion which is often disregarded. However, it has provided positive results
Preprint submitted to Pattern Recognition December 20, 2011
*Manuscript
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in applications such as author recognition [25], handwritten text and speech
recognition [29], and text classification [10], whenever it is taken into consid-
eration.
Length modelling may be considered under two points of view. On the
one hand, the so-called implicit modelling in which the information about the
length of the sequence is indirectly captured by the model structure. This
is often the case of handwritten text and speech recognition [11], language
modelling [5] and machine translation [18], which often include additional
states to convey length information. On the other hand, we may perform an
explicit modelling by incorporating a probability distribution in the model to
represent length variability in our data sample [23]. Explicit modelling can
be found in language modelling [12, 19], and bilingual sentence alignment
and segmentation [3, 9], among others.
This work focuses on explicit length modelling for statistical machine
translation (SMT). The aim of SMT is to provide automatic translations be-
tween languages, based on statistical models inferred from translation exam-
ples. State-of-the-art translation systems grounded on phrase-based models
implicitly model sentence length information through features, such as word
and phrase penalty, that controls the number of words and phrases in the
resulting translation. As discussed in more detail later, the word penalty
compensates for the bias towards short sentences [4] or prevents the genera-
tion of spurious words [17], while the phrase penalty avoids the bias towards
long phrases. However, in this work, we address the problem of explicit
conditional length modelling at the phrase level.
State-of-the-art phrase-based systems are basically based on a large bilin-
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gual phrase dictionary, known as phrase table. Phrase tables do not model
conditional phrase length correlation between corresponding phrase transla-
tions, that is, the probability of translating a source phrase made up of l
words by a target phrase of m words. However, conditional phrase length
models seamlessly emerge in the generative process of a bilingual phrase-
based segmentation [1].
The main contribution of the current work is a systematic and extensive
evaluation of explicit conditional phrase length modelling in a state-of-the-art
phrase-based SMT system. To this purpose, two conditional phrase length
models are proposed along with two alternative parametrisations and two
different parameter estimation methods. Furthermore, strong experimental
results are reported on language pairs with different degree of relatedness.
The rest of the paper is structured as follows. The next section describes
related work in SMT regarding explicit length modelling. Section 3 intro-
duces the log-linear framework in the context of SMT and Section 4 explains
the proposed conditional phrase length models. Experimental results are re-
ported in Section 5. Finally, conclusions and future work are discussed in
Section 6.
2. Related work
Explicit length modelling in SMT has received little attention since Brown’s
seminal paper [4] until recently. Nowadays state-of-the-art SMT systems are
grounded on the paradigm of phrase-based translation [18], in which sen-
tences are translated as segments of consecutive words. Thereby, most recent
work related to explicit length modelling has been performed at the phrase
3
level with a notable exception [27]. Explicit phrase length modelling was ini-
tially presented in [26] where the difference ratio between source and target
phrase length is employed to phrase extraction and scoring with promising
results. Zhao and Vogel [28] discussed the estimation of a phrase length
model from a word fertility model [4], using this model as an additional
score in their SMT system. In [8], a word-to-phrase model is proposed which
includes a word-to-phrase length model. Finally, [1] describes the derivation
and estimation of a phrase-to-phrase model including a model for the source
and target phrase lengths.
However, none of the previous works report results on how explicit phrase
length modelling contributes to the performance of a state-of-the-art phrase-
based SMT system. Furthermore, phrase-length models proposed so far de-
pend on their underlying model or phrase extraction algorithm, which differ
from those employed in state-of-the-art SMT systems. The current work is
inspired on the explicit phrase length model proposed in [1], but applied to
a state-of-the-art phrase-based SMT system [17] and assessed on diverse lan-
guage pairs in order to systematically evaluate the contribution of explicit
phrase length modelling in SMT.
3. Log-linear modelling
In SMT, we formulate the problem of translating a sentence as the search
of the most probable target sentence ŷ given the source sentence x
ŷ = argmax
y
Pr(y | x) . (1)
4
State-of-the-art SMT systems are based on log-linear models that combine a
set of feature functions to directly model this posterior probability





i λi fi(x, y)
)
, (2)
being λi, the weight for the i-th feature function fi(x, y) and Z(x), a normal-
isation term so that the posterior probability sums up to 1. Feature weights
are usually optimised according to minimum error rate training (MERT) on
a development set [20].
Conventional feature functions in phrase-based SMT systems range from
those depending on word-based and phrase-based translation models [18],
over that directly derived from an n-gram language model [5], to those in-
spired on word and phrase reordering models, and word and phrase penalties.
In fact, n-gram language models and word and phrase penalties capture to
some extend length information at the sentence level.
In general, n-gram language models incorporate the special end-of-sentence
symbol that implicitly models sentence length information, even though it is
not able to incorporate long-term constraints. This limitation produces that
ill-formed sentences receive an exponentially growing probability mass de-
pending on their length [4]. Hence, the probability of well-formed sentences
exponentially decays with their length. In order to alleviate this bias to-
wards short sentences, the word penalty feature introduces a constant bonus
for each new word added to the translation. However, in phrase-based SMT
systems, the word penalty avoids the generation of spurious words [17]. In
any case, the word penalty feature aims at implicitly modelling sentence
length information, not phrase length information, as the models proposed
in this work do.
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On the other hand, phrase tables suffer from a bias towards long phrases
due to a similar modelling deficiency. Indeed, the phrase penalty adds a
constant bonus for each additional phrase incorporated into the translation.
In fact, as shown in Section 4, the phrase penalty is complementary to the
proposed conditional phrase length models.
In this work, in addition to the conventional features mentioned above,
additional features derived from conditional phrase length models [1] are
introduced. These additional features are presented in the next section.
4. Explicit length modelling
In the phrase-based approach to SMT, the translation model considers
that the source sentence x is generated by segments of consecutive words
defined over the target sentence y. As in [1], in order to define these segments
we introduce two hidden segmentation variables







p(x, lT1 , m
T
1 | y) , (3)
being T the number of phrases into which both sentences are to be seg-
mented, and being lT1 and m
T
1 the source and target segmentation variables,
respectively. Thus, we can factor Eq. (3) as follows
p(x, lT1 , m
T
1 | y) = p(m
T








1 , y) , (4)




1 , y) are phrase length models, whilst p(x |
lT1 , m
T
1 , y) constitutes the phrase-based translation model. We can indepen-
6
dently factorise terms in Eq. (4) from left to right,
p(mT1 | y) =
∏
t p(mt | m
t−1
1 , y) , (5)
p(lT1 | m
T
1 , y) =
∏




1 , y) , (6)
p(x | lT1 , m
T
1 , y) =
∏




1 , y) , (7)
where t ranges over the possible segmentation positions of the target sentence,
lt and mt are the length of the t-th source and target phrase, respectively,
and x(t) is the t-th source phrase.
In state-of-the-art systems, the model in Eq. (5) is approximated by the
phrase penalty, which is intended to control the number of phrases involved in
the construction of a translation, as previously discussed. Eq. (7) is simplified
by conditioning only on the t-th target phrase to obtain the conventional
phrase table, which is used as another feature,
p(x(t) | x(1), . . . , x(t− 1), lT1 , m
T
1 , y) := p(x(t) | y(t)) , (8)
with parameter set, θ = {p(u | v)}, for each source, u, and target, v, phrase.
Finally, Eq. (6) is used to derive conditional phrase length models that be-
come new feature functions of our log-linear model, and the corresponding
phrase-based SMT system.
Next sections present two conditional phrase length models, namely, stan-
dard and specific, as a result of different assumptions on Eq. (6). In addition,
two alternative parametrisations will be considered for each of these models,
referred to as parametric and non-parametric.
4.1. Standard length models
The standard length model is derived from Eq. (6) by taking the as-
sumption that the source length lt only depends on the corresponding target
7





1 , y) ≈ p(lt | mt) . (9)
The parametric model further assumes that the rightmost probability in
Eq. (9) follows a Poisson distribution




where the mass probability function is renormalised to sum 1, if a maximum
phrase length is specified. Therefore, the parameter set is γ = {γm} for each
target phrase length m.
On the contrary, in the non-parametric model, each p(lt | mt) term in
Eq. (9) plays the role of a parameter, and, consequently, the parameter set is
given by γ = {p(l | m)} for each source, l, and target, m, lengths. This model
is more sparse than the parametric model and it is smoothed to alleviate this
problem as follows




where M stands for the maximum phrase length.
For a given maximum phrase length M , say 7, the parametric standard
model requires M parameters, i.e. {γ1, γ2, . . . , γM}, while the non-parametric
model needs M2 parameters, i. e. {p(1 | 1), p(2 | 1), . . . , p(M | 1), p(1 |
2), . . . , p(M | M)}.
4.2. Specific length models
In the specific model, we take a more specific assumption for Eq. (6) than
that of Eq. (9) by considering the dependency on the actual phrase y(t),
8





1 , y) ≈ p(lt | y(t)) , (12)
being p(lt | y(t)), a source phrase-length model conditioned on the t-th target
phrase. This latter probability p(lt | y(t)) in Eq. (12) can be regarded as
a parameter itself, yielding the non-parametric model. In this case, the
parameter set is defined by γ = {p(l | v)}, for any target phrase v. In
practice, v is any target phrase observed in the training set.
Similarly to the standard length model, the parametric model will assume
that the probability in Eq. (12) follows a Poisson distribution
pγy(t)(lt | y(t)) ∝ γ
lt
y(t) exp(−γy(t)) , (13)
where the probability mass function is renormalised so that it sums up to 1 if
a maximum phrase length is specified. Hence, the parameter set is γ = {γv}
for each target phrase v. It is worth noting the difference between Eq. (10)
and Eq. (13). In the former, a Poisson distribution is considered for each
target phrase length, while in the latter a Poisson distribution is assumed for
each target phrase.
Specific length models, both parametric and non-parametric, are consid-
erably more sparse than those of the standard model. In order to alleviate
overfitting problems, the specific parameters are smoothed with the standard
parameters as follows
p̃(l | v) := (1− ε) · p(l | v) + ε · p̃(l | |v|) , (14)
denoting by | · | the length of the corresponding phrase. The interpolation
parameter ε is adjusted on a validation set in order to maximise BLEU.
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Given a maximum phrase length M , and the set of all unique target
phrases that have been extracted from the training data V = {v1, . . . , vn},
the parametric specific model requires one Poisson parameter for each phrase,
i.e., {γv1, γv2 , . . . , γvn}. On the other hand, the non-parametric specific model
requires M parameters for each target phrase, {p(1 | v1), . . . , p(M | v1), p(1 |
v2), . . . , p(M | v2), . . . , p(1 | vn), . . . , p(M | vn)}.
As usual in statistical modelling, there is a trade-off between the com-
plexity of the model, basically the number of parameters to be learnt, and
the number of data samples available. The more parameters to be learnt, the
more data samples are needed to properly train the corresponding model. If
we compare the specific model with the standard model, the former possesses
a significantly greater number of parameters with respect to the latter, and
hence, smoothing becomes critical. For instance, most of the target phrases
occur only once, and then, the ratio of samples to parameter for the non-
parametric specific model is less than 1, which requires a strong smoothing.
However, the standard model possesses fewer parameters, and hence, it does
not suffer from severe overfitting problems, i.e., the ratio will always be much
larger than 1.
Another problem that arises in the context of data sparsity is the excessive
generalisation of parametric models. Our Poisson model makes a stronger
assumption regarding the probability length distribution than that of the
non-parametric model. However, it could be the case that a target phrase
occurs only once with its corresponding source phrase translation. If we as-
sume that source and target phrase share the same length, say m = l, then
the maximum likelihood estimation of a non-parametric model gives (1− ε)
10
probability mass to the single observed hypothesis. In contrast, the para-
metric model, which follows a Poisson distribution, would smoothly decrease
this probability according to (1−ε) lm exp(−l) for source lengths m different
from l. Depending on the language pairs involved, either the parametric or
the non-parametric model would be a better hypothesis. These trade-offs are
experimentally analysed in Section 5.
4.3. Estimation of phrase-length models
The parameters of the models introduced in the previous section could
be estimated by maximum likelihood criterion using the EM algorithm [7].
As shown in [1], the phrase-based translation model is estimated as






being N(u, v), the expected counts for the bilingual phrase (u, v). The esti-
mation of p(l | m) is computed as










δ(l, |u|) δ(m, |v|)N(u, v) , (17)
being δ, the Kronecker delta. Conversely, for the Poisson model, the estima-
tion of the parameter γm is similar to that of Eq. (16), and is given by
γm =
∑




The parameters for the specific models, p(l |v), are estimated analogously.
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Although expected counts N(u, v) were exactly computed in [1], this was
done at the expense of limitating the expressiveness of the model to only con-
sider monotonic bilingual segmentations, otherwise the computational cost
of the expected counts would require exponential time [13].
However, the parameter estimation of conventional log-linear phrase-
based system approximate expected countsN(u, v) with approximated counts
N∗(u, v), derived from a heuristic phrase-extraction algorithm [16]. Similarly,




δ(l, |u|) δ(m, |v|)N∗(u, v) . (19)
This approach is referred to as phrase-extract estimation, or simply extract
estimation. The estimation of the proposed models with the phrase-extract
estimation can be implemented adding a constant time to the the phrase-
extract algorithm for each phrase extracted. But for simplicity reasons, it
has been implemented as an additional pass over the extracted phrases.
A second approach to the estimation of phrase-length parameters is based
on the idea of a Viterbi approximation to Eq. (3). This approach considers







{Pr(x, lT1 , m
T
1 | y)} . (20)
So, the hidden segmentation variables are uncovered and the counts in Eq. (15)
are not expected fractional counts, but integer counts approximated by the
Viterbi segmentation.
The search denoted by Eq. (20) is performed using a conventional log-
linear phrase-based system which is based on a A∗ search algorithm. It
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must be noted that the source and target sentences are available during the
training phase, so this search becomes a guided search in which the target
sentence is known.
In terms of computational complexity, the Viterbi-based estimation intro-
duces a large additional computational cost to the standard training phase.
First, the Viterbi segmentation of each training sample needs to be computed,
which is an NP-hard problem approximated by a A∗ search algorithm. Then,
counts are collected from Viterbi segmentations in order to estimate phrase
length parameters.
Regarding the estimation method, it is not clear whether Viterbi or
phrase-extract counts better approximate actual expected counts, or even
more important, which counts yield a better estimation. On the one hand,
Viterbi counts are more sparse than extract counts since they are obtained
only from a single segmentation, that is, the most probable segmentation.
On the other hand, phrase-extract counts are extracted from several “heuris-
tic segmentations”. For example, let y = (y1, y2) a target sentence, and
x = (x1, x2) its source counterpart. Despite its simplicity, this example al-
lows us to illustrate the sparseness of the different estimation methods. The
heuristic extraction is based on word alignments between source and tar-
get words. For this example, we further assume that x1 is aligned with y1,
and x2 with y2. Provided this example, the Viterbi approximation would
probably consider the full sentence as a phrase, (x1x2, y1y2), counting it
once. In contrast, the phrase-extraction heuristic, would produce 3 phrases:
(x1x2, y1y2), (x1, y1), and (x2, y2), and each of them would be counted once.
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5. Experimental results
In this section, an systematic evaluation is performed to elucidate the ben-
efits of explicit phrase length modelling in phrase-based SMT. To this pur-
pose, three language pairs were involved in the experiments: English-Spanish
(En-Es), Spanish-English (Es-En), English-German (En-De), German-English
(De-En) and Chinese-English (Zh-En). Experiments on Spanish and German
were carried out using the Europarl-v3 parallel corpora [15], which is a ref-
erence task in the SMT field, while the Chinese-English experiments were
performed using the BTEC parallel corpora provided in the evaluation cam-
paign for the IWSLT09 [22]. Basic statistics for both corpora, Europarl and
BTEC, are shown in Tables 1 and 2, respectively.
The experimental setup for the Europarl-v3 corpora provides three sep-
arate sets for the purpose of evaluation campaigns: training, development,
and test. The training set consists of two datasets. The first of them is
a monolingual dataset, that is devoted to train language models, while the
second dataset is a parallel corpus to train translation models. Also, two de-
velopment sets, known as dev2006 and devtest2006, are provided. On the one
hand, the dataset dev2006 is used to perform Minimum Error Rate Training
(MERT) of the weights involved in the log-linear SMT model [20]. On the
other hand, the development set devtest2006 is dedicated in this work to
adjust the interpolation smoothing parameter ε. Finally, final performance
results are reported on the test2007 set.
Similarly, the BTEC corpora was also divided in three sets. The training
set consists in an unique parallel dataset which is used to train both language
and translation models. The development set devset6 was divided into two
14
Table 1: Basic statistics for Europarl-v3.
Training sets Monolingual Bilingual
Language pairs En Es De En Es En De
Bilingual sentences 1.4M 965K 995K
Vocabulary size 115.7K 167.6K 327.2K 81.8K 113.0K 74.6K 226.9K
Running words 38.3M 40.3M 36.7M 20.3M 20.9M 21.5M 20.4M
Development Test
dev2006 devtest2006 test2007
Language En Es De En Es De En Es De
Sentences 2K 2K 2K
Vocab. size 6.1K 7.7K 8.8K 6.1K 7.8K 8.7K 6.0K 7.8K 8.8K
Run. words 58.8K 60.5K 55.1K 58.1K 60.2K 54.2K 59.2K 61.3K 55.6K
Perplexity 74 75 119 73 76 118 71 76 121
datasets. The first dataset, referred to as dev-mert, is devoted to perform
Minimum Error Rate Training, and the second dataset, dev-smooth, is used
to optimize the interpolation smoothing parameter, ε. Finally, devset7 is the
test set on which final results are reported.
The performance of phrase length models was assessed on the freely avail-
able Moses toolkit [17]. Basically, we compare the performance of the Moses
baseline system (including word and phrase penalties) to that of an aug-
mented version of the Moses system incorporating the phrase length models
as additional features. More precisely, the phrase-length augmented sys-
tem includes two additional features, a source-conditioned and a target-
conditioned phrase length models.
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Table 2: Basic statistics for BTEC (IWSLT09).
Training Development (devset6) Test (devset7)
dev-mert dev-smooth
Language pairs Zh En Zh En Zh En Zh En
Bilingual sentences 20K 389 100 511
Number of references 1 1 1 6 1 6 1 10
Vocabulary size 8.4K 7.1K 726 724 307 321 888 872
Running words 171.5K 188.9K 2.5K 3K 682 871 3.3K 4.2K
Perplexity - - 47 26 60 31 51 33
A selection of the most relevant and representative experiments are shown
in this section. In order to gauge the translation quality of the different sys-
tems, the well-known BLEU [21] and TER [24], were used. The BLEU score
is composed by the product of two terms: an accuracy measure of the de-
gree of n-gram overlapping between the system and the reference translation,
and a brevity penalty (BP) which exponentially penalises short references.
The translation edit rate (TER) is defined as the minimum number of edits,
which include the insertion, deletion, and substitution of single words as well
as shifts of word sequences, needed to convert a hypothesis translation into
one of the reference translations. In all cases, we reported the performance
of the system on case-insensitive translations.
First, BLEU scores as a function of maximum phrase length are plot-
ted for each language direction to provide an initial performance analysis of
phrase length models (standard vs. specific), parametrisations (Poisson vs.
contingency table) and estimation methods (extract vs. Viterbi). In these
plots confidence intervals are not reflected for the sake of clarity. Afterwards,
16
we report BLEU and TER for maximum phrase length (maxPL=7) including
confidence intervals and pairwise statistical significance tests.
To be more precise, two bootstrapping methods, referred to as stan-
dard [14] and pairwise [2], were applied to all experiments in order to ver-
ify the statistically significance of our results. The standard bootstrapping
method computes absolute confidence intervals for BLEU or TER for each
system [14], while the second performs pairwise system comparison [2]. Al-
though the standard bootstrapping method yields trustful confidence inter-
vals, it ignores the current bootstrapping sample complexity and thereby,
typically produces large confidence intervals. In other words, it does not con-
sider that there are sentences which are more difficult to translate than oth-
ers, such as long sentences. In contrast, the pairwise bootstrapping method
provides smaller variances, since it takes into account the sample variance by
computing the difference with respect to a baseline system. For this reason,
we also report the so-called probability of improvement (PI) [2] that aims at
minimising the variety of bootstrapping sample complexity by simply count-
ing the number of times a system is better than other without taking into
account the absolute improvement. PI figures for BLEU and TER evalua-
tions are reported when comparing the performance of our proposed models
to that of the conventional Moses baseline system.
Figures 1, 2 and 3 show the evolution of the BLEU score (y-axis) as a
function of the maximum phrase length (x-axis) for experiments involving
Spanish, German and Chinese, respectively. In the case of Spanish and
German experiments, the left-most column of plots presents BLEU trends
with English as the source language, while the right-most column does the
17
same with English as the target language. Reading Figures 1 and 2 by
rows from top to bottom, first the standard (std) or specific (spc) model
is set, depending which the best performing system is, leaving the other
two experimental parameter (estimation method and parametrisation) free.
The second row sets the estimation method (Viterbi or extract) and the
rest of experimental parameters are left free. Finally, the third row leaves
the parametrisation constant, Poisson (param) or contingency table (non-
param), and explores the other two experimental parameters.
In Figure 1, the experiments regarding Spanish are presented. In both
directions, the best performing system involved the standard model with
Poisson parametrisation and Viterbi parameter estimation. As shown later,
the PI for BLEU proved that the improvement over the baseline is statis-
tically significant, and not only for the best performing system. However,
given the standard model, there seem not to be a clearly better estimation
method or parametrisation.
Figure 2 shows BLEU trends involving German. Generally speaking, the
best results are obtained again with the standard model, but the specific
model using the extract estimation model obtains similar performance in the
English-German pair. In all cases, the extract estimation methods seems to
perform the best on average. These results can be explained in the light
of the trade-off between the number of parameters and data samples avail-
able, mentioned in Section 4.2. As shown in Table 1, the German language
possesses a higher perplexity compared to Spanish, so this fact reduces the
parameter to sample ratio. To compensate this effect more samples are re-
quired to train the same model (standard or specific). For this reason, the
18
































































































Figure 1: BLEU scores as a function of the maximum phrase length in
English-Spanish and Spanish-English.
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extract estimation method is preferred over the Viterbi method.
Interestingly enough, the non-parametric parametrisation based on a con-
tingency table outperforms the Poisson parametrisation in all cases. This
phenomenon is related to the stronger assumption on the probability length
distribution of the Poisson compared to that of the non-parametric approach
explained in Section 4.2.
Figure 3 presents BLEU score trends in the Chinese-English BTEC task.
The leftmost plot sets the specific model (best performing model for max-
imum phrase length equal to 7) to analyse the influence of the estimation
method and the parametrisation, while the rightmost plot sets the non-
parametric approach and compares the performance of the standard and
specific models, and estimation methods. As shown, the non-parametric ap-
proach supersedes the Poisson parametrisation given the specific model. This
phenomenon is the same than that observed in the experimental results with
German. However, the specific model outperforms the standard model in all
cases, although an estimation method is not clearly preferred over the other.
Tables 3, 4 and 5 show comparative performance results achieved by the
baseline system and the different phrase length models proposed in this work
for maximum phrase length equal to 7. Furthermore, confidence intervals at
95% computed according to the bootstrapping method proposed in [14] are
reported just below the corresponding measure, while PI in percentage for
BLEU and TER were calculated according to [2].
For all the experiments, we analyse the behaviour of the BP, and ob-
served that it does not varies significantly. For instance, for the German to
English task it is 0.995 ± 0.006 for all models including the baseline. The
20








































































































































Figure 3: BLEU scores as a function of the maximum phrase length for
Chinese-English BTEC task setting the specific model (left) and the non-
parametric approach (right), while the other two experimental parameters
are left free.
only exception in which the BP could have some effect in BLEU scores is the
English-Spanish pair. In this pair, it is observed the greatest variability in
BP 0.987±0.009, but the BP of the baseline is similar to that of some of our
proposed models. For this reason, we do not report a systematic evaluation
in terms of BP values. Note that this result is in accordance with the discus-
sion in Section 4, in which we concluded that the sentence length prediction
is not expected to improve as a direct consequence of applying phrase length
models.
Table 3 presents the results for the English-Spanish (En-Es) and Spanish-
English (Es-En) pairs. As observed, confidence intervals overlap in all cases
for TER and BLEU measures. However, PI for BLEU figures reflect that
most of the systems proposed supersedes the baseline system in more than
22
Table 3: Evaluation results in terms of BLEU, Probability of Improve-
ment (PI) for BLEU, TER and PI for TER on English-Spanish (En-Es)
and Spanish-English (Es-En) pairs.
System
En-Es Es-En
BLEU BLEU TER TER BLEU BLEU TER TER
± 0.9 PI ± 1.0 PI ± 1.0 PI ± 1.1 PI
baseline 32.0 - 54.2 - 32.9 - 52.6 -
std extr non-par 32.3 99.4 54.2 62.1 33.1 97.9 52.3 100.0
std extr param 32.2 90.8 54.3 34.3 33.0 78.1 52.6 55.0
std vite non-par 32.2 87.5 53.9 100.0 33.2 97.7 52.4 99.0
std vite param 32.4 100.0 54.2 57.9 33.2 98.7 52.3 99.6
spc extr non-par 32.2 93.9 54.1 76.8 33.2 98.6 52.5 94.6
spc extr param 32.2 91.7 54.3 26.7 33.2 98.4 52.4 96.1
spc vite non-par 32.1 84.9 54.3 15.1 33.2 97.3 52.4 98.9
spc vite param 32.2 92.1 54.1 87.8 33.0 76.4 52.4 98.9
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Table 4: Evaluation results in terms of BLEU, Probability of Improvement




BLEU BLEU TER TER BLEU BLEU TER TER
± 0.8 PI ± 0.9 PI ± 1.0 PI ± 1.0 PI
baseline 21.0 - 65.8 - 27.9 - 58.6 -
std extr non-par 21.0 72.4 65.8 40.0 28.2 99.7 58.4 93.1
std extr param 20.7 4.7 65.8 46.7 28.1 92.9 58.2 100.0
std vite non-par 21.0 67.5 65.5 98.5 28.1 99.1 58.4 96.2
std vite param 20.9 47.7 65.5 98.0 27.9 53.5 58.7 19.2
spc extr non-par 21.1 73.2 65.6 95.5 28.2 99.5 58.3 99.4
spc extr param 21.0 52.2 65.5 99.5 28.0 89.4 58.3 98.8
spc vite non-par 21.0 55.9 65.3 100.0 28.0 74.7 58.5 74.8
spc vite param 20.9 21.8 65.8 61.2 27.9 71.7 58.5 77.8
90% of the bootstrapping rounds. This is not so clear in PI for TER on
the English-Spanish pair, but again on the Spanish-English we observe the
superiority of the phrase length models proposed.
Table 4 provides experimental results on English-German and German-
English pairs in a similar fashion to Table 3. Again, we observed that the
confidence intervals for BLEU and TER between the baseline system and the
proposed systems overlap. Indeed, PI for BLEU on English-German do not
reflect a notable superiority of phrase length systems over the baseline, but PI
for TER clearly does for at least four of our models. Nevertheless, the anal-
ysis of PI on the German-English for BLEU and TER provides statistically
significance evidence of the superiority of some of our proposed models.
Experimental results on the BTEC Chinese-English task are displayed
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Table 5: Evaluation results in terms of BLEU, Probability of Improvement
(PI) for BLEU, TER and PI for TER on Chinese-English (Zh-En).
System
Zh-En
BLEU BLEU PI TER TER PI
baseline 35.8 ± 2.8 - 46.2 ± 2.3 -
std extract non-param 35.6 ± 2.9 42.3 44.0 ± 2.2 100.0
std extract param 35.7 ± 2.8 43.8 46.9 ± 2.4 11.3
std viterbi non-param 36.0 ± 2.9 64.7 45.4 ± 2.3 92.7
std viterbi param 35.1 ± 2.8 9.0 47.9 ± 2.3 0.0
spc extract non-param 36.2 ± 3.0 73.2 44.0 ± 2.2 100.0
spc extract param 35.4 ± 2.8 31.8 44.6 ± 2.2 99.5
spc viterbi non-param 36.1 ± 2.9 66.7 43.6 ± 2.1 100.0
spc viterbi param 34.7 ± 3.0 11.8 43.4 ± 2.0 100.0
on Table 5. As happened in the other language pairs, confidence intervals
overlap, though some of the proposed models obtain a higher (not statistically
significant) average performance than the baseline system. Nonetheless, four
of the proposed models outperform in terms of TER the baseline system in all
bootstrapping rounds. However, the same cannot be claimed when analysing
the PI for BLEU.
As mentioned above, there are language pairs for which the Poisson dis-
tribution (parametric) is a better parametrisation than a contingency table
(non-parametric). For instance, the Poisson distribution obtains surprisingly
good results in the English-Spanish pair compared with its non-parametric
counterpart. However, in the German-English pair, we observed that the non-
parametric models performs better. A possible explanation is a mismatch





























Figure 4: Probabilities learnt with standard model for both parametrisation
and estimation algorithms. Vertical axis plots the learnt probability for a
target phrase length of 7 as a function of the source phrase length in the
horizontal axis.
tion. In order to verify this hypothesis, Figure 4 plots the standard model
probabilities learnt with the parametric and non-parametric parametrisation
for a fixed target length of 7 on the aforementioned language pairs. In the
English-Spanish pair, the non-parametric models seem to approximate the
learnt Poisson distribution. However, this is not the case in the German-
English pair, in which the non-parametric model learns a completely differ-
ent probability distribution. Note that we are already comparing smoothed
models in order to avoid overfitting on the training data. Furthermore, we
have also analysed this behaviour in the case of specific models, in which the
disagreement is more accentuated.
In Table 6, positive and negative translation examples were selected to
illustrate the behaviour of phrase length models on the Spanish-English task.
26
Each example shows the source sentence, the reference translation and the
translation provided by the baseline system followed by translations gen-
erated by a system augmented with phrase length features. Those phrase
length systems providing the same translation are referred to as others and
common suffixes are replaced by “. . . ”. In the first example, as a side effect
of a better phrase length model, the standard parametric model improves
both, the quality of the translation and the sentence length as a byproduct.
In Table 3, the standard model approximated by a Poisson distribution ob-
tains the best results when trained using Viterbi counts. Indeed, it is the
only system able to balance the implicit length modelling features and the
conditional phrase length in this sentence. A similar result is observed in the
second example, where both parametric models trained with Viterbi counts
produce a better translation. Finally, the last example is a difficult sentence
for which no system obtains a good translation. The proposed length models
in this case decrease the performance of the system in terms of TER. How-
ever, the translation is similar for many of the length models. It is interesting
to analyse in this case how the Spanish word “desde” which means “from”
is not translated by the baseline system, but some of the length models in-
troduce it, even at the expense of other word. In general, the appropriate
length model yields similar or better translations than the baseline system
both in terms of TER and BLEU, as shown in Table 3.
6. Conclusions and Future Work
In contrast to the conventional implicit length modelling features present
in state-of-the-art SMT systems, we propose two novel explicit conditional
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Table 6: Translation examples on the Spanish-English pair. Phrase length
systems providing the same translation are referred to as others and common
suffixes are replaced by “. . . ”.
Length models improve evaluation measures
source nosotros hemos votado en contra .
reference we voted against it .
baseline we voted against .
std vite param we voted against it .
others we voted against .
source estos documentos sumamente secretos nos proporcionan una extraña mirada entre bastidores de . . .
reference these extremely secret documents give us a rare look behind the scenes of . . .
baseline these documents secret extremely strange, give us a hidden behind the scenes of . . .
std vite param these highly secret documents give us a strange look behind the scenes of the policy of . . .
spc vite param these highly secret documents give us a strange look behind the scenes of the policy of . . .
others these documents extremely secrets provide us with a strange look behind the scenes of . . .
Length models degrade evaluation measures
source desde el grupo socialista estimamos que el actual funcionamiento de la administracin pública comunitaria es . . .
reference the socialist group considers that the current functioning of the community’s public administration is . . .
baseline we in the socialist group believe that the current functioning of the european public service is . . .
std vite param from the group of the party of european socialists, we believe that the current functioning of
spc extr non-par from the socialist group , we believe that the current functioning of the european public service is . . .
spc vite non-par from the socialist group we believe that the current functioning of the european public service is . . .
others we in the socialist group believe that the current functioning of the european public service is . . .
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phrase length models: the standard length model and the specific length
model. These two models can be seamlessly derived from a generative bilin-
gual segmentation process as shown in Section 4. Although previous work [1]
addresses explicit phrase length modelling for a hidden semi-Markov model,
no systematic evaluation in a state-of-the-art system has been performed to
the best of our knowledge.
The proposed models have been parametrised in two different ways, us-
ing a contingency table or assuming a Poisson distribution. In addition,
two alternative parameter estimation methods have been also presented: a
heuristic algorithm based on the well-known phrase-extract algorithm, and a
maximum likelihood estimation method based on the Viterbi segmentation.
These phrase-length models have been integrated in a state-of-the-art log-
linear SMT system as additional feature functions, providing in most cases
a systematic boost of translation quality on unrelated language pairs. This
improvement, albeit not being large, has been proved to be statistically sig-
nificant for several language pairs: English to/from Spanish, English to/from
German and Chinese to English.
From the comparison of phrase-length models and parameter estimation
approaches it has been observed that, as theoretically expected, there is
a trade-off between model complexity and data sparseness. While for the
Spanish pairs, a simple but properly estimated model (standard model) suf-
fices, other languages require a more complex and flexible model (specific
model). Regarding the estimation procedures a similar behavior is observed.
On the one hand, whenever a simple model is enough to model bilingual
phrase length correlations, the Viterbi approach obtains a reliable and accu-
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rate estimation making the most out of the model. On the other hand, for
complex models, the phrase-extract produce a better estimation since more
approximated counts are generated to better estimate the parameters.
In the light of the results, as future work, we plan to perform a full Viterbi-
like iterative training algorithm that may improve the quality obtained by
the proposed Viterbi-based estimation method, for example using n-best seg-
mentation lists instead of one simple segmentation. Moreover, we would also
study as a smoothing technique, the combination of Viterbi extracted counts
with those heuristically extracted. Finally, alternative optimization methods
to MERT, such as MIRA [6], will also be explored.
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