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ABSTRACT 
The three usual candidate Lyapunov functions for discrete-time free linear sys- 
tems are extended to nonsymmetrical forms. Sufficient conditions allowing these 
functions to become Lyapunov functions are given in R’“; the three new correspond- 
ing nonsymmetrical stability domains are then obtained. 
1. INTRODUCTION 
The main theorem in the theory of stability of dynamical systems is the 
“second method” of Lyapunov [6]. This method “answers questions of 
stability of differential equations, utilizing the given form of the equations but 
without explicit knowledge of the solutions.” 
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For linear dynamical systems given by xktl = Ax, (where xk E Iw ” is the 
state vector) three usual candidate Lyapunov functions are 
VI(X) = X’PX, 
where P is a symmetric positive definite matrix; 
V&x) = I’il max--, QEIW:*. 
i 9i 
The function pi was introduced by Lyapunov [7] and has been studied 
further by Hahn [5] and Kalman and Bertram [6]. The last two functions 
were introduced by Rosenbrock [ll]. They have been studied further by 
Mitrat and So [8] and by Burgat and Chegancas [2], respectively. These 
functions generate three symmetrical typical stability domains and are based 
on the usual norms in Iw “. The domains are ellipsoidal and parallelepipedal 
respectively. 
For somewhat different applications, nonsymmetrical stability domains 
are required, such as the regulator problem of linear systems with nonsym- 
metrical constrained control [l, 41. 
In this paper, we propose three nonsymmetrical functions, which gener- 
ate nonsymmetrical stability domains. Sufficient conditions for these func- 
tions to become Lyapunov functions are given. 
This paper is presented as follows: Notation and definitions are presented 
in the second section. The third section deals with preliminary results. In the 
fourth section, we present the main results. Three examples are given in the 
fifth section. 
2. NOTATION AND DEFINITIONS 
In this section, we give the notation and we recall some useful definitions 
for the sequel. 
If we denote by A a matrix of R nX”, then ]A] is the matrix formed by the 
components IUiil, i, j = 1,2,. . . , n. I, and 0 are the identity and the null 
matrices of Iw nxn respectively. N is the set of nonnegative natural integers. 
ForavectorrER”,wewriter~O(r>O)if~~>,O(x~>O),i=l,...,n;we 
write xER:* if xi>Ofori=l,...,fl. 
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DEFINITION 1 [5]. A function 8(x,k):R”XN+R with 6(0,k)=O 
Vk E N is called 
(i) positive definite on a set X if there exists a continuous nondecreasing 
scalar function a such that a(O) = 0 for all k and x E X, x z 0, 
(ii) positive semidefinite on X if there exist a neighborhood N of the 
origin where 6(x, k) vanishes and 8(x, k) is positive definite for all x E 
Y\JV and all kEN; 
(iii) negative definite (negative semidefinite) if - 19(x, k) is positive 
definite (positive semidefinite). 
Let us now define a dynamical discrete-time system by the state-space 
equation, 
x(k +l) = f(x(k), k), k > k,. (9 
xc, k, are the initial values, and f(0, k) = 0 for all k > k,. Let us also denote 
by x( k; x0, k,) the solution of the system (S) which at the initial time k, 
passes through the initial point x0. 
DEFINITION 2 [5]. The equilibrium state x = 0 is called 
(i) stable if 
Ve>O 36~0 suchthat Ix(k;x,,k,)l<c Vk>k,. 
(ii) attractive if 3 n > 0 satisfying hm r(k; x0, k,) = 0 as k + co whenever 
1x1 < 17; 
(iii) asymptotically stable if it is both stable and attractive; 
(iv) unstable if it is not stable. 
DEFINITION 3. A function 9(x, k) which is positive definite and whose 
rate of increase A8(r, k) along any motion of the system (S) starting at 
(xc, k,) is negative semidefinite for every x E .V and k 2 k, is said to be a 
Lyapunov function of the system (S) on X. 
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DEFINITION 4. If 9(x, k) is a Lyapunov function for the system (S) on 
X, then the set B defined by 
8 = {x E R”16(x, k) < c, c I=- 0) 
is a stability domain of the system (S) for every c realizing ‘D c X. 
DEFINITION 5 [lo]. Let X be vector space on [w. Every application 
p : X --* IF2 “’ satisfying 
(i) Vr E Iw, Vx E X, p(rx) = l~[p(x), 
(4 &Y E X, p(r + Y) G p(r)+ p(Y), 
(iii) p(x) = 0 implies x = 0 
is called a vector norm of size m on X. 
With these definitions we are able to give some preliminary results. 
3. PRELIMINARIES 
In this section, we recall the fundamental results concerning the theory of 
the stability. 
THEOREM 1 (Lyapunov [6]). Suppose there exists a scalar function 
9(x, k) such that 9(0, k) = 0 for all k E N and 
(i) 8(x, k) is positive definite; 
(ii) A(x, k) is negative definite (negative semidefinite) on A? where 
A6(r, k) is the rate of increase of 8 along motion starting at (x0, k,). 
Then the equilibrium state x = 0 is asymptotically stable (stable) on J?. 
COROLLARY 1 (Lyapunov [6]). A d iscrete-time, free, linear, stationary 
dynamical system 
xk+l = Axk (1) 
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is asymptotically stable if, and only if, given any symmetric, positive 
definite matrix Q, there exists a symmetric positive definite matrix P which is 
the unique solution of the linear equation 
A’PA - P = - Q (2) 
and 
(3) 
is a Lyapunov function fo7 (1) with 
A:,(x) = - Ilxll; = - x’Qx. (4 
COROLLARY 2 [2,8]. The discrete-time free linear dynamical system (1) 
is asymptotically stable if there exists q E R :* such that 
(1, - IAlh>0 (5) 
and 
is a Lyapunov function. 
COROLLARY 3 [3]. The discrete-time free linear dynamical system (1) is 
asymptotically stable if there exists q E R :* such that 
(dn- IAh>0 (7) 
(8) 
is a Lyapunov function. 
The different stability domains generated by the Lyapunov functions VI,, 
I.?& and vS are visualized in the plane in Figure 1. 
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FIG. 1. Visualization of stability domains of cl, cz, and c3. 
4. MAIN RESULTS 
In this section, we present three nonsymmetrical candidate Lyapunov 
functions and we give sufficient conditions for such functions to become 
Lyapunov functions. 
Consider the space Iw” ordered “component by component” and define 
an ordering relation on Iw” as follows: 
for x,yGlw”: X<Y = xi<yi inlW, i=1,2 ,..., n. (9) 
This ordering relation is partial and makes the space Iw ’ a Riesz space [lo]. 
Thus, one classically defines, for every x E Iw ” [lo], 
xc = sup(x,o), 
X = sup(0, -x) = - inf(r,O), 
X=X+-X-, 
IxI=xf+x-, 
= [IXIL IXZI,...> lXnllt> 
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and for every matrix A E Rnx” 
A+ = sup(A,Q), 
A- = sup@, - A). 
Let p(x) be a vector norm in R”. Consider the following norms in R ‘? 
By choosing as vector norm the typical one p(x) = 1x1, we obtain the usual 
norms in R”: 
IlXlll = i Ia 
i=l 
llXllm = my { I’il}’ 
The third usual norm is the Euclidean norm: 
llxll = (“%)1’2 
These three norms can be generalized by weighting the following norms: 
(i) For p,(x) = ~~13~~1, i = 1,2,.. ., n, 
cPl(P(x>) = (Ilxllq), = It 9ilxil = 9tlxl, 
i=l 
(ii) For p(x) = (lx,l/q,), i = 1,2 ,..., n, 
V,(P(~)) = (II4lq>, = “” F ’ 
i i t 
9EIW:*. 00) 
QEIW;*. 01) 
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(iii) We have 
llrllp = (dPxy, (12) 
with P ~[w”~“l a symmetric, positive definite matrix. 
In the Riesz space, we define three functions by the following: 
namely, 
V,:R”XN +R+ i = 1,2,3, 
v,( T/J = x:‘P,x: + xitp2x; ) 
where P, and Pz are symmetric positive definite matrix of Iw ” “‘; 
(13) 
where ql, q2 E R :*; 
05) 
where ql, q2 E R :*. We note that V,(O) = 0, V,(O) = 0, and V,(O) = 0. 
LEMMA 1. The functions V,, V,, and V. are positive definite (candidate 
Lyapunov functions). 
Proof. We have 
Vlh) = 11~: IIF, + Ilxi Il;g V,(O) = 0; 
V,(G) = (IlC llqJ1+ (IIG lkJ1’ V,(O) = 0; 
V,(x,) = ma{ lb+ II% ll~-II*)}, V,(O) = 0. 
These three functions are continuous nondecreasing scalar functions of IIx+ II 
and IIx- II. n 
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We give now three sufficient conditions for these functions to become 
Lyapunov functions for the system (1). 
THEOREM 2. The function V,(x) is a Lyapunov function for the system 
(1) if there exists a symmetric positive semidefinite matrix 0 of R 2nx2n such 
that 
where 
Proof. By Lemma 1, V,(x) is a positive definite function; thus it is a 
candidate Lyapunov function. Consider the following change of variables: 
zk= x:’ [ xit I 
t . (17) 
It follows that V,(x) = V1(z) = .z’J%, with P given by (16). Let us decompose 
Ax as follows: 
(Ax) = (Ax)+ - (Ax) -. 
Since this decomposition is minimal [lo], it follows that 




z k+lQ A+x; + A-x: 1 
(18) 
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By the notation of (16) and the change of variable (17), one may deduce 
where the matrix A is a nonnegative matrix of R 2nX2n and z a nonnegative 
vector of lR 2n. The rate of increase of the function vr( z ) is given by 
Let us now show that for every x >, 0 and y > 0, we have 
x=sy implies X’PX < py'Py , 
with 
and P a symmetric positive definite matrix. 
It is obvious that ]I r]] < ]] y ]I for 0 < x < y. By considering the well-known 
relation between two generalized Euclidean norms [6], we have 
and equivalently, for y # 0, 
1 1 1 
~!cAp)llYll G IIYIIP G ~lIsw)llYll~ 
These two inequalities lead to 
IIXIIP llxll ~!cx ( p ) 
-%x IIYIIP p Atg(P) . 
Since ]]x]] < ]]y]], it follows that 
IIXIIP =G PIIYIIP~ 
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By applying this relation to substitute (19) in the rate of increase A’,(z), and 
omitting the index k, we have 
(20) 
Thus Aqi(z) is negative semidefinite, for every z E Iw “,” and every k E N, if 
there exists a symmetric positive semidefinite matrix Q of R2nx2” such that 
(20) is satisfied. Since Vi(z) = V,(r) for every x E R”, the condition (20) is a 
sufficient condition for Vi to be a Lyapunov function for the system (1). n 
REMARK 1. If both matrices P, and Ps are diagonal and equal, we get 
for Vi the same function defined by (3) in R”. 
Two similar theorems are now given for the functions V, and V,. 
THEOREM 3. The function V, is a Lyapunov function for the system (1) 
if 
(12, - qq > 0 (21) 
with A” given by (16) and qf = [qi 9:] E Iwy*. 
Proof. By Lemma 1 the function V, is positive definite. We _consider the 
same change of variables (17) with (19). In this case, V,(x) = V,(z) with 9 
given by (21). From (19) we have 
9&+i < 954z,, (22) 
which allows us to majorize the rate of increase of V2(z), while omitting the 
index k, as follows: 
< - ((d,, - 4’q)‘z. 
Then A$(z) is negative semidefinite, for every z E R2” and every k E N, if 
(12, - 4’9 > o. (23) 
Since V2(z)=V2(x), for every XER”, the condition (23) is a sufficient 
condition for V, to a Lyapunov function for the system (1). n 
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REMARK 2. The condition (22) implies that the matrix (d,, - A”)’ is an 
M-matrix [9]. 
THEOREMS. The function V, is a Lyapunov function for the system (1) 
if 
(24) 
with the matrix x given by (16) and q = [q: qi]‘E WY*. 
Proof. By Lemma 1 the function V, is positive definite. Consider the 
change of variables (17) with (19). Thus, V,(x) = V~(Z), with q given by (24). 
From (19) we have 
(‘k+l)i ( AZk)i 
maxp<maxp 
I 4i i 9i 
(25) 




t i qi' 
(26) 
From [3], (26) is further expressed as follows: 
Then AVS( z) is negative semidefinite for every .z E Iw 2n and every k E N if 
&-q<o, 
which is equivalent to 
Since Va(Z) = V,(x) for every r E Iw n, the condition (24) is a sufficient 
condition for V,(r) to be a Lyapunov function for the system (1). W 
NONSYMMETFUCALSTABILITYDOMAINS 229 
REMARK 3. (a) If qr = qs, the functions V, and V’ are those given by (6) 
and (8) respectively. 
(b) In fact, the conditions (21) and (24) are also necessary, but to prove 
that we need some other theoretical tools developed in [l]. 
5. EXAMPLES 
In this section, we give one example for every function and we visualize 
the corresponding new stability domains. 
a. Function V, 
Let a discrete-time linear system with matrix A be given by 
A= k" i.21 
Matrices P, and Pz are chosen so that 
P,=diag[a,,a,] and P,=diag[b,,b,], a,, a2, b,, b, E R,. 
Once all the computations have been carried out, the matrix 0 is given by 
which is positive semidefinite for every ai, bi E R + such that p < l/0.16. 
Then the stability domain is given by 
B,(x) = {x E R2/a,x:2 + u2x2’” + b,xT2 + b2xi2 < c}, CER; 
j3. Functions V, and V, 




0.1 1 - 0.3 ’
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FIG. 2. Visualization of new stability domains: (a) Qr is obtained for a, = l/9, 
a2 = 1, and b, = b, = 1. S; is obtained for a, = 1, a2 = l/9, and b, = b, = 1; (b) 
domain B,; (c) domain 6,. 
and A2 be chosen such that A2 = Ats. The matrices AZ and A’, are easily 
obtained: 
Let us choose 9r = [2 21 t, 9s = [l 1.51 t, 9; = [2 2]‘, 94 = [2 31’. For the two 
pairs (9r, 9s) and (9;, 9;)’ the conditions (21) and (24) are satisfied respec- 
tively. 
The stability domains of the two functions V, and V, are respectively 
given by the sets 
The domains % r, ib,, and 9, are visualized, for c = 1, in Figure 2. 
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6. CONCLUSION 
Three nonsymmetrical candidate Lyapnnov functions, based on the gen- 
eralized norms in the Riesz space R”, have been given. Sufficient conditions 
for these functions to become Lyapunov functions are established. The 
interest of these functions lies not so much in the fact that they answer the 
question of the stability of the system, as in the stability domains which they 
generate. These domains can have many symmetrical and nonsymmetrical 
forms, providing P,, PZ, ql, and q2 are adequately chosen. Three examples 
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