The Newton radius of a code is the largest weight of a uniquely correctable error. The covering radius is the largest distance between a vector and the closest codeword. A couple of relations involving the Newton and covering radii are discussed.
Introduction
Recently, there has been much interest in decoding beyond half the minimum distance of a code. Suppose that codewords of a code are transmitted over a binary symmetric channel and decoding is done using maximum likelihood decoding. The possible errors fall into three categories:
(1) errors which the algorithm will always correct, (2) errors which the algorithm sometimes will correct (depending on the transmitted codeword), and (3) errors which the algorithm never corrects.
Natural, but di cult, questions are: what are the three categories? What are the possible weights of errors in each category? What are the highest weights of errors in each category?
We note that there may be no errors of the second category. For example, for a perfect code this is the case. The covering radius of the code can be deÿned as the largest weight of an error of the ÿrst or second category. The recent book by G. Cohen et al. [1] gives a very good treatment of the known results on the covering radius.
In [4] , Newton radius of a code was introduced as a name for the largest weight of an error of the ÿrst category. Since any error of weight t = (d − 1)=2 or less is of the ÿrst category, it follows that the Newton radius is at least t. For most codes, the Newton radius is larger than t.
In this paper we give a new proofs of a couple of relations involving the Newton radius and the covering radius. We further give a new result for codes of dimensions up to 3.
Notations and results
Let C be an [n; k] code, that is, a binary linear code of length n and dimension k. An error e is (uniquely) correctable if and only if
for all non-zero code words c, that is, it is the unique coset leader in its coset. The Newton radius (C) of C is the largest weight of a uniquely correctable error
The covering radius r(C) is the maximal distance of a vector from the code:
From the deÿnitions of the Newton and covering radii, it immediately follows that (C)6r(C). A simple proof (see e.g. [4] ) shows that if an [n; k] code has a zeroposition (that is, all code words are zero in this position) and the code is shortened to an [n − 1; k] code by removing the zero-position, then both the Newton radius and the covering radius decrease by one. Therefore, we will assume from now on that the codes do not have zero-positions.
The relations which we will consider are the following.
Relation (1) was given in [4] ; another proof was given in [2, 3] . Relation (2) was given in [2, 3] . In this paper we will reformulate the deÿnitions of the Newton radius and the covering radius and give another proof of (1). Further, we will discuss cases where we have equality in one or both of (1) and (2) . In the next section we do the reformulation. In the following sections, we ÿrst give the new proof of (1) and then ÿnally discuss equality in the relations.
Reformulation of the deÿnitions
Two [n; k] codes C 1 and C 2 are equivalent if one is obtained from the other by some ÿxed permutation of elements of the codewords. Since equivalent codes have the same covering radii and the same Newton radii, it is convenient for our purpose to look at classes of equivalent codes. A classical representation of such classes is the modular representation, see e.g. [5, Chapter 3.5 -6]. We ÿrst introduce some notations. For k¿1, let U k be the set of vectors u=(u 1 ; u 2 ; : : : ; u 2 k −1 ) where the u i are non-negative integers. For k¿1, let G k denote the k ×2 k −1 matrix whose columns are all non-zero vectors in GF [2] k listed lexicographically. For example,
denote the ith row in A k . If S ⊆{0; 1; : : : ; k − 1} and
In particular, the rows of G k is a basis for the vector space
ij ) be the matrix which is identical to A k , only that the elements 0 and 1 are considered real numbers. The matrix B k is non-singular.
Let G be a generator matrix for an [n; k] code C. Let u = u(G) ∈ U k where u j denotes the number of times column j in G k appears as a column in G. In particular, we get
From the modular vector u it is easy to reconstruct the class of codes equivalent to C. In particular, u determines the covering and Newton radii. Therefore, we now denote these by r(u) and (u) respectively. Note that di erent generator matrices for the same code will, in general, determine di erent u, that is, a class of equivalent codes will in general have several modular vectors. Some code equivalent to C will have a generator matrix of the form (I k |P). For the corresponding modular vector we have
Hence we can assume, without loss of generality, that (4) is satisÿed for modular vectors. Given a k × n generator matrix G with corresponding u and given a vector x ∈ GF [2] n , let v j = v j (G; x) be the number of positions i such that x i = 1 and the ith column of G is the jth column of G k . In particular, !(C) = w(x) and 06C6u:
Consider the u j positions where the corresponding column in G is the jth column of G j . The contribution to d(x; c i ) from these positions is v j if b
That is ( 1 (u; C); 2 (u; C); : : :
(( 1 (u; C); 2 (u; C); : : :
Hence, r(u) = max{!(C) | C ∈ U k ; 06C6u; and (u − 2C)B k ¿0}:
Similarly, (u) = max{!(C) | C ∈ U k ; 06C6u; and (u − 2C)B k ¿ 0}:
In this notation, relations (1) and (2) are:
and
We state one more result in terms of the modular sequence. The average distance between a vector x and a codeword in C is n=2. This is equivalent to the following:
or equivalently
4. New proof of relation (5) Let C ∈ U k such that 06C6u; (u − 2C)B k ¿0 and !(C) = r(u):
Pick a maximal set J = {j 1 ; j 2 ; : : : ; j t } of elements from J as follows: For s¿1, let j s be any element from J such that there exists an i for which b (k) ijs = 1 and b (k) ij s = 0 for 16s ¡ s. Since the columns j 1 ; j 2 ; : : : ; j t clearly are linearly independent we have t6k. Let C ∈ U k be deÿned by
From the way the set J is chosen, we see that for each i, where 16i62 k − 1, there exists at least one j s ∈ J such that b
and so
5. Conditions for equality in relations (5) and (6) Note that all the elements of u are even if and only if the [n; k] code C is equivalent to the code
Theorem 2. Let u ∈ U k be a modular sequence. The following three conditions are equivalent:
By (7) this implies that (u − 2C)B k = 0 and so (u − 2C) = 0 since B k is non-singular. Hence u = 2C and this also implies that C is a modular sequence.
(iii) ⇒ (ii). If u = 2u , then i (u; u ) = 0 for all i, 16i62 k − 1, and so
Since r(C)6!(u)=2 always, we have r(C) = !(u)=2. By (5) 
The equivalence between (ii) and (iii) was shown in [2] in a di erent way. That (iii) implies (ii) can easily be shown directly. The proof sketched in [2] that (ii) implies (iii) is more complicated than the proof given here. Now, we consider some modular sequences for which r(u) + (u) + k = !(u) (but not necessarily (u) = r(u) − k). For a ÿrst example, let s k = (s; s; : : : ; s) ∈ U k . In [4] it was shown (in a di erent notation) that
Hence,
For even s this is a special case of Theorem 2 above. However, for s odd we have
Next we consider codes of small dimensions (k64).
Lemma 1. Let u ∈ U k . Let l be some integer in the range 1 : : : 2 k − 1 and let u be deÿned by u l = u l + 2 and u j = u j for j = l. Then 
Proof. Let C be a sequences of non-negative integers such that Hence,
The proof of (9) is similar.
Using (4), we get the following corollary.
then r(u) + (u) + k = !(u) for all modular sequences u ∈ U k . 
Summary and concluding remarks
We have introduced a new proof of relation (1) based on modular representation. This method was also used to give a new and simpler proof of Theorem 2 (a reformulation of a known result [2, 3] ). The method was further used to give the new result Theorem 3.
