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In this article, an analytical solution based on the series expansion method is proposed to
solve the time-fractional telegraph equation (TFTE) in two and three dimensions using a
recent and reliable semi-approximate method, namely the reduced differential trans-
formation method (RDTM) subjected to the appropriate initial condition. Using RDTM, it is
possible to find exact solution or a closed approximate solution of a differential equation.
The accuracy, efficiency, and convergence of the method are demonstrated through the
four numerical examples.
Copyright ª 2013, Mansoura University. Production and hosting by Elsevier B.V. All rights
reserved.1. Introduction
Several real phenomena emerging in engineering and science
fields can be demonstrated successfully by developingmodels
using the fractional calculus theory. Fractional differential
theory has gainedmuchmore attention as the fractional order
system response ultimately converges to the integer order
equations. The applications of the fractional differentiation2145.
m, vsrivastava107@gmail
ra University.
sevier
2013, Mansoura Universifor the mathematical modeling of real world physical prob-
lems such as the earthquake modeling, the traffic flow model
with fractional derivatives, measurement of viscoelastic ma-
terial properties, etc., have been widespread in this modern
era. Before the nineteenth century, no analytical solution
method was available for such type of equations even for the
linear fractional differential equations. Recently, Keskin and
Oturanc [1] developed the reduced differential transform.com (V.K. Srivastava).
ty. Production and hosting by Elsevier B.V. All rights reserved.
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showed that RDTM is the easily useable semi analytical
method and gives the exact solution for both the linear and
nonlinear differential equations.
Let us assume that u(x,y,t) and i(x,y,t) denote the electric
voltage and the current in a double conductor, then the time-
fractional telegraphic equations (TFTEs) in the two dimension
(2D) aregiven as
v2au
vt2a
þ 2p vau
vta þ q2u ¼ v
2u
vx2
þ v2u
vy2
þ f1ðx; y; tÞ;
v2a i
vt2a
þ 2p va i
vta þ q2i ¼ v
2 i
vx2
þ v2 i
vy2
þ f2ðx; y; tÞ;
9=
;; ðx; y; tÞ˛U; p > 0; q > 0
(1)
where U ¼ [a,b]  [c,d]  [t>0]. The initial conditions are
assumed to be
uðx; y;0Þ ¼ f1ðx; yÞ;
utðx; y;0Þ ¼ f2ðx; yÞ;
iðx; y; 0Þ ¼ c1ðx; yÞ;
itðx; y; 0Þ ¼ c2ðx; yÞ;
9>=
>;; ðx; yÞ˛U (2)
Similarly, the three dimensional (3D) time-fractional order
telegraphic equation (TFTE) can be given asv2au
vt2a
þ 2p vau
vta þ q2u ¼ v
2u
vx2
þ v2u
vy2
þ v2u
vz2
þ f1ðx; y; z; tÞ;
v2a i
vt2a
þ 2p va i
vta þ q2i ¼ v
2 i
vx2
þ v2 i
vy2
þ v2 i
vz2
þ f2ðx; y; z; tÞ;
9>=
>;; ðx; y; z; tÞ˛U; p > 0; q > 0 (3)where U ¼ [a,b]  [c,d]  [e,f]  [t > 0],with initial conditions
uðx; y; z; 0Þ ¼ x1ðx; y; zÞ;
utðx; y; z; 0Þ ¼ x2ðx; y; zÞ;
iðx; y; z;0Þ ¼ j1ðx; y; zÞ;
itðx; y; z;0Þ ¼ j2ðx; y; zÞ
9>=
>;; ðx; y; zÞ˛U (4)
In Eqs. (1) and (3) p and q denote constants. For p > 0, q ¼ 0,
(1) and (3) represent time-fractional order damped wave
equations in two and three dimensions respectively.
It has been observed that telegraph equation is more
suitable than ordinary diffusion equation in modeling reac-
tion diffusion. The hyperbolic partial differential equations
model the vibrations of structures (e.g. machines, buildings
and beams) and they are the basis for fundamental equations
of atomic physics. The telegraph equation is an important
equation for modeling several relevant problems in engi-
neering and science such as wave propagation [2], random
walk theory [3], signal analysis [4] etc. In recent years, from the
literature it can be seen that much attention has been given to
the development of analytical and numerical schemes for the
one dimensional and two dimensional hyperbolic fractional
and non-fractional TFTE [5e22]. To the best of our knowledge
till now no one has applied the RDTM to solve the time-frac-
tional order telegraphic equations in two and three
dimensions.
In this paper, we propose an analytical scheme namely the
reduced differential transformation method based on series
solution method to find analytical solutions of the time-
fractional telegraph equation (TFTE) in two and three di-
mensions. The accuracy and efficiency of the proposed
method are demonstrated by the four test examples. The
main advantage of the method is that it solves the telegraphequation directly without using linearization, transformation,
discretization or restrictive assumptions. Also, the RDTM
scheme is very easy to implement for the multidimensional
time-fractional order physical problems emerging in various
fields of engineering and science.2. Fractional calculus
In this section, we demonstrate some notations and defini-
tions that will be used further in the study. Fractional calculus
theory is almost more than two decades’ old in the literature.
Several definitions of fractional integrals and derivatives have
been proposed but the first major contribution to give proper
definition is due to Liouville as follows.
Definition 2.1. A real function f(x),x > 0 is said to be in the space
Cm,m ˛ ℝ if there exists a real number q(>m), such that f(x) ¼ xqg(x),
where g(x) ˛ C[0,N) , and it is said to be in the space Cmm if
f(m) ˛ Cm,m˛ℕ.Definition 2.2. For a function f, the RiemanneLiouville fractional
integral operator [23] of order a  0, is defined as
8>><
>>:
JafðxÞ ¼ 1
GðaÞ
Zx
0
ðx tÞa1fðtÞdt;a > 0; x > 0;
J0fðxÞ ¼ fðxÞ
(5)
The RiemanneLiouville derivative has certain disadvantages when
trying to model real world problems with fractional differential
equations. To overcome this discrepancy, Caputo and Mainardi [24]
proposed amodified fractional differentiation operator Da in his work
on the theory of viscoelasticity. The Caputo fractional derivative al-
lows the utilization of initial and boundary conditions involving
integer order derivatives,which havte clear physical interpretations.
Definition 2.3. The fractional derivative of f in the Caputo sense
[25] can be defined as
DafðxÞ ¼ JmaDmfðxÞ ¼ 1
Gðm aÞ
Zx
0
ðx tÞma1f ðmÞðtÞdt; (6)
for m1 < as  m, m˛ℕ, x > 0, f˛Cm1.
The fundamental basic properties of the Caputo fractional
derivative are given as.
Lemma. If m1 < a  m,m ˛ ℕ and f˛Cmm ;m  1, then
8><
>:
DaJafðxÞ ¼ fðxÞ; x > 0;
DaJafðxÞ ¼ fðxÞ Pm
k¼0
f ðkÞð0þÞ xkk!; x > 0;
(7)
Table 1 e Fundamental operations of the reduced differential transform method.
Original function Reduced differential transformed function
RD[u(x,y,z,t)v(x,y,z,t)] Ukðx; y; zÞ5Vkðx; y; zÞ ¼
Pk
r¼0 Urðx; y; zÞVkrðx; y; zÞ
RD[au(x,y,z,t)  bv(x,y,z,t)] aUk(x,y,z)  bVk(x,y,z)
RD[v
Na/vtNau(x,y,z,t)] G(ka þ Na þ 1)/G(ka þ 1)UkþN(x,y,z)
RD[v
mþnþpþs/vxmvynvzpvtsu(x,y,z,t)] (k þ s)!/k!vmþnþp/vxmvynvzpUkþs(x,y,z)
RD[x
mynzptq] {xmynzp, k ¼ q0, otherwise
RD[e
lt] lk/k!
RD[sin(ax þ by þ gz þ ut)] wk/k!sin(pk/2! þ ax þ by þ gz)
RD[cos(ax þ by þ gz þ ut)] wk/k!cos(pk/2! þ ax þ by þ gz)
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traditional initial and boundary conditions to be included in the
derivation of the problem. Some other properties of fractional de-
rivative can be found in [25,26].
3. Reduced differential transform method
(RDTM)
In this section, we introduce the basic definitions of the
reduced differential transformations.
Consider a function of four variablesw(x,y,z,t), and assume
that it can be represented as a product w(x,y,z,t) ¼ F(x,y,z)G(t).
On extending the basis of the properties of the one-
dimensional differential transformation [26,27], the function
w(x,y,z,t) can be represented as
wðx; y; z; tÞ ¼
XN
i1¼0
XN
i2¼0
XN
i3¼0
Fði1; i2; i3Þxi1yi2zi3
XN
j¼0
GðjÞtj
¼
XN
i1¼0
XN
i2¼0
XN
i3¼0
XN
j¼0
Wði1; i2; i3Þxi1yi2zi3 tj; (8)
whereW(i1,i2,i3)¼ F(i1,i2,i3)G(j) is called the spectrumofw(x,y,z,t).
Let RD denotes the reduced differential transform operator
and R1D the inverse reduced differential transform operator.
The basic definition and operation of the RDTM method is
described below.
Definition 2.1. If w(x,y,z,t) is analytic and continuously differen-
tiable with respect to space variables x,y and time variable t in the
domain of interest, then the spectrum function [28,29]
RD½wðx; y; z; tÞzWkðx; y; zÞ ¼ 1
Gðkaþ 1Þ
"
vk
vtk
wðx; y; z; tÞ
#
t¼t0
(9)Gðkaþ2aþ1Þ
Gðkaþ1Þ Ukþ2ðx;yÞ þ 2p Gðkaþaþ1ÞGðkaþ1Þ Ukþ1ðx;yÞ þ q2Ukðx;yÞ ¼ v
2
vx2 Ukðx;yÞ þ v
2
vy2 Ukðx;yÞ þ RD

f1ðx; y; tÞ

;
Gðkaþ2aþ1Þ
Gðkaþ1Þ Ikþ2ðx;yÞ þ 2p Gðkaþaþ1ÞGðkaþ1Þ Ikþ1ðx;yÞ þ q2Ikðx;yÞ ¼ v
2
vx2 Ikðx;yÞ þ v
2
vy2 Ikðx;yÞ þ RD

f2ðx; y; tÞ

;
9=
;: (14)is the reduced transformed function of w(x,y,z,t).
In this article, (lowercase) w(x,y,z,t) represents the original
function while (uppercase) Wk(x,y,z) stands for the reduced trans-
formed function. The differential inverse reduced transform of
Wk(x,y,z) is defined as
R1D ½Wkðx; y; zÞzwðx; y; z; tÞ ¼
XN
k¼0
Wkðx; y; zÞðt t0Þka (10)
Combining Eqs. (9) and (10), we getwðx; y; z; tÞ ¼
XN
k¼0
1
Gðkaþ 1Þ
"
vk
vtk
wðx; y; z; tÞ
#
t¼t0
ðt t0Þka (11)
When t ¼ 0, Eq. (11) reduces to
wðx; y; z; tÞ ¼
XN
k¼0
1
Gðkaþ 1Þ
"
vk
vtk
wðx; y; z; tÞ
#
t¼t0
tka (12)
From the Eq. (11), it can be seen that the concept of the reduced
differential transform is derived from the power series expansion of
the function.
Definition 2.2. If uðx; y; z; tÞ ¼ R1D ½Ukðx; y; zÞ,vðx; y; z; tÞ ¼ R1D
½Vkðx; y; zÞ; and the convolution 5 denotes the reduced differential
transform version of the multiplication, then the fundamental
operations of the reduced differential transform are shown in the
Table 1.
In Table 1, G represents the Gama function, which is defined as
GðgÞ :¼
ZN
0
ettg1dt;g˛ℂ (13)
4. RDTM for two dimensional TFTE
Applying the RDTM to the two dimensional TFTE (1), we have
the following relation
Now applying the method to the initial conditions (2), we
getU0ðx; yÞ ¼ f1ðx; yÞ;
U1ðx; yÞ ¼ f2ðx; yÞ;
I0ðx; yÞ ¼ c1ðx; yÞ;
I1ðx; yÞ ¼ c2ðx; yÞ;
9>=
>;; ðx; yÞ˛U: (15)
From above two equations we get the values of
Uk(x,y),Ik(x,y),k ¼ 2,3,4,... etc. Using the differential inverse
reduced transform of Uk(x,y);Ik(x,y),k ¼ 0,1,2,3,....., we get the
approximate solution for u(x,y,t) and i(x,y,t) as
uðx; y; tÞ ¼ PN
k¼0
Ukðx;yÞtka ¼ U0ðx;yÞ þ U1ðx;yÞta þ U2ðx;yÞt2a þ U3ðx;yÞt3a þ :::;
iðx; y; tÞ ¼ PN
k¼0
Ikðx;yÞtka ¼ I0ðx;yÞ þ I1ðx;yÞta þ I2ðx;yÞt2a þ I3ðx;yÞt3a þ :::
9>=
>;: (16)
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Applying the RDTM to the three dimensional TFTE (4), we have
the following relationGðkaþ2aþ1Þ
Gðkaþ1Þ Ukþ2ðx;y; zÞ þ 2p Gðkaþaþ1ÞGðkaþ1Þ Ukþ1ðx;y; zÞ þ q2Ukðx;y; zÞ ¼ v
2
vx2 Ukðx;y; zÞ þ v
2
vy2 Ukðx;y; zÞ þ v
2
vz2 Ukðx;y; zÞ þ RD

f1ðx; y; z; tÞ

;
Gðkaþ2aþ1Þ
Gðkaþ1Þ Ikþ2ðx;y; zÞ þ 2p Gðkaþaþ1ÞGðkaþ1Þ Ikþ1ðx;y; zÞ þ q2Ikðx;y; zÞ ¼ v
2
vx2 Ikðx;y; zÞ þ v
2
vy2 Ikðx;y; zÞ þ v
2
vz2 Ikðx;y; zÞ þ RD

f2ðx; y; z; tÞ

;
9=
;: (17)Now applying the method to the initial conditions (4),
we get
U0ðx; y; zÞ ¼ x1ðx; y; zÞ;
U1ðx; y; zÞ ¼ x2ðx; y; zÞ;
I0ðx; y; zÞ ¼ j1ðx; y; zÞ;
I1ðx; y; zÞ ¼ j2ðx; y; zÞ;
9>=
>;; ðx; y; zÞ˛U: (18)
Applying the same procedure as in the case of 2D TFTE, we
get the approximate solution for u(x,y,z,t) and i(x,y,z,t) asuðx; y; z; tÞ ¼ PN
k¼0
Ukðx;y; zÞtka ¼ U0ðx;y; zÞ þ U1ðx;y; zÞta þ U2ðx;y; zÞt2a þ :::;
iðx; y; z; tÞ ¼ PN
k¼0
Ikðx;y; zÞtka ¼ I0ðx;y; zÞ þ I1ðx;y; zÞta þ I2ðx;y; zÞt2a þ :::
9>=
>;: (19)6. Numerical examples
In this section, we describe the method explained in the
Sections 4 and 5 by taking four examples of both linear and
nonlinear 2D and 3D TFTEs to validate the efficiency and
reliability of the RDTM scheme.
Example 6.1. Consider the 2D linear TFTE
v2au
vt2a
þ 2 v
au
vta
þ u ¼ v
2u
vx2
þ v
2u
vy2
(20)
subject to the initial conditions
uðx; y;0Þ ¼ exþy;
utðx; y;0Þ ¼ 3exþy;

: (21)
Applying the RDTM to Eq. (20), we obtain the following recurrence
relation
Gðkaþ 2aþ 1Þ
Gðkaþ 1Þ Ukþ2ðx;yÞ þ 2
Gðkaþ aþ 1Þ
Gðkaþ 1Þ Ukþ1ðx;yÞ
¼ v
2
vx2
Ukðx;yÞ þ v
2
vy2
Ukðx;yÞ  Ukðx;yÞ: (22)Using the RDTM to the initial conditions (21), we haveU0ðx; yÞ ¼ exþy; U1ðx; yÞ ¼ 3exþy: (23)From Eq. (23) into Eq. (22), we get the following Ukðx;yÞ values
successivelyUkðx; yÞ ¼ ð3Þ
k
G

k
l
þ 1G

lþ 1
l

exþy; k  2: (24)
where a¼ 1/l,l> 0.Using the differential inverse reduced transform
of Uk(x,y), we getuðx; y; tÞ ¼ PN
k¼0
Ukðx; yÞtka ¼
PN
k¼0
Ukðx; yÞt
k
.
l
¼ U0ðx; yÞ þ U1ðx; yÞt
1
.
l þ U2ðx; yÞt
2
.
l þ U3ðx; yÞt
3
.
l þ :::
¼ exþy
	
1þ ð3Þt1
.
l þ Glþ1
l

 ð3Þ2
Gð2lþ1Þt
2
.
l þ ð3Þ3
Gð3lþ1Þt
3
.
l þ :::

:
(25)
Eq. (25) represents the solution of the TFTE (20). When l ¼ 1, i.e.
a ¼ 1, we get
uðx; y; tÞ ¼ exþy

1þ ð3Þtþ ð3Þ22! t2 þ ð3Þ
3
3! t
3 þ :::::::::þ ð3Þkk! tk þ ::::::

¼ exþy3t:
(26)
Example 6.2. Consider the following 3D linear TFTE
v2au
vt2a
þ 2 v
au
vta
þ u ¼ v
2u
vx2
þ v
2u
vy2
þ v
2u
vz2
(27)
subject to initial conditions
uðx; y; z;0Þ ¼ sinhðxÞsinhðyÞsinhðzÞ;
utðx; y; z; 0Þ ¼ sinhðxÞsinhðyÞsinhðzÞ;

: (28)
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relation
Gðkaþ 2aþ 1Þ
Gðkaþ 1Þ Ukþ2ðx;y; zÞ þ 2
Gðkaþ aþ 1Þ
Gðkaþ 1Þ Ukþ1ðx;y; zÞ
¼ v
2
vx2
Ukðx;y; zÞ þ v
2
vy2
Ukðx;y; zÞ þ v
2
vz2
Ukðx;y; zÞ  Ukðx;y; zÞ:
(29)
Using the RDTM to the initial conditions (28), we have
U0ðx; y; zÞ ¼ sinhðxÞsinhðyÞsinhðzÞ;
U1ðx; y; zÞ ¼ sinhðxÞsinhðyÞsinhðzÞ:
(30)
From Eq. (30) into Eq. (29), we get the following Uk(x,y,z) values
successively
Ukðx; y; zÞ ¼ ð1Þ
k
G

k
l
þ 1G

lþ 1
l

sinhðxÞsinhðyÞsinhðzÞ; k  2: (31)
Using the differential inverse reduced transform of Uk(x,y,z), we
getuðx; y; z; tÞ ¼ PN
k¼0
Ukðx; y; zÞtka ¼
PN
k¼0
Ukðx; y; zÞt
k
.
l
¼ U0ðx; y; zÞ þ U1ðx; y; zÞt
1
.
l þ U2ðx; y; zÞt
2
.
l þ U3ðx; y; zÞt
3
.
l þ :::
¼ sinhðxÞsinhðyÞsinhðzÞ
	
1þ ð1Þt1
.
l þ Glþ1
l

 ð1Þ2
Gð2lþ1Þt
2
.
l þ ð1Þ3
Gð3lþ1Þt
3
.
l þ :::

:
(32)Eq. (32) represents the solution of the TFTE (27). When l ¼ 1, i.e.
a ¼ 1, we get
uðx; y; z; tÞ ¼ et sinhðxÞsinhðyÞsinhðzÞ; (33)
which is the closed form solution of the non-fractional form of the
TFTE (27).
Example 6.3. Consider the following 2D nonlinear TFTE
v2u
vx2
þ v
2u
vy2
¼ v
2au
vt2a
þ 2 v
au
vta
þ u2  e2ðxþyÞ4tþeðxþyÞ2t (34)
under the initial conditions
uðx; y;0Þ ¼ exþy;
utðx; y;0Þ ¼ 2exþy;

: (35)
Applying the RDTM technique to Eq. (34), we obtain the following
iterative formula:Gðkaþ 2aþ 1Þ
Gðkaþ 1Þ Ukþ2ðx;yÞ þ 2
Gðkaþ aþ 1Þ
Gðkaþ 1Þ Ukþ1ðx;yÞ¼ v
2
vx2
Ukðx;yÞ þ v
2
vy2
Ukðx;yÞ 
Xk
r¼0
Urðx;yÞUkrðx;yÞ
þ e2ðxþyÞ
 
ð4Þk
k!
!
 eðxþyÞ
 
ð2Þk
k!
!
: (36)
Using the RDTM to the initial conditions (34), we get
U0ðx; yÞ ¼ exþy; U1ðx; yÞ ¼ 2exþy: (37)
Using Eq. (37) in Eq. (36), we get the following Uk(x,y) values
successively
Ukðx; yÞ ¼ ð2Þ
k
G

k
l
þ 1G

lþ 1
l

exþy; k  2: (38)
Using the differential inverse reduced transform of Uk(x,y), we get
uðx; y; tÞ ¼ PN
k¼0
Ukðx; yÞtka ¼
PN
k¼0
Ukðx; yÞt
k
.
l
¼ U0ðx; yÞ þ U1ðx; yÞt
1
.
l þ U2ðx; yÞt
2
.
l þ U3ðx; yÞt
3
.
l þ :::
¼ exþy
	
1þ ð1Þt1
.
l þ Glþ1
l

 ð2Þ2
Gð2lþ1Þt
2
.
l þ ð2Þ3
Gð3lþ1Þt
3
.
l þ :::

:
(39)When l ¼ 1, we get the exact solution of the non-fractional form of
the TFTE (34) as
uðx; y; tÞ ¼ eðxþyÞ2t: (40)
Example 6.4. Consider the 3D nonlinear TFTE given as
v2u
vx2
þ v
2u
vy2
þ v
2u
vz2
¼ v
2au
vt2a
þ 2 v
au
vta
þ u2  e2ðxyzÞ4tþeðxyzÞ2t (41)
subject to the initial conditions
uðx; y; z;0Þ ¼ exyz;
utðx; y; z;0Þ ¼ exyz;

: (42)
Applying the RDTM technique to Eq. (41),we obtain the following
iterative formula:
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Gðkaþ 1Þ Ukþ2ðx; y; zÞ þ 2
Gðkaþ aþ 1Þ
Gðkaþ 1Þ Ukþ1ðx; y; zÞ
¼ v
2
vx2
Ukðx; y; zÞ þ v
2
vy2
Ukðx; y; zÞ þ v
2
vz2
Ukðx; y; zÞ

Xk
r¼0
Urðx; y; zÞUkrðx; y; zÞ þ e2ðxþyþzÞ
 
ð4Þk
k!
!
 eðxþyþzÞ
 
ð2Þk
k!
!
: (43)
Using the RDTM to the initial conditions (42), we get
U0ðx; y; zÞ ¼ exyz;U1ðx; y; zÞ ¼ exyz: (44)
Using Eq. (44) in Eq. (43), we get the following Uk(x,y,z) values
successively
Ukðx; y; zÞ ¼ ð1Þ
k
G

k
l
þ 1G

lþ 1
l

exyz; k  2:
Ukðx; y; zÞ ¼ ð1Þ
k
G

k
l
þ 1G

lþ 1
l

exyz; k  2: (45)
Using the differential inverse reduced transform of Uk(x,y,z), we get
uðx; y; z; tÞ ¼ PN
k¼0
Ukðx; y; zÞtka ¼
PN
k¼0
Ukðx; y; zÞt
k
.
l
¼ U0ðx; y; zÞ þ U1ðx; y; zÞt
1
.
l þ U2ðx; y; zÞt
2
.
l þ U3ðx; y; zÞt
3
.
l þ :::
¼ exyz
	
1þ ð1Þt1
.
l þ Glþ1
l

 ð1Þ2
Gð2lþ1Þt
2
.
l þ ð1Þ3
Gð3lþ1Þt
3
.
l þ :::

:
(46)
When a ¼ 1, the exact solution of the non-fractional form of the
nonlinear TFTE (41) is obtained as
uðx; y; z; tÞ ¼ exyzt: (47)
7. Conclusions
In the present study, we have illustrated the reduced differ-
ential transformmethod for the analytical solution of two and
three dimensional second order hyperbolic linear and
nonlinear TFTEs. The method is applied in a direct way
without using linearization, transformation, discretization or
restrictive assumptions. The effectiveness of the method is
shown from the computational results. These results show
that the RDTM technique is highly accurate, rapidly converge
and is very easily implementable mathematical tool for the
multidimensional physical problems emerging in various
fields of engineering and sciences.r e f e r e n c e s
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