Abstract. We give estimates of the L p norm of the Bergman projection on a strongly pseudoconvex domain in C n . We show that this norm is comparable to p 2 p−1 for 1 < p < ∞.
Introduction
Let Ω ⊂ C n be a bounded domain and let H(Ω) denote the holomorphic functions on Ω. Let L 2 (Ω) be the standard space of square-integrable functions with respect to Lebesgue measure with the usual L 2 inner product. The Bergman space is defined as A 2 (Ω) =: H(Ω) ∩ L 2 (Ω). The Bergman projection, is the orthogonal projection operator P : L 2 (Ω) −→ A 2 (Ω). This operator is one of the most fundamental operators in complex analysis. The Bergman kernel function, K(z, w) ∈ H(Ω) × H(Ω), represents the Bergman projection as an integral operator
where dw denotes integration in the w variables, with respect to the euclidean volume form. In this paper we are interested in estimating the L p norm of the Bergman projection on strongly pseudoconvex domains.
Suppose that Ω is smoothly bounded, that is: there exists a C ∞ , realvalued function r : nbhd Ω −→ R such that Ω = {z : r(z) < 0} and dr = 0 when r = 0. If Ω is strongly pseudoconvex, i.e. i∂∂r(p) ξ,ξ > 0 for all p ∈ bΩ and all vectors ξ ∈ C n satisfying ∂r(p) (ξ) = 0, the boundary behavior of the Bergman kernel function associated to Ω is understood quite precisely.
For this class of domains, the mapping properties of P in many classical Banach spaces have been established. For our purposes, we mention the classical result that P is a bounded operator on L p (Ω) for 1 < p < ∞ [Pho-Ste] .
On strongly pseudoconvex domains, Fefferman [Fef] has established a complete asymptotic expansion of K(z, w), in terms of r(z), r(w) and a pseudodistance between z and w, as z, w → bΩ (see also [BoM-Sjo] ). A crucial feature of the Bergman kernel on a strongly pseudoconvex domain is that its singularities occur only on the boundary diagonal, instead of on the full diagonal in Ω × Ω.
The simplest example of a strongly pseudoconvex domain in C n is an open unit ball B n . An important precursor to our work is the result by Zhu who established a sharp estimate of the L p norm of P [Zhu] . We state the unweighted version of his main theorem. Theorem 1.1 (Zhu) . For all 1 < p < ∞ there exists a constant C > 0, depending on n but not on p, such that the norm of P :
Zhu has also restated his results in the following way: there exists a constant C > 0 independent of p such that
We will prove an analogous estimates of P p for P :
where Ω is strongly pseudoconvex. Here are our results. The first theorem gives the upper estimate that is analogous to the estimate of Zhu. Theorem 1.2. Let Ω be a smoothly bounded strongly pseudoconvex domain. For all 1 < p < ∞ there exists a constant C ′ > 0, depending on n but not on p, such that the norm of P :
The next theorem gives lower estimates for the norm of P for more general domains than strongly pseudoconvex domains. Recall that a domain Ω satisfies the Condition R if P maps the space C ∞ (Ω) into itself.
Let Ω ⊂ C n be a smoothly bounded domain and assume that the Condition R holds on Ω. Then there exists 2 < p 0 < ∞ and a constant C ′ > 0, depending on n but not on p, such that
Since our domain Ω is strongly pseudoconvex, it does satisfy the Condition R. The following corollary follows immediately. Corollary 1.4. Let Ω ⊂ C n be a smoothly bounded strongly pseudoconvex domain. Then there exists 2 < p 0 < ∞ and a constant C ′ > 0, depending on n but not on p, such that
Notice that the lower estimates obtained are for p sufficiently large (or sufficiently close to 1). We do not know if there is an underlying reason for this restriction.
The advantage of working on the open unit ball is that an explicit formula for the Bergman kernel is known. On strongly pseudoconvex domains we only have estimates for the Bergman kernel and it seems that the type of results in Theorem 1.2 and 1.3 has not been considered before.
The paper is laid out as follows. In Section 2 we prove the upper estimate on P p , while in Section 3 we prove the lower estimate.
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Upper estimate
The work in this section was motivated by the work [McN-Ste] and the related work on Toeplitz operators in [Cuc-McN] . The proof of our upper estimate depends on the Schur lemma applied to the Bergman kernel.
Proposition 2.1. Suppose µ is a positive measure on a space X and K(x, y) is a nonnegative measurable function on X × X. Let 1 < p < ∞ be given and let q be the conjugate exponent of p,
for almost all x in X and
for almost all y in X. Then the integral operator
is bounded on L p (X, µ) with norm not exceeding C.
If Ω is smoothly bounded strongly pseudoconvex domain, the earlier work of [Hor] contained only estimates on the Bergman kernel restricted to the diagonal. As we have already mentioned Fefferman [Fef] has established a complete asymptotic expansion of K(z, w) on Ω. For our purposes we now recall only the upper bounds on the Bergman kernel.
Proposition 2.5. Let Ω = {r < 0} be a smooth, bounded, strongly pseudoconvex domain in C N . Let K(z, w) denote the Bergman kernel of Ω. For each p ∈ bΩ, there exists a neighborhood U of p, holomorphic coordinates (ζ 1 , . . . , ζ N ) and a constant C > 0, such that for z, w ∈ U ∩ Ω (2.6)
Here z = (z 1 , . . . , z n ) in the ζ-coordinates, and similarly for w.
Inequality (2.6) can be extracted from the results in [Fef] ; it may also be obtained by simpler methods as shown by [McN] and [N-R-S-W], see the remark (5.3) in [McN] .
In what follows we use the notation f (z) g(z) to denote that there exists a constant C, independent of z and ǫ, such that f (z) ≤ Cg(z).
In order to apply the Schur lemma, we need the following proposition.
Proposition 2.7. Let Ω = {r < 0} be a smooth, bounded, strongly pseudoconvex domain in C n , and let K(z, w) be the Bergman kernel associated to Ω.
Then
Proof. The proof follows the lines of Lemma 1 in [McN-Ste] . We will skip certain steps to avoid the repetition. Let ∆ b = {(z, z) : z ∈ bΩ} be the boundary diagonal of Ω × Ω. It is well known that
see [Ker] .
Cover bΩ by neighborhoods U 1 , . . . U M given by Proposition 2.7; we may assume that the neighborhoods are so small that the quantity in parenthesis on the right hand side of (2.6) is less than 1. Now consider an arbitrary U j , 1 ≤ j ≤ M and let z, w ∈ Ω ∩ U j .
Assume z ∈ U j is temporarily fixed. Then Proposition 2.5 gives
As in [McN-Ste] , we change the coordinates:
. . , n, Re w 1 = r(w), Im w 1 = Im w 1 . Now let x = Re w 1 and y = Im z 1 − Im w 1 . We then obtain (2.10)
We start evaluating this iterated integral by performing the w 2 integration first. Define
Using polar coordinates on the region R 1 we have
On the region R 2 we obtain the same upper bound by using the estimate
.
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We continue in the same way to perform the integration on d w 3 , . . . d w n and dy integrals, reducing one negative power of the integrand at each step, to obtain
We now estimate this final integral:
Thus we obtain
U j then, it follows from (2.9) that there exists M > 0 so that K(z, w)| ≤ M for all z, w ∈ U 0 . Similarly for w ∈ U 0 , there exists η 1 and η 2 such that η 1 ≤ |r(w)| ≤ η 2 for all w ∈ U 0 . Hence
> 1 and 0 < ǫ < 1. Since we obtain the identical bounds on each of the open sets U 0 , U 1 , . . . , U M , we have shown (2.8).
We are now prepared to give the proof of the upper estimate.
Proof of the upper estimate in Theorem 1.2. We apply the Schur lemma to the function h(z) = |r(z)|
By the symmetry of the kernel and the estimate pq on the right hand side, (2.3) is satisfied for all w ∈ Ω with the same upper bound. We conclude that
Lower estimate
After doing a holomorphic change of coordinates, for simplicity, we can assume that 0 is in the boundary of Ω and y n = Imz n > 0 is the outward real normal. Let us consider the case p > 2. Now for each p choose z p to be the point z p = (0, 0, . . . , −ie −p ). Then z p ∈ Ω for p large enough. Now we follow the idea from [Zhu] . Let f (z) = log(iz n ) − log(iz n ).
Clearly f (z) = 2i arg(iz n ) is a bounded function on Ω and hence f p ≤ 2π.
It is not difficult to see that log(iz n ) ∈ A 2 (Ω). Hence P f (z) = log(iz n ) − P (log(iz n )). Now we recall a recent result from [HMS] , Corollary 1.12.
Theorem 3.1 (Herbig-McNeal-Straube) . Let Ω ⊂ C n be a smoothly bounded domain and assume that the Condition R holds on Ω. Then for any f ∈ A 2 (Ω), P f is smooth up to the boundary.
We now use this theorem to conclude that there exists a constant M > 0 so that |P (log(iz n ))| < M on Ω.
It is well known that point evaluations are bounded on A p (Ω), see for ex. [Kr] , Lemma 1.4.1 modified for arbitrary p > 1 or [Dur-Sch] in case of planar domains. More concretely, for a z ∈ Ω we have
for all f ∈ A p (Ω), where d(z) denoted the distance of z to the boundary. We will apply this inequality to f (z) with the point z p chosen above. Hence
