Abstract. A recent minimization technique, called hyper-minimization, permits reductions of language representations beyond the limits imposed by classical semantics-preserving minimization. Naturally, the semantics is not preserved by hyper-minimization; rather the reduced representation, which is called hyper-minimal, can accept a language that has a nite symmetric dierence to the language of the original representation. It was demonstrated that hyper-minimization for (bottom-up) deterministic tree automata (dtas), which represent the recognizable tree languages, can be achieved in time O(m · log n), where m is the size of the dta and n is the number of its states. In this contribution, this result is complemented by two results on the quantity of the errors. It is shown that optimal hyper-minimization for dtas (i.e., computing a hyper-minimal dta that commits the least number of errors of all hyperminimal dtas) can be achieved in time O(m · n). In the same time bound also the number of errors of any hyper-minimal dta can be computed.
Introduction
In many application areas, large nite-state models are approximated automatically from data. Classical examples in the area of natural language processing include the estimation of tree automata [6, 7] for parsing [18] and weighted nitestate automata [19] for speech recognition [16] . To keep the size of those models under control, minimization is used whenever possible and ecient. Unfortunately, computing an equivalent minimal nondeterministic (unweighted) nitestate automaton [21] is pspace-complete [8] and thus inecient; this remains true even if the input automaton is deterministic. However, given a deterministic nite-state automaton (dfa) the computation of an equivalent minimal dfa is very ecient [12] . Consequently, we restrict our focus to deterministic nitestate devices. Exactly, the same situation exhibits itself for tree automata [17, 3] , which are the nite-state models used in this contribution. We note that (bottom-up) deterministic tree automata are as expressive as (nondeterministic) tree automata (albeit the deterministic device might require exponentially more states as in the string case), which recognize exactly the regular tree languages.
In several applications it is benecial to reduce the size even further at the expense of errors. In hyper-minimization [2] we simply allow any nite number of errors; i.e., the obtained representation might recognize a language that has a nite symmetric dierence to the language recognized by the original representation. While this error prole is rather simplistic, it allows a convenient theoretical treatment [2] , ecient minimization algorithms [1, 4, 11, 14] , and sometimes nitely many errors are even absolutely inconsequential [20] . Moreover, more rened error proles often yield np-hard minimization problems [5] and thus inecient minimization procedures. Recently, an ecient hyper-minimization algorithm [13] for (bottom-up) deterministic tree automata (dtas) was developed. It runs in time O(m · log n), where m is the size of the input dta and n is the number of its states. Thus, it is asymptotically as ecient as the fastest classical minimization algorithms [9] for dtas.
The existing hyper-minimization algorithm for dtas is purely qualitative in the sense that it guarantees that the resulting hyper-minimal dta (a dta M is hyper-minimal if there exists no dta with fewer states 1 that recognizes a tree language with a nite dierence to the tree language recognized by M ) commits only nitely many errors, but provides no (non-trivial) bound on this number of errors. Since there are (in general) many (non-isomorphic) hyper-minimal dtas for a given tree language, returning simply any hyper-minimal dta is shortsighted. In this contribution, we perform a more quantitative analysis in the spirit of [15] . We develop a hyper-minimization algorithm that returns a hyperminimal dta (i.e., it has as many states as the dta returned by the existing algorithm of [13] ) that commits the least number of errors among all hyperminimal dtas. To this end, we rst characterize all hyper-minimal dtas for a given tree language. For dfas the structural dierences between hyper-minimal dfas for the same language were characterized in [2, Thms. 3.8 and 3.9] . Despite the additional complications encountered in dtas hyper-minimization, we faithfully generalize the results for dfas to dtas. Thus, any two hyper-minimal dtas for a given tree language permit a bijection between their states such that the distinction into preamble (i.e., those states that can only be reached by nitely many trees) and non-preamble (or kernel) states is preserved. Moreover, the dtas behave equivalently on their preambles except for their acceptance decisions and isomorphically on their kernels. Finally, the strange condition on the initial state in [2, Thms. 3.8 and 3.9] disappears completely for dtas.
With the help of this characterization we can now easily compare dierent hyper-minimal dtas provided that we can compute the number of errors that they commit. Thus, we derive a method to compute the number of errors caused by each relevant decision (nality decision for preamble states and transition targets for transitions from the preamble into the kernel). For dfas the same approach was used in [15] , but our method is slightly more complicated because we have to avoid counting errors several times (because an error tree can contain multiple positions at which a switch from preamble to kernel states happens when processing it by the dta). We solve this problem by attributing the error tree to the left-most such transition. It turns out that this change can easily be incorporated, so that our approach closely resembles the approach of [15] .
Overall, we obtain an algorithm that, given a dta M and a hyper-minimal dta N that recognizes a nitely dierent tree language, can compute the number of errors committed by N in time O(m · n), where m is the size of M and n is the number of states of M . In addition, we can also compute an optimal hyperminimal dta N in time O(m·n), which is a hyper-minimal dta that commits the least number of errors among all hyper-minimal dtas that recognize a nitely dierent tree language. Of course, we can also compute the exact number of errors committed by this optimal dta.
Preliminaries
The set IN consists of all nonnegative integers and
The symmetric dierence S T of sets S and T is (S − T ) ∪ (T − S). A binary relation ∼ = ⊆ S × S is an equivalence relation if it is reexive, symmetric, and transitive. Given such an equivalence relation ∼ =, the equivalence class [s] of s ∈ S is {s ∈ S | s ∼ = s }. If S is nite, then we write |S| for its cardinality. An alphabet Σ is a nite set, and a ranked alphabet (Σ, rk) consists of an alphabet Σ and a mapping rk : Σ → IN that assigns a rank to each symbol of Σ. The set of all symbols of rank k ∈ IN is Σ k = rk −1 (k). We typically denote (Σ, rk) by just Σ, and we let Σ(T ) = {σ(t 1 , . . . , t k ) | σ ∈ Σ k , t 1 , . . . , t k ∈ T } for every set T . The set T Σ (Q) of Σ-trees with states Q is the smallest set T such that Q∪Σ(T ) ⊆ T . We write T Σ for T Σ (∅). The mapping height ht(t) : T Σ (Q) → IN is dened by ht(q) = 0 for all q ∈ Q and ht(σ(t 1 , . . . ,
of contexts contains all trees in which the special nullary symbol occurs exactly once. Again, we write C Σ for C Σ (∅). For all c ∈ C Σ (Q) and t ∈ T Σ∪{ } (Q), we write c [t] for the tree obtained from c by replacing by t. The tree t is a subtree of c [t] for all contexts c ∈ C Σ (Q).
A (total bottom-up) deterministic (nite-state) tree automaton (dta) [6, 7] is a tuple M = (Q, Σ, δ, F ) where Q is the nite, nonempty set of states, Σ is the ranked alphabet of input symbols, δ : Σ(Q) → Q is the transition mapping, and F ⊆ Q is the set of nal states. The transition mapping δ extends to δ :
contains all (stateless) contexts that take q into a nal state, and L(M ) q = δ −1 (q) ∩ T Σ contains all (stateless) trees that are recognized in the state q. A state q ∈ Q is a kernel (resp.,
is innite (resp., nite). The sets Ker M and Pre M contain all kernel and preamble states, respectively. The dta M recognizes the
, and all dtas that recognize the same tree language are equivalent. A dta is minimal if there exists no equivalent dta with strictly fewer states. We can compute a minimal dta that is equivalent to M using an adaptation [9] of Hopcroft's algorithm [12] , which runs in
is the size of M and n = |Q|.
Structural characterization of hyper-minimal dtas
In this section we develop a characterization that points out the dierences between dierent hyper-minimal dtas for the same tree language. It will tell us which alternatives to consider when we search for an optimal hyper-minimal dta, which commits the least number of errors. However, before we start, we recall the basic notions (e.g., almost equivalence and hyper-minimality).
Throughout the paper, let M = (Q, Σ, δ, F ) and N = (P, Σ, µ, G) be minimal dtas. Since we ultimately want to compare two dtas, we introduce all basic notions for M and N . However, we often use them in the particular case that M = N . Two states q ∈ Q and p ∈ P are almost equivalent [13, Def. 1] , 
Proof. The property δ(t) ∼ µ(t) is proven in [13, Lm. 4] . For the other property, we consider the product dta M × N = (Q × P, Σ, δ × µ, F × G), where
is a kernel state of M × N because the tree t can be pumped [6, 7] . For the sake of a contradiction, suppose that δ(t) ≡ µ(t); i.e., there exists c ∈ E δ(t),µ(t) . Since δ(t), µ(t) is a kernel state of M ×N , there exist innitely many u ∈ T Σ such that δ(u), µ(u) = δ(t), µ(t) . However, for each such tree u we have c[u] ∈ E, which contradicts M ∼ N .
The previous lemma shows that almost equivalent dtas are in almost equivalent states after processing the same (stateless) tree. If the tree is tall, then they are even in equivalent states. Before we proceed with the comparison of almost equivalent dtas, we recall another notion and a related result. A dta is hyper-minimal if all almost equivalent dtas have at least as many states. We extend each mapping h : Q → P to a mapping h :
Such a mapping h : Q → P is a transition homomorphism 3 
for every s ∈ Σ(Q). Moreover, h is a dta homomorphism if additionally h(q) ∈ G if and only if q ∈ F . As usual, a bijective homomorphism is called isomorphism. Next, we show that two almost equivalent hyper-minimal dtas have dta-isomorphic kernels and transition-isomorphic preambles.
Theorem 3. If M ∼ N and both M and N are hyper-minimal, then there exists a bijection h : Q → P such that 1. h is bijective on Ker M × Ker N , 2. h(q) ∈ G if and only if q ∈ F for all q ∈ Ker M , and
Proof. Clearly, |Q| = |P | since M and N are both hyper-minimal. For every 4 We let h : Q → P be such that h(q) = µ(t q ) for every q ∈ Q, which imme-
Since N is minimal, we can conclude that p = h(δ(u p )), which shows that h is surjective on Ker M × Ker N , thereby proving the rst item.
Recall from the previous paragraph that q ≡ h(q) for every q ∈ Ker M . Thus, h(q) ∈ G if and only if q ∈ F , which proves the second item. For the third objective, let s = σ(q 1 , . . . , q k ) ∈ Σ(Q). Then
where the step marked † is due to Lemma 1. In the following, assume that s / ∈ Σ(Pre M ), which yields that there exists i ∈ [k] such that q i ∈ Ker M . Consequently, ht(σ(t q1 , . . . , t q k )) > |Q × P | by the selection of t qi , which can be used in Lemma 1 to show that the step marked † is actually equivalence (≡). We obtain that δ(s) ≡ µ(h(s)) and δ(s) ∈ Ker M . Thus, h(δ(s)) ≡ δ(s) ≡ µ(h(s)) by the argument in the previous paragraph. Since N is minimal, we can conclude that h(δ(s)) = µ(h(s)) as desired.
Before we prove the missing case, in which s ∈ Σ(Pre M ) with δ(s) ∈ Pre M , we prove that h is bijective on Pre M × Pre N , which automatically also proves that h : Q → P is a bijection. Since h is bijective on Ker M × Ker N by the proven rst item, which yields |Ker M | = |Ker N |, and additionally |Q| = |P |, we obtain that |Pre M | = |Pre N |. Suppose that h(q) ∈ Ker N for some q ∈ Pre M . Then q ∼ h(q) = µ(u h(q) ) ∼ δ(u h(q) ) with ht(u h(q) ) > |Q × P | because h(q) ∈ Ker N , where the almost equivalences are due to Lemma 1. Clearly, δ(u h(q) ) is a kernel state of M , which yields that q = δ(u h(q) ). Together with q ∼ δ(u h(q) ) and q ∈ Pre M , these facts contradict the hyper-minimality of M by Theorem 2. It remains to prove that h is injective on Pre M × Pre N , which due to
Now we return to the nal missing objective, which requires us to show that
Moreover, if δ(s) ∈ Pre(M ), then h(δ(s)) ∈ Pre N by the results of the previous paragraph and additionally h(δ(s)) ∼ δ(s) ∼ µ(h(s)) by Lemma 1. Consequently, we have a preamble state h(δ(s)) of N that is almost equivalent to µ(h(s)). Since N is hyper-minimal, we have h(δ(s)) = µ(h(s)) by Theorem 2.
The previous theorem states that two almost equivalent hyper-minimal dtas are indeed very similar. They have a bijection between their states that preserves the distinction between preamble and kernel states. Moreover, via this bijection the two dtas behave equally (besides acceptance) on the preamble states and isomorphically on the kernel states. Thus, two such dtas can only dier in two aspects, which mirror the corresponding aspects for deterministic nite-state string automata [2] :
1. the nality (i.e., whether the state is nal or not) of preamble states, and 2. transitions from exclusively preamble states to a kernel state. 4 Computing the number of errors Now we can compute the number of errors made by a particular hyper-minimal dta N that is almost equivalent to the reference dta M . In addition, we show how to obtain a hyper-minimal dta that commits the least number of errors among all almost equivalent hyper-minimal dtas. More precisely, let N be hyper-minimal and almost equivalent to M , which itself is not necessarily hyper-
is the set of error trees. We partition
In other words, we associate each error tree t ∈ E with the state µ(t). In the following development, we distinguish errors associated to preamble and kernel states. Theorem 3 shows that the preamble-kernel error distinction is stable among all almost equivalent hyper-minimal dtas. 6 Finally, [13, Sect. 4] shows how to obtain one hyperminimal dta N that is almost equivalent to M . Roughly speaking, we identify the almost equivalence ∼ on M and then merge each preamble state that is almost equivalent to another state into this state. For every two dierent states q, q ∈ Q, the dta merge(M, q → q ) is (Q − {q}, Σ, δ , F − {q}) where δ (s) = q if δ(s) = q and δ (s) = δ(s) otherwise for every s ∈ Σ(Q − {q}). We start with the errors E p associated to a preamble state p ∈ Pre N . Since the preambles of N and N are transition-isomorphic by Theorem 3, we can essentially compute with N and only need to remember that the preamble states of N and N can dier in nality.
Lemma 4 (see [13] ). Let N = merge(M, q → q ) for some q ∼ q with
If N is the dta returned by [13] and
By Theorem 3 there exists a mapping h : P → P such that N and N are transition-isomorphic on their preambles via h. Together with Lemma 4 we thus have
It is clear that the equations in Proposition 5 yield a recursive algorithm that runs in time O(|M |), if we do not recompute already computed values. With the help of Lemma 4 and Proposition 5, we can now compute the number of errors made due to the nality of preamble states. For every q B ∈ Pre N , we know that its block B ⊆ Pre M consists of exclusively preamble states. Consequently, Lemma 4 can be applied to compute the number of errors associated to q B .
Theorem 6. For every p ∈ Pre N ,
Proof. The result follows from Theorem 3 and Lemma 4.
are disjoint if p = p , the total number of errors associated to preamble states is p∈Pre N |E p |. To obtain the minimal number of errors, we select the nality of p such that E p is minimal (see Algorithm 1). 8 Finally, we need to compute the number p∈Ker N |E p | of errors associated to kernel states. Recall that N is the hyper-minimal dta returned by [13] .
Theorem 3 shows that the preambles of N and N are transition-isomorphic and the kernels are dta-isomorphic, but the transitions from exclusively preamble to kernel states are not covered in this characterization. As in the string case, we thus try to attribute errors to these preamble-to-kernel transitions because we know what happens before (transition-isomorphic on preamble) and what happens afterwards (dta-isomorphic on the kernel). However, in the tree case this is complicated by the fact that such transitions can be taken several times in a single error tree as the next example demonstrates.
(2) }, and
where µ is such that
However, when N processes the error tree σ(β, β), then it will take two transitions (both times δ(β) = ) that switch from exclusively preamble states (no states in this case as α is nullary) to the kernel state .
We solve this problem by selecting the left-most occurrence of such a transition and disregarding all other occurrences to avoid counting duplicates. To this end, we rst need to introduce positions. Let ∆ be a ranked alphabet and t ∈ T ∆ (Q). The set pos(t) ⊆ IN * of positions in t is dened by pos(q) = {ε} for every q ∈ Q and pos(σ(t 1 , . . . , t k )) = {ε} ∪ {iw | i ∈ [k], w ∈ pos(t i )} for all σ ∈ ∆ k and t 1 , . . . , t k ∈ T ∆ (Q). For every w ∈ pos(t), we write t| w for the subtree of t that is rooted in position w. A position w 1 ∈ pos(t) is to the left of another position w 2 ∈ pos(t), written w 1 w 2 , if w 1 w 2 and w 1 ≤ w 2 , where and ≤ are the lexicographic and prex order on IN * , respectively. In a context c ∈ C Σ (Q) the unique position of is denoted by pos (c). Now we can dene the set LC of left-most contexts, which have no subtree to the left of (the occurrence of) that is recognized (by M ) in a state that is almost equivalent to a kernel state, as follows:
With the help of the set LC we can now make the error attribution more formal. We already know that each remaining error tree has a special transition that switches from exclusively preamble states to a kernel state. Moreover, we will now prove that every such error tree decomposes uniquely into a context of LC, which encodes the part of the tree that is processed after a special transition, and a tree that uses a special transition at the root. Due to the denition of LC, we know that the decomposition selects exactly the left-most occurrence of a special transition. Lemma 8. Every error tree t ∈ E p with p ∈ Ker N decomposes uniquely via t = c [u] into a left-most context c ∈ LC and u ∈ T Σ such that µ(u) ∈ Ker N , but µ(u| w ) ∈ Pre N for all w ∈ pos(u) with w = ε.
Proof. Since µ(t) ∈ Ker N , there must exist positions w ∈ pos(t) such that µ(t| w ) ∈ Ker N but µ(t| wv ) ∈ Pre N for all wv ∈ pos(t) with v = ε. Let w be the left-most such position (i.e., a minimal such position with respect to The decomposition t = c [u] already hints at the next steps. We can compute δ(u) and µ(u), for which we know that δ(u) ∼ µ(u) by Lemma 1. The error is then made between those two states, so
is an error context of LC. To make the computation even simpler, we observe that µ(u) ∈ Ker N , which with the help of Theorem 3 yields that there exists a state q ∈ Q such that q ≡ µ(u). Consequently, it is sucient to compute E δ(u),q for all δ(u) ∼ q. In fact, for all q ∼ q we know that E q,q is nite, but we need the exact cardinality d(q, q ) of the subset E q,q ∩LC. More exactly, for all q ∼ q , let d(q, q ) = |E q,q ∩ LC| and
of which the elements are called transition and preamble transition contexts, respectively. To compute d, we adjust the straightforward counting procedure [15] . Lemma 9. For all q ∼ q we have d(q, q) = 0 and
Proof. The rst equation is trivial and the second equation straightforwardly formalizes |E q,q |, but only counts the error contexts of LC. More precisely, the nal summand checks whether ∈ LC is in the dierence E q,q . Every other dierence context c = c [c] ∈ E q,q consists of (i) a context c obtained from a transition context c = σ(q 1 , . . . , q i , , q i+1 , . . . , q k ) of C M by replacing the states transition contexts. 9 Since there are at most n 2 entries in d, we obtain the stated time-bound.
Thus, we can now identify and count the errors caused in kernel states of M . To this end, we look at all the transitions that switch from exclusively preamble to kernel states and compute the number of errors induced by this transition. Let s = σ(p 1 , . . . , p k ) ∈ Σ(Pre N ) and µ(s) ∈ Ker N be such a transition. The set E s of errors caused by this transition s is
which contains all errors that use the transition s as the left-most special transition.
where u p ∈ L(N ) p for every p ∈ Pre N and q ∈ Ker M is such that q ≡ µ(s).
Proof. Let N = (P , Σ, µ , G ) be the dta returned by [13] , and for every i ∈ [k]
by Theorem 3 and Lemma 4. Moreover, L(N ) µ(s) = L(M ) q by assumption. Together with these statements, the equation is a straightforward implementation of the denition of E s .
By Lemma 8 the sets E s for suitable s ∈ Σ(Pre N ) are pairwise disjoint, so the errors just add up. In addition, any state p ∈ P such that p ∼ µ(s) is a valid transition target, so to optimize the errors, we can simply select the transition target p ∈ P with p ∼ µ(s) that minimizes the number of caused errors. In summary, this yields our main theorem (and Algorithm 1). Moreover, we can compute a hyper-minimal dta N that minimizes the number |L(M ) L(N )| of errors in time O(m · n).
Future work
Recently, [10] showed results in the string case for other regular languages of allowed dierences. These should translate trivially to tree automata. The difference in the number of errors between the optimal dta and the worst dta can be exponential, so the optimization can avoid a large number of errors. A practical evaluation for dta remains future work, but a simple experiment was already conducted in [15, Sect. 6 ] for the string case. A reviewer suggested to consider the sum of the error tree sizes instead of the simple count of error trees, but the optimization of that criterion seems closely related to bin packing already in the acyclic case (i.e., the case where the automaton has no kernel states), but the details should still be worked out. In addition, the reviewer suggested to consider those languages L ⊆ T Σ , for which the minimal dta is hyper-minimal and optimal and in addition no other dta of strictly smaller size recognizes a tree language that is almost equivalent to L. Clearly, such tree languages exist (e.g., T Σ ), but the author is unaware of the particular properties of those languages.
