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Abstract 
Current technological advancements of conversational agents (CAs) promise new 
potentials for human-computer collaborations. Yet, both practitioners and researchers 
face challenges in designing these information systems, such that CAs not only increase 
in intelligence but also in effectiveness. Drawing on social response theory as well as 
literature on trust and judge-advisor systems, we examine the roles of gender 
stereotyping and egocentric bias in cooperative CAs. Specifically, by conducting an online 
experiment with 87 participants, we investigate the effects of a CA’s gender and a user’s 
subjective knowledge in two stereotypical male knowledge fields. The results indicate (1) 
that female (vs. male) CAs and stereotypical female (vs. male) traits increase a user’s 
perceived competence of CAs and (2) that an increase in a user’s subjective knowledge 
decreases trusting intentions in CAs. Thus, our contributions provide new and 
counterintuitive insights that are crucial for the effectiveness of cooperative CAs. 
 
Keywords:  Conversational Agents, Intelligence Augmentation, Anthropomorphism, Judge-
Advisor Systems, Gender Stereotyping, Egocentric Bias 
 
Introduction 
Although the idea of communicating with information systems (IS) via natural language already emerged 
in the 1960s (Weizenbaum 1966), conversational agents (CAs), such as chatbots, have only recently 
experienced a renewed interest. Thanks to technological advancements in artificial intelligence (AI), CAs 
have improved in various analytical abilities and visual cues (Anderson et al. 2018) and are tremendously 
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permeating and shaping private and work lives (e.g., Edlich et al. 2018, Luger and Sellen 2016). Gartner 
(2019), for example, predicts that whereas only 2% of all current digital workers (i.e., people who use IT to 
increase workplace efficiency) utilize a virtual workplace assistant, this percentage will rise to 25% by 2021, 
topping $3.5 billion in customer and business spending. Similarly, 56% of CIOs and CTOs surveyed by 
Accenture revealed that CAs are driving disruption in their industry (Srinivasan et al. 2018). 
Despite the soar in importance and permeation of CAs, the experience of early adopters revealed that such 
IS encounter new challenges and concerns regarding biases, competence and trust (Faraj et al. 2018). 
Consequently, some IS scholars have called for research towards CAs that are able to provide both 
intelligent advice as well as natural user experience for the effective augmentation of human intelligence  
(Benbya et al. 2019; Jain et al. 2018; Maedche et al. 2016). Previous research on CAs has mostly focused on 
rather competitive contexts (e.g., sales agents in e-commerce) (e.g., Qiu and Benbasat 2009, Dalal and 
Bonaccio 2010) in which users may not fully trust CAs’ advice as users naturally assume that the CAs also 
act in their employer’s interest, thus creating a tension in the customer-seller-relationship (i.e., customer 
surplus vs. the company’s profit) (Evans and Beltramini 1987). We intend to depart from these rivalry 
contexts and extend research by investigating CAs in the hitherto neglected cooperative contexts, in which 
human users make the decisions, while the cooperative CAs advise the users in the sole interest of the users. 
We do so by incorporating two distinct and hitherto neglected perspectives: (1) a CA’s gender and (2) a 
user’s knowledge.  
Regarding a CA’s gender 1, humans socially respond to human-like IS in the same manner as they would 
respond to humans (Nass and Moon 2000). Accordingly, by increasing human-likeness of CAs, designers 
may not only trigger favorable social responses, but also unfavorable ones (e.g., Beldad et al. 2016, Bargh 
1999). As such, IS designers experienced the employment of gender cues in a CA’s appearance as a double-
edged sword (e.g., Tay et al. 2014, Nass et al. 1997): While, for example, the employment of female gender 
cues causes gender stereotyping in a user and thus leads to an increased perception of warmth, it typically 
also leads to a decrease in the perception of competence, especially for stereotypical male topics (Nass et al. 
1997). Yet, although social psychology indicated that gender stereotyping has profound implications on the 
perception of competence (Hollingshead and Fraidin 2003; Koch et al. 2015) as well as on trust and advice-
taking (Sniezek and van Swol 2001), research has neglected the importance of a CA’s gender and a user’s 
perception of stereotypical male (i.e., agentic) (e.g., cold and ambition) and female (i.e. communal) traits 
(e.g., reliability and helpfulness) on a user’s perceived competence of a CA in cooperative contexts (Twyman 
et al. 2008). 
Regarding a user’s knowledge, scholars have observed that biases from personal beliefs about one’s own 
knowledge can also lead to advice discounting, such that judges are less likely to follow the advice given by 
their advisors (van Swol and Sniezek 2005). Especially egocentric bias, which we define as the irrational 
valuation of one’s own (subjective) knowledge over the knowledge of others, appears to be a strong factor 
for advice discounting (i.e., reduction in value) and thus may result in a decrease in trust in advice given by 
CAs (Bonaccio and Dalal 2006). However, IS research has so far neglected the effects of a user’s subjective 
knowledge on a user’s trust in CAs, although the effect may severely impede the effectiveness of advice-
giving of a CA. 
To summarize, in this study we investigate gender stereotyping as well as egocentric bias that result from a 
CA’s gender as well as from a user’s (subjective) knowledge. The selected factors are connected by the 
important aspect that all are concerned with a user’s trust perceptions of cooperative CAs and thus have 
serious consequences on the effectiveness and success of CAs that will shape Human-Computer Interaction 
(HCI) in the upcoming years. Consequently, we postulate the following research question: 
RQ: How do gender stereotyping and egocentric bias affect a user’s trust in cooperative CAs? 
To address this research question, we conducted an online experiment, in which participants interacted 
with an AI-based CA via an instant messaging user interface. Drawing on social response theory (Nass and 
Moon 2000) and literature on trust (McKnight et al. 2002) and judge-advisor systems (Sniezek and van 
Swol 2001), we empirically examined how both a CA’s gender and a user’s subjective knowledge affect a 
user’s trusting intentions in a CA in two stereotypical male knowledge fields (i.e., math and finance). 
                                                             
1 For examples on gendered CA, see: noora.ch, talmundo.com, askformoon.io, boibot.com, eviebot.com 
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Consequently, we demonstrate the relevance of gender stereotyping and egocentric bias in user interactions 
with cooperative CAs. In doing so, we derive four major contributions for IS practitioners and researchers: 
(1) First, we provide counterintuitive evidence that users perceive a female CA significantly more competent 
than their male counterpart in stereotypical male knowledge fields. We thus introduce a new perspective of 
contextual reasoning, in that users assess a fit between a CA’s gender and the cooperative context at hand, 
irrespective of the CA’s traits and knowledge field. (2) Second, we extend prior research by demonstrating 
that the direct effect of a CA’s gender cannot be solely ascribed to a change in perceptions of stereotypical 
female (i.e., communal) and male (i.e., agentic) traits. We therefore note that the effects of gender cues 
cannot be fully grasped by mediations through agentic and communal traits. (3) Third, we show that 
specifically communal traits positively influence a user’s perceived competence of a CA. In contrast, we 
found that agentic traits have no significant effect on a user’s competence perceptions. Thus we provide 
valuable insights into differences between cooperative and competitive settings, in that users in cooperation 
with CAs seem to appreciate communal traits in a CA per se, while agentic traits do not seem necessarily 
important. (4) Lastly, we present very first evidence that an increase in a user’s subjective knowledge 
decreases a user’s trust in a CA. Therefore, our findings highlight that practitioners and researchers need to 
consider not only the design of a CA when attempting to create and measure effective CAs, but also a user’s 
characteristics.  
Related Work and Theoretical Background 
Conversational Agents as Anthropomorphic Information Systems 
CAs can be defined as IS that enable the interaction with users via natural language (Luger and Sellen 2016). 
Research on CAs is multifaceted, since CAs may be employed in any field that implies HCI, such as service 
personnel in customer service contexts (e.g., Gnewuch et al. 2017), as advisors for special purposes like 
vending movie tickets (e.g., Nunamaker et al. 2011) or as product recommendation/sales agents in e-
commerce (e.g., Qiu and Benbasat 2009, Beldad et al. 2016). Since conversational interaction via natural 
language is probably the most natural way for humans to interact, CAs are inherently anthropomorphic 
(Pfeuffer et al. 2019). Anthropomorphism can be defined as a deeply ingrained human innate tendency 
which leads humans to attribute human-like physical or non-physical traits, characteristics and emotions 
to inanimate objects and non-human agents (Epley et al. 2007; Pfeuffer et al. 2019). When humans interact 
with unknown human or non-human agents, they apply anthropomorphism to better understand and 
connect with the other agent. Accordingly, Nass et al. (1994) introduced the social response theory, 
postulating that humans socially respond to human-like IS in the same manner as they would respond to 
humans.  
Newly arising technological possibilities to increase human-likeness of CAs aim to harness the positive 
effects that anthropomorphism can invoke, which may lead to an increased acceptance and employment of 
CAs (e.g., Benlian et al. 2019). Yet, anthropomorphism also bears the downsides of heuristics and biases 
(Epley 2004; Epley et al. 2007): Although heuristics may lead to faster decisions with little cognitive effort 
(Epley 2004), these mindless automatisms in social interactions may also lead to inadequate behavior that 
may result in the discrimination of others or a wrong assessment of the situation, resulting in a reduced 
effectiveness of the interaction (Bargh 1999; Eyssel and Hegel 2012).  
Conversational Agents in Judge-Advisor Systems 
Literature from psychology suggests that people tend to adjust their actions and reasoning to the context, 
combining knowledge learned from prior similar situations with information derived from present 
contextual cues (Rooderkerk et al. 2011). For example, scholars from psychology found that whereas people 
showed cooperative reactions to people who expressed happiness (e.g. smiling) in cooperative contexts, 
people demonstrated exploitative behavior when recognizing people with similar expressions in 
competitive situations (e.g., negotiations) (van Kleef et al. 2010).  
When thinking of typical CAs, they often exert guidance, recommendation or assistance for a user in 
competitive contexts (e.g., Qiu and Benbasat 2009, Beldad et al. 2016). For example, CAs in the domain of 
e-commerce often fulfill the role of a sales agents, hence they usually advise their customers with 
recommendations for or against products with the intention to persuade the customers to buy the product 
and to use the agent and website again (e.g., Qiu and Benbasat 2009, Dalal and Bonaccio 2010). Whereas 
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the employment of recommendation and sales agents is intended to primarily drive profits and customer 
satisfaction (e.g., Qiu and Benbasat 2009, Adam et al. 2019, Holzwarth et al. 2006), the employment of 
cooperative CAs aims to predominantly assist and improve the decision-making process of the user for the 
sole benefit of the user (Sniezek and van Swol 2001). Therefore, the context of cooperative CAs is clearly 
non-adversarial, in contrast to the fuzzy context of interactions with recommendation and sales agents 
(Branzei et al. 2008). Thus, human reasoning may be systematically different in contexts with cooperative 
CAs. Yet, past research on CAs has largely focused on competitive contexts and assumed similar conditions 
for cooperative contexts.  
To adequately investigate the interaction between users and their CAs in cooperative contexts, a suitable 
theoretical basis is needed. As such, literature on judge-advisor systems (Sniezek and Buckley 1995; Sniezek 
and van Swol 2001) seems promising. Within judge-advisor systems, one person takes the role of the judge 
and one takes the role of the advisor to cooperatively assist the judge in his or her decision-making in the 
judge’s interest. Typically, only the judge makes the decisions, whereas the advisor provides advice to the 
judge on decisions (Sniezek and Buckley 1995). Although judge-advisor systems are cooperative by 
definition, they are not immune to inefficiencies: Due to uncertainty and imperfect information about the 
situation and the advisor, judges face the risk of acting on bad advice from an advisor (Sniezek and van Swol 
2001). Accordingly, trust, which may be understood as “the expectation that the person is both competent 
and reliable and will keep your best interests in mind" (Sniezek and van Swol 2001, p. 289), is a core 
component of whether an advice by a CA (i.e., advisor) is perceived as useful so that the user (i.e., judge) 
intends to utilize the advice. 
Research Framework  
Figure 1 presents the paper’s research framework on the role of gender stereotyping and egocentric bias in 
the context of cooperative CAs. The research framework thereby builds on three major theoretical building 
blocks: social response theory, IS literature on trust and literature on judge-advisor systems.  
 
While we draw on research from social response theory for the investigation of the effects of CA’s gender 
cues and a user’s stereotypical attributions on competence (Nass et al. 1997), we also couple the theory with 
constructs from IS literature on trust to explain the link between competence and trust (McKnight et al. 
2002). Furthermore, we also draw on literature on judge-advisor systems for the investigation of the effect 
of a user’s subjective knowledge on a user’s trusting intentions in a CA (Bonaccio and Dalal 2006). Thus, 
we connect complementary building blocks from literature on CAs and HCI in the light of cooperative CAs. 
Because CAs are usually required to provide knowledge in specific domains, we tested our hypotheses in 
the context of two exemplary knowledge fields, namely math and finance. We chose these two fields because 
each of them has a specific stereotypical male association: Male mathematicians or financial investors are 
just examples of how these knowledge fields are subject to stereotyping (Cheryan et al. 2011; Koch et al. 
 
Note: We do not hypothesize the paths between Perceived Competence of CA and Trusting Intentions in CA as they have been 
already confirmed (e.g., McKnight et al. 2002, Sniezek and van Swol 2001). 
Figure 1. Research framework 
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2015). As specific competences in a determined field are of importance for the abilities of such CAs 
(McKnight et al. 2002) and may be subject to stereotypical beliefs, it is crucial to understand how gender 
cues affect the perception of competence for different knowledge fields and in which context these cues may 
be employed most effectively. To increase the robustness of our findings, we thus investigate not only one 
stereotypical male knowledge field but two, which are increasingly permeated by Cas, such as math tutors 
in education (Kulik and Fletcher 2016) and robo-advisors in financial markets (Jung et al. 2018).  
Hypothesis Development 
The effect of a CA’s gender on a user’s perceived competence of the CA 
As social response theory states, users treat computers with social cues as social actors and socially respond 
to them to alleviate the HCI (Nass and Moon 2000). Accordingly, we suggest that if gender cues are present 
in a CA, users will engage in gender stereotyping in a similar manner to how they react to gender cues in 
humans. Gender stereotyping may be described as the biased attribution of human, gender stereotypical 
traits to a CA based on its visual or audible attributes or behavior (Tay et al. 2014). Especially when people 
need to make inferences about someone’s knowledge or characteristics and have little knowledge about 
their conversational partners, they often subconsciously apply gender stereotyping to ease decision-making 
(Hollingshead and Fraidin 2003). This claim is in line with several previous socio-technical studies: Nass 
et al. (1997) demonstrated that even computers with minimalist gender cues, such as a male or female voice, 
evoked gender stereotyping, which resulted in computers with male voices being rated better in 
stereotypical male subjects and computers with female voices being rated better in stereotypical female 
subjects. Similarly, Eyssel and Hegel (2012) discovered that even a distinctively male or female haircut of a 
robot was enough to activate gender stereotyping, whereby users consistently rated the male robot as more 
suitable for male tasks (e.g., handcrafting) and the female robot as more suitable for female tasks (e.g., 
childcare). Beldad et al. (2016) further found that advice acceptance and competence perceptions were 
strongly related to gender-congruency of the agent with the product it gave advice on. 
In judge-advisor systems, users need to trust the advice that a cooperative CA provides. Since not much 
information is provided in an initial interaction between both parties, users therefore utilize present cues 
to better assess the level of competence of the advisor (Sniezek and van Swol 2001). Yet, while congruency 
between gender and an assigned task has positive effects on the perception of competence, perceived 
“mismatches” between gender and an assigned task have been observed to have strong negative effects (e.g., 
Tay et al. 2014, Hollingshead and Fraidin 2003, Koch et al. 2015). Consequently, we hypothesize that gender 
stereotyping affects a user’s perceived competence of a CA. Yet, the bias is also contingent on the knowledge 
field, so that a male CA in contrast to a female CA should appear more typical and thus competent in male 
knowledge fields. 
H1: A male (vs. female) CA leads to higher perceived competence of the CA in stereotypical male 
knowledge fields. 
The effects of a CA’s gender on a user’s perceived traits of a CA 
In conjunction with the direct effect of a CA’s gender lies the perception that male and female individuals 
differ substantially in fundamental psychological characteristics. Accordingly, the attribution of gender 
stereotypical traits has often been shown to be connected to two basic scales of human personality, namely 
the ascription of agentic traits (e.g., assertive, cold) to men and the ascription of communal traits (e.g., 
friendly, empathetic) to women (Eyssel and Hegel 2012; Wojciszke 1997). This, however, does not mean 
that women can not bear agentic traits and men vice versa communal traits. It is rather the case that, 
although people tend to bear a mixture of the two types of traits, communal traits are more stereotypically 
associated with women as agentic traits are with men (Helgeson and Fritz 1999). Eyssel and Hegel (2012) 
transferred the concept to human-robot interaction and found that agentic traits are rather associated with 
male robots, and communal traits are associated with female robots, thus forming a dispositioned 
perception of the robots’ skills (Eyssel and Hegel 2012; Koch et al. 2015). This replication of the effects from 
social psychology on the domain of anthropomorphic robots raises the question if these findings are also 
applicable to anthropomorphic IS, which do not have physical embodiments. Since the robots of Eyssel and 
Hegel (2012) were manipulated only by their visual appearance (i.e., haircut), we believe the same 
observations will also hold for gendered visual appearances of CAs.  
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H2: A CA’s gender affects a user’s perceptions of agentic and communal traits in CAs:  
H2a: A male (vs. female) CA positively affects a user’s perceptions of agentic traits;  
H2b: A female (vs. male) CA positively affects a user’s perceptions of communal traits. 
The effects of a user’s perceived traits on a user’s perceived competence of a CA 
The importance of agentic and communal traits becomes particularly clear in the light of the findings of 
Wojciszke (1997) and Abele and Wojciszke (2007): They demonstrated that agentic traits are largely 
associated with individualistic values (e.g., intelligence and ambition) and interest of the self, while 
communal traits are largely associated with collectivistic values (e.g., reliability and helpfulness) and 
interests of others. Abele and Wojciszke (2007) also stated that although agentic traits are considered 
signals of competence and highly desired and important from the perspective of the self as well as of some 
interdependent other, communal traits may be valued as well and even more, especially in cooperative 
settings. From an evolutionary and social functionalist perspective, communion has proven to be essential 
for survival. Consequently, a person or CA that displays communal traits may thus be also considered 
competent to facilitate communion-related activities, such as cooperation to solve a task. These claims are 
congruent with findings of Cottrell et al. (2007) who suggest that communal values are generally more 
important to people than agentic values, when people need to cooperate. Thus, we theorize that both agentic 
and communal traits affect a user’s perceived competence of a CA, since both kinds of traits are helpful for 
a CA in effectively performing in a judge-advisor system.  
H3a/b: An increase in perceived agentic traits of a CA positively affects a user’s perceived 
competence of the CA in (a) math-related subjects and (b) finance-related subjects. 
H4a/b: An increase in perceived communal traits of a CA positively affects a user’s perceived 
competence of the CA in (a) math-related subjects and (b) finance-related subjects. 
The effects of a user’s subjective knowledge on a user’s trusting intentions in a CA 
Lastly, a user’s perceived competence of a CA may not be the only variable that affects a user’s trusting 
intentions in a CA. A user’s subjective assessment of his or her own knowledge may also pose an influence. 
This claim is consistent with several studies on judge-advisor systems, in which participants biasedly tended 
to neglect or discount advice that was not consistent with their own opinion (Yaniv 2004; Yaniv and 
Choshen-Hillel 2012; Yaniv and Kleinberger 2000). An established reason for this behavior is the 
phenomenon of egocentric bias: Egocentric bias describes a strong self-centeredness and reliance on the 
own perspective that leads to valuing oneself or one’s own knowledge above others, thus causing a 
discounting of the advisor’s trust and advice (Krueger 2003; Ross et al. 1977). As Krueger (2003) and 
Bonaccio and Dalal (2006) state, this behavior may often lead to ineffective decisions, since judges can in 
many cases profit from considering the advisors’ advice to increase accuracy in their decision (Yaniv 2004). 
Even if a user knows a lot in one domain, he or she may be better off by listening to an advice and rejecting 
it after deliberate considerations than by discounting the advice right away. Substantial research has been 
conducted to analyze the reason why an increase in subjective knowledge exacerbates this egocentric advice 
discounting, whereby researchers explained this phenomenon in different ways: Yaniv (2004) argues that 
advice discounting occurs because judges have access to their internal justifications for arriving at their 
particular decision, whereas judges do not have access to the advisor’s reasoning, thus discounting the 
advisor’s advice the stronger the subjective knowledge and thus the internal reasoning is. Alternatively, 
egocentric advice discounting may also emerge due to an anchoring and adjustment effect (e.g., Tversky 
and Kahneman 1974), such that the judge’s formed opinion serves as an anchor that is subsequently 
(insufficiently) adjusted in response to the advisor’s advice (Epley 2004; Harvey and Fischer 1997). The last 
explanation for egocentric advice discounting provided in this section is a general tendency to believe that 
one’s own opinion is superior to those of others, which is reflected in decision-making in novel situations 
or when the judges receive advice prior to seeing the decision task (Krueger 2003). Thus, egocentric bias 
even emerges (1) when judges cannot rely on their own supporting knowledge for a decision (Cadinu and 
Rothbart 1996) and (2) when there is no initial opinion that can serve as an anchor (Clement and Krueger 
2000). As such, advice-discounting due to egocentric bias may also be a threat for effective interactions 
between users and their cooperative CAs. Thus, we conclude that users evaluate how much they trust a CA 
based on their own subjective knowledge within a field. 
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H5: Subjective knowledge affects a user’s trusting intentions in a CA:  
H5a: An increase in a user’s subjective knowledge in math negatively affects a user’s trusting 
intentions in a CA on math advice. 
H5b: An increase in a user’s subjective knowledge in finance negatively affects a user’s trusting 
intentions in a CA on finance advice. 
Experimental Design 
We employed a between-subject design with two conditions (CA gender: male vs. female) and tested the 
hypotheses by means of a randomized online experiment. The CA was self-designed and took form in an 
instant messaging interface (Figure 2). The CA was built on the Dialogflow (Google LLC) engine, which 
utilizes machine learning algorithms and natural language processing for natural language understanding 
and output. The CA asked in all conditions for textual input.  
 
Figure 2. Screenshots of the employed female CA in the experiment: 
 The initial CA introduction page (left); the instant messaging interface (right) 
Manipulation of CA Gender 
To examine the influence of a CA’s gender, we designed two different CAs, which differed only in visual cues 
(i.e., embodiment/avatar) and a verbal cue (i.e., name) (see Table 1). We adopted the human embodiments 
from Wuenderlich and Paluch (2017) to ascertain adequate and tested humanlike appearances for our 
embodiments. We, however, refrained from employing more complex anthropomorphic elements (e.g., 
voice output and animations), as previous research found that their influences depend on the applications 
and users’ expectations (Goetz et al. 2003; McBreen and Jack 2001). Other cues (e.g., style of clothing) as 
well as the conversational output of the CA were similar in both conditions.  
 
CA Gender Male Female 
Avatar 
  
Name Charles Catherine 
Table 1. Operationalization of a CA’s gender 
We conducted two pretests (N=30 and N= 73) with U.S. participants from Amazon Mechanical Turk to 
further check the stimuli of our main study for biases in the experimental design concerning (1) the gender 
cues (i.e., avatar pictures), (2) the language style of the CA and (3) the examined knowledge fields: We 
showed each participant the two avatar pictures in random order and asked them which gender they 
associate to the avatar picture (i.e., female, male, no gender) and how competent they consider the avatar. 
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Regarding our female avatar picture, 100% of the participants selected female gender. For the male avatar 
picture, all participants except one chose male gender. A single sample t-test resulted in no significant 
difference (p>0.05) between this sample and a hypothetical sample in which all participants chose male 
gender. Moreover, participants perceived no significant difference in competence when looking just at the 
pictures of the avatars (p>0.1). We therefore conclude that the gender cues within the avatar pictures 
worked as intended and that users can correctly assign the avatars to the corresponding (i.e., male or 
female) gender and do not perceive a difference in competence by just looking at the pictures. Furthermore, 
each pretest participant saw a video depicting a pre-recorded conversation between the CA and a study 
participant. The conversation in this video did not include any avatar picture. Participants were then asked 
whether the language of the CA can be associated with one gender (i.e., 1 as female, 4 as neutral, 7 as male 
on a seven-point scale). A single sample t-test comparing the sample mean to 4 (as neutral) resulted in no 
significant difference (p>0.05). Thus, we conclude that the language of the CA itself does not construe a 
gender-specific cue and does not confound our results. Lastly, we asked participants whether they consider 
math and finance rather typical male or typical female knowledge fields (i.e., 1 as female, 4 as neutral, 7 as 
male on a seven-point scale). Our results and statistical tests provide support for our assertion that these 
fields are considered rather typical male by the U.S. participants (math: p<0.001; finance: p<0.01).  
Dependent Variables, Control Variables and Checks 
We focus on Perceived Competence and Trusting Intentions as dependent variables. The items to measure 
the dependent variable Perceived Competence were adapted from Hess et al. (2009) and McKnight et al. 
(2002) (e.g., “The advisor will be competent and effective in providing finance advice”) and Trusting 
Intentions (i.e., subjective probability of depending— follow advice) from McKnight et al. (2002) (e.g., “I 
would feel comfortable acting on finance information given to me by the advisor”). Moreover, we also 
measured the variables Agentic Traits (e.g., “How would you describe your advisor?” – “assertive”) and 
Communal Traits (e.g., “How would you describe your advisor?” – “friendly”) based on items used by 
Eyssel and Hegel (2012) as well as Subjective Knowledge from Flynn and Goldsmith (1999) (e.g., “I know 
pretty much about finance”). All items were presented on 7-point Likert-type scales ranging from strongly 
disagree to strongly agree and adjusted to the respective knowledge field.  
Additionally, we also measured demographics (i.e., participant’s Age and Gender) and control variables 
from extant literature that we considered most influential: We adapted items for Trusting Disposition 
Gefen and Straub (2004)(e.g., “I generally trust other people”), Trusting Disposition – Competence from 
McKnight et al. (2002) (e.g. “I believe that most professional people do a very good job at their work”), 
Product Knowledge from Flynn and Goldsmith (1999) (e.g., “I know pretty much about conversational 
agents/chatbots”) and Personal Innovativeness from Agarwal and Prasad (1998) (e.g., “I like to experiment 
with new information technologies”). 
As manipulation checks, we asked whether participants interacted with a human or computational advisor 
and whether the advisor was male, female, or genderless. Moreover, we also implemented an attention 
check to test whether participants carefully read the content of the advisor’s output.  
Experimental Procedure 
Consistent with previous studies (e.g., Nass et al. 1997), the experimental procedure consisted of a 
conversation with a gendered CA: (1) First, the participant had to read the experimental instructions. (2) 
Subsequently, we informed the participants about the upcoming cooperation between them and the CA, 
reflecting a typical judge-advisor system (Sniezek and van Swol 2001): We told participants to get familiar 
with a computational advisor, which should assist them in a quiz on the two knowledge fields (i.e., math 
and finance) later on in the experiment (see Figure 2). Since the advisor was described as having possibly 
imperfect knowledge and as it would only assist them in fulfilling the task, not to learn from it, the advisor 
was not introduced as a teaching agent, but solely as an advisor. (3) Participants then introduced themselves 
and talked to the CA, whereby the participant should gather initial information on the characteristics of the 
CA. (4) The final part of the experiment was a questionnaire, including the participants’ CA experience, 
perceptions and expectations over multiple pages. (5) Lastly, we debriefed participants and informed them 
that the experiment would end without the initially mentioned cooperation with the CA.  
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Figure 3. Experimental procedure 
Analysis and Results 
Sample Description, Controls and Manipulation Checks 
93 participants from Amazon Mechanical Turk completed our experiment without any suspicious click-
through behaviour. We chose Mechanical Turk as an appropriate source for participants because previous 
research demonstrated that data from Mechanical Turk respondents has high reliability and may even be 
of higher quality than data from student or online convenience samples (Steelman et al. 2014). Moreover, 
Mechanical Turk respondents are considered tech- and Internet-savvy and thus potential users of CAs, 
hence representing an adequate sample for our setting. Following Goodman and Paolacci (2017), all 
participants were U.S. residents with a minimal approval rate of 95% on the platform. Out of these 93 
participants, we removed 6 because they failed at least one of our checks, resulting in a final sample size of 
87 participants. Table 2 summarizes the descriptive statistics of our study.  
Groups N Female Average Age (Std.Dev.) 
1: CA with “Female cues”  47 40% 37 (12) 
2: CA with “Male cues” 40 50% 36 (12) 
Table 2. Descriptive statistics of the sample 
Several one-way analyses of variance confirmed the successful randomized assignment to the different 
experimental conditions: We did not observe any significant differences in terms of participant’s Gender, 
Age, Trusting Disposition, Trusting Disposition – Competence, Product Knowledge or Personal 
Innovativeness between the two treatment groups (all p>0.05), indicating that these (control) variables did 
not confound our dependent variables.  
Reliability and Validity 
Table 3 shows that both measures for high internal consistency (i.e., Cronbach’s alpha and composite 
reliability) were above the recommended level of 0.70 (Nunnally and Bernstein 1994). We tested convergent 
validity based on the values of the loadings and the average variance extracted (AVE). Loadings of all 
indicators were higher than 0.70. AVE values were above the recommended level of 0.50, suggesting that 
on average, each construct explains more than half of the variance of its indicators (Hair Jr et al. 2016). 
Hence, we found convergent validity with respect to the used measures. To assess discriminant validity of 
our results we used the heterotrait-monotrait ratio of correlations (HTMT) as there is evidence of its 
superior performance to the Fornell-Larcker test (Henseler et al. 2015). The maximum value of 0.852 was 
below the threshold of 0.90 indicated by Teo et al. (2008). Hence, discriminant validity of our results is 
supported. We also tested for multicollinearity by calculating the maximum variance inflation factor (VIF) 
which was equal to 1.107. As (Mason and Perreault Jr 1991) state that a VIF of 10 or higher is an evidence 
for multicollinearity, we concluded absence of multicollinearity in the results. Finally, we determined the 
model fit by SRMR (Henseler et al. 2016) which was equal to 0.063 and below the cut-off value of 0.080, 
indicating a good model fit (Hu and Bentler 1999). 
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Construct Cronbach’s 
alpha 
Composite 
reliability 
Loadings 
range 
AVE 
Agentic Traits 0.794 0.871 0.779 – 0.879 0.692 
Communal Traits 0.856 0.901 0.719 – 0.892 0.695 
Perceived Competence of CA – Math  0.976 0.982 0.962 – 0.970 0.932 
Perceived Competence of CA – Finance 0.952 0.965 0.914 – 0.947 0.873 
Trusting Intentions in CA – Math 0.907 0.931 0.757 – 0.920 0.731 
Trusting Intentions in CA – Finance 0.957 0.967 0.893 – 0.948 0.854 
Subjective Knowledge – Math 0.953 0.889 0.927 – 0.944 0.871 
Subjective Knowledge – Finance 0.903 0.938 0.906 – 0.927 0.836 
Table 3. Reliability and convergent validity of selected measures  
Hypotheses Testing 
To test our hypotheses, we conducted multivariate linear regressions (e.g., Schaarschmidt et al. 2018) and 
bootstrap analyses with 5,000 samples and 95% bias-corrected confidence intervals based on PROCESS 
(Hayes 2017) to test direct and indirect (i.e., mediation) effects. Figure 4 summarizes the results in an 
easier-to-read visual way, which is similar to our research framework (Figure 1).  
Table 4 and Table 5 offer exhaustive two stage hierarchical regression results on the dependent variables 
Perceived Competence of CA and Trusting Intentions in CA, respectively. We hereby coded CA Gender as 
a binary variable, which equals 0 when the CA was male and 1 when it was female.  
Table 4 contains the regression results concerning the dependent variables Perceived Competence of CA – 
Math and – Finance. Consistent with other studies (e.g., Schaarschmidt et al. 2018), we first included all 
control variables (model 1) related to Perceived Competence of CA – Math, then added our independent 
and mediating variables (model 2). Similarly, model 3 includes all control variables and model 4 all 
variables related to Perceived Competence of CA – Finance. Contrary to H1a and H1b, we found evidence 
that a female (vs. male) CA leads to higher levels of Perceived Competence of the CA in math-related 
(β=.408, p<0.05, model 2) and finance-related subjects (β=.444, p<0.01, model 4). Regarding H2a and 
H2b, we found an insignificant effect of CA Gender on Agentic Traits (β=-.288, p>0.05) as well as on 
Communal Traits (β=.083, p>0.05). 
 
Figure 4. Research model including path coefficients results, significance levels, and 
adjusted coefficients of determination 
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 Model 1 Model 2 Model 3 Model 4 
Variables Perceived 
Competence of 
CA – Math  
Perceived 
Competence of 
CA – Math  
Perceived 
Competence of 
CA – Finance  
Perceived 
Competence of 
CA – Finance  
Independent Variables     
CA Gender  .408*  .444** 
Mediating Variables     
Agentic Traits  .031ns   .001ns 
Communal Traits  .400***  .204* 
Indirect Effect of CA 
Gender via Communal 
Traits (LLCI, ULCI) 
 
.008ns 
(-.350, .081) 
 
.013ns 
(-.114, .075) 
Covariates     
Subjective Knowledge – 
Math 
 .011ns  .024ns 
Subjective Knowledge – 
Finance 
 .044ns  .067ns 
Controls     
Gender .028ns .289ns -.013ns .125ns 
Age  .079ns .004ns .025ns -.0003ns 
Trusting Disposition -.063ns -.021ns -.157ns -0.065ns 
Trusting Disposition – 
Competence  
.298** .080ns .464*** .232* 
Personal Innovativeness .077ns .043ns .124ns -.055ns 
Product Knowledge .403*** .263* .062ns -.006ns 
R² .248 .503 .159 .653 
Note: * p<0.05; ** p<0.01; ***p<0.001; ns not significant 
Table 4. Results of hierarchical regression model for Perceived Competence of CA  
Furthermore, we found insignificant effects of Agentic Traits on Perceived Competence of the CA for both 
knowledge fields (H3a and H3b, model 2 and model 4 respectively). Next, we found support for H4a and 
H4b as Communal Traits significantly increased the Perceived Competence of the CA in math-related 
subjects (β=.400, p<0.001, model 2) and finance-related subjects (β=.204, p<0.05, model 4). We also 
tested for significant indirect effects of CA Gender on Perceived Competence of the CA. CA Gender had no 
significant indirect effect on Perceived Competence of the CA via Communal Traits (LLCI=-.350, 
ULCI=.081). Since Agentic Traits had no significant direct effects on Perceived Competence of the CA, a 
prerequisite for a significant indirect effect was not given. We also entered the other explicit variables of the 
research framework (i.e., Subjective Knowledge – Math and – Finance) as covariates into the regression. 
However, no significant direct effects were found (all p>0.05, model 2 and model 4).  
Table 5 indicates the regression results concerning the dependent variables Trusting Intentions in CA – 
Math and – Finance. Alike Table 4, in models 5 and 7 we first entered only the control variables, then 
entered our independent variables in model 6 and 8, respectively. Our hypotheses concerning the effects of 
Subjective Knowledge on Trusting Intentions in CA are supported for both knowledge fields: Subjective 
Knowledge in math (H5a) and finance (H5b) significantly affected the Trusting Intentions in CA in the 
respective fields (H5a: β=-.155, p<0.05, model 6; H5b: β=-.157, p<0.05, model 8). Also, we could confirm 
previous research on the significant effects of Perceived Competence in CA on Trusting Intentions in CA 
for math- (β=.425, p<0.001, model 6) and finance-related subjects (β=.885, p<0.001, model 8). We also 
tested for the effects of the other variables of the research framework (i.e., CA Gender, Agentic Traits, and 
Communal Traits) on Trusting Intentions in CA but uncovered no significant effects (all p>0.05, model 6 
and model 8).  
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 Model 5 Model 6 Model 7 Model 8 
Variables Trusting 
Intentions in 
CA – Math  
Trusting 
Intentions in 
CA – Math 
Trusting 
Intentions in 
CA – Finance  
Trusting 
Intentions in 
CA – Finance 
Independent Variables     
Subjective Knowledge – 
Math  
 -.155*  -.053ns 
Perceived Competence in 
CA – Math  
 .425***  -.086ns 
Subjective Knowledge – 
Finance 
 .010ns  -.157* 
Perceived Competence in 
CA – Finance 
 .040ns  .885*** 
Covariates     
CA Gender  .028ns  .018ns 
Agentic Traits  .072ns  .116ns 
Communal Traits  .136ns  .016ns 
Controls     
Gender -.203ns -.319ns -.088ns -.056ns 
Age  .205ns .009ns .047ns .001ns 
Trusting Disposition .098ns .126ns -.122ns .067ns 
Trusting Disposition – 
Competence  
.234* .003ns .220ns -.156ns 
Personal Innovativeness .206ns .183ns .296* .244* 
Product Knowledge .038ns -.106ns -.033ns .027ns 
R² .119 .509 .044 .614 
Note: * p<0.05; ** p<0.01; ***p<0.001; ns not significant 
Table 5. Results of hierarchical regression model for Trusting Intentions in CA  
Discussion  
The continuous permeation of AI-enabled CAs in business and private lives offers new opportunities to 
shape and improve the collaboration of humans and computers. Yet, despite the apparent success of CAs, 
both practitioners and researchers still face challenges in designing these new IS. To come one step closer 
to solving this challenge, we examined cooperative CAs, which are majorly concerned with the provision of 
advice to users in cooperative settings. We investigated gender stereotyping and egocentric bias as 
influences within HCI that may arise from a CA’s design cues and a user’s subjective knowledge.  
Within our online-experiment, we observed that, in contrast to most extant literature, the female CA was 
rated more competent than the male CA in stereotypical male knowledge fields. Though our findings seem 
to provide conflicting findings on the effects of gender stereotyping, we strive to provide a solution to solve 
this conflict and extend research by explaining our observations with contextual reasoning of users 
(Rooderkerk et al. 2011): Users may have acquired context-specific information regarding gender in early 
childhood, such as the mother being more present in cooperative situations (Kim et al. 2012). This deeply 
embodied information is then used within contextual reasoning to assess the fit of a gender in similar 
(cooperative) situations, which explains why users more strongly associate the female CA with competence 
in a cooperative CA context, irrespective of the CA’s traits and knowledge field. Thus, our observations 
indicate the interpretation that female CAs are generally associated more with cooperative settings and thus 
perceived as more competent in various cooperation task settings, thus more suitable for service or 
assistance contexts (Beldad et al. 2016). Additionally, we observed that effects of CA’s gender on a user’s 
perceptions of agentic and communal traits did not significantly differ between the male and female CA. In 
light of our explanation for the direct effect of CA gender on user’s perceived competence in a CA, we note 
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that the effects CA gender may not be fully grasped by agentic and communal traits. We argue that, although 
being good proxies for the measurement of simplistic design cues (e.g. female haircut vs. male haircut) in 
situations without specific contextual dependencies (Eyssel and Hegel 2012), perceived agentic and 
communal traits may not be perfectly suitable measures for gender effects that stem from contextual 
dependencies. This may be specifically the case, when CA design includes several cues (e.g., clothes) that 
render female and male CAs to be on similar levels concerning agentic and communal traits. Perhaps, in 
these cases, agentic and communal traits may rather be operationalized as measures for perceived 
personality traits which are elicited by the implemented design cues (Abele and Wojciszke 2007). 
Moreover, whereas a CA’s communal traits significantly affected a user’s perceived competence of the CA, 
a CA’s agentic traits did not. Thus, the results further suggest that the context of cooperative CA is 
substantially different from the competitive ones of classic sales and recommendation agents in e-
commerce. Indeed, in a cooperative context, competence seems to be more strongly related to communal 
traits, as literature from social psychology suggests (Abele and Wojciszke 2007). Agentic traits, however, 
seem to not be valued by users in our cooperative settings. An explanation for this observation is that 
participants might have perceived that the CA had no or little influence on the participants’ well-being and 
goal pursuit. As such, due to the little outcome dependency, only the CA’s communal traits counted (Abele 
and Wojciszke 2007). Thus, one may derive the learning that whereas in competitive contexts a user is per 
se dependent on the CA and thus may consider a CA’s agentic cues, this is only the case in cooperative 
contexts when the user seems to depend on the CA to reach a user’s goal.  
Lastly, the significant effects of a user’s subjective knowledge on a user’s trusting intentions in a CA provide 
support for our hypothesis that higher perceptions of one’s own knowledge lead to a decrease of trust in a 
CA. Similar to prior research from psychology and judge-advisor systems, we relate this finding to the 
existence of an egocentric bias that negatively affects the advice effectiveness of cooperative CAs (Bonaccio 
and Dalal 2006). Moreover, within our experiment the CA did not provide any advice and the users still 
appeared to trust the advisor less the more they felt knowledgeable. This particular circumstance further 
strengthens our findings, which are in line with recent research that connects little trust in advice to advice 
discounting (Wang and Du 2018). Thus, our results indicate that users can behave biasedly in judge-advisor 
systems based on their subjective knowledge, which can affect the HCI between users and cooperative CAs. 
Implications for Theory and Practice 
First of all, we provide counterintuitive evidence that CAs with female gender cues are perceived as 
significantly more competent than their male counterpart in stereotypical male knowledge fields. This 
observation seems to contradict previous research on interactions with computers and robots (Eyssel and 
Hegel 2012; Nass et al. 1997). However, we explain this phenomenon and thus extend theory by stating that 
users apply contextual reasoning to assess the fit of a gender in similar situations, which explains why users 
more strongly associate the female CA with competence in a cooperative CA context, irrespective of the CA’s 
traits and knowledge field. We therefore support and further explain the notion by scholars like Beldad et 
al. (2016) that female representations appear to be more suitable for advice-giving IS.  
Second, we deliver insights to research that the effects of gender cues may not be mediated by agentic and 
communal traits. Although the effects of the CA’s gender on competence were significant, the effects of a 
CA’s gender on agentic and communal traits were not, which means that the male and female CA did not 
significantly differ in perceived agentic and communal traits. We thus introduce IS research to the idea that 
gender cues comprise more than what we can potentially measure with agentic and communal traits, and 
that further research may focus on investigating contextual differences for gender cues and various 
representations of gendered CAs.  
Third, our observations of the significant effect of communal traits and the insignificant effect of agentic 
traits on a user’s perceived competence of a CA provide a new perspective in that cooperative HCIs appear 
to be different from competitive ones. For example, research on recommendation agents continuously 
postulates that cues that convey competence are most important for competence perception of such agents 
(Komiak and Benbasat 2008). Thus, we enrich research on CAs by providing evidence that in interactions 
with cooperative CAs, communal traits lead to significant increases in a user’s perceived competence of a 
CA, while agentic traits seem to be valued less.  
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Fourth and lastly, we point out the conflict that an increase in user’s subjective knowledge leads to a 
decrease in trust in CAs irrespective of the knowledge field. Our research therefore also draws the attention 
away from the anthropomorphic design of IS and looks at the characteristics of users. Consequently, 
analogous to the design of a CA’s gender, our research suggests that CA designers and researchers must 
consider various cues and biases to understand a user’s acceptance of CAs. 
For practitioners, the first implication lies therein that especially in a cooperative context, designers should 
pay attention to imbuing CAs with female gender cues and communal traits. This should increase the 
perception of competence in the IS. Nevertheless, this general conclusion should be further evaluated in 
usability-tests, because in related research, scholars found that the congruency between context and CA’s 
gender also leads to a higher credibility and trust in advice (Beldad et al. 2016). Moreover, in contexts in 
which users perceive to be more dependent on the CA, more agentic traits in design of the CA might be 
suitable (Abele and Wojciszke 2007). Thus, practitioners must carefully consider in what context the CA 
should provide advice on. Furthermore, we discovered that especially users with high subjective knowledge 
are prone to advice discounting. This implies that the use of CAs can be more effective in the intelligence 
augmentation of users who consider themselves unknowledgeable, such as when a user needs advice in 
novel and unfamiliar knowledge fields. 
Limitations and Directions for Future Research  
The contributions of this research should be considered with some limitations in mind. First, the short, 
experimental setting of “getting to know the advisor” may differ from those in real practice when interacting 
with a CA over a longer period. Furthermore, our research focused on U.S. participants. Thus, future 
research may want to investigate the phenomenon longitudinally, beyond an initial encounter and across 
several cultures to derive more expanding learnings. Moreover, future research can investigate if our 
hypotheses also find support in stereotypical female knowledge fields.  
Second, although we deem using a holistic design with context specific cues appropriate for our research 
purpose, the holistic design integrates several cues (e.g., clothing and smile) and thus does not allow us to 
statistically determine, which cues were more important for a user’s perception of agentic and communal 
traits. Therefore, a comparison of our findings with an additional treatment group with a less 
anthropomorphized (e.g., genderless) CA may be a viable option to derive further learnings. Apart from 
that, IS research can further investigate the use of holistic CA designs that combine several design cues 
adjusted to specific contexts. Moreover, additional research can dive into the linkage between these design 
cues and performance of IS users and further examine the impact on task performance. 
Regarding the literature on judge-advisor systems, our experiment profited from past knowledge and was 
able to extend IS research by new findings. Future research may analyze, for example, other biases, such as 
anchoring and differential information and how they can be leveraged (Epley 2004).  
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