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On the Kunz-Souillard approach to localization
for the discrete one dimensional generalized
Anderson model
Valmir Bucaj∗
Abstract
We prove dynamical and spectral localization at all energies for the discrete generalized An-
derson model via the Kunz-Souillard approach to localization. This is an extension of the
original Kunz-Souillard approach to localization for Schro¨dinger operators, to the case where
a single random variable determines the potential on a block of an arbitrary, but fixed, size
α. For this model, we also give a description of the almost sure spectrum as a set and prove
uniform positivity of the Lyapunov exponents. In fact, regarding positivity of the Lyapunov
exponents, we prove a stronger statement where we also allow finitely supported distributions.
We also show that for any size α generalized Anderson model, there exists some finitely sup-
ported distribution ν for which the Lyapunov exponent will vanish for at least one energy.
Moreover, restricting to the special case α = 1, we describe a pleasant consequence of this
modified technique to the original Kunz-Souillard approach to localization. In particular, we
demonstrate that actually the single operator T1 is a strict contraction in L
2(R), whereas
before it was only shown that the second iterate of T1 is a strict contraction.
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1 Introduction and setting
The study of random Schro¨dinger operators is of particular importance, since such operators model
disordered media (e.g. amorphous solids). In some instances, as it is the case for crystals, the
structure of the solid is completely regular; that is, the atoms are distributed periodically on some
lattice. Then, mathematically, in such regular crystals, the total potential that a single particle (e.g.
electron) at some position in Rd feels is periodic with respect to the lattice at hand. Schro¨dinger
operators with periodic potentials are well understood, see for example [24], [14], [28].
However, as it is often the case in nature, if the positions of the atoms in the solid deviate from,
say, a lattice in some highly non-regular way, or if the solid is some kind of mixture of various
materials, then it is natural to view the potential that, say, a single particle feels at some position,
as some random quantity. Mathematically, this can be studied via Schro¨dinger operators with
random potentials. So, understanding spectral properties of such operators is of great importance.
In this paper, we consider the case where the potentials of the Schro¨dinger operators are
generated by independent and identically distributed random variables (i.i.d.). Specifically, the
model which we study is as follows: Suppose r : R → R≥0 is bounded, compactly supported, and
continuous away from a Leb−zero measure set, with ‖r‖1 = 1 and such that supp r contains a
nontrivial interval. Define a measure ν on R via dν(E) = r(E)dE. Let
M = sup{|E| : E ∈ supp(r)}
I = [−M,M ]
Σ0
def
= [−M − 2− ‖V0‖∞,M + 2 + ‖V0‖∞]
Ω = IZ
dµ(ω) =
∏
n∈Z
r(ωn)dωn.
Above, we let V0 = {V0(n)}n∈Z ∈ ℓ∞(Z), be some fixed bounded background potential. For
n ∈ Z, and any fixed α ∈ Z+, we define Vω(αn) = f0ω(n), Vω(αn + 1) = f1ω(n), Vω(αn + 2) =
f2ω(n), . . . , Vω(αn + α − 1) = fα−1ω(n) for each ω ∈ Ω, where fi > 0 for i = 0, 1, . . . , α − 1 are
fixed real numbers. That is, the potential is of the form
Vω(n) =
∑
k∈Z
ω(k)f(n− kα), (1)
where the single site potential f : Z→ R>0 is supported on {0, 1, . . . , α−1}, and we take f(i) = fi
for i = 0, 1, . . . , α − 1. In other words, one i.i.d random variable determines the value of the
potential on a block of length α. From now on, we will refer to this as an α−block.
With this notation, we define a one parameter family of Schro¨dinger operators, {Hω}ω, on
ℓ2(Z) as follows
(Hωu) (n) = u(n+ 1) + u(n− 1) + (Vω(n) + V0(n)) u(n). (2)
We wish to emphasize that we do not think ofHω as a single operator, but rather as an operator
valued function on the probability space Ω (i.e. ω 7→ Hω). As such, we are generally interested in
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statements about Hω that hold almost surely; that is, with probability one on Ω. In the literature
this model is known as the generalized Anderson model in the discrete setting, see for example [9].
In the special case when α = 1 and f0 = 1, this model, initially introduced in 1958 by P.
W. Anderson to explain various quantum mechanical effects of disordered media, is now known
in literature as the Anderson model. The simplest non-trivial case, where the support of the
distribution contains precisely two elements is known as the Bernoulli-Anderson model. It is well
known that, the spectrum of the Anderson model has a simple description, namely we have
Σ
def
= σ(Hω) =
[− 2, 2]+ supp(r) def= {a+ b : a ∈ [− 2, 2], b ∈ supp(r)},
for µ− almost every ω ∈ Ω. That is, it is simply given by the union of the translates of the
spectrum of the Laplacian by points in supp r. Since, by assumption, supp r is compact, the above
description shows that the spectrum of an Anderson model will always be given by a finite union
of compact intervals. For a proof of this result, see [27]. Below, we also give a set description of
the spectrum for the generalized Anderson model, though it is not as simple as for the original
Anderson model.
One interesting property to study for the Anderson model is the phenomenon of localization.
There are typically two separate statements referring to localization: a spectral statement and
a dynamical one. Given some interval I ⊂ R, we say that the operators Hω exhibit spectral
localization in I if, almost surely, they have pure point spectrum, with exponentially decaying
eigenfunctions. Historically, the discovery that dense pure point spectrum can occur, came as
a surprise to the mathematical community- this would be the case if I is a nontrivial interval
of σ(Hω) above - as will be the situation in our case. On the other hand, different notions of
dynamical Anderson localization have been used in literature. However, in essence, dynamical
localization refers to an absence of transport in a random medium. This is typically quantified via
(almost-sure) bounds on the moments of wave packets such as
sup
t
∑
n∈Z
|n|p ∣∣〈δn, e−itHωδ0〉∣∣2 <∞,
for all p > 0. In some instances, one can prove stronger statements, such as replacing the almost sure
condition by an expectation E(·), as is the case via the Kunz-Souillard approach to localization in
dimension one. For a more elaborate discussion of this method in the case of Schro¨dinger operators,
see [5].
The first mathematically rigorous proof of strong dynamical localization for the actual Anderson
model, for one dimensional discrete Schro¨dinger operators, was originally given by H. Kunz and
B. Souillard in [23]. For a version of the continuum model, namely one with time-continuous
randomness, Goldsheid, Molachov, and Pastur gave the first spectral localization proof. Following
Kunz-Souillard’s work, there have been a few extensions of their method in different directions
and settings. In [26], Simon showed that it is possible to allow for the potential to decay at
a specific rate and still obtain pure point spectrum. Though, in this situation one no longer
necessarily gets exponential localization or exponentially decaying eigenfunctions of the operators
at hand. Recently, in [4] we show that the original localization result of Kunz-Souillard and that of
Simon in [26] also hold true for any Jacobi operators (i.e. the case where the non-diagonal entries
are no longer 1, but rather any positive bounded sequence). In 2011, Damanik and Stolz in [6]
developed a continuum analogue of the discrete Kunz-Souillard approach. It is their technique
that we adopt and use extensively in this paper to develop another extension of the original
Kunz-Souillard approach to localization for random Schro¨dinger operators in the discrete setting
in one dimension. Recently, in [7], Damanik and Gorodetski further generalize the Kunz-Souillard
approach by allowing certain correlations among the random variables defining the potentials. In
that paper, they also give some interesting applications to almost periodic Schro¨dinger operators.
In an appropriate formulation, it is known that dynamical localization implies spectral local-
ization, while the converse is not true in general. For example, the so called random dimer model
serves as a counterexample to this implication (see [19] and [20] for a more elaborate description).
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One typically needs “ spectral localization +ǫ” to imply dynamical localization in some suitable
formulation. This relationship was studied by del Rio, Jitomirskaya, Last, and Simon in [13].
There are different approaches to localization: Spectral averaging can be used to study spectral
localization; one can also study both spectral and dynamical localization via methods such as,
multi-scale analysis, developed around 1983 by Fro¨hlich and Spencer in [15]; fractional moments
method, initially introduced by Aizenman and Molchanov in [2]; and also, which is what we do
in this paper, the Kunz-Souillard method. Each method has its advantages and disadvantages.
While, for example, some results which have been proven using multiscale analysis are well out of
reach of the fractional moments method or the Kunz-Souillard approach, it is extremely technical
and thus harder to work with. On the other hand, though, for example, one can prove less results
via the fractional moments method, first off, it is much more elementary in nature, and second,
under appropriate stipulations, it can provide richer and stronger results than multiscale analysis.
The basic idea behind the fractional moments method is very simple: one first tries to establish
exponential decay for the fractional moments of the Green’s function (i.e. the matrix elements of
the resolvent of Hω) and conclude dynamical and spectral localization from these bounds. There
are typically two fairly different approaches to establish dynamical localization from exponentially
decay of the fractional moments of Green’s function. The first one was initially developed by Graf in
[16], and works directly in infinite volume; that is, it does not need to first restrict the Hamiltonian
Hω to a finite box. The second method begins by first considering restrictions of the Hamiltonian
to some finite box and it relies on the so-called finite volume eigenfunction correlators, which
arise from the eigenfunction expansion of the Hamiltonian. The second approach is actually quite
similar in flavor to the Kunz-Souillard method, as far as the general ideas go. It has also proven
to be very robust under generalizations. For example, it can be extended to prove localization for
the continuum Anderson model, which actually took almost a decade for it to be achieved, but
nonetheless, was finally settled in 2006 in [1] and [3]. About four years later, in [17], a fractional
moment’s method proof of localization at all energies was also provided for the one-dimensional
continuum Anderson models, which finally filled a gap that existed in the literature up to that
point.
Similarly, while there are many limitations in the scope of the Kunz-Souillard approach to
localization (maybe the biggest one being the lack of applicability to dimensions higher than
one), its rather elementary nature and the rich results it produces make it very attractive and of
considerable interest.
In the Kunz-Souillard approach one begins by first restricting the operator Hω to some finite
box, decomposing it in terms of its eigenspaces, and then via a change of variables rewriting the
latter in terms of some integral operators. So, the real technical difficulty of the method lies in
estimating the norms of these operators. Specifically, in the original work of Kunz and Souillard
in [23], the challenge was to show that the operator T1 was a strict contraction. Though this was
not achieved, it was shown that the second iterate of T1 is a strict contraction, which was enough
to conclude dynamical localization. In this paper, as a consequence of our approach, in section
9, we actually manage to improve on this result, namely we deduce that the single operator T1 is
itself a strict contraction. We consider this to be an interesting result, since it is rarely the case
that the generalization of an original result actually improves on it as well. Typically, whenever
an extension of some previous work is done, the goal or the hope is that the extended work will
continue to coincide with the original work, when restricted to a specific case, or something along
those lines.
2 Main results
2.1 Statements of the main results
The main objective of this paper is to prove dynamical and spectral localization for the family of
operators {Hω}ω∈Ω defined above. Specifically, we prove the following two theorems.
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Theorem 2.1. With Ω, µ, and Hω as above, there exist constants C, γ ∈ (0,∞) such that∫
Ω
(
sup
t∈R
∣∣〈δm, e−itHωδn〉∣∣
)
dµ(ω) ≤ Ce−γ|⌊m−nα ⌋|,
for all m,n ∈ Z.
For more pleasant exposition, we fix the following notation
a(m,n) =
∫
Ω
(
sup
t∈R
∣∣〈δm, e−itHωδn〉∣∣
)
dµ(ω). (3)
Theorem 2.2. If there are constants C, γ ∈ (0,∞) such that
max
n∈{0,1}
a(m,n) ≤ Ce−γ|m|,
then for µ− almost every ω ∈ Ω, Hω has pure point spectrum with exponentially decaying eigen-
functions. More precisely, these eigenfunctions obey estimates of the form
|u(m)| ≤ Cω,ǫ,ue−(γ−ǫ)|m|,
for small enough ǫ ∈ (0, γ).
Proof. The proof of Theorem 2.2 is proven in almost identical way as in the special case when
α = 1, so we direct the reader to [5] or [8].
We wish to note that the conclusion of Theorem 2.1 implies the hypothesis of Theorem 2.2.
Thus, in the case of the Kunz-Souillard approach to localization, as stated before, one derives
spectral localization from dynamical localization.
Corollary 2.3. Given any V0 ∈ ℓ∞(Z), then for µ− almost every ω ∈ Ω the Schro¨dinger operator
Hω = △+ V0 + Vω, where Vω is as in (1), has pure point spectrum.
This is an immediate consequence of the above Theorems. It is already known that any bounded
potential can be perturbed by a random potential to obtain pure point spectrum, however, the
above corollary establishes that this statement still remains true even when the perturbation is
done with somewhat less random potentials.
In what follows, mainly for ease of notation, we will carry out all the computations for V0(n) ≡ 0.
For a discussion of the general case see the Appendix, where we will emphasize the key modifications
one would have to do when running the below arguments with the fixed background potential
present.
2.2 Discussion of the model
Here we wish to give a brief heuristic discussion of our model, the importance of some of the
specific assumptions we have made, which allow us to conclude dynamical localization, and some
of the new challenges we faced.
First, it is of great importance, for our proofs to go through, that the scaling factors, f0, . . . , fα−1,
be all strictly positive. We use this assumption in a crucial way throughout some of the key proofs
below, one of them being the proof that the change of variable is one-to-one.
The other crucial assumption is that the single-site distribution µ be purely absolutely contin-
uous. For the discrete generalized Anderson model, in comparison to the continuum analogue in
[6], we actually relax the condition on the density r, that is, we allow for a Lebesgue measure zero
set of discontinuities. We remark, however, that following our arguments that justify this, one can
relax this condition in the continuum case as well.
We wish to point out that dynamical localization might no longer be present if one works with
distributions supported on say a finite set. For example, if we start with the Bernoulli-Anderson
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model, say where suppµ = {ǫa, ǫb}, and each ǫa, ǫb is assigned to each site with probability q and
1− q, and we continue to double up the sites, that is, we set Vω(2n− 1) = Vω(2n) = ωn, for each
n ∈ Z, where ω = (ωn)n ∈ Ω def= (suppµ)Z, then, in this case, one no longer obtains dynamical
localization. This model, which in the literature now is known as the random-dimer model, was first
introduced and studied in 1990 in [11] by Dunlap, Wu, and Phillips. This is also the first example
which demonstrates that, in general, spectral localization does not imply dynamical localization.
Taking q = 1/2, which also corresponds to the case of highest disorder, one may think of the
random-dimer model as flipping a coin to determine whether the value of the potential at a pair
of lattice sites should be ǫa, or ǫb. From an intuitive standpoint, the fact that one no longer gets
localization in this scenario is a bit surprising, since it would seem reasonable to expect that this
system is equivalent to the completely random system, with the only difference being, now having
two sites per unit cell.
In fact, it is still an interesting open problem, to see if one can extend the Kunz-Souillard
approach to the case where the single-site distributions have a non-trivial singular part.
One of the first challenges that we faced was finding the appropriate way to establish the
injectivity of the change of variables map. Since we rely on Pru¨fer variables, where the Pru¨fer
phase is initially only defined up to a multiple of 2π, one needs to find the appropriate way to
make such angles unique, while at the same time being able to establish injectivity of the change
of variables. For this reason, the way one forces uniqueness, has to be, in some appropriate sense,
natural. However, since we work in the discrete setting, in contrast to the continuum situation,
one cannot exactly simply resolve this issue via imposing some continuity condition on the Pru¨fer
phase, since continuity for us doesn’t make sense to begin with. We resolve this issue and develop
some necessary results, of the continuum analogues, for the discrete Pru¨fer phases in Section 3.
Along these lines, part of the new challenge was developing some of the analogous background
results for the discrete Pru¨fer amplitudes and phases, which is something we do as need arises
throughout the paper. The rest of the challenge was essentially finding the appropriate ways to
discretize and adopt the continuum techniques developed by Damanik and Stolz in [6].
We wish to point out that the discrete generalized Anderson model falls into the framework of
the discrete one-dimensional random word models developed by Damanik, Sims, and Stolz in [9].
In their notation, the fundamental set of words for this model is W = {λw : λ ∈ supp r}, where
w = (f0, f1, . . . , fα−1) ∈ Rα. In other words, the generalized Anderson model that we consider
here, is a special case of this more general framework. In that paper, the authors study discrete
Schro¨dinger operators in one dimension whose potentials are obtained by randomly concatenating
blocks form an underlying set of words. They use multiscale analysis to prove spectral localization
at all energies, and dynamical localization away from a finite set of exceptional energies.
The authors make the observation, which is an artifact of their techniques, that the number of
these exceptional energies seems to decrease as the set of words increases (i.e. the support of the
measure from which these random words are drawn). They go further as to conjecture, though
they don’t explicitly state it as such, that for suitably rich word spaces there are no exceptional
energies.
We wish to note that, in the special case of the generalized Anderson model, which is the
central object of study in our paper, where we suppose that the distribution, µ, has Lebesgue-a.e.
continuous and compactly supported density, we give a positive answer to their conjecture, for
this particular class of distributions. Moreover, not only do we prove dynamical localization at
all energies for the generalized Anderson model, but, via the Kunz-Souillard method, we also get
exponential bounds, and thus dynamical localization in a stronger sense than in [9]. We do however
wish to mention the important fact that their results are for a larger class of operators, and as
such, they hold true with minimal assumptions on the underlying word space. That is, they only
assume a nontriviality condition on the word space, which for the generalized Anderson model,
translates to W containing at least two words.
We also wish to note that
HT0ω = UαHωU
−1
α
where T0 :WZ →WZ, is given by (T0ω)n = ωn+1, and where Uα is the shift by α in ℓ2(Z).
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Finally, in the last section we prove uniform positivity of the Lyapunov exponents, where we
even allow the distribution µ to be finitely supported. In fact, we provide a lower bound on
#(suppµ), for which we have uniform positivity of the Lyapunov exponents for the generalized
Anderson model.
In [17], Stolz. et. al, among other things, prove Fu¨rsteberg at all energies, for the continuum
Anderson model in one dimension, under the assumption that suppµ is not discrete. Their proof is
based on some of the results and techniques developed in [10] and a slightly more general result than
the one proved in [23]. We believe that once one has proved a discrete analogue of the result in [23],
then the same technique could be adopted to proving positivity of the Lyapunov exponent at all
energies even for the discrete generalized Anderson model. We however, do not take this route, but
instead use a more elementary and direct approach which in turn allows us to relax the assumptions
on the support of the distribution µ; that is, we allow discrete supports for our distributions. We
point out that, by itself, this could count as a stronger result than the result one could potentially
obtain by the aforementioned approach, however, since for the generalized Anderson model, which
we study in this paper, we begin by assuming that µ is absolutely continuous, the outcome would
have been the same.
Moreover, we demonstrate that the dependence on the size of the block for the lower bound on
the cardinality of the support of µ is necessary. Specifically, we show that for any given α, there
exists some finitely supported distribution µ, for which the Lyapunov exponent for the generalized
Anderson model vanishes for at least one energy. Thus, it is not possible to find an α− independent
lower bound for #(suppµ) for which one would get uniformly positive Lyapunov exponents for the
generalized Anderson model.
2.3 Almost sure spectrum of Hω
In this section we give a description of the almost sure spectrum, Σ, of Hω as a set. Specifically,
we prove the following theorem
Theorem 2.4. Let Σ denote the almost sure spectrum of Hω. Then, we have
Σ =
⋃
ω={ωn}∈suppµ
ω=periodic
σ(Hω).
The proof follows the same general guidelines as in the original Anderson model (eg. see [21]).
We begin by proving the following technical lemma,
Lemma 2.5. There is a full measure set Ω0 such that for any ω ∈ Ω0, any finite set I ⊂ Z, any
periodic ω¯ = {ω¯n} ∈ suppµ, and any ǫ > 0, there exists a sequence {jn} in Z with |jn| → ∞ such
that
sup
i∈I
|Vω(i+ jn)− Vω¯(i)| < ǫ.
Proof. Let I, ω¯ = {ω¯n} and ǫ > 0, as in the statement, be fixed, and set
A
def
= {ω ∈ Ω : sup
i∈I
|Vω(i)− Vω¯(i)| < ǫ}.
Using independence of the random variables and the definition of the topological support of ν we
first show that µ(A) > 0. Let Λk
def
= [αk, αk + α− 1]. Then, for some r we have
I ⊂ Kr def=
r⋃
n=1
Λkn ,
where kni 6= knj for i 6= j. With no loss of generality we can assume that I ∩ Λkn 6= ∅ for all
n = 1, 2, . . . , J , else we can just disregard the Λk−s that result in empty intersections with I.
Observe that
A = {ω ∈ Ω : sup
i∈I
|Vω(i)− Vω¯(i)| < ǫ}
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=
r⋂
n=1
{ω ∈ Ω : bn|ωkn − ω¯pn | < ǫ }
=
r⋂
n=1
{ω ∈ Ω : ωkn ∈ (ω¯pn − ǫ b−1n , ω¯pn + ǫ b−1n )},
where bn = maxj∈I∩Λkn {fj}. So, using the fact that {ωk} are random i.i.d variables and the fact
that ω¯pn ∈ supp ν, we get
µ(A) = µ
(
r⋂
n=1
{ω ∈ Ω : ωkn ∈ (ω¯pn − ǫ b−1n , ω¯pn + ǫ b−1n )}
)
=
r∏
n=1
ν(ω¯pn − ǫ b−1n , ω¯pn + ǫ b−1n )
> 0.
Next, pick a sequence {ln} ∈ Z such that for any n 6= m we have
|ln − lm| > 2α diamKr ,
where α is the block size, and such that Vω(i) and Vω(i + ln) have the same coefficient fj that
multiplies the corresponding random i.i.d at the respective sites. Then, the events
An = An(I, q, ǫ)
def
= {ω ∈ Ω : sup
i∈I
|Vω(i + ln)− Vω¯(i)| < ǫ}
are independent, and it is easy to see that µ(An) = µ(A) > 0. So, since {An} are independent and∑
n
µ(An) =∞, from Borel-Canelli lemma we know that
ΩI,q,ǫ
def
= {ω ∈ Ω : ω ∈ An for infinitely many n}
has probability one; that is, µ (ΩI,q,ǫ) = 1. We wish too point out that the desired sequence {jn}
will be a subsequence of {ln}. Let C0 be a dense countable subset of supp ν. Then, since the
collection of all finite subsets I of Z is countable, we get that the set
Ω0
def
=
⋂
I⊂Z,q∈C0,n∈Z+
ΩI,q, 1
n
(4)
as a countable intersection of sets of measure one, has measure one; that is, µ (Ω0) = 1. It is
easy to see that, by definition, Ω0 satisfies the requirements of the claim, and thus concluding the
proof!
Proof of Theorem 2.4. The inclusion “ ⊂ ” is a standard result; it essentially follows from strong
resolvent convergence, see for example [25, p.290, Thm.VIII.24]. To prove the reverse inclusion
“ ⊃ ”, we will use the Weyl’s criterion,
λ ∈ σ(Hω) iff ∃ψn ∈ ℓ2(Z), with ‖ψn‖ = 1 such that ‖(Hω − λ)ψn‖ → 0 as n→∞.
Let λ ∈
⋃
ω={ωn}∈suppµ
ω=periodic
σ(Hω). Then λ ∈ σ(Hω¯) for some periodic ω¯ ∈ suppµ. So, by the Weyl’s
criterion, there exist some finitely supported sequence ϕn ∈ ℓ2(Z) with ‖ϕn‖ = 1 and ‖(Hω¯ −
λ)ϕn‖ → 0 as n → ∞. Set ϕ(j)(i) = ϕ(i − j). Our goal is to construct a Weyl sequence, ψn, for
the operator Hω, where ω ∈ Ω0. By Lemma 2.5, for every ω ∈ Ω0, where Ω0 is defined in equation
(4), there is a sequence {jn} with |jn| → ∞ such that
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sup
i∈suppϕn
|Vω(i + jn)− Vω¯(i)| < 1
n
. (5)
We claim that ψn
def
= ϕ
(jn)
n is a Weyl sequence for Hω and λ. Let Hω,jn be the operator with
potential Vω,jn(i) = Vω(i+ jn). It is a straightforward computation to show that(
Hωϕ
(jn)
n
)
(i+ jn) = (Hω,jnϕn) (i).
So, as a result one also has
‖(Hω − λ)ϕ(jn)n ‖ = ‖(Hω,jn − λ)ϕn‖. (6)
On the other hand,
‖(Hω,jn −Hω¯)ϕn‖2 = ‖(Vω,jn − Vω¯)ϕn‖2
=
∑
i∈Z
|(Vω,jn(i)− Vω¯(i))ϕn(i)|2
=
∑
i∈Z
|Vω(i + jn)− Vω¯(i)|2|ϕn(i)|2
≤ sup
i∈suppϕn
|Vω(i+ jn)− Vω¯(i)|2‖ϕn‖2
<
1
n2
.
Then,
‖(Hω − λ)ψn‖ = ‖(Hω − λ)ϕ(jn)n ‖
= |(Hω,jn − λ)ϕn‖
≤ ‖(Hω,jn −Hω¯)ϕn‖+ ‖(Hω¯ − λ)ϕn‖
≤ 1
n
+ ‖(Hω¯ − λ)ϕn‖
→ 0 as n→∞.
This shows that λ ∈ σ(Hω) as desired.
Remark 2.6. We wish to point out that in the special case where fi ≡ 1 one gets that the almost
sure spectrum for the generalized Anderson model is the same as for the original Anderson model;
that is,
Σ = [−2, 2] + supp ν.
2.4 The strategy to prove Theorem 2.1
To prove Theorem 2.1 we begin by considering the restriction of our operatorHω to some finite box.
Specifically, for some fixed L ∈ Z+, denote by HLω the restriction of Hω to ℓ2 ([−αL, αL− 1] ∩ Z) .
That is,
HLω =


Vω(−αL) 1 0
1 Vω(−αL+ 1) 0
0 1
...
. . . 1
...
Vω(αL − 2) 1
0 . . . 1 Vω(αL − 1)


.
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Let {El(ω)}l and {vL,lω }l, for l = 1, 2, . . . , 2αL, be the eigenvalues and the corresponding nor-
malized eigenfunctions of HLω , respectively. Define
aL(m,n) =
∫
Ω
(
sup
t∈R
∣∣∣〈δm, e−itHLω δn〉∣∣∣
)
dµ(ω)
ρL(m,n) =
∫
Ω
(∑
l
∣∣〈δm, vL,lω 〉∣∣ ∣∣〈δn, vL,lω 〉∣∣
)
dµ(ω),
and notice that the above integrals are simply 2L−fold iterated integrals. This follows from the
fact that HLω depends only on the entries ω−L, . . . , ωL−1, and the fact that ωn’s are i.i.d, so the
measure dµ(ω) is simply the product measure.
In laying down the groundwork for the proof of Theorem 2.1 we begin by stating the following
two lemmas. They are easy to prove, see for example [5, pp.192-193], however, for completeness
and reader’s convenience, we include the brief arguments here.
Lemma 2.7. For m,n ∈ Z we have
a(m,n) ≤ lim inf
L→∞
aL(m,n).
Proof. First, regarding HLω as an operator in ℓ
2(Z), in the natural way, we observe that HLω
converges strongly to Hω. As a consequence, e
−itHLω converges strongly to e−itHω , for each t ∈ R,
and every ω. As a result, we also have
lim
L→∞
∣∣∣〈δm, e−itHLω δn〉∣∣∣ = ∣∣〈δm, e−itHωδn〉∣∣ .
Next, for each t ∈ R, we have∣∣∣〈δm, e−itHLω δn〉∣∣∣ ≤ sup
t′∈R
∣∣∣〈δm, e−it′HLω δn〉∣∣∣ .
Taking lim inf of both sides we obtain:
∣∣〈δm, e−itHωδn〉∣∣ = lim
L→∞
∣∣∣〈δm, e−itHLω δn〉∣∣∣ ≤ lim inf
L→∞
sup
t′∈R
∣∣∣〈δm, e−it′HLω δn〉∣∣∣ .
Hence,
sup
t∈R
∣∣〈δm, e−itHωδn〉∣∣ ≤ lim inf
L→∞
sup
t∈R
∣∣∣〈δm, e−itHLω δn〉∣∣∣ .
The result follows by an application of Fatou’s lemma.
Lemma 2.8. For L ∈ Z+, and m,n ∈ Z we have
aL(m,n) ≤ ρL(m,n).
Proof. Using the eigenfunction expansion of HLω we have
aL(m,n) =
∫
Ω
(
sup
t∈R
∣∣∣〈δm, e−itHLω δn〉∣∣∣
)
dµ(ω)
=
∫
Ω
(
sup
t∈R
∣∣∣∣∣〈δm, e−itHLω
∑
l
〈δn, vL,lω 〉vL,lω 〉
∣∣∣∣∣
)
dµ(ω)
≤
∫
Ω
(
sup
t∈R
∑
l
∣∣∣〈δm, e−itEL,lω 〈δn, vL,lω 〉vL,lω 〉∣∣∣
)
dµ(ω)
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=
∫
Ω
(
sup
t∈R
∑
l
∣∣〈δm, vL,lω 〉∣∣ ∣∣〈δn, vL,lω 〉∣∣
)
dµ(ω)
= ρL(m,n).
So, the strategy of the proof is to show that ρL(m,n) ≤ Ce−γ|⌊
m−n
α
⌋| where C is some
L−independent constant. For simplicity, we will only consider the case for n = 0, since the
general case is proved analogously. The first step in establishing this bound will be to rewrite
ρL(m, 0), via a change of variables, in a suitable way that will make it easier to estimate the norm
of the resulting expression. This will be achieved in Lemma 4.11. Before we begin describing the
change of variables, we will take a short detour to introduce and develop some of the relevant
results regarding discrete Pru¨fer variables, which we will need in the later sections.
3 Discrete Pru¨fer variables
Let u−L(◦, ω, E) be the solution of
u(n+ 1) + u(n− 1) + Vω(n)u(n) = Eu(n), (7)
with potential Vω as above, satisfying the initial conditions u(−αL− 1) = 0, u(−αL) = 1 where α
is as above and L is some fixed positive integer. Here the subscript −L is there to indicate that
we start solving the difference equation recurrently from left to right.
We define the corresponding Pru¨fer phase φ−L(◦, ω, E), and amplitude R−L(◦, ω, E) to be
u−L(n, ω,E) = R−L(n, ω,E) sinφ−L(n, ω,E) (8)
u−L(n+ 1, ω, E) = R−L(n, ω,E) cosφ−L(n, ω,E),
normalized at −αL− 1 (i.e. R−L(−αL− 1) = 1).
Since from the boundary condition at −αL − 1 it follows that the initial angle φ−L(−αL −
1, ω, E) is fixed to be 0 (in fact, apriori it is only fixed up to mod π, but we choose it to be
precisely zero) we make the Pru¨fer angle φ−L(·, ω, E) unique in a way which was motivated by a
discussion in [18].
First, observe that we have:(
u(αk + α)
u(αk + α− 1)
)
= TE,ω(αk + α− 1) . . . TE,ω(αk)
(
u(αk)
u(αk − 1)
)
, (9)
where TE(m) is the one-step transfer matrix; that is,
TE,ω(m) =
(
E − Vω(m) −1
1 0
)
Next, for each k = −L, . . . , L− 1, we fix a homotopy
F iE,α(k, s) =


(
cos f(s) − sin f(s)
sin f(s) cos f(s)
)
0 ≤ s ≤ 1/2(
g(s)
(
E − Vω(αk + i)
) −1
1 0
)
1/2 ≤ s ≤ 1
(10)
where i = 0, . . . , α− 1 and f : [0, 12 ]→ [0, π/2] and g : [ 12 , 1]→ [0, 1] are C∞ functions such that
(i) f(s) = 0 for s close to 0 and f(s) = π/2 for s near 12 ;
(ii) g is strictly increasing with g(1/2) = 0, and g(1) = 1.
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So, we have F iE,α(k, 0) = I2 and F
i
E,α(k, 1) = TE,ω(αk + i), where I2 is the identity matrix.
Next, set
FE,α(k, s) =
0∏
i=α−1
F iE,α(k, s) (11)
and observe that we also get FE,α(k, 0) = I2 and FE,α(k, 1) = TE,ω(αk+α− 1) · · · · ·TE,ω(αk).
So, given that the phase φ−L(α(k−1)+α−1) has been fixed, then the next phase φ−L(αk+α−1)
is uniquely determined via the homotopy FE,α above (we consider only these phases for reasons
which will become clear later). This is true since the angle now changes continuously from site to
site via the above homotopy.
Lemma 3.1. For each −L ≤ k ≤ L− 1, we have
|φ−L(αk + α− 1, ω−L, . . . , ωk, E)− φ−L(α(k − 1) + α− 1, ω−L, . . . , ωk−1, E)| < πB(α) <∞,
(12)
for some constant B(α) > 0, uniform in k, E ∈ Σ0 and ω′js.
Proof. For each E,α, k let us define a function GkE,α : [0, 1]→ R2 by
GkE,α(s) = FE,α(k, s) (u−L(αk), u−L(αk − 1))t ,
where FE,α(·, ·) is as above. Since GkE,α(0) determines the angle φ−L(αk − 1) and GkE,α(1) the
angle φ−L(αk+α−1), it suffices to prove that the number of times that the curve Γ def= GkE,α([0, 1])
winds around the origin is bounded above by a finite number, and the bound is uniform in k ∈
{−L, . . . , L − 1}, E ∈ Σ0, and ωk ∈ supp ν. To this end, first we note that as s ranges from 0 to
1/2, FE,α(k, s) is simply R
α
f(s) where
Rf(s) =
(
cos f(s) − sin f(s)
sin f(s) cos f(s)
)
is the rotation matrix. Since f goes from 0 to π/2 as s ranges from 0 to 1/2, then the curve
Γ0
def
= GkE,α([0, 1/2]) would have traversed an angle of length at most α
(
π
2
)
, for all k = −L, . . . , L−1
all E ∈ Σ0 and all ωk ∈ supp ν. On the other hand, for s ∈ [1/2, 1], from the definition of FE,α(k, s)
and GkE,α, we will have
GkE,α(s) =
(
Pα,E,ωk(g(s))
Qα−1,E,ωk(g(s))
)
(13)
where Pm,E,ωk and Qm,E,ωk are polynomials of degree m. Similarly as before, we wish to show
that the number of times GkE,α(s) winds around the origin as s ranges from 1/2 to 1 is bounded
above by a finite number, uniform in k ∈ {−L, . . . , L − 1}, E ∈ Σ0 and ωk ∈ supp ν. Next, since
the curve Γ1
def
= GkE,α([1/2, 1]) is smooth, to count the number of times it winds around the origin
is equivalent to counting the number of s ∈ [1/2, 1] for which Pα,E,ωk(g(s)) = 0. Since Pα,E,ωk is a
polynomial of degree α, then it has at most α real zeros, for all E ∈ Σ0 and all ωk ∈ supp ν. In
other words, since as E ranges over Σ0 and ωk rangers over supp ν the only thing that changes are
coefficients of Pα,E,ωk(·), then the number of real roots of Pα,E,ωk(·) will be uniformly bounded
above by α. So, computing the winding number of Γ1 is now equivalent to counting the number of
s ∈ [1/2, 1] for which g(s) = x0, where x0 is any of the real roots of Pα,E,ωk . Since, by hypothesis,
g is injective in [1/2, 1] and since there are at most α real roots of Pα,E,ωk , we conclude that there
are at most α possible values of s ∈ [1/2, 1] for which g(s) = x0, for all E ∈ Σ0 and all ωk ∈ supp ν.
Finally, since Γ = Γ0 ∪ Γ1, putting together the two arguments above, we conclude that there is
some integer B(α), uniform in E and ωk, so that the curve Γ traverses an angle of length at most
B(α). Moreover, from the definition of the homotopy FE,α(k, s) it follows immediately that such
a bound B(α) is independent of k; that is, it is the same on each α−block. This concludes the
proof!
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Rewriting expression (7), we get
u(n+ 1)
u(n)
+
u(n− 1)
u(n)
= E − Vω(n). (14)
Using the expressions in (8) the expression in (14) becomes:
cotφ−L(n, ω,E) + tanφ−L(n− 1, ω, E) = E − Vω(n). (15)
Similarly, we also get
R−L(n, ω,E) sinφ−L(n, ω,E) = R−L(n− 1, ω, E) cosφ−L(n− 1, ω, E). (16)
We rewrite (15) using the explicit definition of the potential Vω:
cotφ−L(n, ω,E) + tanφ−L(n− 1, ω, E) = E − fiωk, (17)
where k = ⌊n
α
⌋, and i ∈ {0, 1, . . . , α− 1}.
Lemma 3.2. For j < ⌊n
α
⌋, we have
R2−L(n, ω,E)
∂
∂ωj
φ−L(n, ω,E) =
α−1∑
i=0
fiu
2
−L(αj + i, ω, E).
Proof. From equation (17) we get:
cotφ−L(n, ω,E) = − tanφ−L(n− 1, ω, E) + E − fiωk. (18)
Differentiating (18) with respect to ωj and since by assumption j < k
def
= ⌊n
α
⌋, we get
− 1
sin2 φ−L(n, ω,E)
∂
∂ωj
φ−L(n, ω,E) = − 1
cos2 φ−L(n− 1, ω, E)
∂
∂ωj
φ−L(n− 1, ω, E).
Equivalently,
∂
∂ωj
φ−L(n, ω,E) =
sin2 φ−L(n, ω,E)
cos2 φ−L(n− 1, ω, E)
∂
∂ωj
φ−L(n− 1, ω, E). (19)
Multiplying both sides of (19) by R2−L(n, ω,E), and using the relation in (16), we get
R2−L(n, ω,E)
∂
∂ωj
φ−L(n, ω,E) = R
2
−L(n− 1, ω, E)
∂
∂ωj
φ−L(n− 1, ω, E). (20)
Iterating (20) and using the relation in (8) we get
R2−L(n, ω,E)
∂
∂ωj
φ−L(n, ω,E) = R
2
−L(αj + α− 1, ω, E)
∂
∂ωj
φ−L(αj + α− 1, ω, E)
= R2−L(αj + α− 2, ω, E)
∂
∂ωj
φ−L(αj + α− 2, ω, E)
+ fα−1R
2
−L(αj + α− 1, ω, E) sin2(αj + α− 1, ω, E) (21)
...
=
α−1∑
i=0
fiR
2
−L(αj + i, ω, E) sin
2(αj + i, ω, E) (22)
=
α−1∑
i=0
fiu
2
−L(αj + i, ω, E), (23)
as desired.
On the Kunz-Souillard approach to localization for the generalized Anderson model 14
Though obvious, for the record, we mention special cases that arise if j = ⌊n
α
⌋, namely, for
0 ≤ N ≤ α− 1
R−L(αj +N,ω,E)
∂
∂ωj
φ−L(αj +N,ω,E) =
N∑
i=0
fiu
2
−L(αj + i, ω, E). (24)
One can also obtain a formula for the partial derivative of the phase with respect to the energy
E. One can find a proof of this in [20, Lem. 2]. Since our situation is slightly different, we present
here a proof of this result with the corresponding changes.
Lemma 3.3.
R2−L(n, ω,E)
∂
∂E
φ−L(n, ω,E) = −
−αL∑
j=n
u2−L(j, ω, E).
Proof. From equation (17) we get:
cotφ−L(n, ω,E) = − tanφ−L(n− 1, ω, E) + E − fiωk. (25)
Differentiating (25) with respect to E we get
− 1
sin2 φ−L(n, ω,E)
∂
∂E
φ−L(n, ω,E) = − 1
cos2 φ−L(n− 1, ω, E)
∂
∂E
φ−L(n− 1, ω, E) + 1
Equivalently,
∂
∂E
φ−L(n, ω,E) =
sin2 φ−L(n, ω,E)
cos2 φ−L(n− 1, ω, E)
∂
∂E
φ−L(n− 1, ω, E)− sin2 φ−L(n, ω,E) (26)
Multiplying both sides of (26) by R2−L(n, ω,E), and using the relation in (16), and (8) we get
R2−L(n, ω,E)
∂
∂E
φ−L(n, ω,E) = R
2
−L(n− 1, ω, E)
∂
∂E
φ−L(n− 1, ω, E)− u2−L(n, ω,E) (27)
Iterating (27) and using the boundary condition at site −αL− 1, we get:
R2−L(n, ω,E)
∂
∂E
φ−L(n, ω,E) = −
−αL∑
j=n
u2−L(j, ω, E).
This concludes the proof.
4 Change of variables
4.1 Introducing the change of variables
We introduce the following change of variables
JL : [−M,M ]2L × {0, 1, . . . , 2αL− 1} → Σ0 × T2L−1α × {0, 1, . . . , 2B(α)− 1}
(ω¯, l) 7→ (E, θ−L, . . . , θL−2, N)
where Tα
def
= R/(2πB(α)Z), and Σ0 = [−2−M, 2 +M ], as follows:
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• for k = −L, . . . , L− 2, we pick θk ∈ Tα such that
φ−L(αk + α− 1, ω−L, . . . , ωk, El(ω)) ≡ θk mod 2πB(α).
• E ∈ Σ0 is given by
E = El(ω).
• N ∈ {0, 1, . . . , 2B(α)− 1} is defined such that
l ≡ N mod 2B(α).
Since we are taking the phase angles modulo 2πB(α), we need to make sure that this process
does not produce any ambiguities. In other words, we need to ensure that the change of variables
JL is one-to-one. For completeness, we prove this in the lemma below, by following the argument
for the continuum case almost verbatim. For a proof of the original statement in the continuum
setting, see [6, Lemm. 2.3].
Lemma 4.1. The change of variables JL is one-to-one.
Proof. We first note that, for the lth eigenfunction, the Pru¨fer phase φ−L runs from 0 at −αL−1 to
π
2
+Nπ, for some N ∈ Z, at αL−1. More precisely, since the Pru¨fer angle φ−L is strictly monotone
decreasing in E, it follows that for the lth eigenvalue, El of H
L
ω , we actually have φ−L(αL −
1, ω−L, . . . , ωL−1, El(ω)) = π/2 − lπ, where l = 0, 1, . . . , 2αL. Suppose that (E, θ−L, . . . , θL−2, N)
belongs to the range of JL and that there is some (ω−L, . . . , ωL−1, l) ∈ [−M,M ]2L×{0, 1, . . . , 2αL},
such that
JL(ω−L, . . . , ωL−1, l) = (E, θ−L . . . , θL−2, N).
By the definition of JL, for k = −L, . . . , L− 2, we have
φ−L(αk + α− 1, ω−L, . . . , ωk, El(ω)) ≡ θk mod 2πB(α). (28)
We will show, iteratively in k, that this in fact determines ωk uniquely. We begin by fixing
θ−L−1
def
= 0 and θL−1
def
= π/2 +Nπ. In (12) we showed that
|φ−L(αk + α− 1, ω−L, . . . , ωk, E)− φ−L(α(k − 1) + α− 1, ω−L, . . . , ωk−1, E)| < B(α)π. (29)
Assume to the contrary that there is some other ω′k 6= ωk such that (28) holds as well. Then, there
exist n1, n2, n3 ∈ Z such that
φ−L(αk + α− 1, ω−L, . . . , ωk, El(ω)) = θk + n1(2πB(α))
φ−L(αk + α− 1, ω−L, . . . , ω′k, El(ω)) = θk + n2(2πB(α))
φ−L(α(k − 1) + α− 1, ω−L, . . . , ωk−1, El(ω)) = θk−1 + n3(2πB(α))
From Lemma 3.2 we see that φ−L(αk + α− 1, ω−L, . . . , ωk, E) is strictly increasing in ωk, so with
no loss of generality we may assume that n1 > n2. Then,
|φ−L(αk + α− 1)− φ−L(α(k − 1) + α− 1)| = |(θk − θk−1) + 2πB(α)(n1 − n3)|
= |(θk − θk−1) + 2πB(α)(n1 − n2) + 2πB(α)(n2 − n3)|
≥ |2πB(α)(n1 − n2)| − |(θk − θk−1) + 2πB(α)(n2 − n3)|
≥ 2πB(α)(n1 − n2)−B(α)π
≥ B(α)π,
where the last inequality follows from the fact that n1 − n2 ≥ 1. But, this contradicts (29),
so there must be a unique ωk ∈ [−M,M ] that satisfies (28). Having reconstructed the unique
ω¯ = (ω−L, . . . , ωL−1) for which JL(ω¯, l) = (E, θ−L, . . . , θL−2, N), then from the fact that φ−L(αL−
1, ω¯, El(ω)) = π/2 − lπ = θL−1 def= π/2 + Nπ, it follows that l is also determined uniquely, thus
concluding the proof.
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Our next goal is to show that, locally, any two given consecutive Pru¨fer angles, θk−1, θk deter-
mine a unique coupling constant ωk. We do this, via adopting the analogous argument in [6].
For E, λ, θk−1, θk ∈ R let u−(·, θk−1, λ, E) be the unique solution of the difference equation
u(n+ 1) + u(n− 1) + λf(n− αk)u(n) = Eu(n) (30)
with the initial conditions u(αk − 1) = sin θk−1 and u(αk) = cos θk−1, where the subscript ” − ”
means that we are solving starting from left to right. Also, let u+(·, θk, λ, E), be the unique
solution of (30) with initial conditions u(α(k + 1)) = cos θk and u(αk + α − 1) = sin θk, where
the subscript ” + ” means that we solve recursively from right to left. We wish to point out that
λf(n− αk) above is precisely the restriction of the potential Vω to the α−block [αk, αk + α− 1].
Let φ−(·, θk−1, λ, E), R−(·, θk−1, λ, E) and φ+(·, θk, λ, E), R+(·, θk, λ, E) be the Pru¨fer phase and
amplitude for u−(·, θk−1, λ, E) and u+(·, θk, λ, E), respectively, normalized at αk−1 and αk+α−1
respectively; that is φ−(αk − 1, θk−1, λ, E) = θk−1, R−(αk − 1, θk−1, λ, E) = 1, and φ+(αk + α−
1, θk, λ, E) = θk, R+(αk + α − 1, θk, λ, E) = 1. We also make the Pru¨fer phases φ−(·, θk−1, λ, E)
and φ+(·, θk, λ, E) unique via the same argument as before. Moreover, similar relations as in (15)
and (16) hold in this set up as well.
Lemma 4.2. With the same notation as above we have
∂
∂θk−1
φ−(αk + α− 1, θk−1, ωk, E) = 1
R2−(αk + α− 1, θk−1, ωk, E)
.
Proof. Differentiating
cotφ−(αk + α− 1, θk−1, ωk, E) + tanφ−(αk + α− 2, θk−1, ωk, E) = E − Vω(αk + α− 1)
with respect to the initial angle θk−1 we get
∂
∂θk−1
φ−(αk+α−1, θk−1, ωk, E) = sin
2 φ−(αk + α− 1, θk−1, ωk, E)
cos2 φ−(αk + α− 2, θk−1, ωk, E)
∂
∂θk−1
φ−(αk+α−2, θk−1, ωk, E).
(31)
Then, the result follows by iterating (31), using the analogue of expression (16) for R−, and the
fact that R−(αk − 1) = 1.
Next, we show that when φ−(αk + α − 1, ·, λ, E) is considered as a map from Tα to Tα it
is well-defined. Let [θ] ∈ Tα, and let x, y be two different representatives from this class; that
is, x = θ + n12πB(α), and y = θ + n22πB(α) for some n1, n2 ∈ Z. Then, since in general, by
linearity, we have u−(·, θk−1 + π, λ,E) = −u−(·, θk−1, λ, E), it follows that φ−(·, θk−1 + π, λ,E) =
φ−(·, θk−1, λ, E) + (2l(·, θk−1)− 1)π, for some l(·, θk−1) ∈ Z. Since, apriori, l depends on the space
variable and the initial angle θk−1, it may not be constant, however, we argue that this cannot be
the case. By the way we have extended the Pru¨fer phase continuously via the homotopy FE,α it
is not difficult to convince yourself that φ− depends continuously on the space variable and the
initial angle θk−1. In particular, as a result, it is possible to perturb either the space variable or
the initial angle θk−1 sufficiently small such that the change in the difference φ−(·, θk−1+π, λ,E)−
φ−(·, θk−1, λ, E) is strictly less than π, which would imply that the change in (2l(θk−1)− 1)π must
be strictly less than π as well. But, since l(·, θk−1) is an integer, this is impossible, unless it is
constant. In particular, l(x, θk−1) is constant for all x. But, since from the initial condition we
have φ−(αk − 1, θk−1, E) = θk−1, it follows that l(x, θk−1) ≡ 1. So, we have
φ−(·, θk−1 + π, λ,E) = φ−(·, θk−1, λ, E) + π. (32)
Then,
φ−(αk + α− 1, x, λ, E) mod 2πB(α) = φ−(αk + α− 1, θ + n12πB(α), λ, E) mod 2πB(α)
= φ−(αk + α− 1, θ, λ, E) + n12πB(α) mod 2πB(α)
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= φ−(αk + α− 1, θ, λ, E) mod 2πB(α)
= φ−(αk + α− 1, θ, λ, E) + n22πB(α) mod 2πB(α)
= φ−(αk + α− 1, θ + n22πB(α), λ, E) mod 2πB(α)
= φ−(αk + α− 1, y, λ, E) mod 2πB(α),
as claimed. Similarly, one shows that φ+(αk− 1, ·, λ, E) is well-defined, when considered as a map
from Tα to Tα.
Given any x, y ∈ Tα, if there is some coupling constant λ ∈ [−M,M ] such that φ−(αk +
α − 1, y, λ, E) = x (or φ+(αk − 1, x, λ, E) = y) we set λ(y, x, E) = λ. Next, we show that if
such a coupling constant exists, then it must be unique. Given x, y ∈ Tα suppose there are
λ1, λ2 ∈ [−M,M ] such that φ−(αk+α−1, x, λ1, E) = y = φ−(αk+α−1, x, λ2, E); that is, there are
some n1, n2 ∈ Z such that φ−(αk+α− 1, x, λ1, E) = y+n12πB(α) and φ−(αk+α− 1, x, λ2, E) =
y + n22πB(α). With no loss of generality, suppose that λ1 < λ2. But, since fi > 0 for all i =
0, 1, . . . , α− 1, from Lemma 3.2 it follows that φ− is strictly increasing when viewed as a function
of the coupling constant λ, thus, it follows that n2 > n1. Let φ−(αk− 1, x, λ1, E) = x+ n42πB(α)
and φ−(αk − 1, x, λ2, E) = x+ n32πB(α), so, for the same reason as before n3 > n4. Then
|φ−(αk + α− 1, x, λ2, E)− φ−(αk − 1, x, λ2, E)| =|(y − x) + 2πB(α)(n2 − n3)|
=|(y − x) + 2πB(α)(n2 − n1) + 2πB(α)(n1 − n3)|
≥|2πB(α)(n2 − n1)| − |(y − x) + 2πB(α)(n1 − n3)|
=2πB(α)(n2 − n1)
− |(y − x) + 2πB(α)(n1 − n4) + 2πB(α)(n4 − n3)|
≥2πB(α)(n2 − n1)− |(y − x) + 2πB(α)(n1 − n4)|
− |2πB(α)(n4 − n3)|
=2πB(α)(n2 − n1 + n3 − n4)
− |φ−(αk + α− 1, x, λ1, E)− φ−(αk − 1, x, λ1, E)|
≥2πB(α)(n2 − n1 + n3 − n4)− πB(α)
>πB(α),
contradicting (12), and thus showing that there exists at most one such coupling constant λ. In
other words, this shows that for each E, the function λE : T
2
α → [−M,M ] given by λE(x, y) def=
λ(x, y, E) is well defined. Below, we prove an important property of this function which we will
use later.
Proposition 4.3. Let A ⊂ [−M,M ]. If Leb(A) = 0, then Leb (λ−1E (A)) = 0, where Leb denotes
Lebesgue measure.
Proof. It suffices to show that λE ∈ C1(D) and that Leb
({(x, y) ∈ D : ∇λE(x, y) = 0}) = 0 where
D def= {(x, y) ∈ T2α : λE(x, y) exists}. A quick computation shows that
∂
∂y
λE(x, y) =
1
∂x
∂λ
=
1
∂φ+(αk−1,x,λ,E)
∂λ
= − R
2
+(αk − 1, x, λ, E)∑α−1
i=0 fiu
2
+(αk + i, x, λ, E)
, (33)
and
∂
∂x
λE(x, y) =
1
∂x
∂λ
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=
1
∂φ−(αk+α−1,y,λ,E)
∂λ
=
R2−(αk + α− 1, y, λ, E)∑α−1
i=0 fiu
2
−(αk + i, y, λ, E)
. (34)
We claim that {(x, y) ∈ D : ∇λE(x, y) = 0} = ∅. If not, then this would imply that R2−(αk +
α − 1, y, λ, E) = 0 and R2+(αk − 1, x, λ, E) = 0. Then, from the definition of R± we would have
u2−(αk + α − 1, y, λ, E) + u2−(αk + α, y, λ, E) = 0 and u2+(αk − 1, x, λ, E) + u2+(αk, x, λ, E) = 0.
But, this in turn would imply that u± ≡ 0, which is a contradiction.
Finally, since u±(αk + i, ·, λ, E) are polynomials in sin(·), cos(·) and R2± is a sum of two such
functions, from (33) and (34), it follows that ∂
∂x
λE and
∂
∂y
λE are continuous in y, x, and thus
λE ∈ C1(D). This concludes the proof!
Lemma 4.4. With the same notation as above, for k = −L, . . . , L− 2, we have
(i) R−L(αk+α−1, θ−L, . . . , θk, E) = R−L(αk−1, θ−L, . . . , θk−1, E)R−(αk+α−1, θk−1, λ(θk−1, θk, E), E)
(ii) R−L(αk−1, θ−L, . . . , θk−1, E) = R−L(αk+α−1, θ−L, . . . , θk, E)R+(αk−1, θk, λ(θk−1, θk, E), E)
Proof. From (16) and the analogous expression for R− we get
R−L(αk + α− 1) = R−L(αk − 1)
0∏
i=α−1
cosφ−L(αk + i− 1)
sinφ−L(αk + i)
(35)
and
R−(αk + α− 1) = R−(αk − 1)
0∏
i=α−1
cosφ−(αk + i− 1)
sinφ−(αk + i)
, (36)
respectively. Above, we have suppressed dependence on the energy and the angle. Now, since the
way we extend the initial angles in both global and local settings is via the exact same homotopy,
and since the initial angle in the local setting is precisely the angle one gets at that site when
solving the global difference equation, and finally, since by assumption we have R−(αk − 1) = 1,
we conclude that (i) follows. Part (ii) is proven similarly; that is,
R−L(αk − 1) = R−L(αk + α− 1)
α−1∏
i=0
sinφ−L(αk + i)
cosφ−L(αk + i− 1) (37)
and
R+(αk − 1) = R+(αk + α− 1)
α−1∏
i=0
sinφ+(αk + i)
cosφ+(αk + i− 1) . (38)
Now, the result follows via a similar argument as in the previous paragraph and the fact that
R+(αk + α− 1) = 1.
Lemma 4.5. With the same notation as above, for k = −L, . . . , L− 1, we have
(i)
∑α−1
i=0 fiu
2
−L(αk + i, θ−L, . . . , θk, E) = R−L(αk − 1, θ−L, . . . , θk−1, E)
·
(∑α−1
i=0 fiu
2
−(αk + i, θk−1, λ(θk−1, θk, E), E)
)
(ii)
∑α−1
i=0 fiu
2
−L(αk + i, θ−L, . . . , θk, E) = R−L(αk + α− 1, θ−L, . . . , θk, E)
·
(∑α−1
i=0 fiu
2
+(αk + i, θk, λ(θk−1, θk, E), E)
)
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Proof. First note that
u−L(αk) = R−L(αk) sinφ−L(αk)
= R−L(αk − 1) cosφ−L(αk − 1)
= R−L(αk − 1) cos θk−1
= R−L(αk − 1)u−(αk).
Similarly,
u−L(αk + α− 1) = R−L(αk + α− 1) sinφ−L(αk + α− 1)
= R−L(αk + α− 1) sin θk
= R−L(αk + α− 1)u+(αk + α− 1).
Now, since given an initial angle, we extend it uniquely in exactly the same way in both the global
and local setting, we see that the corresponding Pru¨fer phases associated to u−L, u− and u+ are
exactly the same, starting with θk−1 or θk respectively. Finally, one concludes the proof via a
similar argument as in Lemma 4.4.
4.2 Computing the Jacobian
Before we begin to carry out the process of changing variables, note that if vl is a normalized
eigenvector of H
(L)
ω
def
= Hω
∣∣
ℓ2(−αL,...,αL−1)
, corresponding to the energy El, then in terms of the
new variables we can express it as
vl(◦) = u−L(◦, ω(θ−L, . . . , θL−2, El), El)‖u−L(◦, ω(θ−L, . . . , θL−2, El), El)‖ . (39)
Using Lemmas 3.2, 3.3 and the Feynman-Hellman formula, we get
1. For j > k:
∂θk
∂ωj
=
∂φ−L(αk + α− 1, ω−L, . . . , ωk, El(ω))
∂E
∂El
∂ωj
= − 1
R2−L(αk + α− 1, ω, E)
(
−αL∑
i=αk+α−1
u2−L(i, ω, E)
)
α−1∑
i=0
fiv
2
l (αj + i, ω, E)
= − 1
R2−L(αk + α− 1, ω, E)
∑−αL
i=αk+α−1 u
2
−L(i, ω, E)∑αL−1
i=−αL u
2
−L(i, ω, E)
α−1∑
i=0
fiu
2
−L(αj + i, ω, E)
2. For j ≤ k:
∂θk
∂ωj
=
∂φ−L(αk + α− 1, ω−L, . . . , ωk, El(ω))
∂ωj
+
∂φ−L(αk + α− 1, ω−L, . . . , ωk, El(ω))
∂E
∂El
∂ωj
=
∑α−1
i=0 fiu
2
−L(αj + i, ω, E)
R2−L(αk + α− 1, ω, E)
− 1
R2−L(αk + α− 1, ω, E)
∑−αL
i=αk+α−1 u
2
−L(i, ω, E)∑αL−1
i=−αL u
2
−L(i, ω, E)
·
α−1∑
i=0
fiu
2
−L(αj + i, ω, E)
=
1
R2−L(αk + α− 1, ω, E)
(∑αL−1
i=αk+α u
2
−L(i, ω, E)∑αL−1
i=−αL u
2
−L(i, ω, E)
)
α−1∑
i=0
fiu
2
−L(αj + i, ω, E).
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We fix the following notation
S
def
=
αL−1∑
i=−αL
u2−L(i, ω, E);
Sba
def
=
b∑
i=a
u2−L(i, ω, E);
Mj
def
=
α−1∑
i=0
fiu
2
−L(αj + i, ω, E).
Now we are in a position to compute the Jacobian of the change of variables map J lL. Here J
l
L
represents the change of variables for a fixed l, as defined in (41).
det ∂J lL/∂ω = det


∂E
∂ω−L
∂E
∂ω−L+1
∂E
∂ω−L+2
. . . . . . . . . ∂E
∂ωL−3
∂E
∂ωL−2
∂E
∂ωL−1
∂θ−L
∂ω−L
∂θ−L
∂ω−L+1
∂θ−L
∂ω−L+2
. . . . . . . . . ∂θ−L
∂ωL−3
∂θ−L
∂ωL−2
∂θ−L
∂ωL−1
∂θ−L+1
∂ω−L
∂θ−L+1
∂ω−L+1
∂θ−L+1
∂ω−L+2
. . . . . . . . . ∂θ−L+1
∂ωL−3
∂θ−L+1
∂ωL−2
∂θ−L+1
∂ωL−1
...
...
...
...
...
...
...
...
...
∂θ−1
∂ω−L
∂θ−1
∂ω−L+1
∂θ−1
∂ω−L+2
. . . . . . . . . ∂θ−1
∂ωL−3
∂θ−1
∂ωL−2
∂θ−1
∂ωL−1
∂θ0
∂ω−L
∂θ0
∂ω−L+1
∂θ0
∂ω−L+2
. . . . . . . . . ∂θ0
∂ωL−3
∂θ0
∂ωL−2
∂θ0
∂ωL−1
...
...
...
...
...
...
...
...
...
∂θL−3
∂ω−L
∂θL−3
∂ω−L+1
∂θL−3
∂ω−L+2
. . . . . . . . . ∂θL−3
∂ωL−3
∂θL−3
∂ωL−2
∂θL−3
∂ωL−1
∂θL−2
∂ω−L
∂θL−2
∂ω−L+1
∂θL−2
∂ω−L+2
. . . . . . . . . ∂θL−2
∂ωL−3
∂θL−2
∂ωL−2
∂θL−2
∂ωL−1


= det


M−L
S
M−L+1
S
M−L+2
S
. . . ML−2
S
ML−1
S
M−LS
αL−1
−αL+α
SR2
−L
(−αL+α−1)
−M−L+1S
−αL
−αL+α−1
SR2
−L
(−αL+α−1)
−M−L+2S
−αL
−αL+α−1
SR2
−L
(−αL+α−1)
. . .
−ML−2S
−αL
−αL+α−1
SR2
−L
(−αL+α−1)
−ML−1S
−αL
−αL+α−1
SR2
−L
(−αL+α−1)
M−LS
αL−1
−αL+2α
SR2
−L
(−αL+2α−1)
M−L+1S
αL−1
−αL+2α
SR2
−L
(−αL+2α−1)
−M−L+2S
−αL
−αL+2α−1
SR2
−L
(−αL+2α−1)
. . .
−ML−2S
−αL
−αL+2α−1
SR2
−L
(−αL+2α−1)
−ML−1S
−αL
−αL+2α−1
SR2
−L
(−αL+2α−1)
...
...
...
...
...
...
M−LS
αL−1
0
SR2
−L
(−1)
. . .
M−1S
αL−1
0
SR2
−L
(−1)
− M0S
−αL
−1
SR2
−L
(−1)
− M1S
−αL
−1
SR2
−L
(−1)
. . . −ML−1S
−αL
−1
SR2
−L
(−1)
M−LS
αL−1
α
SR2
−L
(α−1)
. . .
M−1S
αL−1
α
SR2
−L
(α−1)
M0S
αL−1
α
SR2
−L
(α−1)
− M1S
−αL
α−1
SR2
−L
(α−1)
. . . −ML−1S
−αL
α−1
SR2
−L
(α−1)
...
...
...
...
...
...
...
M−LS
αL−1
αL−2α
SR2
−L
(αL−2α−1)
M−L+1S
αL−1
αL−2α
SR2
−L
(αL−2α−1)
M−L+2S
αL−1
αL−2α
SR2
−L
(αL−2α−1)
. . .
ML−3S
αL−1
αL−2α
SR2
−L
(αL−2α−1)
−ML−2S
−αL
αL−2α−1
SR2
−L
(αL−2α−1)
−ML−1S
−αL
αL−2α−1
SR2
−L
(αL−2α−1)
M−LS
αL−1
αL−α
SR2
−L
(αL−α−1)
M−L+1S
αL−1
αL−α
SR2
−L
(αL−α−1)
M−L+2S
αL−1
αL−α
SR2
−L
(αL−α−1)
. . .
ML−3S
αL−1
αL−α
SR2
−L
(αL−α−1)
ML−2S
αL−1
αL−α
SR2
−L
(αL−α−1)
−ML−1S
−αL
αL−α−1
SR2
−L
(αL−α−1)


Factoring out common factors in rows and columns, we get
det ∂J lL/∂ω =
∏L−1
j=−L
∑α−1
i=0 fiu
2
−L(αj + i, ω, E)∏L−2
k=−LR
2
−L(αk + α− 1, ω, E)
(
αL−1∑
i=−αL
u2−L(i, ω, E)
)−2L
× detA,
(40)
where
On the Kunz-Souillard approach to localization for the generalized Anderson model 21
A =


1 1 1 . . . . . . 1 1
S
αL−1
−αL+α
−S
−αL
−αL+α−1
−S
−αL
−αL+α−1
. . . . . . −S
−αL
−αL+α−1
−S
−αL
−αL+α−1
S
αL−1
−αL+2α
S
αL−1
−αL+2α
−S
−αL
−αL+2α−1
. . . . . . −S
−αL
−αL+2α−1
−S
−αL
−αL+2α−1
...
...
...
...
...
...
...
...
...
S
αL−1
0
. . . . . . S
αL−1
0
−S
−αL
−1
−S
−αL
−1
. . . . . . −S
−αL
−1
S
αL−1
α . . . . . . S
αL−1
α S
αL−1
α −S
−αL
α−1
. . . . . . −S
−αL
α−1
..
.
..
.
..
.
..
.
..
.
..
.
..
.
..
.
..
.
S
αL−1
αL−α
S
αL−1
αL−2α
S
αL−1
αL−2α
. . . . . . . . . S
αL−1
αL−2α
−S
−αL
αL−2α−1
−S
−αL
αL−2α−1
S
αL−1
αL−α
S
αL−1
αL−α
S
αL−1
αL−α
. . . . . . . . . S
αL−1
αL−α
S
αL−1
αL−α
−S
−αL
αL−α−1


To compute the determinant of A we use the following lemma. For a proof see [6, Lemma 2.5]
Lemma 4.6. We have
det


a1 a1 a1 . . . a1 a1
b2 a2 a2 . . . a2 a2
b3 b3 a3 . . . a3 a3
...
...
...
...
...
bn bn bn . . . bn an

 = a1(a2 − b2)(a3 − b3) . . . (an − bn).
Noting that A has the same structure as the matrix in Lemma 4.6, we find that
detA =(−S−αL−αL+α−1 − SαL−1−αL+α)(−S−αL−αL+2α−1 − SαL−1−αL+2α) . . . (−S−αL−1 − SαL−10 )(−S−αLα−1 − SαL−1α )
. . . (−S−αLαL−2α−1 − SαL−1αL−2α)(−S−αL−ααL−α−1 − SαL−1αL−α)
= −
(
αL−1∑
i=−αL
u2−L(i)
)2L−1
.
Thus we have proved the following lemma.
Lemma 4.7. With the same notation and set up as above we have
det ∂J lL/∂ω = −
∏L−1
j=−L
∑α−1
i=0 fiu
2
−L(αj + i, ω, E)∏L−2
k=−LR
2
−L(αk + α− 1, ω, E)
(
αL−1∑
i=−αL
u2−L(i, ω, El)
)−1
.
Let {vL,lω¯ }l be the normalized eigenvalues of H(L)ω corresponding to energies {El(ω)}l. Now, we
are in a position to rewrite ρL(m, 0) in terms of the new variables; that is, we have the following
lemma,
Lemma 4.8. We have
ρL(m, 0) ≤
∫
Σ0
ρL(m, 0, E)dE,
where for E ∈ Σ0 we write
ρL(m, 0, E)
def
=
2B(α)−1∑
N=0
∫
T
2L−1
α
r(λ(0, θ−L, El))r(λ(θL−2, Nπ + π/2, El))
(
L−2∏
n=−L+1
r(λ(θn−1, θn, El))
)
· R−L(m,ω,E)R−L(0, ω, E)∑α−1
i=0 fiu
2
−L(α(L − 1) + i, θ−L, . . . , θL−2, π/2 +Nπ,E)
·
∏L−2
k=−LR
2
−L(αk + α− 1, θ−L, . . . , θk, E)∏L−2
j=−L
∑α−1
i=0 fiu
2
−L(αj + i, θ−L, . . . , θj, E)
dθ−L . . . dθL−2.
We interpret r(λ(·)) as zero if λ(·, ·, ·) does not exist.
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Proof. Let ΩL
def
= [−M,M ]2L, and set
Al
def
=
∫
R2L
χΩL
∣∣∣vL,lω¯ (m)∣∣∣ ∣∣∣vL,lω¯ (0)∣∣∣ L−1∏
n=−L
r(ωn)dω−L . . . dωL−1.
On the set ΩL we define the change of variables as follows
J lL : ΩL → Σ0 × T2L−1α (41)
ω 7→ (El(ω), θ−L, . . . , θL−2).
Pick N ∈ {0, 1, . . . , 2B(α) − 1} so that N ≡ l mod 2B(α). Next, we perform the change of
variables
Ak =
∫
R2L
χΩL
∣∣∣vL,lω¯ (m)∣∣∣ ∣∣∣vL,lω¯ (0)∣∣∣ r(ω−L)r(ωL−1) L−2∏
n=−L+1
r(ωn)dω−L . . . dωL−1
=
∫
Σ0
∫
T
2L−1
α
χJl
L
(ΩL)
∣∣ det ∂J lL/∂ω∣∣−1r(λ(0, θ−L, E))r(λ(θL−2, Nπ + π/2, E))
L−2∏
n=−L+1
r(ω(θn−1, θn, E))
|u−L(m,ω,E)||u−L(0, ω, E)|∑αL−1
i=−αL u
2
−L(i, ω, E)
dθ−L . . . dθL−2dE
=
∫
Σ0
∫
T
2L−1
α
χJl
L
(ΩL)
∏L−2
k=−LR
2
−L(αk + α− 1, θ−L, . . . , θk, E)∏L−1
j=−L
∑α−1
i=0 fiu
2
−L(αj + i, ω, E)
(
αL−1∑
i=−αL
u2−L(i, ω, E)
)
r(λ(0, θ−L, E))
· r(λ(θL−2, Nπ + π/2, E))
L−2∏
n=−L+1
r(λ(θn−1, θn, E))
|u−L(m,ω,E)||u−L(0, ω, E)|∑αL−1
i=−αL u
2
−L(i, ω, E)
dθ−L . . . dθL−2dE
=
∫
Σ0
∫
T
2L−1
α
χJl
L
(ΩL)r(λ(0, θ−L, E))r(λ(θL−2, Nπ + π/2, E))
(
L−2∏
n=−L+1
r(λ(θn−1, θn, E))
)
· |u−L(m,ω,E)||u−L(0, ω, E)|∑α−1
i=0 fiu
2
−L(α(L − 1) + i, θ−L, . . . , θL−2, Nπ + π/2, E)
·
∏L−2
k=−LR
2
−L(αk + α− 1, θ−L, . . . , θk, E)∏L−2
j=−L
∑α−1
i=0 fiu
2
−L(αj + i, θ−L, . . . , θj , E)
dθ−L . . . dθL−2dE
≤
∫
Σ0
∫
T
2L−1
α
χJl
L
(ΩL)r(λ(0, θ−L, E))r(λ(θL−2, Nπ + π/2, E))
(
L−2∏
n=−L+1
r(λ(θn−1, θn, E))
)
· R−L(m,ω,E)R−L(0, ω, E)∑α−1
i=0 fiu
2
−L(α(L − 1) + i, θ−L, . . . , θL−2, Nπ + π/2, E)
·
∏L−2
k=−LR
2
−L(αk + α− 1, θ−L, . . . , θk, E)∏L−2
j=−L
∑α−1
i=0 fiu
2
−L(αj + i, θ−L, . . . , θj , E)
dθ−L . . . dθL−2dE. (42)
Now, from Lemma 4.1 it follows that the sets
{
J lL(ΩL)
}2αL
l=0
are pairwise disjoint. Thus, we get
ρL(m, 0) =
∑
l
Al
≤
∫
Σ0
∑
l
∫
T
2L−1
α
χJl
L
(ΩL)r(λ(0, θ−L, E))r(λ(θL−2, Nπ + π/2, E))
(
L−2∏
n=−L+1
r(λ(θn−1, θn, E))
)
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· R−L(m,ω,E)R−L(0, ω, E)∑α−1
i=0 fiu
2
−L(α(L − 1) + i, θ−L, . . . , θL−2, Nπ + π/2, E)
·
∏L−2
k=−LR
2
−L(αk + α− 1, θ−L, . . . , θk, E)∏L−2
j=−L
∑α−1
i=0 fiu
2
−L(αj + i, θ−L, . . . , θj , E)
dθ−L . . . dθL−2dE.
≤
∫
Σ0
∫
T
2L−1
α
r(λ(0, θ−L, El))r(λ(θL−2, Nπ + π/2, E))
(
L−2∏
n=−L+1
r(λ(θn−1, θn, E))
)
· R−L(m,ω,E)R−L(0, ω, E)∑α−1
i=0 fiu
2
−L(α(L − 1) + i, θ−L, . . . , θL−2, Nπ + π/2, E)
·
∏L−2
k=−LR
2
−L(αk + α− 1, θ−L, . . . , θk, E)∏L−2
j=−L
∑α−1
i=0 fiu
2
−L(αj + i, θ−L, . . . , θj , E)
dθ−L . . . dθL−2dE.
≤
∫
Σ0
ρL(m, 0, E)dE,
concluding the proof.
4.3 Integral operator formula for ρL(m, 0, E)
Below, we define a family of integral operators, and express ρL(m, 0) in terms of these operators.
In doing so, we reduce the problem of bounding ρL(m, 0) to integral operator bounds.
Definition 4.9. For k = −L+1, . . . , L−2, and E ∈ R, we define a family of operators on Lp(Tα):
(
T kE,αF
)
(x) =


∫
Tα
R2+(αk − 1, y, λ(x, y, E), E)∑α−1
i=0 fiu
2
+(αk + i, y, λ(x, y, E), E)
r(λ(x, y, E))F (y)dy, k > 0∫
Tα
R2−(αk + α− 1, y, λ(y, x, E), E)∑α−1
i=0 fiu
2
−(αk + i, y, λ(y, x, E), E)
r(λ(y, x, E))F (y)dy. k ≤ 0
and for k > 0 we also define:
(
T˜ kE,αF
)
(x) =
∫
Tα
R+(αk − 1, y, λ(x, y, E), E)∑α−1
i=0 fiu
2
+(αk + i, y, λ(y, x, E), E)
r(λ(x, y, E))F (y)dy
Definition 4.10. For E ∈ R, we also define the following two special functions:
ψ−LE,α(x) =
R2−(−αL + α− 1, 0, λ(0, x, E), E)∑α−1
i=0 fiu
2
−(−αL+ i, 0, λ(0, x, E), E)
r(λ(0, x, E))
ψLE,α,N(x) =
1∑α−1
i=0 fiu
2
+(α(L − 1) + i, x, λ(x,Nπ + π/2, E), E)
r(λ(x,Nπ + π/2, E)).
A quick computation shows that
(
T 0E,αT
−1
E,α . . . T
−L+1
E,α ψ
−L
E,α
)
(θ0) =
∫
TLα
∏0
k=−L+1R
2
−(αk + α− 1, θk−1, λ(θk−1, θk, E), E)∏0
j=−L+1
(∑α−1
i=0 fiu
2
−(αj + i, θj−1, λ(θj−1, θj, E), E)
)
· R
2
−(−αL+ α− 1, 0, λ(0, θ−L, E), E)∑α−1
i=0 fiu
2
−(−αL+ i, 0, λ(0, θ−L, E), E)
· r(λ(θ−L, 0, E))
0∏
n=−L+1
r(λ(θn−1, θn, E))d θ−1 . . . d θ−L. (43)
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Similarly,
(
T˜ 1E,α . . . T˜
k0
E,α, T
k0+1
E,α . . . T
L−2
E,α ψ
L
E,α,N
)
(θ0) =
∫
T
L−2
α
(
k0∏
k=1
R+(αk − 1, θk, λ(θk−1, θk, E), E)∑α−1
i=0 fiu
2
+(αk + i, θk, λ(θk−1, θk, E), E)
)
×
(
L−2∏
k=k0+1
R2+(αk − 1, θk, λ(θk−1, θk, E), E)∑α−1
i=0 fiu
2
+(αk + i, θk, λ(θk−1, θk, E), E)
)
× r(λ(θL−1, Nπ,E)
∏L−2
n=1 r(λ(θn−1, θn, E))∑α−1
i=0 u
2
+(α(L − 1), θL−2, λ(θL−2, Nπ + π/2, E), E)
d θ1 . . . d θL−2.
(44)
Lemma 4.11. With the same notation and setup as above, for some constant C˜ > 0, we have:
ρL(m, 0, E) ≤ C˜
2B(α)−1∑
N=0
〈
T˜ 1E,α . . . T˜
k0
E,αT
ko+1
E,α . . . T
L−2
E,α ψ
L
E,α,N , T
0
E,αT
−1
E,α . . . T
−L+1
E,α ψ
−L
E,α
〉
L2(Tα,dθ0)
,
where by
〈·, ·〉 we have denoted the inner product on L2(Tα), and where m = αk0 + j, for some
j ∈ {0, . . . , α− 1}.
Proof. The proof is essentially a combination of Lemmas 4.4, 4.5, the results in (43), (44), and the
discussion below. Specifically, from Lemmas 4.4 and 4.5 we get:
R2−L(αk + α− 1, θ−L, . . . , θk, E)∑α−1
i=0 fiu
2
−L(αk + i, θ−L, . . . , θk, E)
=
R2−(αk + α− 1, θk−1, λ(θk−1, θk, E), E)∑α−1
i=0 fiu
2
−(αk + i, θk−1, λ(θk−1, θk, E), E)
;
R2−L(αk − 1, θ−L, . . . , θk−1, E)∑α−1
i=0 fiu
2
−L(αk + i, θ−L, . . . , θk, E)
=
R2+(αk − 1, θk, λ(θk−1, θk, E), E)∑α−1
i=0 fiu
2
+(αk + i, θk, λ(θk−1, θk, E), E)
;
and
R−L(αk − 1, θ−L, . . . , θk−1, E)R−L(αk + α− 1, θ−L, . . . , θk, E)∑α−1
i=0 fiu
2
−L(αk + i, θ−L, . . . , θk, E)
=
R2−L(αk − 1, θ−L, . . . , θk−1, E)∑α−1
i=0 fiu
2
−L(αk + i, θ−L, . . . , θk, E)
· R−L(αk + α− 1, θ−L, . . . , θk, E)
R−L(αk − 1, θ−L, . . . , θk−1, E)
=
R2+(αk − 1, θk, λ(θk−1, θk, E), E)∑α−1
i=0 fiu
2
+(αk + i, θk, λ(θk−1, θk, E), E)
· 1
R+(αk − 1, θk, λ(θk−1, θk, E), E)
=
R+(αk − 1, θk, λ(θk−1, θk, E), E)∑α−1
i=0 fiu
2
+(αk + i, θk, λ(θk−1, θk, E), E)
.
Next, suppose that α(k0 − 1) + α − 1 < m ≤ αk0 + α − 1, for some −L ≤ k0 ≤ L− 1; that is
m = αk0 + j, for some j ∈ {0, . . . , α− 1}. We rewrite the integrand in (42), that is,
R−L(m,ω,E)R−L(0, ω, E)
∏L−2
k=−LR
2
−L(αk + α− 1, θ−L, . . . , θk, E)∑α−1
i=0 fiu
2
−L(α(L − 1) + i, θ−L, . . . , θL−2, Nπ + π/2, E)
∏L−2
k=−L
∑α−1
i=0 fiu
2
−L(αk + i, θ−L, . . . , θk, E)
= R+(0, θ0, λ(θ−1, θ0, E), E)R+(m, θk0 , λ(θk0−1, θk0 , E), E)
·
(
R−L(α− 1, θ−L, . . . , θ0, E)R−L(αk0 + α− 1, θ−L, . . . , θk0 , E)
∏L−2
k=−LR
2
−L(αk + α− 1, θ−L, . . . , θk, E)∑α−1
i=0 fiu
2
−L(α(L − 1) + i, θ−L, . . . , θL−2, Nπ + π/2, E)
∏L−2
k=−L
∑α−1
i=0 fiu
2
−L(αk + i, θ−L, . . . , θk, E)
)
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= R+(0, θ0, λ(θ−1, θ0, E), E)R+(m, θk0 , λ(θk0−1, θk0 , E), E)·
(
0∏
k=−L
R2−L(αk + α− 1, θ−L, . . . , θk, E)∑α−1
i=0 fiu
2
−L(αk + i, θ−L, . . . , θk, E)
)
·
(
k0∏
k=1
R−L(αk − 1, θ−L, . . . , θk−1, E)R−L(αk + α− 1, θ−L, . . . , θk, E)∑α−1
i=0 fiu
2
−L(αk + i, θ−L, . . . , θk, E)
)
·
(
L−1∏
k=k0+1
R2−L(αk − 1, θ−L, . . . , θk−1, E)∑α−1
i=0 fiu
2
−L(αk + i, θ−L, . . . , θk, E)
)
= R+(0, θ0, λ(θ−1, θ0, E), E)R+(m, θk0 , λ(θk0−1, θk0 , E), E)
·
(
0∏
k=−L
R2−(αk + α− 1, θk−1, λ(θk−1, θk, E), E)∑α−1
i=0 fiu
2
−(αk + i, θk−1, λ(θk−1, θk, E), E)
)(
k0∏
k=1
R+(αk − 1, θk, λ(θk−1, θk, E), E)∑α−1
i=0 fiu
2
+(αk + i, θk, λ(θk−1, θk, E), E)
)
·
(
L−1∏
k=k0+1
R2+(αk − 1, θk, λ(θk−1, θk, E), E)∑α−1
i=0 fiu
2
+(αk + i, θk, λ(θk−1, θk, E), E)
)
.
The only remaining task is to produce uniform bounds for R+(0, θ0, λ(θ−1, θ0, E), E) and
R+(m, θk0 , λ(θk0−1, θk0 , E), E), which we do in the following lemma. This concludes the proof!
Lemma 4.12. For k = −L, . . . , L− 1, and j = 0, 1, . . . , α− 1, we have
(i) R2−(αk + j, y, λ(y, x, E), E) ≤ C1 <∞,
(ii) R2+(αk + j, x, λ(x, y, E), E) ≤ C2 <∞,
(iii)
∑α−1
i=0 fiu
2
+(αk + i, x, λ(y, x, E), E) ≥ C3 > 0,
(iv)
∑α−1
i=0 fiu
2
−(αk + i, y, λ(y, x, E), E) ≥ C4 > 0.
uniformly in E ∈ Σ0 and x, y such that λ(y, x) ∈ [−M,M ], and j, k.
Proof. Here, we only prove (i) and (iv); since the proofs of (ii) and (iii) are completely analogous,
we omit them. Recall that(
u−(αk + j + 1, y, λ, E)
u−(αk + j, y, λ, E)
)
= TE,ω(αk + j) . . . TE,ω(αk)
(
u−(αk, y, λ, E)
u−(αk − 1, y, λ, E)
)
, (45)
where
TE,ω(αk + i) =
(
E − fiωk −1
1 0
)
for i = 0, . . . , j. Let AE,ω(αk + j) = TE,ω(αk + j) . . . TE,ω(αk), then (45) becomes(
u−(αk + j + 1, y, λ, E)
u−(αk + j, y, λ, E)
)
= AE,ω(αk + j)
(
cos y
sin y
)
, (46)
where we have used the fact that our solution u− is normalized at the left end-point. Let ‖·‖HS
denote the Hilbert-Schmidt norm of an operator, then we have
‖TE,ω(αk + i)‖2 ≤ ‖TE,ω(αk + i)‖2HS
= |E − fiωk|2 + 2
≤
(
2 +
(
1 + max
0≤i≤j
fi
)
M
)2
+ 2
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≤
(
2 +
(
1 + max
0≤i≤α−1
fi
)
M
)2
+ 2 (47)
def
= C¯1 <∞. (48)
where we have used the fact that supp r ∈ [−M,M ], and E ∈ Σ0 = [−2 +M, 2 +M ]. Now, from
(46) and (47) it follows that
|u−(αk + j + 1, y, λ, E)|2 + |u−(αk + j, y, λ, E)|2 ≤ C¯j+11 ≤ C¯α1 def= C1. (49)
Then, by the definition of the Pru¨fer amplitude R−, from (49) it follows that
R2−(αk + j, y, λ, E) ≤ C1,
as desired!
To prove (iv), note that from the analogous expressions of (46), for i = 0, . . . , α − 1, we also
get
|u−(αk + i, y, λ, E)|2 + |u−(αk + i+ 1, y, λ, E)|2 ≥ 1‖AE,ω(αk + i)−1‖
=
1
‖AE,ω(αk + i)‖ (50)
≥ 1
C¯α1
(51)
def
= C¯4 > 0. (52)
As a result, since fi > 0 for all i = 0, . . . , α− 1, there is some C4 > 0 such that
α−1∑
i=0
fiu
2
−(αk + i, y, λ(y, x, E), E) ≥ C4,
thus, proving (iv).
5 Norm estimates for the integral operators
In this section we will provide estimates on the norms of the integral operators defined in Definition
4.9.
Definition 5.1. We denote the norm of a linear operator T from Lp(Tα) to L
q(Tα) by ‖T ‖p,q .
Following the line of argument for the continuum case in [6], we state and prove the following
series of lemmas.
Lemma 5.2. We have
(i)
∥∥T kE,α∥∥1,2 ≤ C0 <∞ uniformly in E ∈ Σ0 and k.
(ii)
∥∥∥ψ−LE,α∥∥∥
1
≤ C1 < ∞ and
∥∥ψLE,α∥∥1 ≤ C2 < ∞, uniformly in E ∈ Σ0, where ‖·‖1 denotes the
L1−norm on Tα.
Proof. We prove the case when k ≤ 0. The case when k > 0 is proved in an identical fashion.
Let F ∈ L1(Tα), then
∥∥T kE,αF∥∥22 =
∫
Tα
∣∣(T kE,αF ) (x)∣∣2 dx
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=
∫
Tα
∣∣∣∣∣
∫
Tα
R2−(αk + α− 1, y, λ(y, x, E), E)∑α−1
i=0 fiu
2
−(αj + i, y, λ(y, x, E), E)
r(λ(y, x, E))F (y)dy
∣∣∣∣∣
2
dx
≤
∫
Tα
(
C1
C4
)2
‖r‖2∞
∫
Tα
|F (y)| dydx
= 2πB(α)
(
C1
C4
)2
‖r‖2∞ ‖F‖21
def
= C0,
where the inequality in the third line follows from Lemma 4.12 and elementary estimates. This
concludes the proof of (i). Next, making use of Lemma 4.12 once again, we get∥∥∥ψ−LE,α∥∥∥
1
=
∫
Tα
∣∣∣ψ−LE,α(x)∣∣∣ dx
=
∫
Tα
∣∣∣∣∣ R
2
−(−αL+ α− 1, 0, λ(0, x, E), E)∑α−1
i=0 fiu
2
−(−αL+ i, 0, λ(0, x, E), E)
r(λ(0, x, E))
∣∣∣∣∣ dx
≤ 2πB(α)C1
C4
‖r‖∞
def
= C1.
Similarly for ψLE,α.
Lemma 5.3. For all −L+ 1 ≤ k ≤ L− 2 and E ∈ Σ0 we have∥∥T kE,α∥∥1,1 = 1
Proof. We consider the case k ≤ 0. Let F ∈ L1(Tα), then
∥∥T kE,αF∥∥1 =
∫
Tα
∣∣(T kE,αF )(x))∣∣ dx
=
∫
Tα
∣∣∣∣∣
∫
Tα
R2−(αk + α− 1, y, λ(y, x, E), E)∑α−1
i=0 fiu
2
−(αk + i, y, λ(y, x, E), E)
r(λ(y, x, E))F (y)dy
∣∣∣∣∣ dx
≤
∫
Tα
∫
Tα
R2−(αk + α− 1, y, λ(y, x, E), E)∑α−1
i=0 fiu
2
−(αk + i, y, λ(y, x, E), E)
r(λ(y, x, E)) |F (y)| dy dx
=
∫
Tα
(∫
Tα
R2−(αk + α− 1, y, λ(y, x, E), E)∑α−1
i=0 fiu
2
−(αk + i, y, λ(y, x, E), E)
r(λ(y, x, E))dx
)
|F (y)| dy. (53)
For fixed y, let us introduce the following change of variables Jy : λ→ x, where λ comes from
the set of coupling constants such that λ(y, x, E) = λ (i.e. we are really thinking of x as the
inverse function of λ(y, x, E) for a fixed y; it is not difficult to see that such an inverse exists, since
λ(y, x, E) is strictly monotonic in x for each fixed y). From φ−(αk+α−1, y, λ, E) = x and Lemma
3.2 we get
∂x
∂λ
=
∂φ−(αk + α− 1, y, λ, E)
∂λ
= R−2− (αk + α− 1, y, λ, E)
α−1∑
i=0
fiu
2
−(αk + i, y, λ, E). (54)
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Then, after carrying out the change of variables (53) becomes∫
Tα
(∫
R
r(λ)dλ
)
|F (y)| = ‖r‖1 ‖F‖1 = ‖F‖1 .
This shows that
∥∥T kE,α∥∥1,1 ≤ 1.
Now, since for F ≥ 0 in (53) we have all equal signs, it follows that, indeed, ∥∥T kE,α∥∥1,1 = 1, as
claimed. In a completely similar way, one proves the case for k > 0.
Definition 5.4. For x, y ∈ Tα, and k ≥ 0, let
KkE,α(x, y) =


R+(αk − 1, y, λ(x, y, E), E)∑α−1
i=0 fiu
2
+(αk + i, y, λ(x, y, E), E)
r(λ(x, y, E)), if λ(x, y, E) exists
0 otherwise
be the integral kernel for the operator T˜ kE,α.
Lemma 5.5.
(a) For all x, y ∈ Tα and all k ≥ 0, we have
KkE,α(x + π, y + π) = K
k
E,α(x, y).
(b) KkE,α(·, ·) is almost everywhere continuous on T2α.
Proof. We begin by proving the first claim. In general, by linearity one has u+(·, y + π, λ,E) =
−u+(·, y, λ, E). From this it follows that R+(·, y+π, λ,E) = R+(·, y, λ, E), and φ+(·, y+π, λ,E) =
φ+(·, y, λ, E) + π, where the latter follows by an identical argument as the one in the paragraph
preceding (32). Now, from this observation, and the definition of λ(x, y, E) it immediately follows
that λ(x + π, y + π,E) = λ(x, y, E). That is, if for any x, y ∈ Tα there is a coupling constant λ
such that φ+(αk − 1, y, λ, E) = x, we set λ(x, y, E) = λ. Now, from the argument above, since
given x + π, y + π ∈ Tα, for the same coupling constant λ, we have φ+(αk − 1, y + π, λ,E) =
φ+(αk − 1, y, λ, E) + π = x + π, hence λ(x + π, y + π,E) = λ, as desired. Finally, the claim is
merely a combination of these facts!
We will prove continuity of KkE,α(·, ·) on T2α \λ−1E (B), where B denotes the set of discontinuities
of the density function r. To that end, we need to first show that
D def= {(y, x) ∈ T2α : λ(y, x) exists} is open and λ(·, ·) is continuous onD. (55)
Let (y, x) ∈ D be some fixed point and ǫ > 0, be given. We first fix y and increase x a little;
that is, for some δ1 > 0, we consider x+ δ1. Since, (y, x) ∈ D , we have λ¯ def= λ(y, x), for some λ¯,
that is φ+(αk − 1, y, λ¯, E) = x, and since φ+(αk − 1, y, λ, E) is continuous in λ it means that for
small enough δ1 there will be some λ1 such that φ+(αk − 1, y, λ1, E) = x + δ1, which is the same
as λ(y, x + δ1) = λ1. On the other hand, since φ+ is strictly increasing in λ, for every 0 < δ < δ1
we will have φ+(αk − 1, y, λ¯1, E) = x + δ, for some λ¯ < λ¯1 < λ1. We can actually pick δ1 small
enough so that λ(y, x + δ1) ≤ λ(y, x) + ǫ/2. So, from above, it follows that also
λ¯1
def
= λ(y, x+ δ) ≤ λ(y, x) + ǫ/2, for all 0 < δ ≤ δ1 (56)
Via a similar argument, it follows that if we keep x + δ1 fixed and decrease y a little, we can find
a small enough δ2 > 0 so that λ(y − δ2, x + δ1) ≤ λ(y, x + δ1) + ǫ/2. Putting these two together,
we get λ(y − δ2, x+ δ1) ≤ λ(y, x) + ǫ. Again, via an almost identical argument, we can find small
enough δ3, δ4 > 0 so that λ(y + δ4, x − δ3) ≥ λ(y, x) − ǫ. We wish to note that, using the fact
that φ+ is increasing in λ, a similar argument as in (56) can be made in the other three cases
above, as well. Let, B(y, x)
def
= {(y + δ, x + δ˜) : −δ2 ≤ δ ≤ δ4,−δ1 ≤ δ˜ ≤ δ1}. The fact that
On the Kunz-Souillard approach to localization for the generalized Anderson model 29
B(y, x) ⊂ D, follows immediately from (56) and the last comment! From above it also follows
that λ(B(y, x)) ⊂ [λ(y, x)− ǫ, λ(y, x) + ǫ], which proves continuity of λ(·, ·). To prove Leb−almost
everywhere continuity of KkE,α(y, x) we first rewrite it using the closed subset A
def
= λ−1(supp r) of
D,
KkE,α(y, x) =


R+(αk − 1, x, λ(y, x, E), E)∑α−1
i=0 fiu
2
+(αk + i, x, λ(y, x, E), E)
r(λ(y, x, E)), if (y, x) ∈ D
0 if (y, x) ∈ T2α \A
First, we note that this is well-defined, since if (y, x) ∈ D \ A, then r(λ(y, x)) = 0, so there is no
ambiguity. Since {D,T2α\A} forms an open cover of T2α it suffices to prove continuity on each of the
open sets separately. Continuity on T2α \A is obvious. To prove continuity on D\λ−1E (B), first note
that it is not hard to see that u+ is jointly continuous on (x, λ); this essentially follows from the
fact that u+(αk+i, x, λ, E) is a polynomial in cosx, sinx, and λ. As a result, R+(αk−1, x, λ, E) is
also jointly continuous on (x, λ). Now, the result follows from (55) and the fact that r is continuous
away from B. Finally, since, by assumption on r, Leb(B) = 0, from Proposition 4.3 it follows that
Leb(λ−1E (B)) = 0, and thus K
k
E,α(·, ·) is almost everywhere continuous on T2α.
Lemma 5.6. We have ∥∥∥T˜ kE,α∥∥∥
2,2
≤ 1.
Proof. First let us define
Kk1 (x, y) =
r(λ(x, y, E))∑α−1
i=0 u
2
+(αk + i, y, λ(x, y, E), E)
,
and
Kk2 (x, y) =
R2+(αk − 1, y, λ(x, y, E), E)r(λ(x, y, E))∑α−1
i=0 fiu
2
+(αk + i, y, λ(x, y, E), E)
,
whenever λ(x, y, E) exists, else we set them both equal to zero.
Next, we compute∫
Tα
Kk2 (x, y)dx =
∫
Tα
R2+(αk − 1, y, λ(x, y, E), E)r(λ(x, y, E))∑α−1
i=0 fiu
2
+(αk + i, y, λ(x, y, E), E)
dx.
Similarly as in Lemma 5.3 we introduce the following change of variables J : λ→ x. From φ+(αk−
1, y, λ, E) = x, we get
∂x
∂λ
=
∂φ+(αk − 1, y, λ, E)
∂λ
= −R−2+ (αk − 1, y, λ, E)
α−1∑
i=0
fiu
2
+(αk + i, y, λ, E).
Then, we get ∫
Tα
Kk2 (x, y)dx =
∫
Tα
R2+(αk − 1, y, λ, E)r(λ)∑α−1
i=0 fiu
2
+(αk + i, y, λ, E)
∣∣∣∣dxdλ
∣∣∣∣ dλ
=
∫
Tα
r(λ)dλ
= 1.
To compute the second integral, we note that from Lemmas 4.4 and 4.5 we get
α−1∑
i=0
fiu
2
+(αk+i, y, λ(x, y, E), E) = R
−2
− (αk+α−1, x, λ(x, y, E), E)
α−1∑
i=0
fiu
2
−(αk+i, x, λ(x, y, E), E).
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So, ∫
Tα
Kk1 (x, y)dy =
∫
Tα
r(λ(x, y, E))∑α−1
i=0 fiu
2
+(αk + i, y, λ(x, y, E), E)
=
∫
Tα
R2−(αk + α− 1, x, λ(x, y, E), E)∑α−1
i=0 fiu
2
−(αk + i, x, λ(x, y, E), E)
r(λ(x, y, E))dy
= 1,
where the last step follows after performing the same change of variables as in Lemma 5.3.
Finally, noting that KkE,α(x, y) =
√
Kk1 (x, y)
√
Kk2 (x, y), the result follows immediately by the
Schur Test; specifically, the version that appears in [30].
6 The ‖·‖2,2−norm of T˜ kE,α
The goal of this section is to prove the following proposition.
Proposition 6.1. For all k ≥ 0 we have ∥∥∥T˜ kE,α∥∥∥
2,2
< 1.
The fact that these operators are π−periodic, as established in Lemma 5.5, suggests that the
operators T˜ kE,α might be decomposable into a direct sum of integral operators on L
2(0, π). This is
established in the following lemma. Part (a) of the lemma is common knowledge and the rest is
the exact analogue of the continuum version, however, for completeness we provide the statement
and its proof with the corresponding modifications and adjustments to the discrete setting.
Lemma 6.2. (a) Suppose h is continuous on (πn, π(n + 1)) for n = 0, 1, . . . , 2B(α) − 1, and for
j ∈ {0, 1, . . . , 2B(α)− 1}, and x ∈ (0, π), let
(Uh)j(x) =
1√
2B(α)
2B(α)−1∑
n=0
e−
ipijn
B(α) h(x+ πn).
Then U extends to a unitary operator
U : L2(Tα)→
2B(α)−1⊕
j=0
L2(0, π).
(b) We have
UT˜ kE,αU
−1 =
2B(α)−1⊕
j=0
Lkj,E,
where Lkj,E is the integral operator on L
2(0, π) with kernel
LkE,α,j(x, y) =
2B(α)−1∑
n=0
KkE,α(x, y + nπ)e
ipijn
B(α) .
(c) We have
∥∥∥T˜ kE,α∥∥∥
2,2
=
∥∥Lk0,E∥∥2,2 where the norms are taken in the respective L2− spaces.
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Proof. (a) First, we will show that U is densely defined with dense image. To this end, let g =
(gm) ∈
⊕2B(α)−1
m=0 L
2(0, π), be any given continuous function. Let us define,
h(x+ πn) =
1√
2B(α)
2B(α)−1∑
m=0
e
ipimn
B(α) gm(x),
for x ∈ (0, π) and n ∈ {0, 1, . . . , 2B(α)− 1}. We claim that Uh = g. That is,
(Uh)j(x) =
1√
2B(α)
2B(α)−1∑
n=0
e−
ipijn
B(α) h(x+ πn)
=
1√
2B(α)
2B(α)−1∑
n=0
e−
ipijn
B(α)
1√
2B(α)
2B(α)−1∑
m=0
e
ipimn
B(α) gm(x)
=
1
2B(α)
2B(α)−1∑
m=0
gm(x)
2B(α)−1∑
n=0
e
ipin(m−j)
B(α)
= gj(x),
where the last line follows from the fact that the sum of all the B(α)th roots of unity is
zero; in particular, for m 6= j we have ∑2B(α)−1n=0 e ipin(m−j)B(α) = 0, while for m = j we get∑2B(α)−1
n=0 e
ipin(m−j)
B(α) = 2B(α). Next, we show that U is an isometry, and thus it can be
extended to a unitary operator from L2(Tα) to
⊕2B(α)−1
j=0 L
2(0, π). So,
‖Uh‖22 =
2B(α)−1∑
j=0
∫ π
0
|(Uh)j(x)|2 dx
=
2B(α)−1∑
j=0
∫ π
0
∣∣∣∣∣∣
1√
2B(α)
2B(α)−1∑
n=0
e−
ipijn
B(α) h(x+ πn)
∣∣∣∣∣∣
2
dx
=
∫ π
0
2B(α)−1∑
j=0
∣∣∣∣∣∣
2B(α)−1∑
n=0
1√
2B(α)
e−
ipijn
B(α) h(x+ πn)
∣∣∣∣∣∣
2
dx
=
∫ π
0
2B(α)−1∑
j=0
∣∣∣∣∣
〈 1√
2B(α)
e
ipij(·)
B(α) , h(x+ π(·))
〉
ℓ2({0,...,2B(α)−1})
∣∣∣∣∣
2
dx
=
∫ π
0
‖h(x, ·)‖2ℓ2({0,...,2B(α)−1}) dx
=
∫ π
0
2B(α)−1∑
j=0
|h(x+ πj)|2 dx
=
∫ 2πB(α)
0
|h(x)|2dx
= ‖h‖22 .
Above, we have used the fact that
{
1
2B(α)e
iπj(·)
}2B(α)−1
j=0
is an orthonormal basis of ℓ2({0, . . . , 2B(α)−
1}), and Parseval’s identity going from line four to five.
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(b) We have
2B(α)−1⊕
l=0
Lkl Uh


j
(y) =
∫ π
0
LkE,α,j(y, x)(Uh)j(x)dx
=
∫ π
0
2B(α)−1∑
n=0
KkE,α(y, x+ nπ)e
ipijn
B(α)
1√
2B(α)
2B(α)−1∑
m=0
e−
ipijm
B(α) h(x+ πm)dx
=
1√
2B(α)
2B(α)−1∑
n=0
2B(α)−1∑
m=0
e−
ipij(m−n)
B(α)
∫ π
0
KkE,α(y, x+ nπ)h(x+ πm)dx.
On the other hand,
(UT˜ kE,αh)j(y) =
1√
2B(α)
2B(α)−1∑
n=0
e−
ipijn
B(α) (T˜ kE,αh)(y + nπ)
=
1√
2B(α)
2B(α)−1∑
n=0
e−
ipijn
B(α)
∫ 2πB(α)
0
KkE,α(y + nπ, x)h(x)dx
=
1√
2B(α)
2B(α)−1∑
n=0
e−
ipijn
B(α)
2B(α)−1∑
m=0
∫ π
0
KkE,α(y + nπ, x+mπ)h(x +mπ)dx
=
1√
2B(α)
2B(α)−1∑
n=0
2B(α)−1∑
m=0
e−
ipijn
B(α)
∫ π
0
KkE,α(y, x+ (m− n)π)h(x +mπ)dx
=
1√
2B(α)
2B(α)−1∑
n˜=0
2B(α)−1∑
m=0
e−
ipij(m−n˜)
B(α)
∫ π
0
KkE,α(y, x+ n˜π)h(x +mπ)dx.
The last equality above follows by using the fact that KkE,α is defined up to mod 2πB(α). The
claim follows by comparing these two expressions.
(c) From above it follows that
∥∥∥T˜ kE,α∥∥∥
2,2
= max0≤j≤2B(α)−1
∥∥Lkj∥∥2,2 . Now, since KkE,α(x, y) ≥ 0,
it follows readily that
∣∣LkE,α,j∣∣ ≤ LkE,α,0 and thus ∥∥Lkj∥∥2,2 ≤ ∥∥Lk0∥∥2,2 , for all j, thus proving
the claim.
Proof of Proposition 6.1. Here, we adapt the argument for the analogous continuum result in [6].
By Lemmas 5.5 and 6.2 it suffices to show that
∥∥Lk0∥∥2,2 6= 1. We establish this via a proof by
contradiction; that is, assume that
∥∥Lk0∥∥2,2 = 1. Since Lk0 is a compact operator (this follows from
Lemma 5.5 and Lemma 6.2 part (b)), it implies that |Lk0 | is also compact, hence it follows that∥∥|Lk0 |∥∥2,2 is an eigenvalue of |Lk0 |. Then, using the fact that ∥∥Lk0∥∥ = ∥∥|Lk0 |∥∥, and ∥∥|Lk0 |f∥∥2 = ∥∥Lk0f∥∥2
it follows that there exists some f 6= 0 such that ∥∥Lk0f∥∥2 = ‖f‖2, where f is chosen to be the
eigenvector corresponding to the eigenvalue
∥∥Lk0∥∥2,2 = ∥∥|Lk0 |∥∥2,2 = 1. Let f˜ be the π−periodic
extension of f to Tα; that is f˜(x + nπ) = f(x), for all x ∈ (0, π). Then,
(
Lk0f
)
(y) =
∫ π
0
2B(α)−1∑
n=0
KkE,α(y, x+ nπ)f(x)dx
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=
2B(α)−1∑
n=0
∫ π
0
KkE,α(y, x+ nπ)f˜(x+ nπ)dx
=
∫
Tα
KkE,α(y, x)f˜(x)dx.
Then,
∥∥Lk0f∥∥22 =
∫ π
0
| (Lk0f) (y)|2dy
=
∫ π
0
∣∣∣∣
∫
Tα
KkE,α(y, x)f˜(x)dx
∣∣∣∣
2
dy
=
∫ π
0
∣∣∣∣
∫
Tα
√
Kk1 (y, x)
√
Kk2 (y, x)f˜(x)dx
∣∣∣∣
2
dy
≤
∫ π
0
(∫
Tα
Kk1 (y, x)dx
∫
Tα
Kk2 (y, x)|f˜(x)|2dx
)
dy
=
∫ π
0
∫
Tα
Kk2 (y, x)|f˜(x)|2dxdy
=
∫ π
0
2B(α)−1∑
n=0
∫ −(n−1)π
−nπ
Kk2 (y, x)|f˜ (x)|2dxdy
=
∫ π
0
2B(α)−1∑
n=0
∫ π
0
Kk2 (y, x− nπ)|f˜(x − nπ)|2dxdy
=
∫ π
0
2B(α)−1∑
n=0
∫ π
0
Kk2 (y + nπ, x)|f(x)|2dxdy
=
∫ π
0

2B(α)−1∑
n=0
∫ π
0
Kk2 (y + nπ, x)dy

 |f(x)|2dx
=
∫ π
0
(∫
Tα
Kk2 (y, x)dy
)
|f(x)|2dx
=
∫ π
0
|f(x)|2dx
= ‖f‖22
=
∥∥Lk0f∥∥2 ,
where above, among other facts, we have used results appearing in the proof of Lemma 5.6. Since,
we have equality in the application of Cauchy-Schwarz inequality, we conclude that for almost
every y ∈ (0, π) the functions
∣∣∣√Kk1 (y, ·)∣∣∣2 and ∣∣∣√Kk2 (y, ·)f˜(·)∣∣∣2 are linearly dependent almost
everywhere. That is, for y ∈ (0, π) \N , with Leb(N) = 0, there is some constant Cy > 0 such that
CyK
k
1 (y, ·) = Kk2 (y, ·)f˜(·)2 a.e.
For each y ∈ [0, π) \N , set
My
def
= {x : λ(y, x) ∈ supp r}.
Then, for almost every x ∈ My we have Cy = R2+(αk − 1, x, λ(y, x, E), E)f˜ (x)2. Rewriting this,
using an immediate consequence of Lemma 4.4, we get
f˜(x)2 = CyR
2
−(αk + α− 1, y, λ(x, y, E), E). (57)
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Our next goal is to show that f˜2 is real analytic on R. To this end, let [a, b] be a non-trivial
interval contained in supp r. The existence of such an interval is guaranteed by our assumption on
r. Let cy and dy be the unique phases determined by λ(y, cy, E) = a and λ(y, dy, E) = b; that is,
φ−(αk + α − 1, y, a, E) = cy and φ−(αk + α − 1, y, b, E) = dy. Then, from Lemma 3.2 it follows
that cy < dy. By construction, φ−(αk+α−1, y, ·, E) is continuous when viewed as a function from
supp r to Tα. Hence, by the intermediate value theorem, it follows that [cy, dy] ⊂ My. Moreover,
again by construction, it follows that cy and dy are continuous functions of y, and by Lemma 4.2,
that they are strictly increasing. From φ−(αk+α− 1, y+ π, ·, E) = φ−(αk+α− 1, y, ·, E)+ π, we
have [cy+π, dy+π] = [cy + π, dy + π]. Set
I
def
=
⋃
y∈[0,π)\N
(cy , dy).
From the discussion above it follows that I is an open interval of length greater than π.
Next, since the solution u− of the difference equation (30) is simply a polynomial in λ, it
follows that in particular it is analytic in λ. Consequently, R2−(αk + α− 1, y, λ, E), as the sum of
the squares of two analytic functions, is also analytic in λ. From our discussion above and equation
(54) it follows that in turn x(λ) is analytic in λ and by Lemma 3.2 that x′(λ) > 0, thus implying
that the inverse function of x(λ), namely λ(y, x, E) is analytic in x.
The discussion above and the expression in (57), shows that, in particular, for each fixed
y ∈ (0, π) \ N the function f˜2 is real analytic on (cy, dy), and as a result on the entire I as well.
Moreover, since f˜ is π−periodic, we conclude that f˜2 is analytic on the entire real line. Now, we fix
again y ∈ [0, π)\N , and by analytic continuation conclude that in fact (57) holds for all x for which
λ(x, y, E) exists. Next, since all real analytic periodic functions are bounded on R, and since f˜2 is
a π−periodic analytic function on R, from (57) we conclude that R2−(αk + α− 1, y, λ(x, y, E), E)
is bounded in x. But since λ(x, y, E) takes on arbitrary values as x varies, we get
sup
λ∈R
R−(αk + α− 1, y, λ, E) <∞, (58)
contradicting Lemma 6.3 below. This contradiction shows that
∥∥∥T˜ kE,α∥∥∥
2,2
=
∥∥Lk0∥∥2,2 < 1, and thus
proving the claim!
Lemma 6.3. It holds that
lim
λ→∞
R−(αk + α− 1, y, λ, E) =∞.
Proof. We have
R−(αk + α− 1, y, λ, E) =
0∏
i=α−1
∣∣∣cosφ−(αk + i− 1, y, λ, E)
sinφ−(αk + i, y, λ, E)
∣∣∣
=
∣∣ cosφ−(αk − 1, y, λ, E) cotφ−(αk, y, λ, E) . . . cotφ−(αk + α− 2, y, λ, E)∣∣
·
∣∣∣ 1
sinφ−(αk + α− 1, y, λ, E)
∣∣∣
=
∣∣∣∣cos y(λ)(E − f0λ− tan y(λ))
(
E − f1λ− 1
E − f0λ− tan y(λ)
)∣∣∣∣ . . .
. . .
∣∣∣∣∣∣

E − fα−2λ− 1
E − fα−3λ− 1···+ 1
E−f0λ−tan y(λ)


∣∣∣∣∣∣ ·√√√√√√1 +

E − fα−1λ− 1
E − fα−2λ− 1E−fα−3λ− 1
···+ 1
E−f0λ−tan y(λ)


2
.
On the Kunz-Souillard approach to localization for the generalized Anderson model 35
The first equality follows from (36), and to go from the second line to the third we have used the
analogue of equation (14) for φ− iteratively, and the trig identity
∣∣∣(sinA)−1∣∣∣ =√1 + (cotA)2. We
will consider in more detail the case when α = 3, then the same argument can be extended to the
general case. Before we do so, let us make a crucial observation. Since the coupling constant λ
defines the α−block starting at site αk and ending at site αk + α − 1, and since the Pru¨fer angle
y (i.e. in previous notation this is the angle we denote by θk−1, see the paragraph where equation
(30) is discussed!) is determined by the solutions at sites αk− 1 and αk, when solving from left to
right, as such it is fixed and thus independent of the coupling constant λ. For α = 3 we have
R−(3k + 2, y, λ, E) = cos y(λ)(E − f0λ− tan y(λ))
(
E − f1λ− 1
E − f0λ− tan y(λ)
)
·
√√√√1 +
(
E − f2λ− 1
E − f1λ− 1E−f0λ−tan y(λ)
)2
= cos y(λ)(E − f0λ− tan y(λ))
√(
E − f1λ− 1
E − f0λ− tan y(λ)
)2
+
(
(E − f2λ)
(
E − f1λ− 1
E − f0λ− tan y(λ)
)
− 1
)2
= cos y(λ)
√[
(E − f1λ)
(
E − f0λ− tan y(λ)
)− 1]2
+
[
(E − f2λ)
(
(E − f1λ)
(
E − f0λ− tan y(λ)
)− 1)− (E − f0λ− tan y(λ))]2
=
√[
(E − f1λ)
(
E − f0λ) cos y(λ)− (E − f1λ) sin y(λ)− cos y(λ)
]2
+
[
(E − f2λ)
(
(E − f1λ)(E − f0λ) − (E − f0λ) − 1
)
cos y(λ)
−
(
(E − f2λ)(E − f1λ) + 1
)
sin y(λ)
]2
.
Now, since y(λ) is fixed and independent of λ, we note that, regardless of its value, the expression
under the square root above will either be a polynomial of degree three or of degree two in λ (i.e.
depending on whether sin y(λ) or cos y(λ) is zero). Thus, it is clear that R−(3k + 2, y, λ, E)→∞
as λ→∞, proving the claim!
7 The dependence of the ‖·‖2,2−norm of T˜ kE,α on k and the
energy E
The goal of this section is to show that T˜ kE,α depends continuously on E. More precisely, we prove
the following theorem.
Theorem 7.1. The real valued map E 7→
∥∥∥T˜ kE,α∥∥∥
2,2
is continuous on Σ0.
Before we begin the proof of the above theorem, let us first observe that the norm of T˜ kE,α is in-
dependent of k. The way to see this, is by noting that all the quantities involved in the definition of
T˜ kE,α, specifically the Pru´fer amplitude R+ and the solution u+ of the difference equation (30), are
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defined locally on each α−block, and the fact that the random variables are identically distributed.
Next, we begin the proof of Theorem 7.1, by first proving two preparatory lemmas by adapting
the analogous arguments for the continuum case.
Lemma 7.2. Suppose En → E. Then,
λ(y, x, En)→ λ(y, x, E),
whenever λ(y, x, E) exists.
Proof. Suppose λ(y, x, E) exists, that is, λ0 = λ(y, x, E) for some λ0 ∈ R. By definition, this means
that φ+(αk − 1, x, λ0, E) = y. Now, since φ+ is strictly increasing in the coupling constant λ, it
follows that given any ǫ > 0 we have
φ+(αk − 1, x, λ0 − ǫ, E) < y < φ+(αk − 1, x, λ0 + ǫ, E).
Then, since by construction, φ+ depends continuously on the energy E, it follows that there exists
some n0 such that for all n ≥ n0 we have
φ+(αk − 1, x, λ0 − ǫ, En) < y < φ+(αk − 1, x, λ0 + ǫ, En).
So, by the intermediate value theorem, there is some λn ∈ (λ0 − ǫ, λ0 + ǫ) such that φ+(αk −
1, x, λn, En) = y; that is, λ(y, x, En) = λn. In conclusion, we have shown that, given any ǫ > 0,
there is some n0 such that for all n ≥ n0 we have λ(y, x, En) ∈ (λ(y, x, E)− ǫ, λ(y, x, E)+ ǫ), which
shows that λ(y, x, En)→ λ(y, x, E) as n→∞, thus proving the claim.
Lemma 7.3. Suppose En → E. Then, we have
R
2 \A(E) ⊂ lim inf
n→∞
R
2 \A(En),
where A(E) = λ(·, ·, E)−1 ([−M,M ]) and supp r ⊂ [−M,M ].
Proof. Let (y, x) ∈ R2 \A(E); that is, λ(y, x, E) either does not exist, or it exists but lies outside
of [−M,M ]. Suppose there is a subsequence nj → ∞ such that λ(y, x, Enj ) exists and belongs to
some interval [a, b] ⊂ [−M,M ] for every j. Then, φ−(αk + α − 1, y, λ(y, x, Enj ), Enj ) = x. By
monotonicity, we have
φ−(αk + α− 1, y, a, Enj) ≤ x ≤ φ−(αk + α− 1, y, b, Enj).
Since φ− is continuous as a function of the energy E, taking j →∞, we find that
φ−(αk + α− 1, y, a, E) ≤ x ≤ φ−(αk + α− 1, y, b, E).
By the intermediate value theorem, this would imply that there exist some λ0 ∈ [−M,M ] such
that φ−(αk + α − 1, y, λ0, E) = x, which is the same as saying that λ(y, x, E) exists and is equal
to λ0, thus leading us to a contradiction.
Lemma 7.4. Suppose En → E. Then
lim
n→∞
KkEn,α(y, x) = K
k
E,α(y, x)
for almost every (y, x) ∈ R2.
Proof. The case where (y, x) ∈ R2 \ A(E) follows trivially from Lemma 7.3. Next, we consider
the case where λ(y, x, E) exists. First, let B denote the set of discontinuities of r, and let K
def
=
λ−1E (B)
⋃
λ−1En(B). Since, Leb(B) = 0, then by Proposition 4.3 it follows that Leb(K) = 0. Then
by Lemma 7.2 we know that λ(y, x, En) → λ(y, x, E) as n → ∞. So, using the fact that u+ and
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R+ depend continuously on E, and that r is continuous away from B, for every (x, y) ∈ R2 \K,
we get that
KkEn,α(y, x) =
R+(αk − 1, x, λ(y, x, En), En)∑α−1
i=0 fiu
2
+(αk + i, x, λ(x, y, En), En)
r(λ(y, x, En))→ KkE,α(y, x), as n→∞,
concluding the proof.
Now, we are ready to give the proof of Theorem 7.1.
Proof of Theorem 7.1. Let E be any point in Σ0, and let En ∈ Σ0 be an arbitrary sequence
converging to E; that is, |En − E| → 0 as n→∞. We will show that
lim
n→∞
∥∥∥T˜ kEn,α∥∥∥2,2 =
∥∥∥T˜ kE,α∥∥∥
2,2
.
From Lemma 6.2, since
∥∥∥T˜ kE,α∥∥∥
2,2
=
∥∥Lk0,E∥∥2,2, it suffices to show that ∥∥Lk0,En − Lk0,E∥∥2,2 → 0, as
n→∞, where
(
Lk0,(·)f
)
(x) =
∫ π
0
Lk(·),α,0(x, y)f(y)dy, and L
k
(·),α,0 =
2B(α)−1∑
n=0
Kk(·),α(x, y + nπ).
From the definition of KkE,α in Definition 5.4, and Lemma 4.12, it follows that L
k
(·),α,0(x, y) is
uniformly bounded on on {E}∪{En}. On the other hand, Lemma 7.4 shows that for almost every
(x, y) ∈ R2 we have LkEn,α,0(·, ·) → LkE,α,0(·, ·), as n → ∞. Thus, using dominated convergence
theorem, we get∥∥Lk0,En − Lk0,E∥∥2,2 ≤ ∥∥Lk0,En − Lk0,E∥∥HS
=
∫ π
0
∫ π
0
∣∣LkEn,α,0(x, y)− LkE,α,0(x, y)∣∣2 dydx→ 0, as n→∞,
concluding the proof!
Corollary 7.5. There exists some constant 0 < q < 1, such that
sup
E∈Σ0
∥∥∥T˜ kE,α∥∥∥
2,2
≤ q < 1.
Proof. Since Σ0 is compact, from Theorem 7.1 it follows that
∥∥∥T˜ kE,α∥∥∥
2,2
attains its maximum in
Σ0. That is, there is some E0 ∈ Σ0, such that
∥∥∥T˜ kE,α∥∥∥
2,2
≤
∥∥∥T˜ kE0,α
∥∥∥
2,2
, for all E ∈ Σ0, hence we
also have
sup
E∈Σ0
∥∥∥T˜ kE,α∥∥∥
2,2
≤
∥∥∥T˜ kE0,α∥∥∥
2,2
.
From Proposition 6.1 it follows that there is some 0 < q < 1 such that
∥∥∥T˜ kE0,α
∥∥∥
2,2
≤ q, proving the
claim.
8 Proof of Theorem 2.1
Now, we are in a position to give the proof of Theorem 2.1, which will merely be a collection of
the facts proven above. As we have already remarked, it is sufficient to show that ρL(m, 0) ≤
Ce−γ|⌊mα ⌋|. First, with no loss of generality, suppose that m = αk0+ j, for some fixed k0 and some
j ∈ {0, 1, . . . , α− 1}, then we have
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∫
Ω
(
sup
t∈R
∣∣〈δm, e−itHωδ0〉∣∣
)
dµ(ω)
= a(m, 0)
≤ lim inf
L→∞
aL(m, 0)
≤ lim inf
L→∞
ρL(m, 0)
≤ lim inf
L→∞
∫
Σ0
ρL(m, 0, E)dE
≤ C˜ lim inf
L→∞
∫
Σ0
2B(α)−1∑
N=0
〈
T˜ 1E,α . . . T˜
k0
E,αT
ko+1
E,α . . . T
L−2
E,α ψ
L
E,α,N , T
0
E,αT
−1
E,α . . . T
−L+1
E,α ψ
−L
E,α
〉
L2(T,dθ0)
dE.
≤ C˜ lim inf
L→∞
2B(α)−1∑
N=0
∫
Σ0
∥∥∥T˜ 1E,α . . . T˜ k0E,αT ko+1E,α . . . TL−2E,α ψLE,α∥∥∥
2
∥∥∥T 0E,αT−1E,α . . . T−L+1E,α ψ−LE,α∥∥∥
2
dE
≤ C˜ lim inf
L→∞
2B(α)−1∑
N=0
∫
Σ0
k0∏
i=1
∥∥∥T˜ iE,α∥∥∥
2,2
∥∥∥T k0+1E,α ∥∥∥
1,2
L−2∏
i=k0+2
∥∥T iE,α∥∥1,1 ∥∥ψLE,α∥∥1 ∥∥T 0E,α∥∥1,2
−L+1∏
i=−1
∥∥T iE,α∥∥1,1
∥∥∥ψ−LE,α∥∥∥
1
dE
≤ C˜ lim inf
L→∞
2B(α)−1∑
N=0
∫
Σ0
qk0 · C0 · C1 · C0 · C2dE
= C¯2B(α)Leb(Σ0)q
k0
= Ce−γ⌊
m
α
⌋,
where γ = log
(
q−1
)
> 0, since q < 1.
The first equality follows by definition; in the second and third lines we have used Lemmas 2.7
and 2.8; going from line three to line four we have used Lemma 4.8 ; from line four to five we have
used 4.11; from line five to six the Cauchy-Schwarz inequality; from line five to six standard results
for operator norms; finally, in the last inequality we have used Lemmas 5.2, 5.3, and Corollary 7.5.
9 The operator T1 is a strict contraction
The purpose of this section is to deduce that the single operator T1, defined in the original Kunz-
Souillard setting, is a strict contraction. We remind the reader that in the original Kunz-Souillard
work, it is originally only known for the second iterate of T1 to be a contraction, hence, from this
point of view, the result we present here is an improvement of the original work. We achieve this
via appealing to the norm estimates in the previous section, and by showing that, in the special
case for α = 1, and f0 = 1, the integral operators T˜
k
E,α ≡ T˜ kE, are unitarily equivalent to the T1
operator defined in [12], [23].
For each k ≥ 0 we consider the following operator on L2(T1), where T1 = R/(2πB(1)Z),
(
T˜ kEf
)
(x) =
∫
T1
R+(k − 1, y, λ(x, y, E), E)
u2+(k, y, λ(x, y, E), E)
r(λ(x, y, E))f(y)dy. (59)
Before we rewrite the above integral, let us note that it follows immediately from the proof of
Lemma 3.1 that in the case α = 1 we can actually take B(1) to be 1. Next, let us rewrite this
integral operator using the definition of R+ and u+. That is, since u+(k, y, λ, E) = sin y and
R+(k, y, λ, E) sinφ+(k, y, λ, E) = R+(k − 1, y, λ, E) cosφ+(k − 1, y, λ, E)
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with R+(k, y, λ, E) = 1, φ+(k, y, λ, E) = y and φ+(k − 1, y, λ, E) = x we get
R+(k − 1, y, λ, E)
u2+(k, y, λ, E)
=
1
cosx sin y
.
Next, we claim that λ(x, y, E) = E − tanx − cot y. We show that, given any x, y ∈ T, there is a
coupling constant λ = E − tanx− cot y, such that φ+(k − 1, y, λ, E) = x.
From
cotφ+(k, y, λ, E) + tanφ+(k − 1, y, λ, E) = E − λ
we get φ+(k − 1, y, λ, E) = tan−1(E − λ − cot y). So, given any x, y ∈ T1, taking λ to be E −
tanx − cot y, we clearly get φ+(k − 1, y, λ, E) = x. Whenever such a coupling constant exists, we
set λ(x, y, E) = λ = E − tanx− cot y, as claimed.
Now, we rewrite (59):
(
T˜ kEf
)
(x) =
1
cosx
∫
T1
r
(
E − tanx− 1
tan y
)
1
sin y
f(y)dy. (60)
Next, let us define an operator T1,E on L
2(R), as follows
(T1,Ef) (u) =
∫
R
r(E − u− v−1)|v|−1f(v)dv. (61)
We will show that these two operators are conjugates of one another!
Define U1 : L2(R)→ L2(T1) by
(U1f) (x) = secxf(tanx)
and U2 : L2(T1)→ L2(R) by
(U2f) (x) = 1√
1 + x2
f(tan−1 x),
and note that they are both unitary operators and inverses of one another.
Proposition 9.1. With the same notation as above, we have T˜ kE = U1T1,EU2.
Proof.
(U1T1,EU2f) (x) = secx (SEU2f) (tanx)
= secx
∫
R
r
(
E − tanx− v−1) |v|−1 (U2f) (v)dv
= secx
∫
R
r
(
E − tanx− v−1) |v|−1 1√
1 + v2
f
(
tan−1 v
)
dv.
=
1
cosx
∫
T1
r
(
E − tanx− 1
tan y
)
1
tan y
1
sec y
f(y) sec2 y dy
=
1
cosx
∫
T1
r
(
E − tanx− 1
tan y
)
1
sin y
f(y)dy
=
(
T˜ kEf
)
(x).
Above, in the third line, we have performed the following change of variables y = tan−1 v. Then,
dv = sec2 y dy.
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Theorem 9.2. There is some 0 < q < 1 such that
sup
E∈Σ0
‖T1,E‖2,2 ≤ q < 1.
Proof. In Proposition 9.1 we established that T1,E and T˜
k
E are unitary equivalent operators. So, it
follows that
‖T1,E‖2,2 =
∥∥∥T˜ kE∥∥∥
2,2
.
Finally, the result follows by taking the supremum over Σ0 of both sides and using Corollary 7.5
with α = 1.
10 Positivity of Lyapunov exponents
10.1 Introduction and Fu¨rstenberg’s Theorem
In this section,we prove positivity of the Lyapunov exponents at all energies, for the generalized
Anderson model. We do so by appealing to Fu¨rstenberg’s theorem. Let us first define Lyapunov
exponents in this context. Let dµ˜ be a probability measure on SL(2,R) which satisfies∫
log ‖M‖ dµ˜(M) <∞. (62)
Let, T1, T2, . . . be i.i.d matrices each with distribution µ. Then, we are interested in the Lyapunov
exponent L ≥ 0, given by
L = lim
n→∞
1
n
log ‖Mn‖ , µ˜Z+ − a.s
where Mn = Tn · · ·T1.
Theorem 10.1 (Fu¨rstenberg’s Theorem). Let µ˜ be a probability measure on SL(2,R) which sat-
isfies (62). Denote by Gµ˜ the smallest closed subgroup of SL(2,R) which contains supp µ˜.
Assume
(i) Gµ˜ is not compact;
and one of the following:
(ii) There is no finite non-empty set L ⊂ P1 such that M(L) = L for all M ∈ Gµ˜.
(iii) There is no set L ⊂ P1 of cardinality 1 or 2 such that M(L) = L for all M ∈ Gµ˜.
Then, L > 0.
10.2 Fu¨rstenberg at all energies
Now, we state and prove the main theorems of this section.
Theorem 10.2. Suppose that #(supp ν) ≥ 5. Then, for the discrete generalized Anderson model,
with α = 2, we have L(E) > 0 for all E ∈ R.
Proof. For every E ∈ R, the measure ν, as defined in the first section, induces a measure ν˜ in
SL(2,R) via the map
λ 7→
(
X1(λ) −1
1 0
)(
X0(λ) −1
1 0
)
=
(
X0(λ)X1(λ)− 1 −X1(λ)
X0(λ) −1
)
where X0(λ) = E − f0λ and X1(λ) = E − f1λ, f0, f1 > 0 and λ ∈ supp ν. So, the random i.i.d
matrices for us are the two step transfer matrices. Next, since supp ν is uncountable, so is supp ν˜.
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Let Gν˜ be the smallest closed subgroup of SL(2,R) which contains supp ν˜. We will show positivity
of the Lyapunov exponent by establishing conditions (i) and (iii) in Theorem 10.1.
To establish (i), by means of contradiction, we suppose that Gν˜ is compact. Since SO(2) is
a maximal compact subgroup of SL(2, R) we know that every other maximal compact subgroup
will be a conjugate of SO(2). Hence, Gν˜ will belong to one of these conjugate classes of SO(2).
In particular, since SO(2) is abelian, so will every conjugate class of it, and hence Gν˜ has to be
abelian as well. Below, we will show that Gν˜ is not abelian, by means of producing two elements
that do not commute, and hence contradicting our above assumption. To this end, let a, b ∈ supp ν
such that a 6= b, and thus let Ma,Mb be two distinct elements of Gν˜ , different from ±I2; that is,
Ma =
(
X0(a)X1(a)− 1 −X1(a)
X0(a) −1
)
and Mb =
(
Y0(b)Y1(b)− 1 −Y1(b)
Y0(b) −1
)
,
where Y0(b) = E − f0b, Y1(b) = E − f1b. For ease of notation, from now on, we will suppress the
a and b dependence.
Suppose that MaMb =MbMa, that is,
(
(X0X1−1)(Y0Y1−1)−X0Y1 −Y0(X0X1−1)+X0
X1(Y0Y1−1)−Y1 −Y0X1+1
)
=
(
(X0X1−1)(Y0Y1−1)−Y0X1 −X0(Y0Y1−1)+Y0
Y1(X0X1−1)−X1 −X0Y1+1
)
.
So, in particular, we should have
Y0X0(X1 − Y1) = 0
X1Y1(X0 − Y0) = 0
Y0X1 −X0Y1 = 0 (63)
Since, by hypothesis, a 6= b, it follows that X1 6= Y1 and X0 6= Y0. So, looking at the first
two equations, it follows that the only option is that X0Y0 = 0 and X1Y1 = 0. Suppose X0 = 0.
Then, from the third equation it would follow that Y0X1 = 0. Since, a 6= b, in this case, we must
have Y0 6= 0, and thus X1 = 0, which is impossible. One argues in a similar way for other cases.
Therefore, we conclude that Gν˜ is non-compact.
Next, let L be a subset of P1, where L = {v} or L = {v, w}. For each fixed E ∈ R, as above, let
Gν˜(E) be the smallest closed subgroup of SL(2,R) containing supp ν˜. To establish (iii), we will
break the argument into cases. To this end, we begin by computing the fixed points of the matrix
Mλ =
(
X0(λ)X1(λ) − 1 −X1(λ)
X0(λ) −1
)
,
where Mλ 6= ±I2.
We compute the fixed points for each of the following three cases:
(a) |Tr[Mλ]| < 2
(b) |Tr[Mλ]| = 2
(c) |Tr[Mλ]| > 2
where Tr[Mλ] = X0(λ)X1(λ) − 2 denotes the trace of the matrix Mλ. The above three cases
correspond to elliptic, parabolic, and hyperbolic systems, respectively.
If we are in the first case, then it is known that Mλ is conjugate to a rotation. Hence, it will
have no fixed points in P1, unless it is a rotation by a multiple of π, which is equivalent to Mλ
being equal to ±I2. Hence, in this case, if Mλ 6= ±I2 then it will not fix any points in P1.
Next, suppose that |Tr[Mλ]| = 2, that is, |X0(λ)X1(λ) − 2| = 2. From here, there are two
possibilities:
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(i) X0(λ)X1(λ) = 0
(ii) X0(λ)X1(λ) = 4.
Consider the case where X0X1 = 0. That is, our matrices will have the form
Mλ =
( −1 −X1(λ)
X0(λ) −1
)
.
Now, we consider the following two sub-cases: X1(λ) = 0. That is, we want to find fixed points
of the matrix
Mλ =
( −1 0
X0(λ) −1
)
.
Suppose that Mλv = v, for some v ∈ P1. A simple direct calculation shows that v would have to
be [0 : 1], where with [a : b] we denote the equivalence class of the vector (a, b)T .
Next, suppose X0 = 0. So, we compute the fixed points of the matrix
Mλ =
( −1 −X1(λ)
0 −1
)
.
Similarly, as above, one finds that now the fixed point of Mλ is [1 : 0].
Next, we consider case (ii). So, we are interested in computing the fixed point of the matrix
Mλ =
(
3 −X1(λ)
X0(λ) −1
)
. (64)
Let v ∈ P1, such that Mλv = v, that is,(
3 −X1(λ)
X0(λ) −1
)(
v1
v2
)
= k
(
v1
v2
)
.
This is equivalent to
3z −X1(λ)
X0(λ)z − 1 = z, (65)
where z = v1
v2
. That is, it is equivalent to finding the fixed points of a Mo¨bius transformation.
Rewriting equation 65), we find that the fixed point of Mλ, in this case, has to be a root of the
quadratic equation:
X0z
2 − 4z +X1 = 0.
Using the fact that X0X1 = 4, we can rewrite this equation as(
z − 2
X0
)2
= 0,
from where we find that z = 2
X0
is the fixed point of this Mobius transformation. In particular,
the matrix in (64) fixes the point
[
2
X0
: 1
]
.
Finally, we compute the fixed points of the matrix Mλ, in the case when |Tr[Mλ]| > 2. As
before, let v ∈ P1 be such that Mλv = v; that is,(
X0(λ)X1(λ) − 1 −X1(λ)
X0(λ) −1
)(
v1
v2
)
= k
(
v1
v2
)
.
This is equivalent to
(X0X1 − 1)v1 −X1v2
X0v1 − v2 =
v1
v2
.
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Letting z = v1
v2
, we can rewrite this as
(X0X1 − 1)z −X1
X0z − 1 = z.
From above, we find that the fixed points are roots of the following quadratic equation
z2 −X1(λ)z + X1(λ)
X0(λ)
= 0. (66)
In particular, we find that, in this case, the matrix Mλ fixes the points [z1(λ) : 1] and [z2(λ) : 1]
where z1(λ) and z2(λ) are roots of the quadratic equation in (66).
Next, let L = {v} ⊂ P1. We show that L cannot be fixed by all elements of Gν˜(E). Suppose
that there is some a ∈ supp ν, such that, Mav = v. From our discussion above, we know that
|Tr[Ma]| = 2 or |Tr[Ma]| > 2. Suppose that |Tr[Ma]| = 2. Then, we are in case (b) above, so we
know that v would have to be one of [0 : 1], [1 : 0], or
[
2
X0(a)
: 1
]
. It easily follows from the way
these fixed points arise, that if b 6= a and |Tr[Mb]| = 2, then, Mb cannot fix the same point as Ma.
Next, suppose that |Tr[Mb]| > 2, and suppose further that b is not a solution of
X1(a)
X0(a)
+
X1(λ)
X0(λ)
− 2X1(λ)
X0(a)
= 0, (67)
where above, we are thinking of it as a quadratic equation in λ. First, observe that a satisfies the
quadratic equation in (67). So, actually, there is at most one point in supp ν, different from a, that
satisfies (67). Thus, by our assumption on #(supp ν) (i.e.#(supp ν) ≥ 5), there is some b ∈ supp ν
that is not a root of (67). Now, since the fixed points of Mb are [z1(b) : 1] and [z2(b) : 1] where
z1(b), z2(b) are roots of the quadratic equation in (66), for λ = b, and since zero is not a root of
this equation, it is clear that v could only possibly be
[
2
X0(a)
: 1
]
. But, this in turn would imply
that 2
X0(a)
is a root of (66), for λ = b, which is not possible by our choice of b. Thus, we conclude
that Mb cannot fix
[
2
X0(a)
: 1
]
, which is what we wanted to show.
Next, suppose that |Tr[Ma]| > 2, and that Ma({v}) = {v}. From part (c) above we know that
v is [z1(a) : 1] where z1(a) is one of the roots of (66), for λ = a. Now, let b ∈ suppµ, such that
b 6= a, and that b is not a solution of
z1(a)X0(λ)X1(λ)− z1(a)2X0(λ)−X1(λ) = 0, (68)
and is not a solution of
X1(a)
X0(a)
+
X1(λ)
X0(λ)
− 2X1(a)
X0(λ)
= 0
when viewed as an equation in λ. Again, since there are at most three points in suppµ that could
be roots of the above equations, by our assumption on the cardinality of supp ν, we note that there
are points in supp ν that satisfy this condition. Suppose that Mbv = v. As before, there are two
subcases we need to consider. If |Tr[Mb]| > 2, then v would have to be [z1(b) : 1] where z1(b) is
a root of (66) with λ = b. So, as a result, we would have z1(a) = z1(b). Since Ma and Mb will
each have two fixed points, if it is the case that we also have z2(a) = z2(b), then this would imply
that X1(a) = z1(a) + z2(a) = z1(b) + z2(b) = X1(b), which would in turn imply that a = b, a
contradiction. So, the only possibility is that z2(a) 6= z2(b). Then, using
z1(a) + z2(b) = X1(b)
z1(a)z2(b) =
X1(b)
X0(a)
and substituting for z2(b) from the first equation into the second, we find that b is a root of (68),
contradicting our choice of b. Now, if |Tr[Mb]| = 2, then one argues similarly as in one of the cases
above.
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Now, let L = {v, w} be a subset of P1. As above, we will show that L cannot be fixed by
all elements of Gµ˜. Suppose there is some a ∈ supp ν such that Ma(L) = L. Observe that the
only possibility is for Ma to be hyperbolic. This is the case since elliptic matrices have no fixed
points, and parabolic matrices have only one fixed point and don’t have any periodic points, in
particular, they have no points of period two. Then, as before, we know that v must be [z1(a) : 1]
or [z2(a) : 1], where z1(a), z2(a) are roots of (66) with λ = a. Now, suppose there is some b 6= a
such that Mbv = v. For the same reason as before, Mb must be hyperbolic. Then, v must also be
one of the following [z1(b) : 1] or [z2(b) : 1], where z1(b), z2(b) are roots of (66) with λ = b. But
then we would have X1(a) = z1(a) + z2(a) = z1(b) + z2(b) = X2(b), which would imply that a = b,
contradicting our choice of b. In this way, we have covered all possible cases, and thus shown that
Gν˜ cannot fix any subset of P
1 of cardinality one or two. Finally, the result follows by conditions
(i) and (iii) in Fu¨rstenberg’s Theorem.
Below, following the line of arguments in Theorem 10.2, we show that even for the general case,
taking the support of ν to be large enough, we have uniform positivity of the Lyapunov exponents
for the generalized Anderson model.
Theorem 10.3. Fix any α ∈ Z+. If #(supp ν) ≥ 35α, where ν is as above, then, for the discrete
generalized Anderson model, we have L(E) > 0 for all E ∈ R.
Proof. The random i.i.d. matrices in this case are
Mλ =
(
Pα(λ) Rα−1(λ)
Qα−1(λ) Sα−2(λ)
)
,
where Pm, Qm, Rm, Sm are polynomials of degree m, and we only consider Mλ 6= ±I2. The first
part of the proof, including non-commutativity of Gν˜ , is identical as above, so we skip this part
here. However, note that the non-commutativity of Gν˜ to be guaranteed it is sufficient to have
#(supp ν) ≥ α+1, which we do by hypothesis. As before, we compute the fixed points for each of
the following three cases:
(a) |Tr[Mλ]| < 2
(b) |Tr[Mλ]| = 2
(c) |Tr[Mλ]| > 2
where Tr[Mλ] = Pα(λ) + Sα−2(λ) denotes the trace of the matrix Mλ. As argued before, we can
disregard the first case.
If |Tr[Mλ]| = 2, then Mλ has only one fixed point, [H(λ) : 1], where, depending on which
sub-case we are in, H can be one of the following,
H(λ) ∈
{
Pα(λ) + 1
Qα−1(λ)
,
Pα(λ) − 1
Qα−1(λ)
,
1
2
Rα−1(α)
Pα(λ)− 1 ,
1
2
Rα−1(λ)
Pα(λ) + 1
}
.
If |Tr[Mλ]| > 2, then the fixed points ofMλ are [z1(λ) : 1] and [z2(λ) : 1], where z1, z2 are roots
of the quadratic equation
Qα−1(λ)z
2 − (Pα(λ)− Sα−2(λ))z −Rα−1(λ) = 0, (69)
in case Qα−1(λ) 6= 0, otherwise, the only fixed double point will be
[
Rα−1(λ)
Pα(λ)−Sα−2(λ)
: 1
]
.
Let L = {v} ⊂ P1. Let a ∈ suppµ such that Mav = v. We proceed by considering multiple
cases.
Case 1: If |Tr[Ma]| = 2, then v = [H(a) : 1], where H is as above. Now, pick b 6= a such that
H(b) 6= H(a), and such that
Qα−1(b)H(a)
2 − (Pα(b)− Sα−2(b))H(a)−Rα−1(b) 6= 0,
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for all H as above. By our choice of b, it follows that Mb cannot fix v. Since there are four choices
for H and the highest degree is at most α in (70) and there are at most 16 different ways that H(b)
can be equal to H(a), we conclude that there are at most 16α+4α possible choices for b ∈ supp ν
such that H(b) = H(a) or
Qα−1(b)H(a)
2 − (Pα(b)− Sα−2(b))H(a)−Rα−1(b) = 0. (70)
Since, by assumption, #(supp ν) ≥ 35α > 20α+ 1, we can always find some b ∈ supp ν, such that
it satisfies the above conditions.
Case 2: If |Tr[Ma]| > 2, then v is [z1(a) : 1], or [z2(a) : 1] where z1, z2 are roots for (69), when
Qα−1(a) 6= 0, or [K(a) : 1], where K(a) = Rα−1(a)Pα(a)−Sα−2(a) , otherwise. Pick b 6= a such that
Qα−1(a)H(b)
2 − (Tr[Ma]− 2Sα−2(a))H(b)−Rα−1(b) 6= 0, (71)
for all H as above. Then, from this choice of b, it follows that if Mb fixes v, it cannot have trace
±2. Because the highest degree in (71) is 2α, and there are four choices for H(b) we note that
there are at most 8α points b ∈ supp ν for which the expression in (71) would possibly not hold.
Since #(supp ν) ≥ 35α > 20α+ 8α+ 1, we can always find some b ∈ supp ν for which (71) holds.
Next, suppose |Tr[Mb]| > 2, and that Mbv = v. As before, v is [z1(b) : 1], or [z2(b) : 1] where z1, z2
are roots for (69), when Qα−1(b) 6= 0, or [K(b) : 1], where K(b) = Rα−1(b)Pα(b)−Sα−2(b) , otherwise. If we
further pick b such that
Qα−1(a)K(b)
2 − (Tr[Ma]− 2Sα−2(a))K(b)−Rα−1(b) 6= 0,
and
Qα−1(b)(Tr[Ma]− 2Sα−2(a)) 6= Qα−1(a)(Tr[Mb]− 2Sα−2(b)),
and
z1(a)(Tr[Mb]− 2Sα−2(b))− z21(a)Qα−1(b) +Rα−1(b) 6= 0,
then it actually follows that for this choice of b, even in this case Mb cannot fix v. Because the
highest degree in the first equation is at most 3α, and in the last two α, we note that there are
at most 3α + α + α points b ∈ supp ν, for which the above three conditions could possibly fail.
However, since #(supp ν) ≥ 35α ≥ 20α + 8α + 5α + 1, we can always find some b ∈ supp ν for
which the above three conditions hold. Hence, L = {v} cannot be fixed by all of Gν˜ .
Finally, let L = {v, w} ⊂ P1, and suppose that Ma(L) = L for some a ∈ supp ν. The only
possibility is that |Tr[Ma]| > 2. Pick some b ∈ supp ν such that b 6= a and
Qα−1(b)(Tr[Ma]− 2Sα−2(a)) 6= Qα−1(a)(Tr[Mb]− 2Sα−2(b)),
then since the only possibility is that Tr[Mb]| > 2 as well, we find that, for this choice of b, Mb
cannot fix the same set L as Ma. So, we have verified conditions (i) and (iii) in Fu¨rstenberg’s
Theorem, and thus proved the claim!
Remark 10.4. We wish to point out that the lower bound on #(supp ν) in the above theorem is
not necessarily optimal.
10.3 Existence of exceptional energies – Examples
Next we will demonstrate that if one begins by fixing the size of the support for the distribution ν,
of the random i.i.d., then it is not possible to obtain uniform positivity of the Lyapunov exponents
for all α’s. In other words, if you fix the cardinality of the support of ν, then we can always
find some α for which the set of exceptional energies will be nonempty. We emphasize that in all
of these examples we are primarily concerned with the existence of the exceptional energies and
not necessarily with the size of the set of exceptional energies. Let us begin with some warm-up
examples. In all of these examples we will take fi ≡ 1.
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Example 10.5. Suppose that supp ν = {0, 1}. We show that for α = 2m or α = 3m, where
m ∈ Z+, the energies E = 0, 1 will be exceptional energies; that is, the Lyapunov exponent will
vanish at 0 and 1. Note that the random i.i.d. matrices will be the α-step transfer matrices
A0
def
= Mα0 =
(
E −1
1 0
)α
and A1
def
= Mα1 =
(
E − 1 −1
1 0
)α
For E = 0, we begin with the observation that
M20 =
(
0 −1
1 0
)2
= −I2, M31 =
( −1 −1
1 0
)3
= I2.
Similarly, for E = 1
M30 =
(
1 −1
1 0
)3
= −I2, M21 =
(
0 −1
1 0
)2
= −I2.
So, if α = 2m or 3m, then in each of these cases either the norm of A0 or A1 will be one,
so we may disregard it from the random product when computing the Lyapunov exponent; that
is, L(0) and L(1) will be computed purely in terms of powers of either A0 or A1, but not both
simultaneously. Since, in each of these cases, the trace of both M0,M1 is strictly less than 2,
we know they will be conjugate to a rotation, so the norms of their powers will remain bounded.
Hence, the Lyapunov exponents for E = 0, 1 will vanish.
One natural question to ask is if there are exceptional energies as one starts to increase the
support of the distribution ν, and if so, for what block size α?
The next example answers this question in the special case α = 3, and the next proposition
gives a more general answer.
Example 10.6. Let supp ν = {−1, 0, 1}. We show that for α = 3m, the energy E = 0 is an
exceptional energy, that is, L(E) = 0. The i.i.d matrices for this case will be
A−1
def
= Mα−1 =
(
E + 1 −1
1 0
)α
; A0
def
= Mα0 =
(
E −1
1 0
)α
and A1
def
= Mα1 =
(
E − 1 −1
1 0
)α
For E = 0, we observe that
M3−1 =
(
1 −1
1 0
)3
= −I2, M31 =
( −1 −1
1 0
)3
= I2.
Hence, for α = 3m, we can ignore A−1 and A1 in the computation of L(0), as their norms are
one and, more importantly, they commute with the other matrices. In other words, we only deal
with powers of A0. As before, since M0 has trace strictly less than 2, the powers of A0 will remain
uniformly bounded, resulting in zero Lyapunov exponent.
Finally, we state and prove the following proposition.
Proposition 10.7. For any given N ∈ Z+ there exists a distribution ν with #(supp ν) = N2 − 1
or
⌊
N
2
⌋
, if N is even or odd, respectively, and some energy E, such that L(E) = 0 for α = N .
Proof. Let N ≥ 2 be a given integer. Let ν be a measure with support { − 2 cos ( 2πj
N
)
: j =
1, 2, . . . , N2 − 1
}
, or
{ − 2 cos ( 2πj
N
)
: j = 1, 2, . . . ,
⌊
N
2
⌋}
, if N is even or odd, respectively. For
α = N , the random i.i.d matrices will be the N−step transfer matrices. That is,
Aj(E) =
(
E + 2 cos
(
2πj
N
) −1
1 0
)N
.
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We claim that
Aj(0) =
(
2 cos
(
2πj
N
) −1
1 0
)N
= I2
for all j, and hence L(0) = 0, since the norm of the random products of Aj ’s will be constantly
one. To see that Aj(0) = I2, we begin by noting that |Tr[Mj(0)]| < 2, where
Mj(0) =
(
2 cos
(
2πj
N
) −1
1 0
)
.
So, for each j, the matrix Mj(0) is conjugate to a rotation matrix
Rθj =
(
cos θj − sin θj
sin θj cos θj
)
,
that is, Mj(0) = P
−1
j RθjPj , for some invertible matrix Pj . Since, the trace of a matrix is invariant
under conjugation, we get
2 cos θj = Tr[Rθj ] = Tr[Mj(0)] = 2 cos
(
2πj
N
)
.
So, in particular, θj =
2πj
N
+ 2πm. Then, Aj(0) = Mj(0)
N = (P−1j RθjPj)
N = P−1j RNθjPj = I2,
as claimed.
Remark 10.8. Note that above if one translates the support of ν by any real number β then in
an identical way it follows that E = β is an exceptional energy.
Remark 10.9. The above proposition is essentially saying that for any given size block α, there
will exist some distribution ν for which the Lyapunov exponent of the discrete generalized Anderson
model will vanish for at least one energy.
We get the following immediate corollary.
Corollary 10.10. For any given N ∈ Z+ there exists a distribution ν with #(supp ν) = N2 or⌊
N
2
⌋
+1, if N is even or odd, respectively, and some energy E, such that L(E) = 0 for any α = mN ,
where m ∈ Z+.
Proof. Let N ≥ 2 be a given integer. Let ν be a measure with support { − 2 cos ( 2πj
N
)
: j =
1, 2, . . . , N2 −1
}⋃{0}, or {−2 cos ( 2πj
N
)
: j = 1, 2, . . . ,
⌊
N
2
⌋}⋃{0}, if N is even or odd, respectively.
From the proof of Proposition 10.7 it follows that Mj(0)
mN = I2, so to compute L(0) we only need
to consider powers of the matrix (
0 −1
1 0
)mN
.
Since the norm of any power of this matrix is obviously bounded, it follows that L(0) = 0.
11 Appendix
The purpose of this section is to outline the main changes in the arguments presented above in the
general case where the background potential V0 is no longer identically zero. Since no substantial
obstructions arise in this more general case, but rather only notational ones, we have decided to
simply give a brief discussion here to convince the reader that all the arguments presented above
go through with no significant changes.
The first change is the form of HLω the restriction of Hω to ℓ
2 ([−αL, αL− 1] ∩ Z) . That is, it
now takes the form
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HLω =


Vω(−αL)+V0(−αL) 1 0
1 Vω(−αL+1)+V0(−αL+1) 0
0 1
...
. . . 1
...
Vω(αL−2)+V0(αL−2) 1
0 . . . 1 Vω(αL−1)+V0(αL−1)

 .
All the results in Section 2.4 hold with no changes in the arguments. The next important
difference will be when we introduce the Pru¨fer phase and amplitude, namely, now they will also
depend on the background potential. Specifically, as before, let u−L(·, ω, E, V0) be the solution to
u(n+ 1) + u(n− 1) + (Vω(n) + V0(n))u(n) = Eu(n), (72)
with the same set-up and boundary conditions as before. Then, the Pru¨fer phase φ−L(·, ω, E, V0)
and amplitude R−L(·, ω, E, V0) will be defined in the same way as before, with the only difference
being that now they also depend on V0. Even with the background potential present, one obtains
all the results and the same expressions as in Section 3, with the only change being in expressions
(15) where we have to add the background potential V0(n); that is;
cotφ−L
(
n, {ωj}⌊
n
α
⌋
j=−L, E, {V0(j)}nj=−αL
)
+tanφ−L
(
n, {ωj}⌊
n−1
α
⌋
j=−L , E, {V0(j)}n−1j=−αL
)
= E−ω⌊n
α
⌋−V0(n).
(73)
The next key modification one needs to do is in equation (30). Namely, for E, λ, θk−1, θk ∈ R
let u−(·, θk−1, λ, E, V0) be the unique solution of the difference equation
u(n+ 1) + u(n− 1) + (λf(n− αk) + V0(n))u(n) = Eu(n), (74)
with the same initial conditions and set up as before. In the same way as before we have
the Pru¨fer phases and amplitudes: φ−(·, θk−1, λ, E, V0), R− (·, θk−1, λ, E, V0) , φ+ (·, θk, λ, E, V0) ,
R+(·, θk, λ, E, V0). As a result of this change, now the function λE,V0 : T2α → [−M,M ] will be
given by λE,V0(x, y)
def
= λ(x, y, E, V0), where λ(x, y, E, V0) is defined in exactly the same way as
before. Specifically, given any x, y ∈ Tα, if there is some coupling constant λ ∈ [−M,M ] such that
φ−(αk + α− 1, y, λ, E, V0(αk), . . . , V0(αk + α− 1)) = x or φ+(αk − 1, x, λ, E, V0(αk), . . . , V0(αk +
α − 1) = y we set λ(y, x, E, V0(αk), . . . , V0(αk + α − 1)) = λ. Then, the arguments all the way
to Section 4.2 go through in exactly the same way as before. The family of integral operators
that we define in Section 4.3 need to be modified slightly when the background potential V0 is
present. The change is indeed minor, all one needs to do is essentially replace the corresponding
λ(x, y, E) with λ(y, x, E, V0(αk), . . . , V0(αk + α− 1)), in Definitions 4.9 and 4.10. Then, there are
essentially no changes in the arguments one needs to make until Section 7. There, the main change
one needs to do is in Theorem 7.1. Specifically, now one needs to prove that the real valued map
(x¯, E) 7→
∥∥∥T˜ kx¯,E,α∥∥∥
2,2
is continuous on
[− ‖V0‖∞, ‖V0‖∞]α × Σ0. This is also done in an identical
way as before. Below wel provide the modified statement of Lemma 7.2, and the reader should
convince himself that the rest of the results in Section 7 follow in an almost identical way as before.
Proposition 11.1. Suppose z¯n
def
= (En, x
n
1 , . . . , x
n
α)→ (E, x1, . . . , xα) def= z¯ as n→∞. Then
λ(y, x, z¯n)→ λ(y, x, z¯),
whenever λ(y, x, z¯) exists.
The proof o this lemma and the other results in Section 7 follow in an identical manner where
one replaces En by z¯n, and E by z¯.
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