We present an improved version of Honey Bees Mating Optimization (HBMO) algorithm to develop operating rules for multi-reservoir systems. The performance of the proposed model is tested through sensitivity analysis and comparing the result with those of a real-coded Genetic Algorithm (GA) for a 60-month period single-reservoir operation problem. The improved model is subsequently employed to derive release rule and storage balancing functions which form operating policy for a multi-reservoir system along two case examples: (i) water supply and (ii) hydropower generation. The obtained operating rule curves can be used to guide the system operators in decision-making. These rule curves provide the operator with the opportunity to systematically look at the system and to make proper decisions. The obtained results showed that the optimization technique proposed in this study is capable of solving complex multi-reservoir systems operation problems. Moreover, the proposed structure properly handled the tight constraints defining the parallel reservoirs operation in such a way that all the generated solutions were feasible after a particular set of iterations. The proposed optimization algorithm of this study can be developed more in future to solve multi-modal optimization problems, and also to define operation policies for highly complex multi-reservoir systems.
INTRODUCTION
The coordinated operation of multiple-reservoir systems is typically a complex decision-making process involving many variables, objectives and considerable risk and uncertainty. Most of the existing reservoir systems are still managed based on fixed pre-defined rules. These rules are usually presented in the form of graphs or tables and indicate the actions to be taken by the system operators as a function of a relatively small number of variables such as time of the year, state of the system and expected future hydrological conditions (Loucks & Sigvaldason 1982; Yeh 1985; Wurbs 1996) .
Predefined operating rules are often evaluated using simulation models but these rules must be defined before they can be simulated. Defining these rules is a challenging task, especially those that apply to multiple reservoirs serving multiple purposes and objectives. Optimization models can help define these rules which satisfy various constraints on system operation while minimizing future spills or deviations from various water releases, storage volumes and/or energy production targets (Oliviera & Loucks 1997) .
Various mathematical optimization models have been proposed to derive the properties of efficient fixed and predefined operating rules. Operating policy for multi-reservoir systems must specify not only the total release from the system but also the amounts, if any, to be released from each reservoir in the system. Several rules of thumb that provide some guidelines to the operation of multi-reservoir systems have been developed and practiced during previous decades by researchers (Clark 1956; Bower et al. 1962; Wu 1988;  When the complexity of system increases or when the system serves several purposes and its operation is heavily constrained, these rules cannot be applied directly and do not provide clear indications on how to operate the system efficiently. A procedure that considers all the constraints and objectives is then needed to produce guidelines for these complex systems. Oliviera & Loucks (1997) proposed a genetic algorithm (GA)-based methodology which identifies the system release rule and the reservoir balancing functions as piecewise linear functions. System release rules typically indicate the total release to be made from the reservoir system as a function of water available in the system and time of the year. Storage volume target functions identify the amount of water which should be released from each reservoir to meet the total system release target. Having both of these functions, it is possible to define a multireservoir system operating policy that permits the coordinated operation of the entire system. The coordinates of their inflection points were selected as the decision variables of the optimization problem in order to define the operating policy that optimizes system performance.
The release rule as illustrated in Figure 1 (a) defines the releases (R t ) in each within-year period as a function of the existing total system storage (W t ). Release from each reservoir, if any, can be obtained from reservoir storage balancing functions. These functions are also defined as a set of piecewise linear functions presenting the reservoirs storage volumes based on the total system storage ( Figure 1(b) ). They applied the proposed GA model to derive an optimal operation rule based on a 12-month inflow time series. However, it is generally believed that operating policy derivation must benefit and consider much longer input time series to be effective. Bozorg Haddad et al. (2006) developed and applied honey bees mating optimization algorithm (HBMO) to derive a rule curve for operation of a 
IMPROVED HBMO ALGORITHM
The honey bees mating process is one of interesting biological behaviour which occurs during mating flights far from the nest. In each mating, sperm reaches the queen's spermatheca and accumulates there to form the genetic pool of the colony. She uses the stored sperm to fertilize the eggs. 'Nurse bees' secrete the nourishing, 'royal jelly' and feed it to their queen. This natural behaviour has become the basis of development of HBMO algorithm to solve mathematical problems (Abbas 2002) and also to handle practical engineering problems (Bozorog Haddad et al. 2006) . Detailed description of how HBMO has been inspired by the natural mating process of honey bees, as well as how the components of optimization algorithm correspond to those in the natural system, are provided by Bozorg Haddad et al. (2006) . Table 1 shows the correspondence between different elements of optimization and natural system. This paper proposes an improved version of the original algorithm with application to optimization of multi-reservoir systems operation. In the following sections about the optimization process, technical expressions are used and the corresponding natural elements, if they exist, are provided in parenthesis.
Generally speaking, the proposed HBMO algorithm may be recognized as a hybrid Simulated Annealing (SA) and Queen Genetic Algorithm (QGA) with selectively activated heuristic functions to enhance the solutions through a local search process in the improvement phase of the algorithm. Figure 2 depicts the inter-relationship between different modules of the proposed algorithm, which is composed of two repetitive features: (1) reproduction and (2) improvement.
The reproduction process deals with the generation of new trial solutions in which parent selection (drones nomination for mating) and crossover (real mating) takes place. One of the parents will be the best solution (Queen), while the other (drones) is selected in a SA process.
Selection is therefore a probabilistic process in which potential parents (drones) are nominated and kept for further reproduction (i.e. their sperm are deposited in Queen's spermatheca or mating pool). The selection process follows by crossover (real mating process).
Crossover is a Queen-Bee-GA process whereby one of the parents for offspring generation is the best available solution (Queen)g. Crossover takes place between randomly selected genes (sperm) of one parent (drones) and those of the other (Queen) to generate offspring. This is done based on crossover probability and the reproduction process is over when the pre-defined number of offspring (i.e. broods) is generated.
The improvement process starts when the reproduction process is completed and offspring (i.e. broods) are generated. In this stage, different heuristic functions (workers) will selectively be activated to improve fitness of the generated offspring (i.e. broods' feeding). Heuristic functions are ranked according to their efficient contribution in solution improvements at each generation. Heuristic functions with a higher contribution in solution improvement will be used more extensively in the next improvement process. This feature will limit the unnecessary objective function evaluation for heuristic functions with non-significant contribution in solution improvements.
A detailed flowchart of the proposed algorithm is presented in Figure 3 where the mapping between the real honey bees mating process and the mathematical representation steps are depicted. The mating process itself is translated into an SA process which is presented in will be allocated to that operator. We keep this slot to give it the chance in the next generation for probable better performance. This strategy is also useful to decrease the population size.
As a summary of the proposed improvements, the processes of improving the best solution before reproduction (initial queen selection), speed reduction in SA process This issue therefore must be dealt with. The mutation operator of the improved HBMO algorithm is especially formulated and implemented to avoid non-feasible solutions, which will be discussed later.
As life in the hive continues, the proposed algorithm continues and the new generation (mating flights g) will be produced until the termination criteria (meeting the predefined number of generations Gen) are satisfied There is not a certain step for queen feeding after generating the population and selecting the best solution as Queen
Queen feeding has been added after its generation by using some heuristic functions as workers 2 Temperature (Queen's speed) reduction factor in SA process (a)
Constant factor e(0,1) Linear factor with initial value of 1 and linear reduction till zero. Technically, this reduction factor (a) is the number of successful parent nominations (mating flight and adding a drone's sperm into spermatheca) over the size of mating pool (spermatheca) 3 Crossover (breeding) and mutation (broods feeding)
These two steps are done by using the crossover and mutation functions simultaneously
Breeding would be done first using crossover functions and afterwards mutation functions are applied for broods feeding 4 Heuristic functions (workers) application 6 heuristic functions are used for local search (broods feeding)
Number and type of heuristic functions are improved. The best scheme is selected after conducting sensitivity analysis 5 Heuristic functions (workers) updating Allocated space to heuristic functions in updating process is determined based on functions ranking. Considering multipliers of 10. Apparently, the better function quality, the more allocated space These allocated spaces from the population (hive) are determined relatively based on the amount of improvement which is produced by heuristic functions In order to compare the improved HBMO model with other evolutionary algorithms, an alternative Elitist-GA approach (Shafiei et al. 2007 ) was used with real-value representation. This GA algorithm was, however, changed to a 'real-coded GA' specifically developed and tested for the same problem as HBMO. The tuneable parameters for the GA model were all selected through sensitivity analyses.
The final GA structure, used in this part, includes tournament selection, single-point-cut crossover and uniform mutation (Michalewicz 1994) with probabilities of 90% and 5%, respectively. The same single reservoir problem was solved employing both the improved HBMO and realcoded-GA models. The best results through 10 independent runs versus the number of function evaluations are also depicted in Figure 5 .
As it is clear, for the problem under consideration, the improved HBMO algorithm also performs better than the real-coded-GA with the same number of function evaluations. Realizing this improvement, it was decided to employ the improved HBMO to develop rule curves for the operation of parallel multi-reservoir systems.
MODEL STRUCTURE AND FORMULATION
In the HBMO algorithm each honey bee represents a set of decision variables that defines a solution to the problem. In this research, the system release rule and storage balancing functions, which define operating policy, were assumed to be piecewise linear functions (Figure 1 
where (W t,1 ,R t,min ) and (W t,N ,R t,max ) are the coordinates of the first and the last points on the release rule graph at the end of period t, respectively (A1 and A5 in Figure 1(a) ), W min and W max are the minimum and maximum allowable active system storage volumes and R max is the maximum reasonable release. It should be noted that the constraint given by Equation (6) is due to the fact that spill is not separately considered in the formulation of the paper, Hence, it is likely that the storage value in the system exceeds W max at the beginning of each period, which will be compensated at the end of the period with a higher release Original HBMO Improved HBMO GA 3,000 3,500 4,000 value. The number of decision variables equals 2(NR 2 2) per period to define the release rule. In this study, NR was set to 5.
The reservoir storage balancing function for each reservoir in each period consists of NB points as illustrated in Figure 1(b) . What is shown in Figure 1( are the corresponding minimum and maximum active storage volumes for reservoir r; and R is the number of reservoirs. Thus, the number of coordinate points equals (NB 2 2) £ (R 2 1) þ (NB 2 2) or (NB 2 2) £ R for balancing functions in each period. In this research, NB was set to 5. Adding the number of decision variables from the release rule for all time periods (i.e. t £ 2(NR 2 2)) to those for storage balancing functions (i.e. t £ (NB 2 2) £ R), the total number of decision variables for defining operating policy equals t £ [2(NR 2 2) þ (NB 2 2) £ R ] for a system with R reservoirs and t periods.
In addition, the release rule and balancing functions have to be non-decreasing functions of total system storage to ensure that the release values do not exceed the water 
in which R t and D t define the system release and demand at period t, respectively. D max defines the maximum demand during the operating horizon which is used to normalize the objective function.
The model is subject to the constraints defined by
Equations (5)-(13). The improved HBMO algorithm starts
by randomly generating the initial set of solutions. At this step two issues are of concern. First, each generated solution must define a set of non-decreasing linear graphs for the release rule and balancing functions. If the generated solutions fail to satisfy these constraints, they will be rejected and the process continues until an appropriate solution is obtained. Second, if the accepted solutions fail to satisfy mass balance (i.e. non-feasible solutions) they will be penalized in the evaluation process. As we are dealing with a minimization problem, in order to penalize the solutions, a dynamic penalty value is added to the fitness of nonfeasible solutions to reduce the chance of it to be selected for next generations. Accordingly, the penalty value, used in this paper, is made proportional to the squared values of the constraints violations. Thus, as the value of non-feasibility increases, the trial solution dynamically receives a higher penalty which reduces its chances of being selected.
Real mating between the queen and selected drones Parent 2
Child
Figure 6 | Schematic application of crossover operator. 
MODEL APPLICATION AND RESULTS
The improved HBMO algorithm was applied to develop and Karun reservoirs along with total monthly demands.
The second year of the data provided in Table 4 is used for case (B). Table 5 presents the supplementary data which are necessary to model the hydropower case study.
Case (A): multi-reservoir operation rule curves for water supply
To demonstrate the capability of the proposed version of HBMO algorithm in developing multi-reservoir rule curve, a 60-month inflow sequence was considered. The general structure of the system is presented in Figure 8 . Monthly inflow sequences to each reservoir along with monthly demand are provided in Table 4 . It is intended to develop a joint operating policy which satisfies the demand with minimum deficit. The multi-reservoir operation for water supply, defined by Equations (5)- (14), was applied to two reservoir system shown in Figure 8 . The best and average of the objective function values obtained in 5 runs and 1.5 million function evaluations were 2.08 and 2.15, respectively (Table 7 , Water Supply row, shows different objective function values for multiple runs). Furthermore, the algorithm could lead to the first feasible solutions at the beginning of the runs, and it could keep feasibility of the solutions till the end of the iterations. This could also be a sign that the algorithm could successfully satisfy different constraints of the problem.
Figures 10 and 11 show the best obtained release rules and balancing functions through 5 runs, respectively.
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The releases from the system along with system demand during operation periods are presented in Figure 12 , where it can be seen that yearly average deficit of 2,800 MCM is expected to occur. Note that the system release follows the same trend as the demand. The operation therefore seems quite reasonable and takes into consideration the assigned objective function (Equation (14)). that Figure 12 illustrates the total release from the system, whereas Case (B): multi-reservoir operation rule curves for hydropower production
The second problem addresses the operation of a tworeservoir system to develop an operating policy which minimizes a measure of deviation from the installed capacity. Therefore, the objective of the study is to make the power generation as close to the installed capacities as possible. In mathematical presentation it may be defined as:
where P t is power generated by the system during month t in MW (decision variables); PPC is the system installed capacity in MW; and T is the total number of periods considered (12).
The above system is subject to the following constraints:
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Hðr; tÞ ¼ h 0 þ h1· S ðr; tÞ þ h2· ðSðr; tÞÞ 2 þ h3· ðSðr; tÞÞ where P(r, t), e(r, t), RP(r, t), H(r, t), and S(r, t) are produced power, efficiency, outflow discharge, head and storage of the reservoir r at period t, respectively. PPC(r) and PF(r) are System release (MCM) 4,500 4,000 3,500 3,000 2,500 2,000 1,500 1,000 500 0 2,000 3,000 4,000
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Total system storage (MCM) 5,000 11,000 6,000 7,000 8,000 9,000 10,000 installed capacity and plant factor of reservoir r, respectively, Mul(t) is the coefficient transforming MCM to cubic metres per second, h 0 to h 3 are constants to obtain reservoir head from its storage and P min (r, t) is the minimum produced power of reservoir r at period t.
The model defined by Equation (15) and subjected to the constraints defined by Equations (5)- (11) and (16)- (19) was applied to the same two-reservoir system shown in Figure 8 . Having solved this problem, the best value for the objective function was determined as 0.8 after 5,000 mating flights, which is equal to 1.5 million function evaluations. Here, it can also be observed that the model could properly deal with the problem's constraints and converge to the optimum state.
The objective function values and some other operation parameters after 1.5 million function evaluations are presented in Table 7 1,500 2,000 2,500 3,000 3,500 4,000
Total system storage (MCM) 4,500 5,000 6,000 5,500 Table 8 . It can be seen that the total joint demand is successfully satisfied in most of the months. This means that the operating policies are appropriate to define releases and storage volumes of the system.
CONCLUDING REMARKS
The research reported in this paper focused on the (with acceptable monthly deficits) showed that the optimization technique proposed in this study is capable of solving complex multi-reservoir systems operation problems. Moreover, the proposed structure properly handled the tight constraints defining the parallel reservoirs operation in such a way that all the generated solutions were feasible after a particular set of iterations.
The obtained release rule and storage balancing functions can be used to guide the system operators in their decision-making process. The set of rule curves provide the operator with the opportunity to systematically look at the system and to further make proper decisions. Plus, the obtained rule curve structure, composed of different graphs dealing with system releases and reservoir storage values, would provide a higher level of flexibility in use than the classical operating policies. However, considering the variety of operating policies which could be applied to different and simple-to-complex reservoir systems, it seems reasonable to conduct research to compare different rule curves for multi-reservoir systems operation. This study is now ongoing by the authors.
Furthermore, the proposed optimization algorithm of this study might be extended, employing the concept of multi-population optimization. In other words, multicolony HBMO algorithm can be developed in future to solve multi-modal optimization problems, as well as to estimate more efficient operation policies for highly complex multi-purpose multi-reservoir systems.
