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A SCATTERING APPROACH TO A SURFACE WITH HYPERBOLIC CUSP
NIKOLAOS ROIDOS
Abstract. Let X be a two-dimensional smooth manifold with boundary S1 and Y = [1,∞) × S1.
We consider a family of complete surfaces arising by endowing X ∪S1 Y with a parameter dependent
Riemannian metric, such that the restriction of the metric to Y converges to the hyperbolic metric
as a limit with respect to the parameter. We describe the associated spectral and scattering theory
of the Laplacian for such a surface. We further show that on Y the zero S1-Fourier coefficient of the
generalized eigenfunction of this Laplacian, as a family with respect to the parameter, approximates in a
certain sense, for large values of the spectral parameter, the zero S1-Fourier coefficient of the generalized
eigenfunction of the Laplacian for the case of a surface with hyperbolic cusp.
1. Introduction
Consider a two-dimensional smooth manifold consisting of a compact part X which is glued together
with a non-compact end of the form Y = [1,∞)× S1. Endow X ∪S1 Y with a Riemannian metric such
that its restriction to Y admits the warped product structure dx2+ f2(x)dy2, (x, y) ∈ [1,∞)×S1, where
f is an appropriate function. In [1], the case of f(x) = x−a, a ∈ (0,∞), has been studied (generalized
cusp) as an interpolation between the case of f(x) = 1 (cylindrical end) and of f(x) = e−x (hyperbolic
cusp). Among other results, a meromorphic continuation of the resolvent of the Laplacian to the whole
complex plane was obtained, a complete description of the generalized eigenfunctions of the Laplacian
was given and the properties of the scattering matrix were shown. The whole theory coincides with the
flat-cylindrical case when the parameter a tends to zero. However, the same does not happen in the
hyperbolic case when a tends to infinity. In the sequel, we follow a similar consideration as in [1], but by
using a different parametric family of metrics in order to achieve a more realistic scattering approach to
the case of a surface with hyperbolic cusp.
The family of metrics that we consider here is obtained by choosing f(x) = (1 + x
a
)−a, a ∈ (0,∞).
Although for this choice of f a part of the theory can be recovered by [1] by changing variables t = 1+ x
a
and h = a−1y, as a first step we do construct the generalized eigenfunction in detail in order to emphasize
the sets of poles and the concrete formulas that appear. Furthermore, we show meromorphic continuation
of the resolvent by following a different method compared to [1], that is based on the ideas in [10].
In our consideration, as the parameter a tends to infinity we approach a surface with hyperbolic cusp
from scattering point of view in the following sense: the zero coefficient of the Fourier expansion over
S1 of the generalized eigenfunction of the Laplacian induced by the above family of metrics (excluding
possibly the scattering matrix part) converges uniformly on compact sets of Y to the zero coefficient
of the Fourier expansion over S1 of the generalized eigenfunction of the hyperbolic Laplacian for large
values of the spectral parameter.
The main property of the above metric is that after Hodge decomposing the L2-space on the cusp, the
eigenvalue equation of the Laplacian can be solved explicitly on the subspace of the harmonic components
(i.e. the subspace that corresponds to the zero coefficient of the Fourier expansion over S1). Therefore,
the continuous part of the spectral theorem for the Dirichlet Laplacian on the cusp can be explicitly
stated and a meromorphic continuation of the resolvent to the logarithmic cover of the complex plane
C can be achieved. Then, returning to the original surface with cusp, standard gluing techniques (see
e.g. [4]) provide us the meromorphic continuation of the full resolvent of the Laplacian. The last in
combination with the explicit geometric structure that we have on the cusp, leads to the construction of
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the generalized eigenfunction of the Laplacian as well as its explicit asymptotic expansion on the cusp
itself and the definition of the scattering matrix. In addition, we obtain the functional equation of the
scattering matrix. Finally, by using the above described machinery in combination with the properties
of Bessel functions we proceed to the main approximation result.
2. Spectral theory on the cusp
Consider a two-dimensional smooth manifold M = X ∪S1 Y , where X is a compact two-dimensional
smooth manifold with boundary S1 = R/Z and Y = [1,∞) × S1. Assume that M is endowed with a
Riemannian metric g such that when it is restricted to Y admits the warped product form
g|Y = dx2 + (1 + x
a
)−2ady2,(2.1)
where (x, y) ∈ [1,∞) × S1 and a ∈ (0,∞) is a fixed parameter. The dependence of g|X by a can be
arbitrary, e.g. we can assume that g|X is constant over a outside a collar part of the boundary. Let
M = (M, g), X = (X, g|X) and Y = (Y, g|Y ).
The Laplace operator induced by g|Y on Y , acting on the space C∞0 (Y \∂Y ) of smooth compactly
supported functions on Y with support away of the boundary {1} × S1, is given by
∆Y = ∂
2
x −
1
1 + x
a
∂x + (1 +
x
a
)2a∂2y .(2.2)
Let L2(Y) be the space of all functions on Y that are square integrable with respect to the Riemannian
measure
dµg|Y = (1 +
x
a
)−adxdy
induced by g|Y . By imposing Dirichlet boundary condition at {1} × S1, let ∆Y be the corresponding
self-adjoint extension of ∆Y in L
2(Y) (which is also the Friedrichs extension).
A function u on Y that belongs to L2(S1) for each x ∈ [1,∞) admits a Fourier expansion over S1,
namely
u(x, y) =
∑
n∈Z
un(x)e
2piniy .(2.3)
Hence, the eigenvalue equation of ∆Y, i.e.
(∆Y + λ)u = 0,(2.4)
by separation of variables is equivalent to
u′′n(x) −
1
1 + x
a
u′n(x) + (λ− 4pi2n2(1 +
x
a
)2a)un(x) = 0, n ∈ Z.(2.5)
According to (2.3), or equivalently after Hodge decomposing L2(S1), the space L2(Y) can be decomposed
as follows
L2(Y) = L2H(Y)⊕ (L2H(Y))⊥,(2.6)
where L2H(Y) ∈ Ker(∂2y) and (L2H(Y))⊥ is the orthogonal complement of L2H(Y) with respect to the
S1-inner product. More precisely we have that
L2(Y) =
⊕
n∈Z
L2([1,∞), (1 + x
a
)−adx)⊗ e2piniy,(2.7)
L2H(Y) = L
2([1,∞), (1 + x
a
)−adx)⊗ 1(2.8)
and
(L2H(Y))
⊥ =
⊕
n∈Z\{0}
L2([1,∞), (1 + x
a
)−adx) ⊗ e2piniy.(2.9)
Theorem 2.1. The Laplacian ∆
Y
restricted to the space (L2H(Y))
⊥ has discrete spectrum.
3Proof. By changing u→ (1+ x
a
)
a
2 u in (2.5), for each n ∈ Z\{0} the eigenvalue equation of the restriction
of ∆
Y
to each of the subspaces
L2([1,∞), (1 + x
a
)−adx) ⊗ e2piniy
becomes (A+ Vn − λ)u = 0, where
A = −∂2x and Vn = (
1
4
+
1
2a
)(1 +
x
a
)−2 + 4pi2n2(1 +
x
a
)2a in L2([1,∞), dx).
Since V → ∞ as x → ∞, by standard theory (see e.g. [8, Theorem XIII.16]) each A + Vn has discrete
spectrum. Moreover, by the min-max principle (see e.g. [8, Theorem XIII.1]) the spectral bounds are
bounded from below by 4pi2n2. 
In order to proceed to the study of the continuous spectrum of the Laplacian, we recall some properties
of Bessel functions. Let ν ∈ C and denote by Jν , Yν the Bessel functions of order ν of first and second
kind respectively. The cylinder function Gν(λ, x) of order ν is defined for λ ∈ C and x ∈ [1,∞) by
Gν(λ, x) = Yν(λ)Jν(λx) − Jν(λ)Yν(λx).
We have then the following two results.
Theorem 2.2. (Weber, see e.g. [12, 14.52]) If for some function f of real variable the following integral∫∞
0
f(λ)
√
λdλ exists and is absolutely convergent, then for any real ν we have∫ ∞
1
(∫ ∞
0
f(λ)Gν(λ, x)Gν (r, x)λdλ
)
xdx =
J2ν (r) + Y
2
ν (r)
2
(f(r + 0) + f(r − 0)) ,
provided that the positive number r lies inside an interval in which f has finite total variation.
Theorem 2.3. (Weber’s inversion formula, see [11]) If for some function f of real variable the integral∫∞
1
f(x)
√
xdx exists and is absolutely convergent, then for any real ν we have∫ ∞
0
(∫ ∞
1
f(x)Gν(λ, x)Gν (λ, r)
J2ν (λ) + Y
2
ν (λ)
xdx
)
λdλ =
f(r + 0) + f(r − 0)
2
,
provided that the positive number r lies inside an interval in which f has finite total variation.
From the above orthogonality relations we can define for any real ν the Weber transform of any
f ∈ C∞0 ([0,∞)) by
Wν [f ](x) =
∫ ∞
0
f(λ)Gν(λ, x)λdλ.
Wν can be easily extended to a bijective isometry from L
2([0,∞), (J2ν (λ)+Y 2ν (λ))λdλ) to L2([1,∞), x dx)
with inverse given by
W
−1
ν [g](λ) =
∫ ∞
1
g(x)Gν(λ, x)
J2ν (λ) + Y
2
ν (λ)
xdx,
for any g ∈ C∞0 ([1,∞)) (see the Appendix of [1] for details).
By (2.5), the eigenvalue equation of the restriction of ∆
Y
to the subspace of the harmonic components
L2H(Y) is given by the following Bessel equation
u′′(x)− 1
1 + x
a
u′(x) + λu(x) = 0.
Hence, by the Dirichlet condition at x = 1 the generalized λ-eigenfunctions are given by
(a+ x)
a+1
2 G a+1
2
((a+ 1)
√
λ,
a+ x
a+ 1
)
= (a+ x)
a+1
2
(
Y a+1
2
((a+ 1)
√
λ)J a+1
2
((a+ x)
√
λ)− J a+1
2
((a+ 1)
√
λ)Y a+1
2
((a+ x)
√
λ)
)
.
Therefore the continuous part of the spectral theorem can be expressed in terms of the Weber transform
as follows.
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Theorem 2.4. (Spectral theorem - continuous part) The domain of the restriction of the Laplacian ∆
Y
to the space L2H(Y) of harmonic components on the boundary from decomposition (2.6), is given by
D(∆
Y
|L2
H
(Y))
=
{
u(x) ∈ L2([1,∞), xdx) |λ2W−1a+1
2
[y−
a+1
2 u((a+ 1)y − a)](λ) ∈ L2([0,∞), (J2b (λ) + Y 2b (λ))λdλ)
}
.
For u ∈ D(∆
Y
|L2
H
(Y)) we have that
(∆
Y
u)(x) = (
a+ x
a+ 1
)
a+1
2 W a+1
2
[(
λ
a+ 1
)2W−1a+1
2
[y−
a+1
2 u((a+ 1)y − a)](λ)](a + x
a + 1
).
Furthermore, for the spectrum of the Laplacian ∆
Y
on Y we have that σsing(∆Y) = ∅ and σac(∆Y) =
σcont(∆Y) = [0,∞).
According to the previous theorem, the restriction of the resolvent of the Laplacian ∆
Y
to the space
L2H(Y) is given for any µ ∈ C\[0,∞) by the bounded map L2H(Y) ∋ u 7→ (∆Y − µ)−1u ∈ L2H(Y), such
that
(∆
Y
− µ)−1u(x)
= (
a+ x
a+ 1
)
a+1
2 W a+1
2
[
1
( λ
a+1 )
2 − µW
−1
a+1
2
[y−
a+1
2 u((a+ 1)y − a)](λ)](a + x
a + 1
).
If we further restrict u ∈ L2H(Y)∩C∞0 (Y \∂Y ), we get an integral representation of the resolvent, namely
(∆
Y
− µ)−1u(x) =
∫ ∞
1
k(µ, x, y)u(y)dx,(2.10)
with kernel
k(µ, x, y) = (
a+ x
a+ y
)
a+1
2 (a+ y)
∫ ∞
0
G a+1
2
(λ, a+x
a+1 )G a+12
(λ, a+y
a+1 )
J2a+1
2
(λ) + Y 2a+1
2
(λ)
λ
λ2 − µ(a+ 1)2 dλ.(2.11)
From the asymptotic behavior of the Bessel functions (see e.g. [12, Chapter VII]), for any r > 0 there
exists some c(r) > 0 such that
∣∣G a+12 (λ, a+xa+1 )G a+12 (λ, a+ya+1 )
J2a+1
2
(λ) + Y 2a+1
2
(λ)
λ
∣∣ ≤ c(r) a+ 1√
(a+ x)(a+ y)
with λ ∈ [r,∞) and x, y ∈ [1,∞). Furthermore, there exists some c′(a) > 0 such that
∣∣G a+12 (λ, a+xa+1 )G a+12 (λ, a+ya+1 )
J2a+1
2
(λ) + Y 2a+1
2
(λ)
λ
∣∣
≤ c′(a)∣∣( (a+ x)(a+ y)
(a+ 1)2
)
a+1
2 − (a+ x
a+ y
)
a+1
2 − (a+ y
a+ x
)
a+1
2 + (
(a+ x)(a+ y)
(a+ 1)2
)−
a+1
2
∣∣
with λ ∈ (0, r] and x, y ∈ [1,∞). Hence, the kernel (2.11) is well defined.
Moreover, by following the ideas in [10], k(·, x, y) can be meromorphically continued to the logarithmic
cover of C. More precisely, by letting µ = ez, Im(z) ∈ (0, 2pi), and changing variables in (2.11), we obtain
that
k(ez, x, y) = (
a+ x
a+ y
)
a+1
2 (a+ y)
∫ ∞
−∞
G a+1
2
((a+ 1)ew, a+x
a+1 )G a+12
((a+ 1)ew, a+y
a+1 )
J2a+1
2
((a+ 1)ew) + Y 2a+1
2
((a+ 1)ew)
e2w
e2w − ez dw.(2.12)
Denote by H
(1)
ν (λ) = Jν(λ) + iYν(λ) and H
(2)
ν (λ) = Jν(λ)− iYν(λ), ν, λ ∈ C, the Hankel function of the
first and second kind respectively of order ν. Recall that the Hankel functions have simple zeros on the
logarithmic cover of C and that the following identity holds
H(1)ν (e
z)H(2)ν (e
z) = J2ν (e
z) + Y 2ν (e
z), ν, z ∈ C.
5For a ∈ R let the following discrete sets of points in C, namely
Ba =
{
z ∈ C |H(1)a+1
2
((a+ 1)ez)H
(2)
a+1
2
((a+ 1)ez) = 0
}
,
B′a =
{
z + 2pii ∈ C |H(1)a+1
2
((a+ 1)ez)H
(2)
a+1
2
((a+ 1)ez) = 0
}
.
and
Ha =
⋃
k∈Z
{
z ∈ C |H(1)a+1
2
((a+ 1)e
z
2+kpii)H
(2)
a+1
2
((a+ 1)e
z
2+kpii) = 0 and Im(z) ∈ R\(0, 2pi)
}
.(2.13)
If z ∈ C\Ha with Im(z) ≤ 0, then we can deform the path of integration in (2.12) from R to Γ =
(−∞, α] ∪ Λ ∪ [β,∞), for some α, β ∈ R with α < β, where Λ is any smooth simple curve running from
α to β such that z ∈ C\Γ lies on the left of Γ. Then, by Cauchy’s theorem, (2.12) implies
k(ez, x, y)
= (
a+ x
a+ y
)
a+1
2 (a+ y)
( ∫
Γ
G a+1
2
((a+ 1)ew, a+x
a+1 )G a+12
((a+ 1)ew, a+y
a+1 )
J2a+1
2
((a+ 1)ew) + Y 2a+1
2
((a+ 1)ew)
e2w
e2w − ez dw
−2pii
∑
wi∈Ω∩Ba
(e2wiG a+1
2
((a+ 1)ewi , a+x
a+1 )G a+12
((a+ 1)ewi , a+y
a+1 )
e2wi − ez
)
×( lim
w→wi
w − wi
H
(1)
a+1
2
((a+ 1)ew)H
(2)
a+1
2
((a+ 1)ew)
))
,(2.14)
where by Ω we denote the area between Λ and the real axis.
Similarly, by (2.12) we have that
k(ez, x, y) = (
a+ x
a+ y
)
a+1
2 (a+ y)
∫
R+2pii
G a+1
2
((a+ 1)ew−2pii, a+x
a+1 )G a+12
((a+ 1)ew−2pii, a+y
a+1 )
J2a+1
2
((a+ 1)ew−2pii) + Y 2a+1
2
((a+ 1)ew−2pii)
e2w
e2w − ez dw.
(2.15)
Then, if z ∈ C\Ha with Im(z) ≥ 2pi, we can deform the new path from R+ 2pii to Γ′ = (−∞+ 2pii, α′ +
2pii] ∪ Λ′ ∪ [β′ + 2pii,∞+ 2pii), for some α′, β′ ∈ R with α′ < β′, and Λ′ to be any smooth simple curve
running from α′ + 2pii to β′ + 2pii such that z ∈ C\Γ′ lies on the right of Γ′. In this case, from (2.15)
Cauchy’s theorem implies
k(ez, x, y)
= (
a+ x
a+ y
)
a+1
2 (a+ y)
(∫
Γ′
G a+1
2
((a+ 1)ew−2pii, a+x
a+1 )G a+12
((a+ 1)ew−2pii, a+y
a+1 )
J2a+1
2
((a+ 1)ew−2pii) + Y 2a+1
2
((a+ 1)ew−2pii)
e2w
e2w − ez dw
+2pii
∑
wi∈Ω′∩B′a
(e2wiG a+1
2
((a+ 1)ewi−2pii, a+x
a+1 )G a+12
((a+ 1)ewi−2pii, a+y
a+1 )
e2wi − ez
)
×( lim
w→wi
w − wi
H
(1)
a+1
2
((a+ 1)ew−2pii)H(2)a+1
2
((a+ 1)ew−2pii)
))
,(2.16)
where by Ω′ we now denote the area between Λ′ and the axis {z ∈ C | Im(z) = 2pi}.
By (2.10), (2.14) and (2.16) we see that the resolvent family (∆
Y
− ez)−1 of ∆
Y
restricted to the
space L2H(Y) admits a meromorphic continuation over C with simple poles that coincide with the set Ha.
Further, similarly to [1, Section 2.2], by the asymptotic behavior of the Bessel functions we can easily
see that this continuation is a bounded operator family from e−x
2 ⊗ L2H(Y) to ex
2 ⊗ L2H(Y) (i.e. not
on the initial space L2H(Y)). Finally, by Theorem 2.1, the resolvent (∆Y − ez)−1 restricted to the space
(L2H(Y))
⊥ can be meromorphically continued to C with poles lying on the set ∪k∈Z{z ∈ C | Im(z) = 2kpi}.
We can therefore conclude the following.
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Theorem 2.5. The resolvent family (∆
Y
− ez)−1 ∈ L(L2(Y)), Im(z) ∈ (0, 2pi), admits a meromorphic
continuation over z to the whole complex plane C as an operator family in L(e−x2 ⊗L2(Y), ex2 ⊗L2(Y))
with simple poles that consist of two sets:
(i) A discrete set of points that is contained in ∪k∈Z{z ∈ C | Im(z) = 2kpi}.
(ii) The set Ha defined in (2.13).
3. Spectral theory on the surface with cusp
Let L2(M) be the space of all functions onM that are square integrable with respect to the Riemannian
measure induced by the metric g. Denote by ∆M the Laplacian on M induced by g and by ∆M the unique
closed self-adjoint extensions in L2(M) of ∆M in C
∞
0 (M). Further, let B = (B, gB) be a closed (i.e.
compact without boundary) Riemannian surface such that X ∪ {[1, 2] × S1} is isometrically embedded
into B. Let ∆B be the Laplacian on B, and similarly denote by ∆B the unique closed extensions in L
2(B)
of ∆B in C
∞(B). Since B is closed, the resolvent (∆
B
− ez)−1 is a meromorphic family over z ∈ C with
simple poles in the set ∪k∈Z{z ∈ C | Im(z) = 2kpi}.
Let χ2 ∈ C∞(M) such that χ2(x) = 0 on X ∪ [1, 43 ] × S1 and χ2(x) = 1 when x ≥ 53 , and define
χ1 = 1 − χ2. Further, take ψ1 ∈ C∞0 (M) such that ψ1 = 1 on X ∪ [1, 53 ] × S1 and ψ1 = 0 when x ≥ 2.
Also, let ψ2 ∈ C∞(M) such that ψ2 = 1 when x ≥ 43 and ψ2 = 0 on X . Finally, assume for simplicity
that all functions χ1, χ2, ψ1 and ψ2 when restricted to Y , they depend only on the x variable.
If we denote by e˜±x
2
a smooth extension toM of the function e±x
2
on Y , then similarly to [4, Theorem
1] or [1, Theorem 1.1]) we have the following continuation result.
Theorem 3.1. The resolvent (∆
M
− ez)−1 ∈ L(L2(M)), Im(z) ∈ (0, 2pi), admits a meromorphic contin-
uation over z to the whole complex plane C as an operator family in L(e˜−x2 ⊗L2(M), e˜x2 ⊗L2(M)) with
simple poles that are contained in the following three sets:
(i) A discrete set of points that is contained in ∪k∈Z{z ∈ C | Im(z) = 2kpi},
(ii) The set Ha defined in (2.13),
(iii) The poles of the meromorphic family over z ∈ C, (I +Ka(z))−1,
where
Ka(z) = [∆M, ψ1](∆B − ez)−1χ1 + [∆M, ψ2](∆Y − ez)−1χ2(3.17)
is a meromorphic family over z ∈ C of compact operators with poles of finite rank.
Proof. We start by defining a parametrix of (∆
M
− ez)−1 by
Qz = ψ1(∆B − ez)−1χ1 + ψ2(∆Y − ez)−1χ2,
which is a meromorphic family over z ∈ C with values in L(e˜−x2 ⊗L2(M), e˜x2 ⊗L2(M)). From the choice
of the cut-off functions we have that
(∆
M
− ez)Qz = I +Ka(z).
The support of the kernel of Ka(z) is disjoint from the diagonal and is compact in the left variable.
Moreover, Ka(z) has smooth kernel as a pseudodifferential operator. Thus, Ka(z) is a meromorphic
family of compact operators, and it is easy to see that its poles are of finite rank. The operators χ1, χ2,
[∆
M
, ψ1] and [∆M, ψ2] are of order ≤ 1. Hence, by the standard decay properties of the resolvent of a
sectorial operator in the interpolation space (see e.g. [9, Corollary 2.4]), we have that the norm of Ka(z)
tends to zero as Re(z) → +∞ with Im(z) = pi. Thus, by the meromorphic Fredholm theorem (see e.g.
[8, XIII.13]), (I+Ka(z))
−1 is a meromorphic family over z ∈ C with values in L(e˜−x2 ⊗L2(M)) and with
poles of finite rank.

Following the ideas in [4], let χ ∈ C∞(R) such that χ(x) = 0 if x < 1 and χ(x) = 1 if x > 1 + ε, for
some ε > 0. When z lies in the resolvent set of ∆
M
, i.e. in 0 < Im(z) < 2pi, the Hankel function of the
7second kind H
(2)
a+1
2
((a+ x)e
z
2 ) does not belong to L2(Y). Thus, for any z ∈ C we can set
Ea,z = φχ − (∆M − ez)−1(∆M − ez)φχ,(3.18)
where
φχ =
{
0 in X
χ(x)(a+ x)
a+1
2 H
(2)
a+1
2
((a+ x)e
z
2 ) in Y
.
Since (∆M − ez)φχ is identically zero when x > 1 + ε, we have that (∆M − ez)φχ is smooth and
compactly supported on M . Thus, (∆
M
− ez)−1(∆M − ez)φχ is well defined and is not equal to φχ as
φχ 6∈ L2(M). Hence, Ea,z is well defined, is not equal to zero and is smooth on M and meromorphic over
z ∈ C with poles that coincide with the poles of (∆
M
− ez)−1. By restricting Im(z) ∈ (0, 2pi) we have
that (∆M − ez)Ea,z = 0, and hence by meromorphicity (∆M − ez)Ea,z = 0 for all z ∈ C, i.e. that Ea,z
is a generalized eigenfunction of the Laplacian. Moreover, Ea,z is independent of the choice of ε. This
follows by taking the difference of two versions of Ea,z that correspond to two different values of ε and
then use meromorphicity together with the fact that the difference belongs to L2(M).
Similarly to [1], we can proceed to the Fourier expansion of the generalized eigenfunction on the cusp Y .
Since the Hankel functions form a fundamental set for the Bessel equation, and since ε in the construction
of Ea,z can be arbitrary small, on Y for any z ∈ C we have that
Ea,z(x, y) = (a+ x)
a+1
2 H
(2)
a+1
2
((a+ x)e
z
2 ) + Ca(z)(a+ x)
a+1
2 H
(1)
a+1
2
((a+ x)e
z
2 ) + Ψa,z(x, y),(3.19)
with a meromorphic in z ∈ C family Ψa,z and a meromorphic in z ∈ C function Ca(z) which is called
stationary scattering matrix. Note that Ca(z) and Ψa,z are determined uniquely by the properties of Ea,z
and the choice of the fundamental set for the Bessel equation in the expansion (3.19).
When Im(z) ∈ (0, 2pi), since Ψa,z ∈ L2(Y), the Fourier coefficients of Ψa,z are L2([1,∞), (1 + xa )−adx)
solutions of (2.5) for n 6= 0. If we change variables by x = t− a and u(t− a) = t a2w(t) in (2.5), then the
equation obtains the form of [1, (9a)] (in the simple case of n = 2 and p = 0). The asymptotic behavior
at infinity of the L2-solution of the equation [1, (9a)] is explicitly given in [1, Theorem 1.2]. Hence, for
the tail term Ψa,z we have the following behavior on Y as x→∞, namely
Ψa,z(x, y) = O(x
a
2 e(−
2pi
(a+1)aa
+ε)(a+x)a+1), ∀ε > 0.
We can then summarize to the following.
Theorem 3.2. There exists a meromorphic in z ∈ C family Ea,z of smooth functions on M such that
(∆M − ez)Ea,z = 0 on M for all z ∈ C. Further, Ea,z admits an asymptotic expansion on the cusp Y
given by
Ea,z(x, y) = (a+ x)
a+1
2 H
(2)
a+1
2
((a+ x)e
z
2 ) + Ca(z)(a+ x)
a+1
2 H
(1)
a+1
2
((a+ x)e
z
2 ) + Ψa,z(x, y),
for some meromorphic in z ∈ C function Ca(z) called the scattering matrix and a tail term Ψa,z(x, y)
that satisfies
Ψa,z(x, y) = O(x
a
2 e(−
2pi
(a+1)aa
+ε)(a+x)a+1), ∀ε > 0, when Im(z) ∈ (0, 2pi).
Moreover, Ea,z, Ca(z) and Ψa,z are uniquely determined by the above properties. The poles of Ea,z are
simple and contained in the following three sets:
(i) A discrete set of points that is contained in ∪k∈Z{z ∈ C | Im(z) = 2kpi}.
(ii) The set Ha defined in (2.13).
(iii) The poles over z ∈ C of the family (I +Ka(z))−1 defined in Theorem 3.1.
We can use the uniqueness from the above theorem in order to prove the functional equation of the
scattering matrix as in [1, Theorem 1.3]. More precisely, we have that
Ea,z−2pii(x, y)
= (a+ x)
a+1
2 H
(2)
a+1
2
((a+ x)e
z
2−pii) + Ca(z − 2pii)(a+ x)
a+1
2 H
(1)
a+1
2
((a+ x)e
z
2−pii) + Ψz−2pii(x, y),
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where by using the properties of the Hankel functions
H(1)ν (e
−ipiτ) = 2 cos(piν)H(1)ν (τ) + e
−ipiνH(2)ν (τ) and H
(2)
ν (e
−ipiτ) = −eipiνH(1)ν (τ),
valid for any τ on the logarithmic cover of C and any ν ∈ C, we obtain
Ea,z−2pii(x, y) = e−ipi
a+1
2 Ca(z − 2pii)(a+ x)
a+1
2 H
(2)
a+1
2
((a+ x)e
z
2 )
+
(
2 cos(pi
a+ 1
2
)Ca(z − 2pii)− eipi
a+1
2
)
(a+ x)
a+1
2 H
(1)
a+1
2
((a+ x)e
z
2 ) + Ψz−2pii(x, y).(3.20)
Moreover,
e−ipi
a+1
2 Ca(z − 2pii)Ea,z(x, y) = e−ipi a+12 Ca(z − 2pii)(a+ x) a+12 H(2)a+1
2
((a+ x)e
z
2 )
+e−ipi
a+1
2 Ca(z − 2pii)Ca(z)(a+ x)
a+1
2 H
(1)
a+1
2
((a+ x)e
z
2 ) + e−ipi
a+1
2 Ca(z − 2pii)Ψa,z(x, y).
By comparing this equation with (3.20), by uniqueness of Theorem 3.2, we find the following.
Theorem 3.3. The scattering matrix defined in Theorem 3.2 satisfies the following functional equation
Ca(z)
(
Ca(z + 2pii) + e
ipia − 1) = eipia, ∀z ∈ C.
Remark 3.4. In a similar way to [1, Section 4] we can also prove unitarity for Ca(z) as in [1, Theorem
1.3].
4. Approaching a surface with hyperbolic cusp
In this section we show that our parametric family of surfaces approaches - from scattering point of
view and in a certain sense - a surface with hyperbolic cusp. Under this consideration we are able to obtain
scattering information for such a surface. By a surface with hyperbolic cusp we mean a two-dimensional
Riemannian manifold consisting of a compact surface with boundary S1 and a non-compact end equal
to [e,∞) × S1, such that when the Riemannian metric is restricted to the second part it admits the
usual hyperbolic form, namely (dt2+ dy2)/t2, (t, y) ∈ [e,∞)×S1. Therefore, after changing of variables,
we write such a surface as (M = X ∪S1 Y, gH), such that when the Riemannian metric gH is restricted
to Y it takes the form dx2 + e−2xdy, (x, y) ∈ [1,∞) × S1. Let MH = (M, gH), XH = (X, gH|X) and
YH = (Y, gH|Y ).
The hyperbolic Laplacian ∆H has a unique closed extension ∆H in the space L
2(MH) of square inte-
grable functions with respect to the Riemannian measure induced by gH. There exists a unique generalized
s(1 − s)-eigenfunction FH,s of ∆H that has similar properties to Ea,z as described in Theorem 3.2, and
on the cusp Y it admits the following Fourier expansion, namely
FH,s(x, y) = e
xs + S(s)ex(1−s) +ΨH,s(x, y),(4.21)
with
ΨH,s(x, y) = O(e
−2piex) when Re(s) >
1
2
, s /∈ (1
2
, 1],
and the scattering matrix S(s), s ∈ C (see e.g. [4, (13)]). For further details of the related spectral and
scattering theory see also [2], [3], [4], [5] and [6]. The following result is an immediate consequence of the
choice of the metric g.
Theorem 4.1. For any φ ∈ C∞0 (Y \∂Y ) and λ ∈ ρ(∆H) we have that
‖(∆
H
− λ)−1(∆M − λ)φ− φ‖L2(MH) → 0 as a→∞.
Proof. We start with
(∆
H
− λ)−1(∆M − λ)φ = φ+ (∆H − λ)−1(∆M −∆H)φ.(4.22)
Since by (2.2) the coefficients of ∆M converge to the coefficients of ∆H uniformly on compact sets of the
cuspidal part Y when a → ∞, the L2(MH)-norm of (∆H − λ)−1(∆M − ∆H)φ tends to zero as a → ∞.
Hence, the result follows by (4.22). 
9For any z ∈ C we write z = z0 + i2kzpi, with Im(z0) ∈ [−pi, pi) and kz ∈ Z. Further, let ρ : (0,∞) →
[1,∞) be any function such that ρ(a)→∞ as a→∞, and define
l(a) = 2aΓ(
a+ 1
2
)ρ(a), a ∈ (0,∞),
where by Γ we denote the gamma function. According to Theorem 3.2, for any a /∈ {2n+ 1 |n ∈ N} we
define the following generalized eigenfunction of ∆M, namely
Fa,z = ηa(z)Ea,z+2 ln(l(a))
where
ηa(z) =
a−
a
2
√
pil(a)e
z0
2
2
e−ial(a)e
z0
2
(sin(kzpi a+12 )
cos(pia2 )
ei
pia
4 + iCa(z + 2 ln(l(a)))
sin((kz − 1)pi a+12 )
cos(pia2 )
e−i
pia
4
)−1
.
The role of ηa and of the spectral shift z 7→ z + 2 ln(l(a)) is to achieve uniform convergence on compact
sets of Y of the zero S1-Fourier coefficient (except possibly of the scattering matrix) of Fa,z to the zero
S1-Fourier coefficient of FH,s for large values of the spectral parameter as a → ∞. By recalling that
(1 + x
a
)a → ex uniformly in x lying on a compact subset of [1,∞) as a → ∞, and that the non-zero
S1-Fourier coefficients of Fa,z are given according to Theorem 3.2 by the tail term ηa(z)Ψa,z+2 ln(l(a)), we
have the following result.
Theorem 4.2. Under the spectral equivalence s = 12 + il(a)e
z0
2 , for any
z ∈ C\
⋃
k∈Z
{
µ ∈ C | Im(µ+ i2kpi) = pi
}
we have that
Fa,z − ηa(z)Ψa,z+2 ln(l(a)) = exsPa(z0, x) + ξa(z)ex(1−s)Qa(z0, x)
on Y , where
Pa(z0, x) = (1 +
x
a
)
a
2 e−
x
2 pa(z0, x) and Qa(z0, x) = (1 +
x
a
)
a
2 e−
x
2 qa(z0, x)
for some smooth in x and holomorphic in w0, (x,w0) ∈ [1,∞)×{µ ∈ C | |Im(µ)| < pi}, functions pa(w0, x),
qa(w0, x), and
ξa(z) =
i sin((kz + 1)pi
a+1
2 )e
ipia2 − Ca(z + 2 ln(l(a))) sin(kzpi a+12 )
sin(kzpi
a+1
2 )e
ipia2 + iCa(z + 2 ln(l(a))) sin((kz − 1)pi a+12 )
e−i2al(a)e
z0
2 ,
a /∈ {2n + 1 |n ∈ N}. Furthermore, for any c ∈ R and ε ∈ (0, pi) we have that pa(w0, x) → 1 and
qa(w0, x)→ 1 as a→∞ uniformly in x and w0 with x ∈ [1,∞) and
w0 ∈
{
µ ∈ C |Re(µ) ≥ c
}
∩
{
µ ∈ C | |Im(µ)| ≤ pi − ε
}
.
Proof. By [12, 3.62 (5)-(6)] we have that
H(1)ν (e
w) = − sin((m− 1)piν)
sin(piν)
H(1)ν (e
w+)− e−νpii sin(mpiν)
sin(piν)
H(2)ν (e
w+)
and
H(2)ν (e
w) = eνpii
sin(mpiν)
sin(piν)
H(1)ν (e
w+) +
sin((m+ 1)piν)
sin(piν)
H(2)ν (e
w+),
where w = w+ + impi, with Im(w+) ∈ [0, pi), m ∈ Z and ν > 0. Similarly
H(1)ν (e
w) = − sin((n− 1)piν)
sin(piν)
H(1)ν (e
w−)− e−νpii sin(npiν)
sin(piν)
H(2)ν (e
w−)
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and
H(2)ν (e
w) = eνpii
sin(npiν)
sin(piν)
H(1)ν (e
w−) +
sin((n+ 1)piν)
sin(piν)
H(2)ν (e
w−),
where w = w− + inpi, with Im(w−) ∈ [−pi, 0) and n ∈ Z. Hence, by restricting ν > 12 , from the above
formulas, [12, 6.12 (3)-(4)] and the formula
(1 +
it
2λ
)ν−
1
2 = 1 + (
1
2
− ν) t
2iλ
∫ 1
0
(1− ty
2iλ
)ν−
3
2 dy, t ≥ 0, λ ∈ C\{0}
(see e.g. [12, 7.2]), for any w ∈ C with Im(w0) ∈ (−pi, pi) we obtain the following integral representations
for the Hankel functions
H(1)ν (e
w
2 ) =
− sin((kw − 1)piν)
sin(piν)
√
2
pie
w0
2
ei(e
w0
2 −piν2 −pi4 )(1 +Q+ν (e
w0
2 ))
− sin(kwpiν)
sin(piν)
√
2
pie
w0
2
ei(
pi
4−piν2 −e
w0
2 )(1 +Q−ν (e
w0
2 ))(4.23)
and
H(2)ν (e
w
2 ) =
sin(kwpiν)
sin(piν)
√
2
pie
w0
2
ei(e
w0
2 +piν2 −pi4 )(1 +Q+ν (e
w0
2 ))
+
sin((kw + 1)piν)
sin(piν)
√
2
pie
w0
2
ei(
piν
2 +
pi
4−e
w0
2 )(1 +Q−ν (e
w0
2 )),(4.24)
where
Q±ν (λ) = ±
1
2 − ν
2iλΓ(ν + 12 )
∫ +∞
0
e−ttν+
1
2
( ∫ 1
0
(1∓ ty
2iλ
)ν−
3
2 dy
)
dt, λ ∈ C, arg(λ) ∈ (−pi
2
,
pi
2
).
Therefore, by (4.23)-(4.24) and Theorem 3.2 we obtain that
Ea,z+2 ln(l(a)) −Ψa,z+2 ln(l(a))
= (a+ x)
a+1
2 H
(2)
a+1
2
((a+ x)l(a)e
z
2 ) + Ca(z + 2 ln(l(a)))(a+ x)
a+1
2 H
(1)
a+1
2
((a+ x)l(a)e
z
2 )
= (a+ x)
a
2
√
2
pil(a)e
z0
2
×
(sin(kzpi a+12 )
cos(pia2 )
ei((a+x)l(a)e
z0
2 +pia4 )(1 +Q+a+1
2
((a+ x)l(a)e
z0
2 ))
+i
sin((kz + 1)pi
a+1
2 )
cos(pia2 )
e−i((a+x)l(a)e
z0
2 −pia4 )(1 +Q−a+1
2
((a+ x)l(a)e
z0
2 ))
)
+Ca(z + 2 ln(l(a)))(a+ x)
a
2
√
2
pil(a)e
z0
2
×
(
i
sin((kz − 1)pi a+12 )
cos(pia2 )
ei((a+x)l(a)e
z0
2 −pia4 )(1 +Q+a+1
2
((a+ x)l(a)e
z0
2 ))
− sin(kzpi
a+1
2 )
cos(pia2 )
e−i((a+x)l(a)e
z0
2 +pia4 )(1 +Q−a+1
2
((a+ x)l(a)e
z0
2 ))
)
,
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when Im(z0) ∈ (−pi, pi). By rearranging the above equation we get that
Ea,z+2 ln(l(a)) −Ψa,z+2 ln(l(a))
= (a+ x)
a
2
√
2
pil(a)e
z0
2
ei(a+x)l(a)e
z0
2 (1 +Q+a+1
2
((a+ x)l(a)e
z0
2 ))
×
( sin(kzpi a+12 )
cos(pia2 )
ei
pia
4 + iCa(z + 2 ln(l(a)))
sin((kz − 1)pi a+12 )
cos(pia2 )
e−i
pia
4
)
+(a+ x)
a
2
√
2
pil(a)e
z0
2
e−i(a+x)l(a)e
z0
2 (1 +Q−a+1
2
((a+ x)l(a)e
z0
2 ))
×
(
i
sin((kz + 1)pi
a+1
2 )
cos(pia2 )
ei
pia
4 − Ca(z + 2 ln(l(a)))
sin(kzpi
a+1
2 )
cos(pia2 )
e−i
pia
4
)
.(4.25)
Concerning the Q±a+1
2
((a+ x)l(a)e
z0
2 ) terms, when a > 2 we estimate
|Q±a+1
2
((a+ x)l(a)e
z0
2 )|
≤ a
4(a+ x)l(a)Γ(a2 + 1)|e
z0
2 |
∫ +∞
0
e−tt
a
2+1(1 +
t
2(a+ x)l(a)|e z02 | )
a
2−1dt
≤ a
4(a+ x)l(a)Γ(a2 + 1)|e
z0
2 | (1 +
1
2(a+ x)l(a)|e z02 | )
a
2−1(
∫ 1
0
e−tt
a
2+1dt+
∫ +∞
1
e−ttadt)
≤ a
4(a+ x)l(a)Γ(a2 + 1)|e
z0
2 | (1 +
1
2(a+ x)l(a)|e z02 | )
a
2−1(
∫ +∞
0
e−tt
a
2+1dt+
∫ +∞
0
e−ttadt)
=
a(Γ(a2 + 2) + Γ(a+ 1))
4(a+ x)l(a)Γ(a2 + 1)|e
z0
2 | (1 +
1
2(a+ x)l(a)|e z02 | )
a
2−1
=
a(1 + a2 +
2a√
pi
Γ(a+12 ))
4(a+ x)l(a)|e z02 | (1 +
1
2(a+ x)l(a)|e z02 | )
a
2−1,(4.26)
where we have used the functional equation of the gamma function and the duplication formula
Γ(a)Γ(a+
1
2
) = 21−2a
√
piΓ(2a).
Therefore, for any c ∈ R and ε ∈ (0, pi) the right hand side of (4.26) tends to zero as a tends to infinity
uniformly in x and z0 with x ∈ [1,∞) and
z0 ∈
{
µ ∈ C |Re(µ) ≥ c
}
∩
{
µ ∈ C | |Im(µ)| ≤ pi − ε
}
.
The result now follows by (4.25) and the choice of the factor ηa(z). 
5. The zeros of the Hankel functions for large order
When the parameter a tends to infinity the metric g|Y converges to the hyperbolic metric having the
results of the previous section as a consequence. The spectral equivalence from Theorem 4.2 becomes
s = 12 + i(−1)kλe
λ
2 under λ = z+2 ln(l(a)). Therefore, it is of particular interest to study the trajectories
of the poles with respect to λ of the family
ωa(λ) =
i sin((kλ + 1)pi
a+1
2 )e
ipia2 − Ca(λ) sin(kλpi a+12 )
sin(kλpi
a+1
2 )e
ipia2 + iCa(λ) sin((kλ − 1)pi a+12 )
e(−1)
1+k
λ i2ae
λ
2(5.27)
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as a→∞, a /∈ {2n+1 |n ∈ N}. If we assume that a = 4n, n ∈ N, then by simplifying the above formula,
it is sufficient to study the trajectories of the poles with respect to λ of the family
φn(λ) =
sin((kλ + 1)
pi
2 ) + iC4n(λ) sin(kλ
pi
2 )
sin(kλ
pi
2 ) + iC4n(λ) sin((kλ − 1)pi2 )
(5.28)
as n→∞, n ∈ N.
Since the poles of Ca(λ) that lie on ∪k∈Z{µ ∈ C | Im(µ) = 2kpi} remain in this set, according to
Theorem 3.2, the interesting case is to study the flow with respect to a of the set Ha defined in (2.13)
together with the poles of the family (I +Ka(λ))
−1. We can use the asymptotic expansion of the Hankel
functions of large order to obtain information about the flow of the points in Ha. This expansion for the
Hankel function of the first kind of integer order is given by [7, (9.3)], and in [7, Section 9] the following
is shown.
Proposition 5.1. The zeros in w of H
(1)
2n+ 12
((2n + 12 )w) in the logarithmic cover of C when n → ∞,
n ∈ N, stay arbitrary closed to the bounded curve ∂K described in [7, (4.10)] and its conjugate ∂K.
Remark 5.2. From (5.28) the poles of C4n(λ) that lie in the set {µ ∈ C | |Im(µ)| < pi}, i.e. that have
kλ = 0, are expected to accumulate to zeros of S(s). Hence, by Proposition 5.1 and the fact that the zeros
of the Hankel function of the second kind are the complex conjugates of the zeros of the Hankel function
of the first kind, the poles of C4n(λ) that are contained in the sets described by (i) and (ii) of Theorem 3.2
are expected to accumulate to zeros of S(s) in the axis 12 + iR and in the set
1
2 +
i
2 (∂K ∪ ∂K). However,
the behavior of the poles of the family (I +Ka(λ))
−1 when a tends to infinity is not clear.
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