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”More computing sins are committed in the name of
efficiency (without necessarily achieving it) than for any
other single reason - including blind stupidity.”
W.A. Wulf
”On the other hand, we cannot ignore efficiency.”
Jon Bentley
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Resumo
Com o surgimento de redes de baixa lateˆncia os sistemas tradicionais
de comunicac¸a˜o, em uso por anos, mostraram-se inadequados. A falta de flexibilidade e
a estrutura rı´gida em camadas acarreta em maior lateˆncia e overhead de processamento
nessas redes. Com efeito, va´rios sistemas de comunicac¸a˜o eficientes (GM, PM, BIP) sur-
giram. Estes sistemas oferecem interfaces distintas, e para que seja possı´vel desenvolver
aplicac¸o˜es porta´veis interfaces padronizadas tambe´m foram desenvolvidas. Dentre estas
interfaces, destaca-se a MPI (The Message Passing Interface Standard), o qual tornou-se
o padra˜o de facto para troca de mensagens. Em virtude disso, implementac¸o˜es de MPI
foram desenvolvidas sobre as principais bibliotecas de baixo nı´vel.
Apesar de a MPI ser apenas uma interface para sistemas de baixo
nı´vel, estas implementac¸o˜es costumam ser bibliotecas middleware grandes e complexas.
A ana´lise destas bibliotecas levou a` conclusa˜o de que o tamanho das implementac¸o˜es
e´ causado pela inflexibilidade dos sistemas de comunicac¸a˜o. Para serem gene´ricos,
eles desconsideram o cabec¸alhos dos protocolos de camadas superiores a eles, e por-
tanto o sistema de filas de mensagens (que depende dos cabec¸alhos) e´ gerenciado pelas
implementac¸o˜es. Grande parte da funcionalidade da MPI, como comunicac¸a˜o imediata e
rendezvous, depende da manipulac¸a˜o direta das filas, o que obriga as implementac¸o˜es a
fornecerem tais servic¸os, ainda que as bibliotecas de baixo nı´vel os fornec¸am.
Este texto apresenta um sistema de comunicac¸a˜o baseado em
programac¸a˜o gene´rica, que manipula o cabec¸alho da camada superior e gerencia as fi-
las. Como consequ¨eˆncia, funcionalidades como rendezvous, comunicac¸a˜o imediata e
cancelamento de mensagens sa˜o fornecidas pelo sistema de comunicac¸a˜o, atrave´s de
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uma interface simples e orientada a objetos. O sistema e´ baseado em templates e
metaprogramac¸a˜o esta´tica, o que lhe possibilita alto grau de abstrac¸a˜o com desempenho
similar a`s implementac¸o˜es convencionais. O texto tambe´m descreve a implementac¸a˜o de
MPI sobre o sistema de comunicac¸a˜o proposto, que consiste apenas em uma fina camada
que traduz uma API para outra. Assim, a implementac¸a˜o resume-se a esseˆncia da MPI:
uma interface padra˜o.
O sistema de comunicac¸a˜o na˜o fornece operac¸o˜es coletivas, e estas sa˜o
implementadas com base nas operac¸o˜es ponto a ponto. Neste aspecto, a implementac¸a˜o
tambe´m inova em relac¸a˜o a`s outras implementac¸o˜es: as operac¸o˜es sa˜o decompostas
em treˆs componentes: topologia, direc¸a˜o e func¸o˜es. Esta decomposic¸a˜o promove a
reutilizac¸a˜o de co´digo, e ale´m de reduzir o co´digo necessa´rio para implementar as
operac¸o˜es coletivas, permite que elas sejam portadas para outros sistemas de troca de
mensagens.
Palavras-Chave: sistemas operacionais orientados a` aplicac¸a˜o, programac¸a˜o gene´rica,
programac¸a˜o orientada a` aspectos, metaprogramac¸a˜o esta´tica, MPI, comunicac¸a˜o cole-
tiva.
Keywords: application-oriented operating systems, generic programming, aspect ori-
ented programming, static metaprogramming, MPI, collective communication.
Abstract
The upcoming of low-latency networks has proven that traditional com-
munication systems are not suited for high-performance computing. Even being used for
many years, the lack of flexibility and the hard layer structure of those systems imply in
higher latency and processor overhead. In deed, may efficient communication systems
(GM, PM, BIP) have been developed. Each of those systems has its own interface, and
since portability is an issue some interface standards have emerged. One of those interfa-
ces is MPI (The Message Passing Interface Standard), which became the de facto standard
for message passing systems. As a result, MPI implementations over most low-level com-
munication libraries are now available.
MPI is just an interface for low-level communication, but even so its
implementations are usually large and complex. The analysis of the code of some imple-
mentations revealed that the size of the implementations is due to the lack of flexibility
of the communication systems. Since being generic is a goal, they don’t manipulate the
header of the higher layers’ protocols, and thus the message queue system (which must
access the headers) is handled by the implementations. A large portion of the MPI imple-
mentations, such as immediate rendezvous communication, requires access to the queue
system, and thus the implementations must provide those services, even when the lower
lever libraries provide them also.
This paper presents a communication system based on generic pro-
gramming, which access the header of the higher level layer and handle the queues. As a
result, functionalities such as rendezvous, immediate communication and message cancel
are supplied by the communication system, through a simple object-oriented interface.
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The system is based on class templates and static metaprogramming, that provide perfor-
mance comparable to the traditional implementation even on high level programs. This
paper also describes a MPI implementation over the communication system based on ge-
neric programming, which is just a thin layer that translates a API to another. Thus, the
implementation is basically the essence of MPI: a standard interface.
The communication system does not provide collective operation, but
they are based on the point-to-point operations. In this matter, the proposed implemen-
tation also has an innovation over the traditional ones. The operations have been de-
composed into three components: topology, direction and functions. This decomposition
promotes code reuse and also allow that the collection operations to be ported to another
message passing systems.
Keywords: application-oriented operating systems, generic programming, aspect ori-
ented programming, static metaprogramming, MPI, collective communication.
Capı´tulo 1
Introduc¸a˜o
Os sistemas de comunicac¸a˜o tradicionais costumam ser organizados
conforme a pilha de protocolos OSI: cada camada presta servic¸os a`s superiores. As
implementac¸o˜es geralmente sa˜o organizadas em grupos de func¸o˜es que fornecem os
servic¸os de cada camada [45]. Cada camada enxerga as caracterı´sticas das camadas infe-
riores, mas na˜o das superiores.
Com o surgimento de redes de baixa lateˆncia [3] e o seu emprego em
computac¸a˜o de alto desempenho os sistemas de comunicac¸a˜o tradicionais mostraram-se
inadequados. Sua estrutura rı´gida resulta em desperdı´cio da largura de banda, aumento
da lateˆncia e sobrecarga de processamento. Em virtude disto, sistemas de comunicac¸a˜o
de alto desempenho frequ¨entemente acessam o hardware de comunicac¸a˜o diretamente e
fornecem os servic¸os de comunicac¸a˜o atrave´s de bibliotecas middleware [36], o que e´
conhecido como OS Bypass.
Nos u´ltimos anos, surgiu uma mirı´ade de bibliotecas de comunicac¸a˜o de
baixo nı´vel e alto desempenho [36, 41, 48]. Estas bibliotecas oferecem servic¸os similares,
embora todas tenham peculiaridades pro´prias. Mas as interfaces sa˜o diferentes, o que
dificulta o desenvolvimento de aplicac¸o˜es porta´veis.
Devido a isso, ha´ a necessidade de interfaces padronizadas. Da unia˜o
entre academia e indu´stria surgiu o padra˜o MPI (The Message Passing Interface Stan-
dard) [10], que e´ atualmente o padra˜o de facto para aplicac¸o˜es de alto desempenho. Pra-
2ticamente todas as bibliotecas suportam o padra˜o MPI, e portanto os programas baseados
nesta interface sa˜o altamente porta´veis.
Entretanto, implementac¸o˜es de MPI geralmente sa˜o grandes e comple-
xas [24], e portanto adaptar uma biblioteca ao padra˜o requer esforc¸o considera´vel. Por
exemplo, a implementac¸a˜o de MPI sobre a biblioteca GM para redes Myrinet possui mais
de 30.000 linhas de co´digo na˜o porta´vel, bem como mais de 90.000 linhas de co´digo
porta´vel. MPI geralmente e´ fornecida como uma biblioteca middleware dividida em ca-
madas, algumas dependentes de arquitetura e outras na˜o. Esta modelagem assemelha-se
a dos sistemas de comunicac¸a˜o tradicionais, que por serem ineficientes e inflexı´veis moti-
varam o surgimento de OS Bypass. Portanto, uma modelagem mais flexı´vel para sistemas
de comunicac¸a˜o, baseada em te´cnicas modernas de engenharia de software, deve ser mais
adequada trazendo assim vantagens.
Considerando o nu´mero de linhas de co´digo necessa´rias para adequar
uma biblioteca ao padra˜o, poderia-se concluir que as bibliotecas possuam diferenc¸as gri-
tantes entre si. Mas ao analisar o co´digo na˜o-porta´vel da implementac¸a˜o, percebe-se que
ele lida principalmente com as filas de mensagens e as operac¸o˜es sobre elas (registro, re-
cebimento e cancelamento) e funcionalidades do sistema operacional (gerenciamento de
memo´ria e DMA).
Mas gerenciamento de fila na˜o e´ um recurso requerido apenas por pro-
gramas MPI, e portanto na˜o deve ser responsabilidade da implementac¸a˜o. Este recurso e´
requerido pela maioria das aplicac¸o˜es e deveria ser fornecido pelas bibliotecas de baixo
nı´vel. Pore´m este recurso e´ geralmente deixado a cargo de middleware, pois as filas devem
ser organizadas pelo cabec¸alho de protocolo da MPI, de forma que nenhuma mensagem
seja confundida. Como as bibliotecas devem ser gene´ricas e suportar outros protocolos,
elas na˜o manipulam os cabec¸alhos dos protocolos das camadas superiores. Como as filas
dependem dos cabec¸alhos, as bibliotecas de baixo nı´vel na˜o as gerenciam.
Entretanto, esta decisa˜o de projeto obriga as bibliotecas de alto nı´vel, ou
mesmo as aplicac¸o˜es, a inflarem seus co´digos com funcionalidades que na˜o lhes cabem.
Cada biblioteca deve implementar suas pro´prias filas, o que resulta em co´digo duplicado
entre as bibliotecas. Neste trabalho, e´ demonstrado que e´ possı´vel desenvolver um sis-
3tema de comunicac¸a˜o que enxerga os cabec¸alhos dos protocolos das camadas superiores
mas que mante´m-se gene´rico, baseado em te´cnicas modernas de engenharia de software.
Tambe´m se demonstra que esta com mudanc¸a reduz-se significativamente o tamanho de
uma implementac¸a˜o de MPI e de outras bibliotecas, sem desrespeitar a interface e o com-
portamento definidos pelo padra˜o e obtendo-se desempenho similar. Desta forma, obte´m-
se uma implementac¸a˜o que na˜o e´ uma biblioteca middleware, mas apenas a esseˆncia da
MPI: A Interface Padra˜o de Troca de Mensagens.
O texto tambe´m faz uma profunda ana´lise das operac¸o˜es coletivas
da MPI, e elas sa˜o decompostas em 3 componentes: topologia, direc¸a˜o e func¸o˜es.
Esta decomposic¸a˜o permite implementar as operac¸o˜es de forma elegante e com alta
reutilizac¸a˜o de co´digo, sendo possı´vel portar as operac¸o˜es para outros sistemas de tro-
cas de mensagens.
O pro´ximo capı´tulo apresenta os conceitos que serviram de base para
este trabalho. Inicia-se descrevendo as te´cnicas de engenharia de software empregadas
e as topologias de rede mais comuns em ambientes paralelos. Em seguida, apresenta-se
o sistema operacional EPOS e o seu sistema de comunicac¸a˜o, que serviu de base para o
objeto deste trabalho.
O capı´tulo 3 descreve o sistema de comunicac¸a˜o baseado em
programac¸a˜o gene´rica. Neste capı´tulo e´ demonstrado como o sistema consegue gerenciar
o sistema de filas e as vantagens desta abordagem. O funcionamento do sistema e´ descrito
em detalhes e no final do capı´tulo ha´ um exemplo de co´digo que utiliza o sistema.
O capı´tulo 4 descreve a implementac¸a˜o de MPI para o sistema pro-
posto. A sec¸a˜o 4.1 faz uma breve ana´lise do padra˜o MPI e a sec¸a˜o 4.2 demonstra como
a comunicac¸a˜o ponto a ponto e´ facilmente implementada grac¸as a` flexibilidade e aos re-
cursos do sistema. A sec¸a˜o 4.3 descreve uma forma altamente configura´vel de gerenciar
os tipos de dados da MPI. A sec¸a˜o 4.4 descreve os mecanismos usados para decompor
as operac¸o˜es coletivas e as vantagens da decomposic¸a˜o. Por u´ltimo, apresenta-se uma
comparac¸a˜o de desempenho entre um proto´tipo do sistema e uma implementac¸a˜o con-
vencional de MPI.
O capı´tulo 5 conclui o texto. Nele listam-se as vantagens do sistema
4baseado em programac¸a˜o gene´rica sobre os sistemas convencionais, bem como suas
limitac¸o˜es. Por u´ltimo, citam-se trabalhos futuros.
Capı´tulo 2
Conceitos
2.1 Te´cnicas de Engenharia de Software
As te´cnicas descritas a seguir compo˜em um conjunto de paradigmas de
programac¸a˜o complementares a orientac¸a˜o a objetos. ´E utilizada uma abordagem multi-
paradigma conforme proposto por Stroustrup [46], ao inve´s de orientac¸a˜o a objetos pura.
Como sera´ demonstrado, esta abordagem oferece benefı´cios em organizac¸a˜o, flexibilidade
e desempenho.
2.1.1 Programac¸a˜o Gene´rica e Metaprogramac¸a˜o Esta´tica
O paradigma de programac¸a˜o gene´rica consiste em desenvolver algo-
ritmos capazes de operar sobre diferentes tipos de dados. Os algoritmos devem impoˆr
um reduzido nu´mero de restric¸o˜es aos tipos sobre os quais podem operar, tornando-se
independentes da representac¸a˜o dos dados. Desta forma, a representac¸a˜o das estruturas
de dados pode ser encapsulada e o comportamento adequado e´ obtido atrave´s de polimor-
fismo.
Entretanto, geralmente se implementa polimorfismo atrave´s de ligac¸a˜o
dinaˆmica, o que acarreta em grande perda de performance. Em algoritmos onde desem-
penho e´ importante, o polimorfismo costuma ser evitado sacrificando assim a capacidade
dos algoritmos de serem gene´ricos. Portanto, e´ necessa´rio encontrar formas de expressar
6algoritmos gene´ricos que na˜o causem impacto na performance do co´digo gerado.
Em vista disso, linguagens que suportam programac¸a˜o gene´rica ofere-
cem diretivas que permitem especificar algoritmos independentes de tipos. Em C++, esta
diretiva denomina-se template. O co´digo a seguir exemplifica o uso desta diretiva:
template <class T> T soma(T v1, T v2) {
return (v1 + v2);
}
...
int i;
double d;
i = soma(1, 2);
d = soma(1.3, 2.5);
A func¸a˜o soma recebe dois argumentos e retorna um valor do tipo T. T
pode ser mapeado para qualquer tipo, seja uma classe ou um tipo pre´-definido. A u´nica
restric¸a˜o feita ao tipo T e´ que implemente o operador +. O tipo que T representa e´ reco-
nhecido pelos tipos de seus argumentos, que devem ser iguais. O compilador gera uma
versa˜o da func¸a˜o soma para cada tipo chamado no programa, neste caso para T=int e
T=char. Como o tipo de dado e´ definido em tempo de compilac¸a˜o para todas as func¸o˜es
parametrizadas (gene´ricas), na˜o ha´ necessidade de ligac¸a˜o dinaˆmica e da manutenc¸a˜o
de informac¸a˜o sobre tipos em tempo de execuc¸a˜o, eliminando as perdas de desempenho
ocasionadas pelo uso de polimorfismo.
Algoritmos gene´ricos bem projetados devem impor o mı´nimo de
restric¸o˜es possı´vel aos tipos sobre os quais pode operar. As restric¸o˜es impostas cons-
tituem os operadores e me´todos requisitados, consisteˆncia na semaˆntica e complexidade
dos me´todos requisitados. Esses algoritmos podem ser adaptativos, e com base na com-
7plexidade dos me´todos de seus paraˆmetros, alterarem seu comportamento. Algoritmos
podem ter comportamento diferenciado ao inserirem elementos em listas ligadas e sim-
ples vetores, por exemplo. Mas devido ao encapsulamento, as adaptac¸o˜es sa˜o opcionais e
transparentes ao usua´rio.
Uma classe definida pelo usua´rio pode implementar este operador da
seguinte forma:
class Int {
int value;
public:
inline Int(int _value=0) value(_value);
inline ˜Int();
inline int operator+(int _other) { return (value+=other); }
inline operator int() { return value; }
};
No exemplo, e´ definida a classe Int que representa um valor inteiro. A
classe Int define o operador +, e portanto pode ser utilizado na func¸a˜o soma. A diretiva
inline indica que quando este operador for referenciado, a sua implementac¸a˜o deve
substituir a refereˆncia, evitando a necessidade de uma chamada de func¸a˜o. Desta forma,
o co´digo a seguir:
...
Int I(3);
std::cout << I+4 << std::endl;
8...
e´ equivalente a:
...
Int I(3);
std::cout << I.value+4 << std::endl;
de forma que, eliminando a chamada de func¸a˜o, na˜o ha´ perda de desem-
penho no uso de encapsulamento. Portanto, e´ possı´vel definir qualquer nı´vel de abstrac¸a˜o
sem prejudicar o desempenho do co´digo gerado.
As diretivas template e inline definem como o compilador
deve gerar o co´digo do programa, e portanto a sua utilizac¸a˜o e´ conhecida como
Metaprogramac¸a˜o Esta´tica. Conforme foi demonstrado, atrave´s de Metaprogramac¸a˜o
Esta´tica e´ possı´vel utilizar encapsulamento e polimorfismo sem acarretar em perda de de-
sempenho. Considerando que a heranc¸a na˜o acarreta em perda de desempenho, pode-se
assim obter completa funcionalidade da orientac¸a˜o a objetos. Pelo contra´rio, com o ganho
em flexibilidade e´ possı´vel otimizar os algoritmos.
Entretanto, o uso de metaprogramac¸a˜o esta´tica tem duas desvantagens:
1. Todas as informac¸o˜es de tipos devem estar disponı´veis em tempo de compilac¸a˜o;
2. Para cada variac¸a˜o dos paraˆmetros de um template, uma nova classe sera´ gerada,
aumentando o co´digo gerado.
Neste projeto, conforme sera´ demonstrado nos pro´ximos capı´tulos, am-
bas as desvantagens sa˜o contornadas.
92.1.2 Padro˜es de Projeto
Gamma e co-autores [18] definem padro˜es de projeto como “um novo
mecanismo para expressar experieˆncia de projeto orientado a objetos”. Padro˜es de projeto
representam estruturas que ocorrem frequ¨entemente na ana´lise de sistemas. O seu uso,
ale´m de permitir o reuso de ana´lise, padroniza o sistema, facilitando o seu entendimento
por terceiros. Em [18] e´ proposto um cata´logo de padro˜es de projeto cuja ocorreˆncia e´
frequ¨eˆnte. O cata´logo na˜o e´ de forma alguma completo, e a identificac¸a˜o de novos padro˜es
e´ encourajada.
Para ilustrar o uso de padro˜es de projeto, o padra˜o Observer sera´ des-
crito a seguir. Este padra˜o representa a relac¸a˜o entre dois objetos, denominados Alvo
(subject) e Observador (Observer). O Observador e´ um objeto que monitora e reage a
mudanc¸as no estado do Alvo. Um mesmo Alvo pode ser monitorado por diversos objetos
Observadores simultaneamente.
Este padra˜o geralmente e´ implementado atrave´s de uma lista de func¸o˜es
callback, que representam as reac¸o˜es dos Observadores a`s mudanc¸as de estado do Alvo.
Assim, sempre que o Alvo alterar seu estado, ele notifica todos os observadores chamando
todas as func¸o˜es da lista.
O padra˜o Observer e´ geralmente utilizado em interfaces GUI (Graphi-
cal User Interface), onde os componentes visuais sa˜o os Observadores e os modelos que
eles representam sa˜o os Alvos. O pro´prio modelo MVC (Model-View-Controller), base
de diversas interfaces gra´ficas, constitui um padra˜o de projeto.
Diversos padro˜es de projeto foram identificados por Gamma e co-
autores [19] ou podem ser encontrados em outros cata´logos.
O Projeto de um sistema orientado a objetos pode ser baseado nas
interac¸o˜es entre classes, ou seja, nos pape´is que cada classe assume em cada padra˜o de
projeto. Esta te´cnica de projeto e´ frequ¨entemente conhecida como Projeto Baseado em
Pape´is (Role Based Design) [51].
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2.1.3 Implementac¸a˜o Atrave´s de Programac¸a˜o Gene´rica
VanHilst e co-autores demonstram que projetos baseados em pape´is po-
dem ser eficientemente implementados atrave´s de classes parametrizadas (programac¸a˜o
gene´rica)[51]. Cada papel e´ representado por uma classe cujo paraˆmetro e´ a classe que
assume o papel. Ale´m disso, padro˜es de projeto podem ser classes parametrizadas cujos
paraˆmetros sa´o os pape´is que a compo˜em. Esta abordagem permite que padro˜es de pro-
jeto sejam utilizados sem incorrer em perda de performance, e torna o co´digo organizado
e padronizado.
2.1.4 Programac¸a˜o Orientada a Aspectos
Kiczales e co-autores [32] identificaram que determinadas funcionali-
dades sa˜o difı´ceis de isolar em classes utilizando apenas orientac¸a˜o a objetos. Estas fun-
cionalidades tem por caracterı´sticas atravessar a hierarquia de classes, sendo divididas
em va´rias classes. Como exemplo destas funcionalidades pode-se citar tratamento de
excec¸o˜es e sincronizac¸a˜o, entre outras.
A polı´tica de tratamento de excec¸o˜es (ex: quais excec¸o˜es tratar, e como
notificar o usua´rio) afeta todas as classes do sistema que podem disparar excec¸o˜es, tor-
nando difı´cil o isolamento desta funcionalidade em uma entidade especı´fica. O mesmo
ocorre com o co´digo responsa´vel pela sincronizac¸a˜o: ele afeta todas as classes que alteram
seu comportamento quando ha´ concorreˆncia.
Kiczales e co-autores propo˜em uma te´cnica de programac¸a˜o conhecida
como ”Programac¸a˜o Orientada a Aspectos”que e´ complementar a Programac¸a˜o Orien-
tada a Objetos. Por aspectos entende-se toda funcionalidade que atravessa (cross-cut) o
sistema, como o tratamento de excec¸o˜es e a sincronizac¸a˜o supra-citados. Os aspectos sa˜o
isolados em entidados e inseridos no programa por meio de um weaver. Aspectos podem
ser definidos por uma linguagem pro´pria que define um padra˜o que, se reconhecido, ativa
a inserc¸a˜o do co´digo de tratamento do aspecto. Coady e co-autores [6] obteram bons re-
sultados ao aplicarem programac¸a˜o orientada a aspectos no desenvolvimento de sistemas
operacionais.
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´E possı´vel, assim, marcar na implementac¸a˜o de um sistema operacional
todas as classes que necessitam de sincronizac¸a˜o na presenc¸a de concorreˆncia de forma
que um weaver possa inserir o co´digo apropriado.
O Sistema Operacional EPOS trata o aspecto de sincronizac¸a˜o atrave´s
de adaptadores (extenso˜es) para as classes que necessitam de sincronizac¸a˜o. O co´digo de
sincronizac¸a˜o e´ chamado antes e apo´s quaisquer me´todos destas classes.
Os benefı´cios da aplicac¸a˜o de Programac¸a˜o Orientada a Aspectos em
sistemas operacionais foram demonstrados por Coady e co-autores [6].
2.1.5 Programac¸a˜o Multiparadigma
Stroustrup [46] propo˜e que o desenvolvimento de software na˜o seja ba-
seado em apenas um paradigma, mas em uma colec¸a˜o. Esta abordagem opo˜e-se a me-
todologia de orientac¸a˜o a objetos pura, mas e´ consistente. Todas as te´cnicas descritas
nas sec¸o˜es anteriores sa˜o complementares ou ortogonais ao paradigma de orientac¸a˜o a
objetos, e possibilitam melhor organizar o co´digo e contornar alguns dos problemas de
sistemas orientados a objetos, em especial perda de desempenho. Em aplicac¸o˜es de alto
desempenho, este quesito e´ determinante quanto a` escolha do paradigma.
2.1.6 Conteˆineres e Iteradores
“Os iteradores sa˜o a cola que mante´m unidos conteˆineres e algoritmos.
Eles fornecem uma visa˜o abstrata dos dados de modo que quem escreve um
algoritmo na˜o precisa se preocupar com detalhes concretos de uma mirı´ade
de estruturas de dados.”
Bjarni Stroustrup
A biblioteca padra˜o da linguagem C++, STL (Standard Template Li-
brary), oferece uma se´rie de conteˆineres metaprogramados e formas pra´ticas de acesso aos
seus conteu´dos. Os conteˆineres oferecidos va˜o desde um simples vetor (std::vector)
ate´ estruturas mais complexas como diciona´rios que podem ser indexados por qualquer
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objeto. Stroustrup recomenda a utilizac¸a˜o dos conteˆineres padra˜o aos inve´s dos simples
vetores de C [46].
Os conteˆineres padra˜o oferecem de forma unificada as operac¸o˜es
ba´sicas de acesso, resumidas na tabela 2.1. Uma listagem completa pode ser obtida em
[46].
Deve-se prestar atenc¸a˜o especial na u´ltima linha, que descreve o atri-
buto iterator como value_type*. O iterador de um conteˆiner consiste em um
objeto que permita iterar por seu conjunto de dados. Na˜o ha´ restric¸o˜es quanto a` classe
do iterador, mas ele deve ser capaz de referenciar seu alvo de forma semelhante a um
ponteiro e respeitar uma interface padra˜o, a da classe std::iterator.
Portanto, o seguinte trecho de co´digo:
#define SIZE 10
char s[SIZE], *p;
...
for (p=s; p<(s+SIZE); p++)
printf("%c", *p);
e´ equivalente a:
const int size=10;
std::string s;
std::string::iterator p;
...
for (p=s.begin(); p<s.end(); p++)
std::cout << *p;
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[] Subscrito, acesso na˜o-verificado
at() Subscrito, acesso verificado
begin() Aponta para o primeiro elemento
end() Aponta para um elemento apo´s o u´ltimo
rbegin() Aponta para o primeiro elemento na ordem inversa
rend() Aponta para um elemento apo´s o u´ltimo na ordem inversa
size() Retorna o nu´mero de elementos
value_type Tipo de elemento armazenado
iterator Comporta-se como value_type*
Tabela 2.1: Operac¸o˜es ba´sicas de acesso a elementos de conteˆineres
O segundo trecho de co´digo demonstra uma forma de acesso a dados
independente de representac¸a˜o. p e´ um iterador, podendo ou na˜o ser um ponteiro. O tipo
do iterador e´ definido pela implementac¸a˜o da STL. Atrave´s de metaprogramac¸a˜o esta´tica e´
possı´vel utilizar um ponteiro sem perda de desempenho e implementar o operador * como
uma func¸a˜o. Como o acesso independe da implementac¸a˜o, e´ possı´vel definir func¸o˜es
parametrizadas que iteram sobre qualquer tipo de iterador, como pode ser observado no
trecho de co´digo a seguir:
template<class container> void inc(container vector) {
// increments each element of the container
container::iterator iter;
for (iter=vector.begin(); iter<vector.end; iter++)
++(*iter);
}
std::string s("Iterating...");
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std::vector<int> v(10);
...
inc(s);
inc(v);
Como pode ser observado, conteˆineres e iteradores oferecem alto grau
de abstrac¸a˜o, sem implicar em perda de performance ou aumento de complexidade. O seu
uso permite que algoritmos, ao interagirem apenas com iteradores, sejam implementados
de forma gene´rica. Tais algoritmos podem ser executados sobre qualquer estrutura de da-
dos, contı´nua ou na˜o, uma vez que os iteradores abstraem o me´todo de acesso. Iteradores
sa˜o uma alternativa a ponteiros na programac¸a˜o orientada a objetos.
2.1.7 Objetos de Func¸a˜o
A linguagem C++ oferece o recurso de encapsular func¸o˜es em objetos.
Este encapsulamento permite substituir ponteiros para func¸o˜es por refereˆncias a objetos,
de forma eficiente. Em paraˆmetros de templates, o uso de objetos de func¸a˜o e´ recomen-
dado, pois facilita a eliminac¸a˜o da chamada de func¸a˜o.
2.2 Topologias de Rede
Para a compreensa˜o da ana´lise de operac¸o˜es coletivas a ser apresentada
adiante e´ necessa´rio entendimento de topologias. Portanto, nesta sec¸a˜o sera´ feita uma
revisa˜o das topologias regulares mais comumente encontradas.
A topologia de uma rede constitui-se na configurac¸a˜o das conexo˜es en-
tre seus nodos. Atrave´s da ana´lise da topologia e´ possı´vel definir os algoritmos e as rotas
adequadas para as comunicac¸o˜es, evitando gargalos.
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2.2.1 Caracterı´sticas de Topologias
Foster [13] classifica a comunicac¸a˜o entre entidades de processamento
de um programa paralelo com base em quatro caracterı´sticas:
• Caso cada nodo se comunique apenas com um conjunto restrito de outros nodos, a
comunicac¸a˜o e´ dita local. Caso contra´rio e´ dita global;
• Caso um nodo e o conjunto com o qual se comunica formem uma estrutura (topolo-
gia) regular, como uma a´rvore ou um mesh, a comunicac¸a˜o e´ dita estruturada. Caso
contra´rio, e´ dita na˜o estruturada;
• Caso os parceiros nas comunicac¸o˜es sejam fixos, a comunicac¸a˜o e´ dita esta´tica.
Caso contra´rio e´ dita dinaˆmica;
• Caso as comunicac¸o˜es sejam executadas em ordem pre´-determinada e esperada
por todos os participantes, elas sa˜o ditas sı´ncronas. Caso contra´rio, sa˜o ditas
assı´ncronas.
Ao executar aplicac¸o˜es paralelas, e´ precisar levar em conta as carac-
terı´sticas da topologia da aplicac¸a˜o, tanto nas rotinas de troca de mensagens quanto no
mapeamento das tarefas. Caso a comunicac¸a˜o entre as tarefas tenha tendeˆncia esta´tica e
local, e´ importante mapear as tarefas que mais comunicam-se entre si a nodos vizinhos,
diminuindo o nu´mero de hops necessa´rios. Caso seja tambe´m estruturada, os subgrupo
formara˜o subtopologias, e algoritmos adaptativos podera˜o valer-se deste fato para otimi-
zar a utilizac¸a˜o da rede. Caso a comunicac¸a˜o tenha forte tendeˆncia global, o centro da
rede provavelmente sera´ sobrecarregado, e uma rede com grande largura de bissec¸a˜o e´
mais apropriada. Caso haja forte dependeˆncia entre as entidades de processamento, uma
rede de baixa lateˆncia pode ser adequada. Caso hajam poucas interdependeˆncias, como
em uma aplicac¸a˜o SPMD, direcionar os recursos financeiros para a aquisic¸a˜o de entidades
de processamento pode ser mais vantajoso.
Portanto, analisar as caracterı´sticas da aplicac¸a˜o a ser executada pos-
sibilita identificar a rede fı´sica mais apropriada para a execuc¸a˜o da aplicac¸a˜o, levando
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em conta eficieˆncia e custo. O grau de dependeˆncia entre as entidades de processamento
determina a tecnologia de interconexa˜o necessa´ria e a relac¸a˜o entre multiprocessamento
e multicomputac¸a˜o. A caracterı´stica da comunicac¸a˜o, ou o grafo de dependeˆncias entre
entidades, determina a topologia ideal da rede para a execuc¸a˜o da aplicac¸a˜o. A esco-
lha adequada da rede possibilita melhor desempenho e menor desperdı´cio de conexo˜es
disponı´veis.
Entretanto, em alguns casos diversas aplicac¸o˜es sa˜o executadas no
mesmo computador ou agregado. Neste caso, a rede de conexa˜o deve ser adequada
a va´rias aplicac¸o˜es, possivelmente com topologias naturais diferentes, e portanto na˜o e´
possı´vel implementar a rede fı´sica ideal da aplicac¸a˜o. ´E possı´vel, tambe´m, que a topo-
logia da aplicac¸a˜o seja demasiado irregular, e os administradores podem optar por uma
topologia mais regular.
Em ambos os casos, e´ necessa´rio que seja feito um mapeamento en-
tre a topologia requerida pela aplicac¸a˜o (sua topologia natural) e a topologia fı´sica da
rede, evitando gargalos e garantindo o bom aproveitamento da rede disponı´vel. Uma
implementac¸a˜o de MPI deve lidar com variac¸o˜es de topologias.
A escolha precisa do roteamento de mensagens garante baixa lateˆncia
na transmissa˜o de mensagens e evita gargalos. Geralmente, a melhor escolha costuma ser
a que passa por menos nodos (hops).
Na sec¸a˜o a seguir sa˜o descritas as topologias ba´sicas. A grande maioria
das topologias encontradas em sistemas paralelos sa˜o formadas por estas topologias ou
variac¸o˜es e combinac¸o˜es delas.
2.2.2 Topologias Ba´sicas
Para avaliar as diferentes topologias, sera˜o considerados os paraˆmetros
de comparac¸a˜o apresentados a seguir. A distaˆncia entre dois nodos e´ o nu´mero mı´nimo
de hops de uma mensagem entre eles. N e´ o nu´mero de processos e k e´ um nu´mero tal
que N = k2.
• Diaˆmetro: a distaˆncia ma´xima entre dois nodos quaisquer.
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Figura 2.1: Topologia Linear
• Conectividade: Nu´mero de rotas possı´veis entre qualquer par de nodos.
• Largura da Bissec¸a˜o: Mı´nimo nu´mero de linhas de conexa˜o que precisam ser re-
movidas para que a rede seja dividida pela metade.
• Custo: Nu´mero de linhas de conexa˜o.
O diaˆmetro da rede afeta a lateˆncia das mensagens entre nodos distantes.
A conectividade e a largura da bissec¸a˜o determinam quantas comunicac¸o˜es simultaˆneas
a rede pode suportar. O custo significa a quantidade de recursos financeiros dispendidos
para implantar a rede.
Com base nestes paraˆmetros, as topologias ba´sicas sera˜o descritas a se-
guir.
2.2.3 Linear
A topologia linear, ilustrada na figura 2.1, consiste em organizar os
nodos em sequ¨eˆncia, ligando cada nodo ao seus vizinhos (e apenas a eles). O primeiro
nodo da sequ¨eˆncia e´ conectado apenas ao segundo, assim como o u´ltimo e´ conectado
apenas ao penu´ltimo. Todos os demais sa˜o conectados aos seus antecessores e sucessores.
Diaˆmetro: N/2
Conectividade: 1
Largura da Bissec¸a˜o: 1
Custo: N − 1
As vantagens da topologia linear sa˜o o baixo custo e a simplicidade.
Entretanto, como ha´ sempre apenas uma rota para cada mensagem, o centro da rede tende
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Figura 2.2: Topologia Circular ou em Anel
a ser um gargalo e comunicac¸o˜es entre nodos distantes tem grande lateˆncia. A topologia
circular, descrita a seguir, diminui este problema.
2.2.4 Circular ou em Anel
A topologia circular e´ semelhante a topologia linear, mas tem uma linha
de conexa˜o entre o primeiro e o u´ltimo processo, gerando um anel. Desta forma, ha´
sempre duas rotas para cada nodo, diminuindo os problemas da topologia linear. O custo
da rede e´ ligeiramente superior. A figura 2.2 ilustra a topologia circular.
Diaˆmetro: N/2
Conectividade: 2
Largura da Bissec¸a˜o: 2
Custo: N
A rede circular e´ adequada para pequenas redes, mas em redes maiores
a baixa largura da bissec¸a˜o torna-se um problema.
2.2.5 Mesh
A topologia Mesh consiste em dividir uma rede linear de tamanho N em
diversas sub-redes de tamanho k, tal que N = k2 e conectar os nodos correspondentes,
gerando uma grade. A figura 2.3 ilustra esta topologia.
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Figura 2.3: Topologia Mesh
A topologia Mesh tem o diaˆmetro inferior e a largura da bissec¸a˜o supe-
rior a`s topologias linear e circular, e portanto menos gargalos. Entretanto, a topologia e´
assime´trica e a conectividade da rede e´ baixa.
Diaˆmetro: 2(k − 1)
Conectividade: 2
Largura da Bissec¸a˜o: k
Custo: 2k(k − 1)
2.2.6 Torus
Assim como a topologia Mesh consiste em dividir uma rede em sub-
redes lineares, a topologia Torus consiste em dividir uma rede em sub-redes circulares
e conectar os nodos correspondentes. Um Torus bidimensional pode ser observado na
figura 2.4.
No caso de redes com muitos nodos, pode-se utilizar uma topologia To-
rus multidimensional. Neste caso a rede e´ complexa, mas a conectividade e a largura
da bissec¸a˜o sa˜o maiores, evitando gargalos. O diaˆmetro diminui com o nu´mero de di-
menso˜es, reduzindo a lateˆncia.
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Figura 2.4: Topologia Torus bidimensional
Diaˆmetro: k
Conectividade: 4
Largura da Bissec¸a˜o: 2k
Custo: 2k2
2.2.7 Hipercubo
A topologia hipercubo consiste em organizar os nodos em forma de um
cubo de dimensa˜o d tal que N = 2d, o qual e´ formado por dois cubos de dimensa˜o d− 1
com linhas de conexa˜o entre os nodos correspondentes. Todos os nodos sa˜o conectados a
d outros nodos. A figura 2.5 exemplifica esta topologia.
Diaˆmetro: d
Conectividade: d
Largura da Bissec¸a˜o: N/2
Custo: d
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Figura 2.5: Topologia Hipercubo
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Figura 2.6: Topologia Completa
2.2.8 Completa
Em uma rede com topologia completa, todos os nodos esta˜o conectados
a todos os outros nodos. Esta topologia e´ eficiente, pore´m o custo aumenta de forma
quadra´tica em relac¸a˜o a N .
Diaˆmetro: 1
Conectividade: N − 1
Largura da Bisec¸a˜o: N2/4
Custo: p(p− 1)/2
2.2.9 Estrela
Na topologia em estrela um nodo central esta´ conectado a todos os ou-
tros. Na˜o ha´ conexo˜es com os demais. O nodo central e´ o gargalo da rede, como pode
ser observado na figura 2.7. Esta topologia e´ natural para aplicac¸o˜es mestre-escravo, nas
quais o nodo mestre sempre sera´ um gargalo, mas e´ pouco adequada a outras classes de
aplicac¸o˜es.
2.2.10 Barramento
Nesta topologia, todos os nodos esta˜o conectados a um dispositivo de
interconexa˜o que age como um barramento comum. Apenas uma mensagem pode ser
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Figura 2.7: Topologia em Estrela
1 2 3 4 5 6 7 8
Barramento
Figura 2.8: Topologia em Barramento
transmitida na rede ao mesmo tempo. A topologia barramento e´ bastante econoˆmica, tem
broadcast nativo em hardware e e´ bastante comum em agregados Beowulf. Entretanto, o
dispositivo de interligac¸a˜o tende a ser um gargalo, e portanto a topologia em barramento e´
pouco escala´vel. Por este motivo, e´ pouco comum em grandes redes. A figura 2.8 ilustra
a topologia em barramento.
2.2.11 ´Arvore
Na topologia em a´rvore, um nodo raiz divide a rede em duas suba´rvores,
que por sua vez tambe´m tem uma raiz que a subdivide em duas, e assim sucessivamente,
conforme pode ser observado na figura 2.9. Os nodos mais abaixo na a´rvore sa˜o conheci-
dos como nodos folha.
A topologia em a´rvore e´ adequada a aplicac¸o˜es regulares com
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Figura 2.9: Topologia em ´Arvore
comunicac¸a˜o local, e aplicac¸o˜es com esta topologia sa˜o comuns.
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2.3 O Sistema Operacional EPOS
O sistema operacional EPOS (Embedded Parallel Operating System)
foi desenvolvido no instituto de pesquisa alema˜o GMD-First e e´ baseado nos princı´pios
de AOSD (Application Oriented System Design), descrito adiante. EPOS e´ um sistema
configura´vel, que permite ao usua´rio determinar o nı´vel de funcionalidade requerido para
cada um de seus subsistemas, como gereˆncia de processos, gereˆncia de memo´ria ou sis-
tema de comunicac¸a˜o. ´E possı´vel, por exemplo, desligar o suporte a multiprocessamento
ou desabilitar a seguranc¸a entre processos. Para facilitar a configurac¸a˜o, um script analisa
o co´digo fonte das aplicac¸o˜es a serem executadas e determina quais recursos do EPOS
sera˜o necessa´rios. O usua´rio tambe´m pode utilizar uma ferramenta gra´fica para habilitar
otimizac¸o˜es extras.
A configurac¸a˜o do sistema EPOS e´ baseada em meta-programac¸a˜o
esta´tica [46] e orientac¸a˜o a aspectos [32], para oferecer configurabilidade similar a de sis-
temas reflexivos sem incorrer em perda de desempenho. Em testes [17], o sistema EPOS
obteve desempenho superior ao do sistema Linux em redes de comunicac¸a˜o Myrinet [3].
A configurac¸a˜o do sistema EPOS ocorre durante compilac¸a˜o do sis-
tema, e portanto e´ classificada como configurac¸a˜o esta´tica. Esta caracterı´stica limita sua
aplicac¸a˜o a sistemas dedicados. Este nicho e´ bastante amplo, pois muitos agregados e
computadores de grande porte executam apenas um conjunto pre´-definido de aplicac¸o˜es.
E ao desabilitar func¸o˜es na˜o necessa´rias, EPOS obte´m excelente desempenho nestes sis-
temas.
2.3.1 Application Oriented System Design
AOSD [16] e´ a metodologia com qual o sistema AOSD baseia-se em 4
conceitos: famı´lias de abstrac¸o˜es, aspectos de cena´rio, mediadores do sistema e interfa-
ces infladas. Estes conceitos sera˜o descritos a seguir.
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Figura 2.10: Famı´lia de Gereˆncia de Memo´ria do EPOS [16]
2.3.2 Famı´lias de Abstrac¸o˜es
As abstrac¸o˜es do sistema operacional (Gereˆncia de Processos, Gereˆncia
de Memo´ria, Sistema de Comunicac¸a˜o) sa˜o organizadas em famı´lias [39], onde cada mem-
bro representa um perfil ou um nı´vel de funcionalidade. Configurar a famı´lia significa
escolher o membro mais apropriado para representa´-la. A famı´lia de Gerenciamento de
Memo´ria de EPOS, por exemplo, possui quatro membros: Flat, Paged, Segmented e Pa-
ged Segmented. Flat define que o gerenciamento de memo´ria e´ simples (o enderec¸o vir-
tual corresponde ao fı´sico), indicado para a maioria dos sistemas embutidos. Segmentac¸a˜o
e paginac¸a˜o sera˜o utilizadas apenas se forem necessa´rias. Assim, EPOS pode ser aplicado
tanto em sistemas muito simples, quanto em sistemas mais complexos.
Para permitir que o membro mais indicado de cada famı´lia seja esco-
lhido, e´ importante que hajam poucas dependeˆncias de membros especı´ficos entre as
famı´lias. Por exemplo, o sistema de comunicac¸a˜o de EPOS depende do sistema de
memo´ria, mas as func¸o˜es que utiliza (malloc e free) sa˜o implementadas por todos os
membros. Assim, ha´ dependeˆncia entre famı´lias, mas na˜o ha´ restric¸o˜es quanto a` escolha
dos membros.
2.3.3 Aspectos de Cena´rio
As famı´lias de abstrac¸o˜es de sistemas AOSD devem ser desenvolvidas
de forma a serem independentes de caracterı´sticas especı´ficas do ambiente de execuc¸a˜o.
Estas caracterı´sticas sa˜o representadas por aspectos de cena´rio [15], que estendem a fun-
cionalidade do EPOS.
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Figura 2.11: Famı´lia de Identificac¸a˜o de Objetos do EPOS [16]
Por exemplo, o aspecto Identification de EPOS define como os objetos
em EPOS sa˜o identificados. A famı´lia ID possui quatro membros:
• Pointer: os objetos sa˜o referenciados pelo seu enderec¸o no sistema. O objeto e´
referenciado apenas em um processo. Este e´ o modo mais simples de identificac¸a˜o,
e que implica em menor sobrecarga.
• Local: os objetos sa˜o referenciados pela dupla <classe, unidade>. O objeto e´
refenciado em apenas um host, mas por qualquer processo.
• Global: os objetos sa˜o referenciados pela tripla <host, classe, unidade>. O objeto
e´ referenciado em mais de um host.
• Capability: O sistema associa um nu´mero aleato´rio a cada identificador para evitar
que refereˆncias a objetos ja´ destruı´dos acessem outros objetos do sistema. EPOS
possui um contador de refereˆncias para impedir a destruic¸a˜o de objetos ainda re-
ferenciados, mas este membro proveˆ maior seguranc¸a contra possı´veis erros de
programac¸a˜o.
O membro adequado para a famı´lia ID pode ser determinado com base
nas func¸o˜es de ROI (Remote Object Invocation) que sa˜o chamadas. O uso de Capability
e´ facultativo, e portanto o usua´rio deve informar o sistema.
O conceito de Aspectos de Cena´rios baseia-se em Programac¸a˜o Orien-
tada a Aspectos [32]), mas e´ implementado atrave´s de metaprogramac¸a˜o esta´tica em C++,
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dispensando o uso de um weaver.
2.3.4 Mediadores do Sistema
Para que o sistema seja porta´vel, e´ fundamental que todo o co´digo de-
pendente de dispositivos seja separado do restante. A abstrac¸a˜o de gereˆncia de memo´ria e´
gene´rica, sendo va´lida para qualquer arquitetura. Entretanto, a MMU (Memory Manage-
ment Unit) e´ representada por uma famı´lia de mediadores onde cada membro representa
uma arquitetura diferente. Esta separac¸a˜o clara permite que EPOS seja executado tanto na
arquitetura IA32 quanto em processadores de 8 bits para sistemas embutidos sem qualquer
alterac¸a˜o no co´digo, exceto em mediadores.
2.3.5 Interfaces Infladas
Para evitar dependeˆncias de membros especı´ficos entre famı´lias
(quando possı´vel), as famı´lias devem ser referenciadas atrave´s de sua interface comum.
As interfaces das famı´lias sa˜o organizadas em 4 tipos:
• Uniforme: Todos os membros apresentam a mesma interface. Na˜o ha´ qualquer
restric¸a˜o quanto a escolha do membro.
• Incremental: Cada membro e´ um aperfeic¸oamento de outro. Atrave´s dos me´todos
chamados, e´ possı´vel determinar o nı´vel de funcionalidade mı´nima necessa´ria, e
quais membros a fornecem.
• Combinada: Cada membro oferece um conjunto de func¸o˜es, sem repetic¸o˜es. A
combinac¸a˜o de membros necessa´ria e´ determinada pelos me´todos referenciados, e
obtida atrave´s de heranc¸a mu´ltipla.
• Dissociada: Famı´lias que na˜o se enquadram em nenhum dos outros casos.
As interfaces infladas de cada famı´lia sa˜o descritas em um arquivo XML,
onde o custo de cada membro e´ relacionado. Quando mais de um membro atende a`s
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Figura 2.12: Interfaces infladas do EPOS [16]
exigeˆncias da aplicac¸a˜o, o de menor custo e´ selecionado. Assim, EPOS e´ configura´vel
que sistema baseados em mo´dulos, como por exemplo o Linux.
Atrave´s do script que analisa a aplicac¸a˜o, e´ possı´vel determinar grande
parte da configurac¸a˜o do sistema automaticamente. Poucas opc¸o˜es precisam ser infor-
madas pelo usua´rio (sendo a maioria otimizac¸o˜es opcionais). Este mecanismo diminui a
complexidade de sistemas desenvolvidos com base em AOOS·
2.4 O Sistema de Comunicac¸a˜o do EPOS
O sistema de comunicac¸a˜o do EPOS e´ composto por quatro entida-
des: Communicator, Channel, Network e Envelope. Os processos comunicam-se entre
si atrave´s do Communicator, que aje como uma interface para um canal (Channel) de
comunicac¸a˜o implementado sobre uma rede (Network). As mensagens enviadas por um
Communicator podem ser especificadas como sequ¨eˆncias de bytes de tamanho conhecido
ou podem ser cobertas por um envelope.
Channel gerencia detalhes de transporte independentes do tipo de rede
(camada OSI 4). Detalhes dependentes do tipo de rede sa˜o gerenciados por Network, que
proveˆ uma visa˜o uniforme de redes para Channel. A abstrac¸a˜o Envelope representa as
mensagens, lida com tipagens de dados e tambe´m e´ responsa´vel por transfereˆncias com
co´pia zero.
As aplicac¸o˜es interagem apenas com as abstrac¸o˜es Communicator e En-
velope. Nas operac¸o˜es de envio, Envelopes sa˜o inicializados com o conteu´do da mensa-
gem a ser transferida e sa˜o enviados a um Communicator.
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2.5 A Interface Padra˜o de Troca de Mensagens
2.5.1 O Padra˜o
A MPI [10] e´ uma interface padra˜o de troca de mensagens estabelecida
pelo Fo´rum da MPI , composto pela maioria dos fabricantes de computadores paralelos e
pesquisadores de universidades, laborato´rios mantidos por governos e da indu´stria.
O Fo´rum da MPI [10] descreve seus objetivos como:
• Projetar uma interface para programac¸a˜o de aplicac¸o˜es (API);
• Permitir comunicac¸a˜o eficiente: evitar co´pia de memo´ria para memo´ria e per-
mitir concorreˆncia entre processamento e comunicac¸a˜o e transmissa˜o para o co-
processador de comunicac¸a˜o, quando disponı´vel;
• Permitir que implementac¸o˜es sejam usadas em sistemas heterogeˆneos;
• Permitir ligac¸o˜es C e Fortran 77 convenientes para a interface;
• A interface de comunicac¸a˜o deve ser confia´vel: o programador na˜o precisa li-
dar com falhas de transmissa˜o. Tais falhas sa˜o gerenciadas pelo subsistema de
comunicac¸a˜o;
• Definir uma interface que na˜o seja ta˜o diferente da pra´tica atual, como PVM, NX,
Express, p4, etc., e fornec¸a extenso˜es que oferec¸am maior flexibilidade;
• Definir uma interface que possa ser implementada em plataformas de muitos for-
necedores, sem mudanc¸as significativas no sistema comunicac¸a˜o e no software do
sistema;
• As semaˆnticas da linguagem devem ser independentes de linguagem;
• A interface deve ser projetada de modo a permitir seguranc¸a entre threads.
´E importante citar que a MPI foi definida para ser a base de outras bi-
bliotecas de programac¸a˜o paralela, estas podendo ser de maior nı´vel, empregando outro
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paradigma de comunicac¸a˜o ou serem voltadas a domı´nios especı´ficos. Sua maior vanta-
gem e´ o fato de ser o padra˜o de fato da indu´stria, e praticamente qualquer ambiente de
execuc¸a˜o paralela possui uma implementac¸a˜o. Portanto, programas e bibliotecas base-
ados em MPI sa˜o altamente porta´veis. MPI frequ¨entemente e´ a interface de mais alto
nı´vel oferecida pelo desenvolvedor: um contrato entre desenvolvedores de sistemas de
comunicac¸a˜o e desenvolvedores de bibliotecas ou aplicac¸o˜es paralelas.
Um bom exemplo destas bibliotecas e´ Janus [21], que e´ composta por
um conjunto de estruturas de dados e algoritmos u´teis em um a ampla gama de aplicac¸o˜es
de dados paraelos. Atrave´s de sua estrutura de mediadores, Janus pode ser implementada
sobre MPI ou interfaces nativas do sistema. Mapear Janus sobre uma implementac¸a˜o
convencional de MPI (MPICH) implica em 10% de sobrecarga adicional. Em troca a
MPI oferece grande portabilidade. Desta forma, Janus pode ser executado com ma´xima
eficieˆncia em suas arquiteturas nativas, mas tambe´m pode ser executado com eficieˆncia
aceita´vel em praticamente qualquer outra arquitetura.
A interface MPI foi padronizada em 1994 (versa˜o 1.0), sendo revisada
em 1995 (versa˜o 1.1) e novamente em 1997 (versa˜o 2.0). Juntamente com a versa˜o 2.0 foi
lanc¸ada a 1.2, que trazia apenas pequenas correc¸o˜es em relac¸a˜o a 1.1, e deveria ser seguida
durante a migrac¸a˜o para a versa˜o 2.0. Tal migrac¸a˜o foi longa, e ate´ a data de escrita deste
documento as implementac¸o˜es livres da MPI ainda na˜o esta˜o em total conformidade com
o padra˜o 2.0. A implementac¸a˜o proposta neste texto na˜o visa adequar-se a` versa˜o 2.0, e
portanto quando o termo MPI for usado adiante, a versa˜o 1.2 estara´ sendo referenciada.
A seguir, os recursos que a MPI oferece sera˜o descritos. Esta descric¸a˜o
e´ bastante sucinta, e concentra-se em demonstrar as semelhanc¸as entre func¸o˜es similares
e os aspectos que as diferenciam. O padra˜o e´ completamente descrito em [10].
2.5.1.1 Comunicac¸a˜o Ponto-a-Ponto
Em MPI existem quatro modos ba´sicos de comunicac¸a˜o:
1. Buffered(B): Caso a func¸a˜o de recebimento ainda na˜o houver sido chamada, os
dados devem ser armazenados em um buffer do sistema e a func¸a˜o de envio e´ com-
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pletada. O fato da func¸a˜o de envio completar na˜o significa que os dados ja´ tenham
sido recebidos. Este modo implica em menor lateˆncia, sendo recomendado para
pequenas mensagens, mas necessita de co´pia de memo´ria, na˜o sendo indicado para
grandes mensagens;
2. Synchronous(S): A func¸a˜o de envio sera´ completada apenas quando a func¸a˜o de
recebimento ja´ houver sido chamada. Assim, o fato da func¸a˜o de envio ser com-
pletada e´ uma evideˆncia de que o recebimento ja´ comec¸ou. Esta semaˆntica e´ ge-
ralmente conhecida como Rendezvous. Este modo jamais implica em co´pia de
memo´ria, mas as comunicac¸o˜es apresentam maior lateˆncia, sendo pouco indicado
para pequenas mensagens;
3. Ready(R): Neste modo o programador garante a` implementac¸a˜o que a func¸a˜o de re-
cebimento ja´ foi chamada antes da func¸a˜o de envio. Este modo permite otimizac¸o˜es
em certas arquiteturas, pore´m se a func¸a˜o de recebimento na˜o houver sido chamada,
o comportamento do programa e´ indefinido;
4. Standard: Este modo pode ser mapeado para Buffered ou Synchronous, dependendo
da implementac¸a˜o. Quando a func¸a˜o for completada, a func¸a˜o de envio pode ter
sido chamada ou na˜o.
Para cada modo, existe uma func¸a˜o que faz comunicac¸a˜o Bloqueante e
Imediata(I). As func¸o˜es Bloqueantes apenas retornam quando a func¸a˜o for completada e
as Imediatas retornam imediatamente. O padra˜o MPI fornece func¸o˜es para testar se uma
comunicac¸a˜o imediata ja´ foi completada ou aguardar ate´ que isto ocorra.
As func¸o˜es Imediatas sa˜o mais complexas, mas permitem que
computac¸o˜es ocorram durante a comunicac¸a˜o.
Para o recebimento de dados, existem apenas uma func¸a˜o bloqueante
e uma imediata. Qualquer uma das duas pode receber de qualquer modo de operac¸a˜o, e
func¸o˜es bloqueantes podem receber dados de func¸o˜es imediatas, e vice-versa.
As func¸o˜es ba´sicas da MPI para comunicac¸a˜o ponto-a-ponto esta˜o lis-
tadas na tabela 2.2.
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Func¸a˜o Caracterı´sticas
MPI SEND Envio Standard Bloqueante
MPI BSEND Envio Buffered Bloqueante
MPI SSEND Envio Synchronous Bloqueante
MPI RSEND Envio Ready Bloqueante
MPI ISEND Envio Standard Imediato
MPI IBSEND Envio Buffered Imediato
MPI ISSEND Envio Synchronous Imediato
MPI IRSEND Envio Ready Imediato
MPI RECV Recebimento Bloqueante
MPI IRECV Recebimento Imediato
Tabela 2.2: Func¸o˜es para comunicac¸a˜o ponto-a-ponto da MPI
2.5.1.2 Tipos de Dados Definidos pelo Usua´rio
O padra˜o MPI permite que o programador especifique o tipo de dado
que esta´ sendo enviado em func¸a˜o de comunicac¸a˜o, caso queira. Existem duas vantagens
em especificar o tipo do dado:
1. A implementac¸a˜o encarrega-se de calcular o tamanho do vetor de dados com base
no nu´mero de registros;
2. Em ambientes heterogeˆneos, a implementac¸a˜o converte os dados para a
representac¸a˜o adequada.
O padra˜o especifica os tipos ba´sicos suportados, que correspondem aos
tipos ba´sicos das linguagens de programac¸a˜o. Entretanto, existem func¸o˜es que permitem
ao usua´rio definir novos tipos como sequ¨eˆncias de tipos pre´-definidos ou definidos ante-
riormente. Estas sequ¨encias podem ser homogeˆneas (todos os elementos sa˜o do mesmo
tipo) ou heterogeˆneas. Podem tambe´m ser contı´nuas (sem espac¸amentos entre os elemen-
tos) ou descontı´nuas. As descontı´nuas sa˜o organizadas em blocos, e o tamanho destes
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Func¸a˜o Homogeˆnea Contı´nua Fixos Elementos
MPI TYPE CONTIGUOUS sim sim - -
MPI TYPE VECTOR sim na˜o sim sim
MPI TYPE HVECTOR sim na˜o sim na˜o
MPI TYPE INDEXED sim na˜o na˜o sim
MPI TYPE HINDEXED sim na˜o na˜o na˜o
MPI TYPE STRUCT na˜o na˜o na˜o na˜o
Tabela 2.3: Func¸o˜es para definic¸o˜es de novos tipos da MPI
blocos e o espac¸amentos entre eles podem ser fixos para todos os blocos ou na˜o. O
espac¸amento pode ser definido por nu´mero de elementos (ser for homogeˆnea) ou por
nu´mero de bytes. As func¸o˜es para declarac¸a˜o de tipos da MPI sa˜o combinac¸o˜es destas
caracterı´sticas. Estas func¸o˜es esta˜o listadas na tabela 2.3. Note que a func¸a˜o MPI -
TYPE STRUCT e´ a mais geral e todas as outras sa˜o casos particulares dela que permitem
otimizac¸o˜es.
Os tipos de dados descontı´nuos sa˜o u´teis para que apenas partes de uma
estrutura complexa de dados sejam enviados pela rede, como apenas as colunas de uma
matriz organizada em linhas. A MPI tambe´m oferece func¸o˜es de agrupamento para com-
pactar estruturas de dados esparsas.
2.5.1.3 Comunicac¸a˜o Coletiva
Um recurso muito interessante da MPI e´ o seu conjunto de operac¸o˜es
coletivas. Operac¸o˜es coletivas sa˜o operac¸o˜es que envolvem um grupo de processos, ao
inve´s de apenas dois.
Basicamente, as func¸o˜es coletivas da MPI enquadram-se em treˆs cate-
gorias:
1. Func¸o˜es que espalham dados;
2. Func¸o˜es que recolhem dados;
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3. Combinac¸o˜es das anteriores.
Como exemplos ba´sicos das duas primeiras categorias temos as func¸o˜es
GATHER que recolhe dados de todos os processos e os reu´ne em um buffer em um pro-
cesso, e SCATTER, que divide um buffer pelo nu´mero de processos e envia cada pedac¸o
para o processo correspondente. Como um caso particular de SCATTER, temos BROAD-
CAST, que seria o caso em que os dados a serem enviados para todos os processos sa˜o
iguais (embora seja implementado de forma diferente para alcanc¸ar maior desempenho).
A func¸a˜o ALLGATHER representa um GATHER seguido de um BROADCAST e a func¸a˜o
ALLTOALL representa todos os processos enviando e recebendo dados de cada outro pro-
cesso (e portanto pode ser visto como uma combinac¸a˜o de SCATTER e GATHER).
Todas as operac¸o˜es sa˜o representadas por duas func¸o˜es: Uma que utiliza
buffers de mesmo tamanho para todos os processos e outra que utiliza diferentes.
A MPI tambe´m possui func¸o˜es de Reduc¸a˜o Global. Tais func¸o˜es sa˜o
baseadas nas operac¸o˜es coletivas ba´sicas, mas ao inve´s de concatenarem os dados no
buffer de destino, combinam os valores conforme a operac¸a˜o de reduc¸a˜o especificada, e
retornam apenas um valor. O padra˜o oferece uma func¸a˜o de reduc¸a˜o global que retorna
para um processo o resultado da combinac¸a˜o de dados de todos os processos, outra que
envia o resultado para todos os processos e outra que executa um nu´mero de operac¸o˜es
simultaˆneas equivalente ao nu´mero de processos, e envia o resultado de uma operac¸a˜o
para cada processo. Ha´ ainda uma func¸a˜o que envia para cada processo N os resultados
das operac¸o˜es entre os processos 0..N.
As operac¸o˜es de reduc¸a˜o global podem ser vistas como verso˜es extendi-
das das operac¸o˜es coletivas ba´sicas. Ao inve´s do dado ser apenas repassado, ele e´ tratado.
Este aspecto e´ a u´nica diferenc¸a entre as duas classes de operac¸o˜es.
Por u´ltimo, o padra˜o oferece uma func¸a˜o de sincronizac¸a˜o. Tal func¸a˜o
bloqueia a execuc¸a˜o do processo ate´ que todos os processos tenham chegado a`quele ponto.
Como consiste em reunir uma informac¸a˜o e espalha´-la para todos os processos, pode ser
vista como um caso especı´fico de ALLGATHER. Mas otimizac¸o˜es em hardware podem
ser feitas.
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2.5.1.4 Grupos de Processos e Topologias
As operac¸o˜es coletivas da MPI sempre envolvem todos os processos de
um grupo. Na inicializac¸a˜o, as implementac¸o˜es da MPI geram um grupo contendo todos
os processos. Para evitar desperdı´cio de comunicac¸a˜o, o padra˜o oferece func¸o˜es para que
o programador defina novos grupos formados que sejam um subconjunto de um grupo ja´
existente ou a unia˜o de dois.
Este recurso e´ especialmente u´til em redes geograficamente dis-
tribuı´das, por haver grandes disparidades nas velocidades de transmissa˜o entre os pro-
cessos.
2.5.1.5 Recursos Auxiliares
A funcionalidade da MPI resume-se em comunicac¸a˜o ponto-a-ponto e
operac¸o˜es coletivas. Os tipos de dados definidos pelo usua´rio e a gereˆncias de grupos
permitem otimizac¸o˜es em diversos casos. O padra˜o MPI e´ basicamente formado pelo que
foi exposto neste capı´tulo.
O padra˜o oferece tambe´m func¸o˜es para gerenciar a alocac¸a˜o e gereˆncia
dos buffers usados no modo de comunicac¸a˜o Buffered e um sistema de gereˆncia de erros
baseado em tratadores definidos pelo usua´rio.
2.5.2 Protocolos de Comunicac¸a˜o
As implementac¸o˜es convencionais da MPI costumam utilizar treˆs di-
ferentes protocolos para comunicac¸a˜o ponto a ponto: Short, Eager e Rendezvous. No
protocolo Short os dados sa˜o enviados juntamente com o cabec¸alho da mensagem, no
protocolo Eager os dados sa˜o enviados logo apo´s o cabec¸alho e no protocolo Rendezvous
os dados sa˜o retidos no remetente ate´ que o destinata´rio esteja pronto para o recebimento.
O protocolo Short tem a menor lateˆncia, e portanto e´ adequado a peque-
nas mensagens. O protocolo Rendezvous evita uma co´pia de memo´ria no destinata´rio, e
e´ adequado a longas mensagens, pois a maior taxa de transfereˆncia e a menor utilizac¸a˜o
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da memo´ria compensa o aumento da lateˆncia. Estes protocolos sa˜o descritos em detalhes
em [25].
O protocolo a ser utilizado em cada transfereˆncia depende do tamanho
da mensagem. Os limites de tamanho podem ser definidos de forma esta´tica baseada em
estatı´sticas de execuc¸o˜es anteriores ou dinamicamente baseado em testes de inicializac¸a˜o,
como descrito em [50].
2.5.3 MPI com Co´pia Zero
O’Carrol demonstrou em [37] que as operac¸o˜es ponto a ponto da MPI
podem ser implementadas de forma a evitar co´pias de memo´ria. Esta abordagem melhora
o desempenho na transfereˆncia de mensagens longas, reduzindo tambe´m a utilizac¸a˜o da
memo´ria. O princı´pio da co´pia zero e´ utilizar o protocolo Rendezvous, mas para evitar
deadlock a utilizac¸a˜o da memo´ria da interface de rede deve ser cuidadosa, de forma a na˜o
impedir que alguma transfereˆncia acontec¸a.
Duas filas sa˜o necessa´rias para o recebimento de mensagens: expected
e unexpected. A fila expected conte´m a lista de mensagens que sa˜o esperadas, ou seja,
que o usua´rio requisitou atrave´s de um me´todo de recebimento. As mensagens conte´m o
cabec¸alho que as identifica e o buffer aonde devem ser armazenadas. A fila unexpected
conte´m as mensagens que chegaram pela rede, mas que o usua´rio ainda na˜o requisitou.
Quando uma mensagem chega pela rede, o sistema verifica se ha´ um cabec¸alho equiva-
lente em expected. Caso haja, o conteu´do e´ copiado e a comunicac¸a˜o e´ completada. Caso
contra´rio, o conteu´do e´ armazenado em um buffer tempora´rio e a mensagem e´ armazenada
em unexpected.
Se rendezvous for usado, duas filas tambe´m sa˜o necessa´rias para o en-
vio: requested e unrequested. A fila requested armazena as mensagens que devem ser
enviadas imediatamente, pois uma func¸a˜o de recebimento ja´ foi chamada no processo
destinata´rio. A fila unrequested armazena as mensagens que esta˜o esperando um reque-
rimento do destinata´rio para serem enviadas. Quando uma mensagem rendezvous vai
ser enviada, o sistema procura por um requerimento em requested. Caso encontre, en-
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via a mensagem imediatamente. Caso contra´rio, armazena a mensagem em unrequested.
Quando um requerimento chega pela rede, o sistema verifica se a mensagem ja´ esta´ em
unrequested. Em caso positivo, envia imediatamente. Caso contra´rio, armazena o reque-
rimento em requested.
2.5.4 Implementac¸o˜es Adaptativas
Vadhiyar e co-autores [50] obteram ganhos de 30%-650% no desempe-
nho de operac¸o˜es coletivas ao implementar operac¸o˜es coletivas adaptativas. O algoritmo
adequado para cada operac¸a˜o e´ definido atrave´s de testes de inicializac¸a˜o que identificam
o algoritmo mais eficiente para a topologia fı´sica.
Ao analisar a topologia da aplicac¸a˜o, as operac¸o˜es coletivas devem ser
analisadas separadamente. Cada operac¸a˜o tem topologia pro´pria, que independe do res-
tante da aplicac¸a˜o 1. Assim, o algoritmo apropriado para cada operac¸a˜o depende apenas
da infra-estrutura de rede e da topologia fı´sica. O algoritmo esta´ relacionado ao sistema,
e na˜o a` aplicac¸a˜o. Assim sendo, o ganho obtido por Vadhiyar adve´m do fato de que a
maioria das implementac¸o˜es gene´ricas de MPI ignoram a topologia da rede. Por exem-
plo a implementac¸a˜o MPICH, descrita na sec¸a˜o a seguir, utiliza algoritmos hipercubo. ´E
possı´vel alterar estes algoritmos reimplementando as operac¸o˜es coletivas, pore´m devido
a complexidade envolvida a maioria dos agregados utilizam os algoritmos padra˜o.
2.5.5 MPICH
A seguir, sera´ apresentada a estrutura de uma popular implementac¸a˜o
de MPI, a MPICH [24], que serve de refereˆncia para a implementac¸a˜o proposta.
A implementac¸a˜o MPICH foi escolhida como refereˆncia por treˆs moti-
vos:
• e´ a mais usada em projetos de pesquisa;
1Em operac¸o˜es que envolvem apenas parte da rede, levar em conta as operac¸o˜es envolvendo outros
nodos pode envolver grande complexidade.
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• tem por objetivo: portabilidade e flexibilidade sem comprometimento significativo
de desempenho, e portanto tambe´m e´ organizada de forma modular e adapta´vel;
• possui suporte a`s redes Myrinet [3], que equipam o agregado SNOW do Laborato´rio
de Bioinforma´tica da UFSC, no qual sa˜o feitas as comparac¸o˜es de desempenho.
2.5.5.1 Arquitetura da MPICH
A MPICH e´ organizada em duas camadas. A camada superior e´ in-
dependente de arquitetura, enquanto a inferior, conhecida como ADI e´ dependente do
sistema operacional e do dispositivo de comunicac¸a˜o. A ADI e´ responsa´vel por toda a
comunicac¸a˜o ponto a ponto, em todos os modos que a MPI preveˆ, de forma bloqueante
ou imediata. Operac¸o˜es coletivas, gereˆncia de tipos, erros e sessa˜o, entre outros recursos,
sa˜o independentes de arquitetura.
Esta abordagem visa oferecer maior portabilidade. A camada superior
seria suportada pelos desenvolvedores da MPICH, e a camada dependente de dispositivo
seria fornecida pelo fabricante do dispositivo de comunicac¸a˜o. A figura 2.13, retirada de
[24] demonstra esta relac¸a˜o usando a func¸a˜o MPI Reduce como exemplo.
Os desenvolvedores da MPICH tambe´m estabeleceram uma subcamada
da ADI conhecida como interface de canal. Esta interface exige que apenas as func¸o˜es
ba´sicas de envio e recebimento ponto a ponto sejam implementadas, e toda a funciona-
lidade restante da ADI e´ gene´rica. Assim, fornecedores que desejem adicionar suporte
apenas precisam implementar a interface de canal, e em verso˜es posteriores modificar a
ADI visando otimizac¸o˜es.
A MPICH e´ a base de muitas implementac¸o˜es. A Myricom, fabricante
das redes Myrinet [3] usa uma adaptac¸a˜o da MPICH baseada em seu driver GM para
fornecer MPI a seus usua´rios.
Func¸o˜es da camada independente de arquitetura (como as operac¸o˜es co-
letivas) podem ser modificadas pelos fornecedores para obter melhor desempenho, pois
sa˜o implementadas como sı´mbolos fracos (#pragma). Isto frequ¨entemente ocorre, e por-
tanto os fornecedores publicam uma distribuic¸a˜o completa da MPICH a cada nova versa˜o.
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Figura 2.13: Arquitetura da MPICH (MPI Reduce)
Este sistema traz uma desvantagem: os fornecedores precisam continuamente manter suas
distribuic¸o˜es, mesmo que na˜o fac¸am qualquer alterac¸a˜o, para que seus usua´rios possam
utilizar os recursos das novas verso˜es da MPICH.
Como as sec¸o˜es mantidas pelos fornecedores e as originais na˜o sa˜o cla-
ramente separadas (como em um modelo orientado a objetos) e a a interface de canal,
a ADI e a camada superior compartilham as mesmas estruturas de dados, modificac¸o˜es
significativas na distribuic¸a˜o original exigem grande esforc¸o de adaptac¸a˜o por parte dos
fornecedores, e aumentam a possibilidade de ocorreˆncia de erros de programac¸a˜o.
Recursos opcionais e relacionados a cena´rio que afetam significativa-
mente o desempenho (como heterogeneidade do ambiente) sa˜o definidos como diretivas
de compilac¸a˜o, que habilitam ou na˜o o co´digo relacionado.
A MPICH e´ organizada como uma biblioteca de rotinas, e portanto ape-
nas as rotinas chamadas (e suas dependeˆncias) sa˜o ligadas ao co´digo. Entretanto, funci-
onalidades necessa´rias pelas rotina chamadas (como gerenciamento de tipos de dados
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definidos pelo usua´rio) sa˜o sempre incluı´dos completamente, mesmo que o usua´rio na˜o
tenha definido nenhum tipo, e use apenas os da MPI. A implementac¸a˜o proposta permite
maior grau de configurac¸a˜o, conforme sera´ demonstrado adiante.
Capı´tulo 3
Sistema de Comunicac¸a˜o de Alto
Desempenho Baseado em Programac¸a˜o
Gene´rica
A sec¸a˜o 2.4 descreveu o sistema de comunicac¸a˜o do EPOS, e seus qua-
tro componentes (Communicator, Channel, Network e Envelope), conforme
proposto por Fro¨hlich [16]. Entretanto, este sistema na˜o possui as caracterı´sticas ne-
cessa´rias para aliviar as camadas superiores da gereˆncia de filas e obter co´pia zero (sec¸a˜o
2.5.3). Por isso, o sistema foi modificado, de forma que o sistema de comunicac¸a˜o
possa manipular o cabec¸alho da camada superior. De fato, ele passa a ser um atributo
da abstrac¸a˜o Envelope de EPOS, conforme descrito nas sec¸o˜es a seguir.
3.1 A Abstrac¸a˜o Cabec¸alho
O sistema de comunicac¸a˜o exige que uma classe que represente o
cabec¸alho da camada superior seja definida, e que ela realize a interface (classe abstrata)
Header. Esta interface requer que os operadores ==, < e = sejam implementados. O
operador == define se dois cabec¸alhos sa˜o iguais ou diferentes, e e´ usado para definir se
as mensagens que chegam pela rede sa˜o esperadas ou na˜o. O operador < define como as
43
filas do sistema de comunicac¸a˜o devem ser ordenadas, de forma a obter maior eficieˆncia.
Por u´ltimo, o operador = define como copiar cabec¸alhos.
Tambe´m e´ exigido que a classe seja contı´nua. Classes contı´nuas po-
dem ser duplicadas com simples co´pias de memo´ria, e portanto sa˜o mais eficientes. Esta
restric¸a˜o apenas implica que nenhuma classe de cabec¸alho pode conter atributos ponteiros
ou refereˆncias. Geralmente, cabec¸alhos sa˜o contı´nuos, e portanto esta exigeˆncia dificil-
mente causa alguma restric¸a˜o.
3.2 O Envelope Parametrizado
Um cabec¸alho identifica uma mensagem, e portanto e´ um atributo dela.
A abstrac¸a˜o que representa mensagem em EPOS e´ a Envelope. Portanto, envelope tem
um atributo chamado header que representa seu cabec¸alho. A classe de header deve
ser gene´rica, de forma que possa representar o cabec¸alho de qualquer protocolo que possa
ser usado.
Para obter este comportamento, poder-se-ia declarar header como
uma instaˆncia da classe abstrata Header e definir a classe do cabec¸alho na instanciac¸a˜o.
Mas este procedimento implicaria no uso de me´todos virtuais, o que prejudicaria o de-
sempenho do sistema. Por isso, ao inve´s de polimorfismo, sera´ usada programac¸a˜o
gene´rica (sec¸a˜o 2.1.1) atrave´s de templates. A classe de header e´ um paraˆmetro da
classe Envelope. Desta forma, o sistema de comunicac¸a˜o e´ gene´rico e pode suportar
va´rios protocolos, mas o co´digo gerado e´ ideˆntico ao obtido se a classe fosse definida
normalmente. Portanto, o desempenho do sistema na˜o e´ alterado.
Para definir um envelope que suporte determinado tipo de cabec¸alho,
basta instanciar o template, como no exemplo abaixo, no qual a classe mpi envelope
representa as mensagens da MPI:
typedef Envelope<mpi_header> mpi_envelope;
A classe base do envelope parametrizado depende do fato da rede ser
heterogeˆnea ou na˜o. Caso a rede seja heterogeˆnea, o aspecto heterogeneous de EPOS sera´
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habilitado. Neste caso, o cabec¸alho parametrizado deriva do envelope tipado (Typed).
Caso contra´rio, ele deriva do envelope na˜o tipado (Untyped). Desta forma, a heterogenei-
dade da rede e´ gerenciada pelo sistema de comunicac¸a˜o.
A classe Envelope possui os seguintes atributos:
• header: o cabec¸alho da mensagem;
• buf: enderec¸o com o conteu´do da mensagem;
• len: tamanho da mensagem, sem considerar o cabec¸alho;
• node: destino (se envio) ou origem (se recebimento) da mensagem;
• rendezvous: indica se rendezvous deve ser usado ou na˜o;
• complete: indica se a operac¸a˜o ja´ foi completada ou na˜o, u´til em operac¸o˜es
imediatas.
As operac¸o˜es de comunicac¸a˜o consistem em instanciar um Envelope,
definir seus atributos e repassa´-lo ao Communicator atrave´s dos operadores << (envio)
e >> (recebimento). As operac¸o˜es de envio sa˜o imediatas, e retornam imediatamente.
A camada superior pode verificar se a operac¸a˜o ja´ foi completada atrave´s do atributo
complete.
O uso ou na˜o de comunicac¸a˜o rendezvous deve ser definido pela camada
superior, pois cada protocolo tem uma polı´tica diferente. Mas cabe ao Communicator,
que gerencia as filas, realizar a comunicac¸a˜o. Por isso, Envelope possui um atributo
que define se este tipo de comunicac¸a˜o e´ desejada ou na˜o. Em caso de omissa˜o, o atri-
buto e´ definido como false, para que sistema que nunca utilizem rendezvous possam
simplesmente ignorar o atributo.
3.3 O Comunicador Parametrizado
A gereˆncia das filas de mensagens e´ responsabilidade do
Communicator. As filas sa˜o conjuntos de envelopes parametrizados identifica-
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dos e ordenados por seus cabec¸alhos. Quatro filas sa˜o necessa´rias, como descrito na
sec¸a˜o 2.5.3: expected, unexpected, requested e unrequested. Estas filas sa˜o da classe
Envelope queue, que e´ parametrizada pela classe do cabec¸alho a ser utilizado.
As filas sa˜o atributos do Communicator, e portanto ele tambe´m pre-
cisa ser parametrizado pela classe do cabec¸alho. Esta caracterı´stica impo˜e uma restric¸a˜o:
o sistema suporta apenas um protocolo. Caso mais de um protocolo seja necessa´rio, o
usua´rio pode desabilitar o suporte a filas e gerencia´-las na camada superior, como nos
sistemas de comunicac¸a˜o tradicionais. Esta restric¸a˜o raramente afeta sistemas de alto
desempenho, aonde apenas um protocolo (geralmente MPI) e´ usado a cada vez.
Parametrizar o Communicator traz uma grande vantagem: como o
cabec¸alho e´ conhecido, o sistema de comunicac¸a˜o pode gerenciar as filas, aliviando as
camadas superiores. Va´rias funcionalidades eram suportadas nas camadas superiores por
dependerem das filas, e tambe´m podem ser repassadas para o sistema. Uma destas fun-
cionalidades e´ a comunicac¸a˜o imediata. O recebimento imediato consiste em registrar o
cabec¸alho da mensagem em expected, e o envio imediato consiste registrar a mensagem
na fila unrequested caso ela na˜o possa ser enviada. Cancelar uma mensagem consiste
apenas em removeˆ-la das filas do sistema. Estas operac¸o˜es tornam-se responsabilidade do
Communicator.
A classe Communicator possui treˆs me´todos:
• <<: envia uma mensagem;
• >>: recebe uma mensagem;
• check_messages: verifica se alguma mensagem chegou no dispositivo de rede.
As operac¸o˜es de recebimento e envio teˆm apenas um paraˆmetro: um
Envelope. No caso do recebimento, o cabec¸alho do Envelope e´ comparado aos das
mensagens nas filas, e quando uma mensagem igual (==) e´ encontrada, seu conteu´do e´
armazenado no buffer indicado no Envelope. A func¸a˜o check_messages e´ utilizada
para completar operac¸o˜es imediatas: ela verifica se alguma mensagem chegou pelo dis-
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positivo de rede. Em caso positivo, procura por um cabec¸alho igual na fila expected. Caso
encontre completa a mensagem, e caso contra´rio registra a mensagem na fila unexpected.
3.4 Suporte ao Protocolo Rendezvous
O protocolo Rendezvous e´ suportado no sistema EPOS atrave´s do as-
pecto de cena´rio Synchronous. Caso este aspecto seja habilitado, o envio de mensagens
utiliza um sistema de filas semelhante ao utilizado para o recebimento de mensagens.
Duas filas sa˜o criadas: requested e unrequested. Requested armazena as requisic¸o˜es de
mensagem cuja func¸a˜o de recebimento ja´ foi executada, e portanto devem ser enviados
imediatamente. Caso a requisic¸a˜o ainda na˜o tenha sido recebida a mensagem a ser en-
viada e´ armazenada na fila unrequested. Caso o aspecto Rendezvous seja habilitado, a
classe Envelope contera´ um atributo extra que define se a mensagem deve ou na˜o utilizar
Rendezvous.
3.5 Envio de Mensagens
Quando uma mensagem deve ser enviada, a camada superior instancia
e inicializa um envelope e seu cabec¸alho e o envia ao Communicator do EPOS atrave´s
do operador <<. O envelope e´ a interface entre o sistema de comunicac¸a˜o e as camadas
superiores,
Caso o atributo rendezvous do envelope tenha valor true, este tipo
de comunicac¸a˜o sera´ usada. Neste caso, o Comunicador procura por uma requisic¸a˜o pela
mensagem na fila requested. Caso encontre, envia a mensagem imediatamente. Caso na˜o
encontre, a mensagem e´ armazenada na fila unrequested. Quando uma requisic¸a˜o chega,
o Comunicador procura pela mensagem em questa˜o na fila unrequested. Caso encontre,
envia a mensagem e completa a operac¸a˜o. Caso contra´rio, a requisic¸a˜o e´ armazenada na
fila requested.
Caso o protocolo rendezvous na˜o seja utilizado, a mensagem e´ enviada
imediatamente ou armazenada em um buffer do sistema para envio posterior. Ao te´rmino
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da comunicac¸a˜o, o atributo complete do envelope e´ definido como true, sinalizando
que a mensagem foi completada.
3.6 Recebimento de Mensagens
O recebimento de mensagens e´ ana´logo ao envio de mensagens com
rendezvous. A camada superior instancia e inicializa um Envelope com o cabec¸alho
da mensagem esperada, o buffer no qual ela deve ser armazenada. Em seguida, passa
o Envelope ao Communicator atrave´s do operador >>. O Communicator veri-
fica se ha´ alguma mensagem na fila unexpected igual a esperada. Caso haja completa
a mensagem, e caso contra´rio a registra na fila expected. O operador retorna imediata-
mente. A camada superior pode verificar se a operac¸a˜o foi completada atrave´s do atributo
complete do envelope. Ao final da operac¸a˜o, o atributo node indica a origem da men-
sagem.
3.7 A Abstrac¸a˜o Network
O recebimento de mensagens que chegam pela rede precisa ser feito
em duas etapas: extrac¸a˜o do cabec¸alho e transfereˆncia do conteu´do. A primeira etapa e´
necessa´ria para determinar o destino da transfereˆncia. Caso haja um cabec¸alho igual na
fila expected, o destino dos dados sera´ o buffer indicado pela mensagem na fila. Caso
contra´rio, o conteu´do sera´ transferido para um buffer tempora´rio. O cabec¸alho define o
destino da transfereˆncia, e portanto ele deve ser extraı´do antes que ela comece.
Entretanto, a abstrac¸a˜o Network do EPOS conforme proposta por
Fro¨hlich [16] na˜o suporta o recebimento parcial de mensagens. Assim, e´ necessa´ria uma
modificac¸a˜o nesta abstrac¸a˜o. O me´todo receive passa a ter um quarto paraˆmetro, que
indica a partir de qual byte deseja-se transferir a mensagem. Para que a classe Network
seja compatı´vel com co´digo escrito antes da alterac¸a˜o, o paraˆmetro sera´ opcional e tera´
valor 0 em caso de omissa˜o, de forma que possa ser ignorado. Com esta mudanc¸a, a
assinatura do me´todo receive passa a ser:
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int receive(Node_Id * s, void * b, unsigned int * l,
unsigned int const &offset);
Com esta mudanc¸a, o sistema de comunicac¸a˜o pode suportar o
envelope parametrizado com co´pia zero. Ao receber uma mensagem, o me´todo
receive e´ chamado com offset=0 e l=sizeof(header_t) para extrair o
cabec¸alho, e apo´s determinar o destino do conteu´do o me´todo e´ chamado com
offset=sizeof(header_t), para ignorar o cabec¸alho na transfereˆncia. Sem esta
alterac¸a˜o, o conteu´do precisaria ser extraı´do junto com o cabec¸alho para um buffer tem-
pora´rio, e uma co´pia extra seria necessa´ria.
3.8 Exemplo
Para ilustrar o funcionamento do sistema de comunicac¸a˜o e´ apresentado
um exemplo de uso. No co´digo abaixo, um processo envia uma mensagem para outro. O
cabec¸alho utilizado e´ o da MPI (mpi header). No exemplo, apenas uma mensagem e´
enviada, mas caso va´rias mensagens fossem enviadas fora de ordem, a comparac¸a˜o entre
os cabec¸alhos garantiria que a ordem de recebimento seja a esperada.
typedef mpi_header header_t;
typedef Envelope<header_t> message_t;
typedef Communicator<header_t> communicator_t;
int main(int argc, char **argv) {
int rank(atoi(argv[2]));
communicator_t comm(rank);
message_t message;
char s[10];
message.header.context = 1;
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message.header.tag = 2;
message.header.src = 0;
message.header.dest = 1;
message.buf = s;
message.len = 10;
if (rank==0) {
message.node = 1;
strcpy(s,"mensagem\n");
comm << message;
} else {
message.node = 0;
comm >> message;
while (!message.complete)
comm.check_messages();
std::cout << s;
}
return 0;
}
Capı´tulo 4
Implementac¸a˜o de MPI para EPOS
O capı´tulo anterior descreveu um sistema de comunicac¸a˜o baseado em
programac¸a˜o gene´rica, e como e´ possı´vel aliviar as camadas superiores da gereˆncia das
filas. Para validar o sistema, uma implementac¸a˜o de MPI foi feita sobre o sistema, tirando
vantagem de suas caracterı´sticas. Este capı´tulo descreve os detalhes da MPI, e demonstra
que praticamente todas a funcionalidade de comunicac¸a˜o ponto a ponto da MPI pode ser
repassada para o sistema. De fato, a implementac¸a˜o foi ta˜o menor e mais simples que as
convencionais [24], que desenvolveˆ-la por completo exigiu menos esforc¸o do que adaptar
outra implementac¸a˜o.
Este capı´tulo esta´ organizado em 5 sec¸o˜es. Na sec¸a˜o 4.1 e´ feita uma
breve ana´lise do padra˜o MPI. Na sec¸a˜o 4.2 a implementac¸a˜o das operac¸o˜es ponto a ponto
sobre o sistema de comunicac¸a˜o proposto e´ descrita. Na sec¸a˜o 4.3 os mecanismos para
fornecer suporte aos tipos de dados especı´ficos da MPI. A sec¸a˜o 4.4 descreve os mecanis-
mos utilizados para implementar as operac¸o˜es coletivas, que na˜o fazem parte do sistema
de comunicac¸a˜o. Por u´ltimo, a sec¸a˜o 4.5 faz uma comparac¸a˜o de desempenho entre um
proto´tipo da implementac¸a˜o proposta e uma implementac¸a˜o tradicional.
4.1 Ana´lise da MPI
As funcionalidades da MPI podem ser organizadas em 3 unidades:
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Figura 4.1: Dependeˆncias entre as unidades funcionais
1. Comunicac¸a˜o Ponto a Ponto
2. Gereˆncia de Tipos de Dados
3. Comunicac¸a˜o Coletiva
Ha´ relac¸o˜es de dependeˆncia entre as 3 unidades:
• a comunicac¸a˜o coletiva necessita da comunicac¸a˜o ponto a ponto e;
• a comunicac¸a˜o ponto a ponto exige suporte a todos os tipos de dados utilizados pelo
usua´rio, pre´-definidos ou na˜o.
As sec¸o˜es a seguir descrevem as unidades funcionais e sua integrac¸a˜o
com o sistema de comunicac¸a˜o baseado em programac¸a˜o gene´rica.
4.2 Comunicac¸a˜o Ponto a Ponto
A comunicac¸a˜o ponto a ponto e´ baseada no sistema descrito no capı´tulo
3. As operac¸o˜es coletivas sa˜o baseadas na comunicac¸a˜o ponto a ponto da MPI, e portanto
com as camadas inferiores. A gereˆncia de tipos de dados pode alterar o comportamento do
sistema EPOS, pois determina algumas de suas configurac¸o˜es. Mas apenas esta unidade
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interage de fato com o sistema. Esta sec¸a˜o descreve a implementac¸a˜o e demonstra como
ela obte´m proveito das caracterı´sticas do sistema.
4.2.1 Modos de Envio de Mensagens
Conforme descrito na sec¸a˜o 2.5.1.1, a MPI oferece quatro func¸o˜es para
envio:
• Ready: e´ presumido que o destinata´rio da mensagem ja´ tenha chamado a func¸a˜o de
recebimento;
• Buffered: caso na˜o seja possı´vel enviar a mensagem imediatamente, ela deve ser
armazenada pelo sistema e a mensagem deve retornar;
• Synchronous: retorna apenas quando a func¸a˜o de recebimento ja´ houver sido cha-
mada;
• Standard: pode comportar-se como Buffered ou como Synchronous.
Como foi visto na sec¸a˜o 2.5.3, quando uma das func¸o˜es de envio e´ cha-
mada os dados podem ser enviados imediatamente ou o sistema de comunicac¸a˜o pode
aguardar ate´ que a func¸a˜o de recebimento tenha sido chamada e os dados sejam requi-
sitados pelo destinata´rio (Rendezvous). As diferenc¸as entre as func¸o˜es de comunicac¸a˜o
resumem-se, em grande parte, ao uso ou na˜o de Rendezvous. Caso a func¸a˜o Ready seja
usada, presume-se que a func¸a˜o de recebimento ja´ tenha sido chamada. Logo Rendez-
vous na˜o e´ usado, mesmo que a mensagem seja longa. Caso a func¸a˜o Synchronous seja
chamada, ela somente devera´ retornar quando o recebimento houver sido iniciado. Logo,
aguardar por uma mensagem do destinata´rio. Neste caso, Rendezvous e´ usado mesmo
para pequenas mensagens. Nos modos Buffered e Standard, o uso de Rendezvous e´ deci-
dido apenas pelo tamanho da mensagem. Mas no modo Buffered, caso Rendezvous seja
usado a mensagem e´ armazena em um buffer do sistema e a func¸a˜o de envio retorna. Caso
seja decidido que rendezvous deve ser usado, o atributo correspondente de Envelope e´
definido como true.
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O Comunicador de EPOS oferece a opc¸a˜o de configurac¸a˜o Buffering.
Esta opc¸a˜o sera´ habilitada para dar suporte ao modo de comunicac¸a˜o Buffered. O pro-
tocolo Rendezvous tambe´m e´ suportado pelo sistema de comunicac¸a˜o, conforme descrito
em detalhes na sec¸a˜o 3.4.
4.2.2 Identificac¸a˜o de Mensagens
O padra˜o MPI estabelece que quatro dados identificam uma mensagem:
1. contexto;
2. origem;
3. destino;
4. tag.
O contexto e´ definido pelo Comunicador da MPI utilizado, e a tag e´ um
paraˆmetro da func¸a˜o de envio. Estas quatro informac¸o˜es compo˜em o cabec¸alho de uma
mensagem MPI, que e´ representado pela classe !mpi header!. Esta classe realiza a inter-
face Header, e portanto pode ser usado como paraˆmetro de classe para Envelope.
O padra˜o especifica dois valores curingas para os atributos (MPI_ANY_SOURCE e
MPI_ANY_TAG), que sa˜o levados em conta pelo operador de comparac¸a˜o (==). Atrave´s
da classe mpi_header, o protocolo da MPI e´ suportado pelo sistema de comunicac¸a˜o
baseado em programac¸a˜o gene´rica.
4.2.3 Envio de Mensagens
O envio de mensagens consiste em inicializar um Envelope e passa´-
lo ao Communicator, conforme descrito na sec¸a˜o 3.5. O operador << pode ser usado
para implementar operac¸o˜es imediatas, pois nunca bloqueia. O co´digo abaixo demonstra
a implementac¸a˜o da func¸a˜o MPI_Send, para mostrar a simplicidade da implementac¸a˜o:
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int MPI_Send(void *buf, int count, MPI_Datatype datatype,
int dest, int tag, MPI_Comm comm) {
Envelope<mpi_header> message(
mpi_header(comm, MPI_rank, dest, tag),
buf, count, rank2node_id(dest));
return ((*epos_comm) << message);
}
4.2.4 Recebimento de Mensagens
Conforme descrito na sec¸a˜o 3.6, a operac¸a˜o de recebimento consiste em
inicializar um Envelope com um cabec¸alho que identifique a mensagem esperada e o
buffer de destino e passa´-lo para o Communicator atrave´s do operador >>. Caso a
operac¸a˜o seja imediata, o envelope sera´ armazenado na fila expected, e sera´ completada
quando os dados chegarem pela rede e o me´todo check_messages for chamado. As
func¸o˜es MPI_Wait, MPI_Test e similares testam o atributo complete do envelope
para verificar se a operac¸a˜o ja´ foi completada. Caso a operac¸a˜o seja bloqueante, a func¸a˜o
MPI_Wait e´ chamada apo´s o operador >> ser chamado. O co´digo abaixo demonstra a
implementac¸a˜o das func¸o˜es MPI_Recv e MPI_Wait.
typedef henvelope<mpi_header>* MPI_Request;
const MPI_Request MPI_REQUEST_NULL = 0;
int MPI_Recv(void * buf, int const count,
MPI_Datatype const datatype, int const source,
int const tag, MPI_Comm const comm,
MPI_Status * const status) {
message_t message(
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mpi_header(comm, source, MPI_rank, tag),
buf, count, rank2node_id(source));
MPI_Request request(&message);
(*epos_comm) >> message;
MPI_Wait(&request, status);
return 0;
}
inline int MPI_Wait(MPI_Request *request,
MPI_Status *status) {
if (*request==MPI_REQUEST_NULL)
return 0;
// wait for the message
while (!(*request)->complete) {
epos_comm->check_messages();
}
set_status(status, *request, 0);
free_request(*request);
return 0;
}
Nas operac¸o˜es de recebimento pode-se perceber as vantagens do sis-
tema de comunicac¸a˜o. Nas implementac¸o˜es tradicionais, a rotina de recebimento precisa
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gerenciar as filas na rotina de recebimento. Nesta implementac¸a˜o ela define a identidade
da mensagem, mas na˜o deixa toda a comunicac¸a˜o para o sistema.
4.3 Gereˆncia de Tipos de Dados
A gereˆncia de tipos pode ser vista como uma funcionalidade auxiliar
das comunicac¸o˜es ponto a ponto. Em cada comunicac¸a˜o, os dados informados sa˜o con-
vertidos na forma conveniente para transmissa˜o.
A gereˆncia consiste em oferecer func¸o˜es que permitam definir novos
tipos, e oferecer traduc¸a˜o dos tipos definidos pelo usua´rio para os pre´-definidos, e dos
pre´-definidos para o tipo mais ba´sico, MPI BYTE. As func¸o˜es de definic¸a˜o de dados
utilizadas definem qual a complexidade da traduc¸a˜o de tipos. Quatro nı´veis de conversa˜o
de tipos sa˜o considerados:
1. Nenhuma: apenas o tipo MPI\_Byte foi utilizado. A func¸a˜o get_extent()
retorna sempre a constante 1 e descontinuidade na˜o e´ suportada;
2. Ba´sica: apenas os tipos pre´-definidos sa˜o utilizados. O tamanho de cada tipo pre´-
definido e´ armazenado em um vetor de constantes indexado pelo identificador do
tipo. A func¸a˜o get_extent() retorna o elemento correspondente do vetor. Des-
continuidade tambe´m na˜o e´ suportada neste nı´vel;
3. Contı´nua: o usua´rio define tipos, mas apenas tipos contı´nuos atrave´s da func¸a˜o
MPI_Type_contiguous. Naturalmente, descontinuidade na˜o e´ suportada. A
func¸a˜o get_extent retorna o produto do nu´mero de elementos do tipo pelo ta-
manho do tipo dos elementos;
4. Total: o usua´rio definiu tipos descontı´nuos. Descontinuidade sera´ suportada, e a
func¸a˜o get_extent() retornara´ a soma dos tamanhos dos campos que compo˜em
os tipos.
Os tipos de dados sa˜o gerenciados em EPOS pela abstrac¸a˜o envelope.
As caracterı´sticas dos tipos utilizados determinam a complexidade do envelope a ser uti-
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lizado. Caso tipos descontı´nuos sejam utilizados, uma mensagem pode ser composta por
uma colec¸a˜o de buffers. ´E necessa´rio, portanto, que o envelope possua um vetor para
armazenar os buffers que o compo˜em. Caso apenas tipos contı´nuos sejam utilizados, um
ponteiro substitui o vetor.
As caracterı´sticas do tipo de dados tambe´m alteram a func¸a˜o que de-
termina seu tamanho (extent). Caso tipos descontı´nuos sejam utilizados, o tamanho e´ a
somato´ria dos tamanhos dos campos que o compo˜em o tipo. Caso apenas tipos contı´nuos
sejam utilizados, o tamanho e´ o produto do nu´mero de elementos pelo tamanho de cada
elemento. Caso apenas os tipos pre´-definidos sejam utilizados a func¸a˜o se resume a
verificar o tamanho do tipo utilizado em um vetor de constantes. Caso apenas o tipo
MPI_Byte seja utilizado, o tamanho e´ constante e igual a 1.
Os tipos de dados influenciam alguns aspectos de configurac¸a˜o do
EPOS. Caso a rede seja heterogeˆnea e tipos pre´-definidos diferentes de MPI_Byte se-
jam utilizados sera´ necessa´rio converter os dados para notac¸a˜o de rede. A abstrac¸a˜o
Envelope encarrega-se das converso˜es de forma transparente. Caso descontinuidade
seja suportada, a classe envelope contera´ um vetor para armazenar mais de um buffer.
Caso contra´rio, apenas um ponteiro para um buffer de dados e´ suficiente. Caso o am-
biente de execuc¸a˜o seja heterogeˆneo, o aspecto de cena´rio heterogeneous de EPOS sera´
habilitado, e os dados sera˜o convertidos para notac¸a˜o de rede de forma transparente, uti-
lizando envelopes Typed.
O sistema de gereˆncia de tipos e´ configurado atrave´s de um script que
analisa o co´digo da aplicac¸a˜o. Para cada nı´vel de complexidade definido acima, ha´ um
arquivo de cabec¸alho com as definic¸o˜es necessa´rias para suporta´-lo. O script verifica
os sı´mbolos da MPI referenciados pela aplicados e define qual o arquivo de cabec¸alho
adequado. Esta configurac¸a˜o na˜o afeta outras unidades da implementac¸a˜o da MPI.
O script de configurac¸a˜o usado e´ listado a seguir:
TEST3_EXP="MPI_((((UNSIGNED)?CHAR|SHORT|LONG)|UNSIGNED) \
|INT|FLOAT|(LONG_)?DOUBLE|PACKED)"
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TEST2_EXP="MPI_Type_contiguous"
TEST1_EXP="MPI_H?(VECTOR|INDEXED|STRUCT)"
rm -f ../Datatypes.h
(egrep -q $TEST1_EXP $1 && # test 1
ln -s Datatypes/Total.h ../Datatypes.h) ||
(egrep -q $TEST2_EXP $1 &&
ln -s Datatypes/Contiguous.h ../Datatypes.h) ||
(egrep -q $TEST3_EXP $1 &&
ln -s Datatypes/Basic.h ../Datatypes.h) ||
ln -s Datatypes/None.h ../Datatypes.h
4.4 Comunicac¸a˜o Coletiva
As operac¸o˜es coletivas da MPI sa˜o baseadas na comunicac¸a˜o ponto a
ponto. A famı´lia de comunicac¸a˜o coletiva exige uma func¸a˜o ponto a ponto confia´vel e que
possa alcanc¸ar qualquer nodo da rede. Na˜o ha´ outras restric¸o˜es, e portanto a comunicac¸a˜o
coletiva pouco afeta a configurabilidade da famı´lia de comunicac¸a˜o ponto a ponto.
Cada uma das topologias descritas anteriormente necessitam de algorit-
mos especı´ficos de roteamento. Na topologia circular, por exemplo, o remetente avalia
se deve enviar a mensagem ao antecessor ou ao sucessor, buscando o menor nu´mero de
hops. Todo nodo que receber uma mensagem que na˜o seja destinada a ele a repassa na
mesma direc¸a˜o.
Por exemplo, na figura 4.2 o nodo 7 envia uma mensagem ao nodo 2,
em uma rede homogeˆnea com 8 nodos. Pela esquerda sa˜o necessa´rios 7 − 2 = 5 hops
e pela direita sera˜o necessa´rios 2 − 7 + 8 = 3 hops. Assim sendo, o nodo 7 enviara´ a
mensagem para o nodo 8. O nodo 8 identifica que a mensagem na˜o e´ destinada a ele,
e a repassa tambe´m pela direita, para o nodo 1, que a repassara´ ao nodo 2. Desde que
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Figura 4.2: Envio de Mensagem em Topologia Circular
na˜o haja outra transmissa˜o ocorrendo entre os nodos envolvidos, a lateˆncia sera´ igual a
3 vezes a lateˆncia de uma linha de conexa˜o. Mas o nodo 7 ja´ estara´ livre apo´s enviar a
mensagem ao nodo 8, e podera´ continuar seu processamento.
Entretanto, caso existam outras comunicac¸o˜es envolvendo algum destes
nodos, e´ possı´vel que o outro caminho fosse mais adequado. Mas e´ mais prova´vel que
a rota envolvendo menos nodos seja a melhor, a menos que seja possı´vel prever o com-
portamento dos outros nodos com base na aplicac¸a˜o. ´E o caso das operac¸o˜es coletivas da
MPI.
Nas operac¸o˜es coletivas, o nodo raiz (root) sempre envia, recebe ou
envia e recebe informac¸o˜es de todos os outros nodos. Considerando que a execuc¸a˜o esteja
sincronizada (o que pode ser garantido com MPI_Barrier), qualquer nodo pode prever
as comunicac¸o˜es que envolvem os outros nodos. Desta forma, o algoritmo na˜o deve levar
em conta apenas a lateˆncia, mas tambe´m a interfereˆncia na rede. Ale´m disso, o tempo que
um nodo especı´fico levara´ para completar a operac¸a˜o na˜o e´ ta˜o importante. ´E importante
que todos os nodos completem a operac¸a˜o o quanto antes, especialmente se a aplicac¸a˜o
60
estiver sincronizada.
A figura 4.3 esboc¸a um algoritmo para a operac¸a˜o coletiva
MPI_Scatter onde o nodo 1 e´ o raiz. Na operac¸a˜o MPI_Scatter as mensagens
sempre se originam do nodo raiz, o qual se torna um gargalo. Na˜o e´ possı´vel fazer ne-
nhum tipo de pipeline, pois o nodo raiz precisa transmitir N − 1 mensagens.
O algoritmo consiste em dividir a rede em duas sub-redes, excluindo o
nodo raiz: nodos 2-5 e nodos 6-8. A seguir, enviar alternadamente para um nodo de cada
sub-rede, comec¸ando do mais distante e terminando com o mais pro´ximo. A primeira
mensagem e´ enviada para a rede que tiver o maior nu´mero de nodos.
´E importante ressaltar que as mensagens enviadas aos nodos mais dis-
tantes tera˜o mais hops que as enviadas aos nodos mais pro´ximas, e portanto devem ser
enviadas antes. Como dito anteriormente, o objetivo e´ que todos os nodos completem a
operac¸a˜o o mais ra´pido possı´vel, e na˜o apenas algum nodo especı´fico.
Ao observar a figura 4.3 pode-se perceber que o algoritmo da operac¸a˜o
MPI_Scatter consiste apenas na sequ¨eˆncia de envio de mensagens: 5, 6, 4, 7, 3, 8,
2. Nos algoritmos de operac¸o˜es coletivas, na˜o importa qual a rota da mensagem, pois
essa e´ uma preocupac¸a˜o do sistema de comunicac¸a˜o ponto a ponto. Apenas a ordem dos
processos, que leva em conta a topologia e o nu´mero de hops de cada rota, e´ importante.
Caso a topologia seja diferente, e´ necessa´rio alterar apenas a ordem de
envio das mensagens. Caso a topologia seja linear, a ordem de envio das mensagens e´: 8,
7, 6, 5, 4, 3, 2, 1. Nenhuma outra alterac¸a˜o e´ necessa´ria na implementac¸a˜o da operac¸a˜o.
Ainda que a topologia seja completa, nenhuma outra modificac¸a˜o seria
necessa´ria. Qualquer ordem de envio poderia ser utilizada, mas a lateˆncia seria a mesma:
na˜o seria possı´vel fazer um pipeline, pois o nodo raiz continuaria sendo um gargalo. E,
na˜o importando qual a topologia da rede, apenas a ordem dos processos seria alterada.
Isso ocorre porque a topologia natural da aplicac¸a˜o (MPI_Scatter) e´ a topologia li-
near.
A topologia de cada operac¸a˜o coletiva depende da existeˆncia ou na˜o
de um gargalo. O gargalo, quando existe, e´ o nodo raiz. Toda operac¸a˜o coletiva im-
plica em uma sequ¨eˆncia de operac¸o˜es ponto a ponto entre nodos. No caso da operac¸a˜o
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Figura 4.3: MPI Scatter em Topologia Circular
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MPI_Barrier MPI_Gather + MPI_Bcast
MPI_Bcast a´rvore
MPI_Gather linear
MPI_Scatter linear
MPI_Allgather circular
MPI_Alltoall N MPI_Bcast
MPI_Reduce a´rvore
MPI_Allreduce MPI_Reduce + MPI_Bcast
MPI_Reducescatter MPI_Reduce + MPI_Scatter
Tabela 4.1: Topologia das operac¸o˜es coletivas
MPI_Scatter, todas as operac¸o˜es ocorrem entre o nodo raiz e os demais, e portanto
na˜o e´ possı´vel otimizar o algoritmo com um pipeline.
Entretanto, na operac¸a˜o MPI_Bcast a mesma mensagem e´ passada a
todos os nodos, e portanto o nodo que receber a mensagem no primeiro passo pode re-
passa´-la no segundo passo, e assim sucessivamente. No passo i, 2(i−1) operac¸o˜es concor-
rentes podem acontecer, reduzindo a complexidade do algoritmo de O(N) a O(log N),
ou seja, com uma topologia em a´rvore.
Todas as operac¸o˜es coletivas da MPI tem topologia linear ou em a´rvore
ou sa˜o uma combinac¸a˜o de outras operac¸o˜es coletivas. MPI_Allgather, possui topo-
logia em anel ou circular. A u´nica diferenc¸a entre as topologias linear e circular e´ a ordem
dos processos, e portanto a topologia circular pode ser vista como uma extensa˜o da linear.
As topologias de todas as operac¸o˜es coletivas, com base na implementac¸a˜o MPICH, sa˜o
apresentadas na tabela 4.1.
4.4.1 Topologia da Aplicac¸a˜o
Como foi visto na sec¸a˜o 2.2.1, aplicac¸o˜es estruturadas teˆm, por
definic¸a˜o, uma topologia natural. Todas as operac¸o˜es coletivas, como foi demonstrado
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na sec¸a˜o anterior, sa˜o regulares. Todas teˆm sua topologia natural (linear ou a´rvore). En-
tretanto, a topologia da rede nem sempre e´ similar a topologia da aplicac¸a˜o e e´ necessa´rio
emular a topologia da aplicac¸a˜o, respeitando as caracterı´sticas da topologia da rede.
Conforme foi discutido na sec¸a˜o anterior, na implementac¸a˜o das
operac¸o˜es coletivas, a u´nica informac¸a˜o pertinente a` topologia e´ a ordem em que as men-
sagens sera˜o enviadas: o nu´mero de mensagens sera´ sempre o mesmo. A topologia da
aplicac¸a˜o consiste em uma sequ¨eˆncia de N processos caso seja linear, e logN caso seja
em a´rvore. A aplicac¸a˜o na˜o faz restric¸o˜es quanto a ordem dos processos. A topologia
da rede faz, como pode ser observado na figura 4.3. Os nodos mais distantes devem
ser os primeiros da sequ¨eˆncia. Assim, o impacto da topologia de rede no algoritmo das
operac¸o˜es coletivas limita-se a ordem das comunicac¸o˜es ponto a ponto que as compo˜em.
Entretanto, o algoritmo de algumas operac¸o˜es coletivas pode afetar a
ordem dos processos. ´E o caso da operac¸a˜o MPI_Alltoall, que pode ser implemen-
tada como uma sequ¨eˆncia de operac¸o˜es MPI_Bcast alternando o nodo raiz. Caso todos
os nodos enviem suas mensagens na mesma ordem, havera´ sempre um nodo que sera´ um
gargalo. Uma possı´vel soluc¸a˜o para o problema consiste em deslocar a ordem de envio
pelo nu´mero do nodo raiz. Assim, cada nodo seguira´ uma ordem, e na˜o havera´ coliso˜es
na rede.
A ordem dos processos pode ser vista como um vetor cujo valor inicial
e´ definido pela topologia de rede. Seu valor e´ alterado pelas extenso˜es habilitadas, que
sa˜o definidas pela topologia de aplicac¸a˜o. Por exemplo, caso a topologia de aplicac¸a˜o
seja circular e a de rede seja hipercubo, a extensa˜o circular sera´ habilitada para a topologia
linear. A ordem inicial sera´ a adequada para operac¸o˜es lineares sobre hipercubos, alterada
pela extensa˜o circular. Mas caso uma ordem especı´fica para topologia circular sobre rede
em hipercubo seja definida, ela sera´ a utilizada.
Com esta abordagem, e´ possı´vel implementar as operac¸o˜es coletivas da
MPI de forma independente de topologia, como uma composic¸a˜o de extenso˜es sobre a or-
dem e uma operac¸a˜o ponto a ponto entre o nodo e cada elemento do vetor. Descrever uma
nova topologia consiste apenas em definir a ordem inicial do vetor, e todas as operac¸o˜es
coletivas sa˜o suportadas na nova topologia de rede. Esta abordagem permite um aumento
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na reutilizac¸a˜o de co´digo em comparac¸a˜o com a abordagem tradicional.
Topologias complexas podem ser descritas como composic¸o˜es de topo-
logias mais simples. Em primeiro lugar, o vetor e´ iniciado com base na topologia de mais
alto nı´vel da rede. Em seguida, cada elemento e´ substituı´do pelo vetor que representa a
topologia imediatamente inferior, e assim sucessivamente, como pode ser visto na figura
4.4. No exemplo, a topologia superior e´ linear, onde cada nodo corresponde a uma sub-
rede com topologia circular. `A direita da figura podemos observar que no segundo passo
o nodo 1 da topologia superior e´ substituı´do pelos nodos que compo˜em a sub-rede, na
ordem adequada a topologia circular.
Conforme foi demonstrado, a representac¸a˜o de topologias atrave´s de
um vetor permite simplificar a implementar das operac¸o˜es coletivas. Entretanto, na˜o e´
obrigato´ria a utilizac¸a˜o de um vetor elementar para armazenar a ordem. Na sec¸a˜o a seguir,
e´ apresentada uma forma orientada a objetos e flexı´vel para a armazenagem e recuperac¸a˜o
da ordem dos nodos, atrave´s do conceito de um iterador.
4.4.2 O Iterador de Topologias
Nas sec¸o˜es anteriores as diferenc¸as entre os algoritmos de operac¸o˜es
coletivas e topologias foram resumidas a um vetor com a ordem de envio de mensagens e
um conjunto de operac¸o˜es lineares. Como foi mostrado na sec¸a˜o 2.1.6, um vetor pode ser
eficientemente representado por um conteˆiner, e acessado atrave´s de um iterador. Assim
sendo, e´ possı´vel representar o vetor da topologia com um conteˆiner. A implementac¸a˜o
das operac¸o˜es coletivas consiste em acessar e incrementar sucessivamente o iterador, per-
correndo todos os nodos conforme o algoritmo. Assim, chega-se ao conceito de um Ite-
rador de Topologias.
O Iterador de Topologias pode ser a u´nica forma de acesso a rede por
parte da aplicac¸a˜o. Ele abstrai a topologia da rede, independentemente de sua complexi-
dade, e a oferece uma interface simples: os operadores *, ++ e --.
Cada topologia de aplicac¸a˜o e´ representadas por contaˆineres, com in-
terface similar a`s oferecidas pela biblioteca padra˜o de C++. Cada contaˆiner oferece um
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3
2
1 [1, 2, 3, 4]
[1.5, 1.6, 1.4, 1.7, 1.3, 1.8, 1.2, 2, 3, 4]
...
5678
1 2 3 4
1 2 3 4
Figura 4.4: Exemplo de composic¸a˜o de topologias
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Iterador para acesso padronizado a seus dados. O padra˜o ISO C++ estabelece a interface
de contaˆnieres e iteradores.
As operac¸o˜es coletivas podem ser implementadas utilizando apenas os
iteradores, de forma que sejam parametrizadas quanto a topologia. Ao definir a topologia
de rede e as extenso˜es adequadas, as operac¸o˜es sa˜o instanciadas. A metaprogramac¸a˜o
esta´tica e´ utilizada neste caso para eliminar chamadas de func¸o˜es virtuais. A utilizac¸a˜o
de Iteradores de Topologia na˜o implica em perda de performance. Para verificac¸a˜o, um
mesmo programa foi implementado com e sem o Iterador, habilitando uma extensa˜o. Os
co´digos assembly gerados nas duas implementac¸o˜es foram ideˆnticos, constatando que o
Iterador na˜o prejudica a performance da aplicac¸a˜o.
Para suportar as operac¸o˜es coletivas a topologia de rede deve fornecer
dois contaˆineres, que representam a ordem de comunicac¸o˜es para as topologias linear e
em a´rvore. O restante da implementac¸a˜o das operac¸o˜es e´ independente de caracterı´sticas
da rede.
O uso de Iteradores fornece maior portabilidade do que as
implementac¸o˜es convencionais de operac¸o˜es coletivas. Basta definir dois vetores, ao inve´s
de escrever va´rias pa´ginas de co´digo. Caso algum erro seja cometido pelo programador,
o resultado sera´ uma ordem incorreta de operac¸o˜es, que podera´ resultar em perda de per-
formance. Por outro lado, nas implementac¸o˜es convencionais, erros podem resultar em
instabilidade do sistema.
4.4.3 Direc¸a˜o das Operac¸o˜es Coletivas
As operac¸o˜es MPI_Gather e MPI_Scatter tem comportamento se-
melhante. Ambas consistem em uma sequ¨eˆncia de operac¸o˜es envolvendo os demais no-
dos. As duas operac¸o˜es diferem apenas em um ponto: a direc¸a˜o da comunicac¸a˜o. Em
MPI_Gather, o nodo root recebe mensagens dos demais. Em MPI_Scatter, o nodo
root envia mensagens aos demais.
A direc¸a˜o das mensagens e´ uma caracterı´stica importante das operac¸o˜es
coletivas. Ela define qual operac¸a˜o ponto a ponto sera´ usada pelo nodo root e a sua
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Nome Nodo Raiz Demais Nodos
Straight Envio Recebimento
Reverse Recebimento Envio
Bidirectional Envio e Recebimento Envio e Recebimento!
Tabela 4.2: Direc¸o˜es das Operac¸o˜es Coletivas
Operac¸a˜o Topologia Direc¸a˜o
MPI_Bcast tree straight
MPI_Gather linear reverse
MPI_Scatter linear straight
MPI_AllGather linear bidirectional
MPI_Alltoall linear bidirectional
MPI_Reduce tree reverse
Tabela 4.3: Sentido das Operac¸o˜es Coletivas
complementar, que sera´ usada pelos demais nodos. Por exemplo, em MPI_Gather o
nodo raiz utilizara´ a operac¸a˜o de recebimento e os demais utilizara˜o a operac¸a˜o de envio.
Em MPI_Scatter e´ o oposto.
Isolar o sentido das mensagens das outras caracterı´sticas permite utilizar
a mesma implementac¸a˜o para operac¸o˜es coletivas opostas. Os treˆs sentidos suportados
esta˜o listados na tabela 4.2. O sentido do nodo root para os demais e´ considerado direto
(Straigth) e o sentido oposto e´ considerado reverso (Reverse). Bidirecional (Bidirectional)
e´ utilizado em operac¸o˜es como MPI_Allgather, onde a cada operac¸a˜o o envio de
mensagens e´ mu´tuo.
Na tabela 4.3 e´ possı´vel ver o sentido de cada operac¸a˜o coletiva.
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4.4.4 Independeˆncia de API
Conforme apresentado na sec¸a˜o anterior, a direc¸a˜o de uma operac¸a˜o
coletiva define a operac¸a˜o que sera´ executada em cada nodo, que pode ser envio, recebi-
mento ou ambos.
Entretanto, estas func¸o˜es na˜o precisam ser da MPI. Podem ser de qual-
quer sistema que oferec¸a operac¸o˜es ponto a ponto, como PVM, por exemplo. Portanto,
a implementac¸a˜o das operac¸o˜es coletivas apresentada deve poder ser portada para outros
sistemas de troca de mensagens.
Para tornar a implementac¸a˜o de operac¸o˜es coletivas independente de
API de programac¸a˜o, a classe Direction, que representa a direc¸a˜o da mensagem, sera´
parametrizada. Seu paraˆmetro e´ o conjunto das operac¸o˜es ponto a ponto que deve utili-
zar. Um conjunto e´ definido para as operac¸o˜es bloqueantes e outros para as operac¸o˜es
imediatas da MPI. Outros conjuntos podem ser definidos para outros sistemas de trocas
de mensagens. As operac¸o˜es que compo˜em o conjunto sa˜o encapsuladas por objetos de
func¸a˜o.
Desta forma, a mesma ana´lise feita para as operac¸o˜es coletivas da MPI
pode ser feita para operac¸o˜es de outras APIs, promovendo a reutilizac¸a˜o de co´digo.
4.4.5 Operac¸o˜es de Reduc¸a˜o Global
O comportamento das operac¸o˜es de reduc¸a˜o global depende da API de
comunicac¸a˜o que e´ usada, e portanto sa˜o suportadas atrave´s de um aspecto que altera os
objetos de func¸a˜o responsa´vel pelas operac¸o˜es ponto a ponto. Este aspecto executara´ as
operac¸o˜es de reduc¸a˜o a cada iterac¸a˜o.
4.4.6 Resumo das Operac¸o˜es Coletivas
As operac¸o˜es coletivas da MPI foram decompostas em treˆs entidades:
• Topologia de Aplicac¸a˜o;
• Direc¸a˜o das Mensagens;
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• Func¸o˜es.
A topologia de aplicac¸a˜o define a ordem com que os nodos ira˜o
comunicar-se e a direc¸a˜o das mensagens define a natureza da comunicac¸a˜o. As func¸o˜es
sa˜o paraˆmetros para a direc¸a˜o que permitem portar as operac¸o˜es coletivas para outras
APIs. Por ser metaprogramada, a arquitetura apresentada na˜o prejudica a performance.
Atrave´s de aspectos que atuam como adaptadores, as 3 entidades po-
dem ser ”coladas”. Por exemplo, caso uma operac¸a˜o requisite a topologia circular, um
aspecto sobre a topologia linear pode forneceˆ-la.
Esta modelagem de operac¸o˜es coletivas segue os princı´pios da
programac¸a˜o gene´rica. A direc¸a˜o das mensagens e´ um algoritmo gene´rico, que itera
sobre um contaˆiner (a topologia) atrave´s de seu iterador. A cada iterac¸a˜o, ele executa
uma func¸a˜o (a func¸a˜o de comunicac¸a˜o ponto a ponto). As entidades sa˜o semelhantes a`s
oferecidas pela biblioteca padra˜o de C++ para outros domı´nios, e portanto encaixam-se
de forma natural na linguagem.
4.5 Comparac¸a˜o de Desempenho
Para avaliar o desempenho da implementac¸a˜o proposta, um proto´tipo
foi implementado e comparado a MPICH sobre GM. GM e´ o sistema de troca de mensa-
gens para redes Myrinet. O sistema de comunicac¸a˜o de EPOS foi emulado sobre o GM
para a comparac¸a˜o. A figura 4.5 mostra a lateˆncia de ambas as implementac¸o˜es execu-
tando uma aplicac¸a˜o de pingpong MPI. O bina´rio gerado pela implementac¸a˜o proposta
foi significativamente menor: a aplicac¸a˜o ligada com a implementac¸a˜o possui 20k, contra
400k utilizando MPICH-GM.
A lateˆncia do proto´tipo foi 5% maior, mas melhorias na emulac¸a˜o do
sistema de comunicac¸a˜o podem reduzı´-la.
O proto´tipo oferecia a maioria dos servic¸os ligados a MPI, e todos re-
ferentes a aplicac¸a˜o testada (ping-pong). Estima-se que uma implementac¸a˜o completa,
incluindo a emulac¸a˜o do EPOS sobre o GM, exigiria menos de 5000 linhas de co´digo.
70
 15
 20
 25
 30
 35
 40
 45
 0  100  200  300  400  500  600
EPOS-MPI
MPICH-GM
Figura 4.5: Desempenho de uma aplicac¸a˜o ping-pong MPI
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Apenas a parte dependente da biblioteca GM (ADI) da MPICH, composta basicamente
pelas operac¸o˜es ponto-a-ponto, possui mais de 30.000 linhas. A parte independente de
ADI possui mais de 90.000 linhas, incluindo as func¸o˜es do proto´tipo e algumas funcio-
nalidades da MPI-2. Atrave´s das te´cnicas apresentadas, implementar a MPI inteira exigiu
muito menos esforc¸o do que apenas adaptar a MPICH.
Capı´tulo 5
Conclusa˜o
Este texto apresentou um sistema de comunicac¸a˜o baseado em
programac¸a˜o gene´rica. O sistema e´ implementado com base em templates que teˆm
como paraˆmetro o cabec¸alho da aplicac¸a˜o. Com esta caracterı´stica as filas de mensa-
gens, que dependem do cabec¸alho, podem ser gerenciadas pelo sistema de comunicac¸a˜o.
Com base nisso, va´rias funcionalidades de rede que dependem das filas, como ren-
dezvous e comunicac¸a˜o imediata, tambe´m tornaram-se responsabilidade do sistema de
comunicac¸a˜o. Desta forma, ele cumpre o papel deste tipo de sistema: alivia as camadas
superiores de co´digo de comunicac¸a˜o.
Uma implementac¸a˜o de MPI foi desenvolvida com base neste sistema
de comunicac¸a˜o. Grac¸as aos recursos avanc¸ados e a interface simples do sistema, a
implementac¸a˜o exigiu pouco esforc¸o e poucas linhas de co´digo. De fato, foi mais fa´cil
e ra´pido desenvolver uma implementac¸a˜o inteira do que apenas adaptar uma ja´ existente,
o que demonstra as vantagens do sistema proposto sobre os convencionais. As rotinas
de comunicac¸a˜o ponto a ponto na˜o possuem qualquer funcionalidade: apenas habilitam
os recursos necessa´rios e traduzem a interface MPI para a do sistema. Assim, a MPI foi
implementada como a sua esseˆncia: A Interface Padra˜o de Troca de Mensagens.
O sistema proposto tambe´m torna mais fa´cil aproveitar peculiarida-
des do hardware de rede. Por exemplo, algumas redes de alto desempenho possuem
um processador pro´prio e podem operar como um multiprocessador assime´trico com
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o processador principal, implementando a maioria do que e´ necessa´rio para um sis-
tema de comunicac¸a˜o conformante com o padra˜o MPI. Isto seria impratica´vel com uma
implementac¸a˜o middleware.
Ha´, entretanto, uma limitac¸a˜o do sistema: ele suporta apenas um proto-
colo a cada tempo. Geralmente, esta restric¸a˜o na˜o limita sua aplicac¸a˜o em computac¸a˜o
de alto desempenho, pois nestes casos geralmente apenas um protocolo e´ usado. Mas
em pesquisas futuras sera´ investigada a possibilidade de utilizar mu´ltiplos protocolos no
sistema de forma eficiente.
As operac¸o˜es coletivas foram decompostas em 3 entidades: topologia,
direc¸a˜o e func¸o˜es. Atrave´s da ana´lise das semelhanc¸as e diferenc¸as entre as operac¸o˜es
coletivas, foi possı´vel isolar em classes as diferenc¸as entre as operac¸o˜es. Por exemplo
MPI_Gather e MPI_Scatter possuem a mesma topologia, mas em sentidos opostos.
Esta decomposic¸a˜o permite reutilizar grande parte do co´digo, sem influenciar o desem-
penho. Ao isolar a parte independente da rede (direc¸a˜o e aspectos) da parte dependente
(topologia) facilita o porte das operac¸o˜es. Apenas duas topologias precisam ser imple-
mentadas: linear e a´rvore. Sua diferenc¸a consiste na possibilidade ou na˜o de utilizar um
pipeline, ou seja, se as informac¸o˜es enviadas para cada nodo sa˜o ideˆnticas ou na˜o. As
outras topologias utilizadas sa˜o baseadas nas duas fornecidas (atrave´s de aspectos) caso
uma versa˜o especializada na˜o seja fornecida.
A ana´lise das operac¸o˜es coletivas tambe´m pode servir de base para tra-
balhos futuros. A ana´lise tambe´m pode ser aplicada a aplicac¸o˜es paralelas, para que ao
analisar suas caracterı´sticas de comunicac¸a˜o algoritmos apropriados de roteamento (e tal-
vez tambe´m de mapeamento) possam ser escolhidos.
Ao implementar direc¸a˜o como um algoritmo gene´rico, onde as func¸o˜es
de comunicac¸a˜o sa˜o paraˆmetros de classe, a implementac¸a˜o das operac¸o˜es coletivas torna-
se independente de API. Elas podem ser facilmente portadas para outros sistemas de troca
de mensagens, sem exigir modificac¸a˜o nos algoritmos das operac¸o˜es.
Este trabalho demonstra a importaˆncia de sistemas de comunicac¸a˜o con-
figura´veis, como o de EPOS. Por adaptar-se a`s caracterı´sticas da aplicac¸a˜o (no caso a
MPI), o sistema permite que ela seja implementada como apenas um mapeamento entre
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APIs. A complexidade das implementac¸o˜es convencionais adve´m principalmente da falta
de flexibilidade e funcionalidade dos sistemas de comunicac¸a˜o convencionais, bem como
de suas deciso˜es de projeto.
O projeto tambe´m demonstra a aplicabilidade de te´cnicas de engenha-
ria de software para sistemas operacionais e computac¸a˜o de alto desempenho. Te´cnicas
recentes permitem desenvolver software em alto nı´vel obtendo desempenho similar aos
desenvolvidos apenas com smart programming.
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