Abstract-The design of logical topologies in wavelength-routing multihop optical networks is a well-studied problem. In this paper, we consider logical topology (LT) design over the popular ring and linear topologies. Our objective is the minimization of the electronic processing delay for the worst case traffic flow. For uniform traffic between nodes, this delay minimization corresponds to minimizing the number of hops on a shortest path between the farthest two nodes in the logical topology (the diameter of the logical topology). The simple structure of the physical topologies enables us to present a rigorous analysis of the problem. We present lower bounds for the achievable diameter wherever possible and propose practical logical topology design algorithms and corresponding upper bounds. We also present an application of the LT designs in the linear topology to the survivability of ring networks.
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I. INTRODUCTION
A S a result of recent progress in the field of optical fibers and lightwave communications technology, tremendous optical bandwidth has become available for the use of wide-area and metropolitan area networks. With a few orders of magnitude separating the current optical bandwidth and peak electronic clock speeds, wavelength-division multiplexed (WDM) networks have emerged as strong candidates for the construction of next generation optical networks.
Wavelength routing, achieved by wavelength-aware routing nodes, is an approach that is used to route light signals according to their carrier wavelengths and points of origination. WDM wavelength routing networks enable the formation of lightpaths which are envisioned to be the transport links for a variety of networks that may be overlaid on the physical optical infrastructure. Lightpaths are all-optical circuit-switched paths which are formed by choosing one wavelength on each link from the source to the destination of the lightpath and concatenating them. When the routing nodes are incapable of wavelength conversion, the wavelengths on a lightpath's route must all be the same.
When sufficient resources are available to set up as many lightpaths as necessary, all traffic can be carried directly over Publisher Item Identifier S 0733-8716(02)00149-X. the lightpaths from source to destination, with optical-electronic (O-E) conversions confined to the periphery of the optical core. Typically, however, the traffic that is carried by the lightpaths in metro and wide-area networks is multihop, i.e., traffic between two end-nodes "flows" over multiple lightpaths and is electronically processed (routed or switched) 1 at intermediate nodes [1] . The optical network infrastructure, namely the wavelength routers and fibers interconnecting them, is referred to as the physical topology. The logical topology (LT) refers to the set of lightpaths that are established over the physical topology between the electronic packet routers/switches. Each lightpath is thus a logical link. In this context, we may say that user packet traffic flows from source to destination over the LT. The relation between the two topologies is illustrated in Fig. 1 . In the figure, the physical topology consists of wavelength-routing nodes 1, 2, 3, and 4 and the fibers interconnecting them. Assuming each wavelength-routing node has a packet router attached to it, the lightpaths established between the routers A, B, C, and D, and the resultant LT, are also shown in the figure. For example, packet traffic between nodes B and C may flow over either the logical route B-A-C or the direct logical link B-C. Note that node A has to route the packet to node C if the former route were chosen.
In this paper, we consider the problem of designing optimal LTs in wavelength routing networks. Before we present our work, we review the related literature. The problem of deciding whether a given set of lightpaths can be established using a given number of wavelengths on an arbitrary physical topology is shown to be NP-complete in [2] . Heuristics for maximizing the number of established lightpaths for a given number of wavelengths are also given. The work in [3] assumes that average traffic demand between node pairs is given and presents heuristics to maximize the single-hop traffic for a given number of wavelengths. The number of wavelengths in establishing a given set of lightpaths is attempted to be minimized in [4] . In [5] , the number of transceivers rather than the number of wavelengths 1 For simplicity, we will refer to this as routing henceforth.
0733-8716/02$17.00 © 2002 IEEE is assumed to be limited, and the problem of designing the LT such that the load on the maximally loaded logical link is minimized is considered. A similar problem is also studied in [6] which considers two objective functions: minimizing the maximum load over all logical links and minimizing the average packet delay. The problem formulation of [5] is extended to multiple fibers per link in [7] . The focus of the work in [8] - [10] is the optimal reconfiguration of the LT in response to changes to traffic. All of the papers except [10] consider an arbitrary mesh topology as the physical topology. The general approach in most of the literature is to pose the problem as either a mixed-integer program (linear or nonlinear), obtain bounds, and propose heuristics to solve the problem. While this is inevitable because of the complexity of the problem, little insight can be obtained about the underlying structure of the LT.
In this paper, we restrict the physical topology to be one of the two topologies, viz., bidirectional line and bidirectional ring. Despite the existence of a trend toward mesh optical topologies, the ring and linear topologies remain very popular and are deployed widely in the commercial world. A main reason for this is the relative maturity of optical add-drop multiplexers when compared to wavelength-selective switches. However, LT design specifically for these topologies has not been studied, surprisingly, to the best of our knowledge. Besides being an important topology in its own right, the linear topology is also the surviving topology when a node or a link in a ring fails. We present an application of LT design to the survivability of rings later in the paper.
The rest of the paper is organized as follows. The network model and problem statement are presented in Section II. The two topologies are considered in Sections III and IV. The proofs of some of the results have been placed in the Appendix in order to aid the flow of the paper. Finally, our conclusions and directions for future work in Section V complete the paper.
II. NETWORK MODEL AND PROBLEM STATEMENT
We start this section by motivating the need for designing LTs optimally and then present our network model, problem statement, and related notation.
A. Motivation
An advantage of the hierarchical approach to topology design (i.e., logical topology above the physical topology) is that it decouples the physical and logical topologies, thereby simplifying design. Furthermore, the LT can be dynamically reconfigured depending on the existing user traffic needs. However, it is reasonable to expect that LTs will not be reconfigured frequently, and will not be redesigned unless the underlying physical topology changes, or heavy changes occur in the packet traffic. In this situation, a sophisticated LT design can lead to a performance which is considerably better than a naive LT design. Moreover, note that this performance gain can be achieved at almost no extra cost to the network operator.
Our general objective in this paper is to minimize packet delay. Packet delay can be broken down into: a) transmission delay on each logical link, b) propagation delay on each logical link, c) processing (routing) delay at each electronic router, and d) queuing delay at each electronic router. In an optical network with high-capacity wavelengths, it is reasonable to assume that queuing delays are negligible in comparison with propagation and electronic processing delays (including transmission delays). 2 The cost of electronic processing is prohibitive at high speeds, and we assume in this paper that electronic processing delay is the main contributing factor to the overall delay.
B. Network Model and Problem Statement
The physical topology of the network is specified by a directed graph , where the set of nodes corresponds to optical wavelength routers and the set of edges correspond to point-to-point single-fiber links in the network. The physical distance between nodes and , denoted by , is the number of edges in the shortest path from to in . Each wavelength router is connected to a packet router that electronically processes any packets arriving at the node. We assume that each fiber can carry wavelengths, , and thus, indirectly limit the amount of optical terminating equipment. 3 Wavelength conversion (i.e., the capability to convert the wavelength of a lightpath at an intermediate node) is assumed to be unavailable.
The logical topology is a directed graph consisting of the set of nodes corresponding to the packet routers. 4 A directed edge iff a lightpath from to is established. The terms lightpath and logical link are used interchangeably throughout the paper. The logical distance between two nodes and , denoted , is defined to be the number of edges in in a shortest path from to in . denotes the shortest logical path from to that is chosen to route packets from to . The diameter of the logical topology is the distance between the farthest nodes in .
We assume traffic exists between all packet router pairs and that the processing delay is constant at all routers. Our goal in this paper is to minimize the packet delay for the worst case traffic flow. Since there is traffic between every pair of nodes, by our assumptions, packet delay is minimized if the logical distance between the end nodes is minimized. We are now ready to state the problem: given a directed graph corresponding to bidirectional ring or a line with wavelengths per link, design a logical topology such that the diameter is minimized. Minimizing the diameter corresponds to minimizing the delay for the worst traffic flow. In the next two sections, we present various LT designs for the bidirectional linear and ring networks.
III. LOGICAL TOPOLOGY DESIGN IN LINEAR NETWORKS
In this section, we consider a bidirectional linear topology with the nodes numbered 1 through from left to right, as shown in Fig. 2 . Since a unique physical route exists between any given pair of nodes, logical link 2 Queuing delays may become significant for large packet sizes and very high lightpath loadings, for example, >90%.
3 For example, the number of receivers at a node is limited to F1 where 1 is the in-degree of the node in G. 4 We abuse notation slightly and use V to denote the set of packet routers as well. in this topology consists of physical links . Thus, any logical link such that uses physical link . Similarly, any logical link such that uses physical link . Therefore, if the number of available wavelengths is , then for any given node , the number of logical links to nodes is at most , and the number of logical links to nodes is also at most .
We start by considering the case of a single wavelength per link. A practical reason for considering the single-wavelength case is that the results here are applicable to non-WDM systems as well. Additionally, in WDM systems, there is often a requirement for a control channel that connects all nodes, and the design presented here may be used for that purpose. Moreover, the single-wavelength case is more amenable to analysis, and provides a better understanding of the multiwavelength case.
A. Single Wavelength
From the above discussion, the maximum in-degree (or outdegree) of any node in the LT is 2 (except nodes 1 and which can have an in-degree and out-degree of at most one). Further, if and , then or . Thus, the LT looks like a concatenation of unidirectional logical rings attached at connecting nodes as shown in Fig. 3 .
In general, the logical rings , for some integer , can be of different sizes. Let us denote the number of nodes in ring by . Since there are connecting nodes that are part of two logical rings, we have . Let the number of links in ring from lower numbered nodes to higher numbered nodes in ring be given by and the number of links in ring from higher numbered nodes to lower numbered nodes in ring be given by . Then, . In Fig. 3 for and .
1) A Trivial LT Design (TLTD):
A straightforward LT design that establishes one lightpath in each direction per physical link is shown in Fig. 4 . It uses rings of size 2 and gives a diameter of and average distance of approximately . We now present a simple but nontrivial lower bound on the diameter of any LT using a single wavelength.
2) Lower Bounds: Theorem 1 (A Lower Bound): . Proof: Recalling that is the logical distance between nodes and , we have and . Since , and since , we must have . It is possible to improve this bound, and we present the improved bound in Theorem 2. The proof is presented in the Appendix, where we also present as a closed-form approximation of the lower bound.
Theorem 2 (An Improved Lower Bound): Let for even integers , and let for odd integers . Also, let . Then, . Proof: See Appendix A.1.
3) An Improved LT Design (ILTD):
We now present an algorithm for designing the LT and show its optimality in certain cases. Our algorithm is based on the intuition that all logical rings in the setup need not be of equal size. We observe that an increase in the size of a logical ring can decrease the logical distance between two nodes on different sides of the ring, while simultaneously increasing the logical distance between nodes within the ring, and the logical distance between a node in the ring and a node outside the ring. Thus, it makes sense to increase the sizes of the ring close to the center, as the diameter is dominated by the logical distance between nodes on different sides of the ring.
Consider an -node linear topology. Let us define for any integer . Note that is an increasing function of . Let be the largest integer such that , and let . Our LT design is symmetric about the middle node or link (depending on whether is odd or even) and consists of logical rings where . 's and 's for the other rings are defined by symmetry. We illustrate the design with an example below. In Fig. 5(a) , a 30-node linear chain and the logical rings along with their connecting nodes are shown. In the example, we . The implementation of rings and on the physical topology are shown in Fig. 5(b) .
4) Upper Bound:
We observe from the sizes of the logical rings that the diameter occurs either between a node in the first ring and a node in the last ring, or between a node in the first ring and a node in the ring after the middle ring. Let denote the maximum distance in the LT from a node in to a node in , i.e., . Thus, for the above LT design, the diameter if , and, otherwise . Using the definition of can be shown to be . The first term in the minimum expression is the diameter that occurs in the design when , and the second term is the diameter otherwise. This design is, in fact, optimal for certain values of as shown by Theorem 3.
Theorem 3: ILTD is optimal if or for some integer . Proof: See Appendix A.3. Even though we are able to prove the design's optimality for special values of only, the design is almost always optimal as can be seen from Fig. 6 . The bounds for the diameter are plotted against , the size of the network. As can be seen, the diameter increases linearly with . More importantly, we have observed that the difference between the lower and upper bounds is at most 1, and is, in fact, 0 for about 80% of the values of between 2 and 1000 (which is the reason that the two curves are virtually indistinguishable in Fig. 6 ).
B. Multiple Wavelengths
In this section, we consider the general case of designing an optimal LT given a set of wavelengths, i.e., every physical link can now be a part of lightpaths.
The trivial LT design in this case has lightpaths (spanning one physical link each) over each physical link, and the diameter is still , though the packet traffic load is now shared by the wavelengths. We now present several LT designs that have a significantly smaller diameter than this design.
1) Special Cases:
We first consider some special cases. When , a lightpath can be set up between every pair of nodes giving . If is achievable by setting bidirectional lightpaths .
2) A Binary LT Design (BLTD):
This LT design is motivated by the observation that the wavelengths can be used in a hierarchical manner to divide the network recursively. The highest indexed wavelength is used to set up lightpaths between the first, middle, and the last nodes of the network. The same algorithm, with one fewer wavelength, is then applied to the two subnetworks created by the partition (see Fig. 7 ). In the base case, i.e., when only one wavelength is left, TLTD is applied to provide connectivity between all nodes. The achievable diameter for BLTD is given by Theorem 4. Before proving the theorem, we need some lemmas. . Now we consider an -node network using . As before, is used for single-hop lightpaths to ensure all-to-all connectivity. When , the design obtained using BLTD has a diameter of more than . Now consider the following setup of lightpaths obtained by using a partition parameter of . All lightpaths using span physical links, and all lightpaths using span a single physical link. From Fig. 8 , we observe that in going from any node to any other node, we have to traverse a maximum of logical links on to get to a node where a lightpath on begins, a maximum of hops on , and then at most hops on to get to the destination node. Thus, the diameter is bounded by . For arbitrary , the upper bound on the diameter is given by Theorem 5.
Theorem 5 (Diameter for KLTD): For KLTD, . Proof: Again, to simplify the proof, we will assume that for some integer . Let us define the level of node , to be the highest index of a wavelength terminated at node , i.e., is the highest indexed wavelength terminated at , then . In KLTD, there are logical links on on the subnetwork between two consecutive nodes with the same level where . We observe that if because there are only lightpaths on in the network. Now, consider two arbitrary nodes and , and suppose and . Since it takes at most hops to go from any node at level to a node at level , we have for some node at level . Similarly, for some node at level . Therefore, we have For very small , it is possible to improve the diameter even further than achievable with KLTD. We call the new design, presented next, advanced LT design (ALTD).
4) Advanced LT Design (ALTD):
Before presenting the design, let us consider a related problem whose solution is used in ALTD. In a line network of nodes, suppose we wish to set up lightpaths using wavelengths such that: the maximum of the distance from any interior node, say , to one of the two end-nodes, and the distance from an end-node (whichever is closer) to is minimum. Let us denote this distance by . Also, let us define to be the maximum value of over the entire range of . More formally Note that in the above equations, 1 and are the two end-nodes of the linear topology. The second argument in the definition of is the number of available wavelenths. We next prove the following result for .
Lemma 4:
. Proof: See Appendix A.4 for a construction of lightpaths and a proof of the above lemma.
We use the solution obtained for in ALTD. Theorem 6 (Diameter for ALTD): For ALTD, . Proof: We prove the result by demonstrating a setup of lightpaths that guarantees the required value for the diameter. Let be defined such that . The idea behind the setup is that, given wavelengths, we use to establish lightpaths, each of length (containing nodes each). Within each segment defined by , we use the solution for minimizing . Note that all-to-all connectivity is achieved since is terminated at every node in both directions. The final logical topology is obtained by coalescing all nodes into a single node and terminating at node all lightpaths ending or starting at . The entire setup is outlined in Fig. 9 . The diameter . The first term is the maximum number of logical hops to reach a node at which originates, the second term is the maximum number of logical links traversed on , and the third term is the maximum number of logical links traversed in getting from a node at which is terminated to the destination node. Substituting for and , we have
We observe that, for any given , the bound increases after a threshold value of , whereas is clearly a nonincreasing function of . Thus, this design is useful when the number of wavelengths is small or the number of nodes is large. BLTD and KLTD may perform better when is large.
5) Numerical Results:
To provide a better appreciation of the theoretical results above, we now present some numerical results. These results are obtained by simply using the expressions for the upper bounds presented in earlier sections. First, in Fig. 10 , we plot the upper bound for the diameter against the number of nodes for various values of in KLTD. Observe the large change in diameter when one goes from to for even moderately large values of . Next, we plot the diameter bound obtained using ALTD in Fig. 11 . Notice that ALTD performs much better than KLTD for large values of and small . For example, when and , ALTD gives a diameter of about 45 while KLTD gives a diameter of about 65.
We have presented many LT designs with the goal of minimizing the diameter of the LT. Another objectve function that has been considered by other researchers (e.g., [6] ) is the average packet delay. It appears to be challenging to obtain closed-form expressions for the average distance . Instead, we simulated the design and numerically computed the average distance for various values of and . The results (for ALTD only) are shown in Fig. 12 . We observe that for a given , the average distance may decrease slightly when increases. This is basically due to the truncation of the design for when . We observe from Fig. 11 that ranges from 10 to 46 for and from 10 to 22 for . From Fig. 12 , we observe that ranges from 4 to 21 for and from 3.5 to 9 for . It is interesting to note that the average distances for these particular cases are slightly over a third of the diameters. 
C. Summary of Results
Let us summarize the results for the linear topology. For and , we recommend using ILTD and special case designs, respectively. For intermediate values of , the suggested design changes from ALTD to KLTD to BLTD as the value of increases from 2 to . The exact transition points are calculated by comparing the diameters obtained using different designs, as shown in Table I .
D. An Application to Survivability of Ring Networks
Here, we present an application of our LT designs to the design of survivable logical topologies over physical WDM rings. A scheme to restore traffic between any pair of nodes at the logical layer is outlined. The proposed scheme reroutes end-to-end traffic over new logical paths that do not use any of the affected logical links (lightpaths). Although this idea is not new, the work in the literature mainly take one of two forms: minimize the spare resources (fibers, wavelengths, etc.) required to restore all affected connections or maximize the number of connections restored for a given amount of spare resources [11] - [17] . A main feature of our proposal is the partial restoration of traffic between all affected node pairs (at the logical layer) for a given amount of restoration traffic. Such an approach could be used to gracefully degrade the quality of service of all affected connections while the failed link or node is repaired. In contrast, previous approaches (in which protection resources are constrained) would restore traffic on some lightpaths and drop the other lightpaths altogether.
Our proposed scheme is a precomputed, failure-dependent restoration scheme. When a link or node failure is detected, we embed a precomputed set of lightpaths (that depends on the failed component, in general) that do not use the failed component. If the set of affected node-pairs is hard to determine after the fault occurs, one may provide all-to-all connectivity between the surviving end-nodes on the logical topology using restoration wavelengths exclusively. Note, however, that those nodepairs that were not affected may continue to use their normal working paths and wavelengths.
We illustrate our approach with the help of an example below. Starting with an -node bidirectional ring, the surviving topology upon a single link failure is a bidirectional line topology with nodes, and that upon a single node failure is a line topology with nodes. The node-pair (12, 4) in Fig. 13 uses three lightpaths, one of which uses the failed link (shown by an " "). Traffic from 12 to 4 may be restored (partially, in general) using a set of lightpaths that are established (using wavelengths reserved for restoration) after the link failure is detected. A possible rerouting of the node pair (12, 4) is also shown in Fig. 13 .
Since all the LT designs we presented have all-to-all connectivity with a certain number of wavelengths , they may be used as described in this section for traffic restoration when the number of wavelengths for restoration is .
IV. LOGICAL TOPOLOGY DESIGN IN RING NETWORKS
In this section, we consider an -node ring topology with fibers oriented in both directions. Logical link in this topology consists of physical links either in the clockwise direction or in the counterclockwise direction . Note that at most logical links can originate/terminate in each direction at any node, and hence, the maximum out-degree (and in-degree) in the clockwise (and in the counterclockwise) direction is .
For some theorems and lemmas, we will implicitly assume the addition to be modulus-, e.g., node refers to node 1. Also, at some places it might be convenient to think of node as node 0.
A. Single Wavelength

When
, if and , then or . Thus the logical topology consists of a combination of rings of varying sizes as shown in Fig. 14 .
Consider an arbitrary LT consisting of rings with sizes given by . We then note that . Let denote the number of links in the clockwise direction in , and let denote the number of links in the counterclockwise direction in . Then, .
Theorem 7 (A Lower Bound):
. Proof: Consider an arbitrary setup of lightpaths, where there are rings with sizes . Then, . Note that the size of the largest ring, say , is . Without loss of any generality, assume that , which implies that . Let be the first node in ring and be the node defined such that . We then observe that the distance from to any node in the ring diametrically opposite to ring is at least . Thus, . 
When
, a simple design of gives . As will be shown in Section IV-B.5, a better upper bound can be achieved using a more complicated LT design.
B. Multiple Wavelengths
We now look at the problem of designing logical topologies for arbitrary . We first show a lower bound on the diamater and then present several LT designs similar to those for the linear network.
1) Lower Bound:
In the graph , let and denote the interval of nodes starting from , continuing in the clockwise direction and in the counterclockwise direction, respectively, until node is reached, and inclusive of the endnodes. Further, we define interval to be the smaller of the two intervals and .
Theorem 8 (A Lower Bound):
. Proof: Suppose, for the sake of contradiction, that in some setup of lightpaths, . Define to be node 1 and to be node . Also, let be the logical route (set of logical links) from to and let be the number of physical links on a logical link from to . Since , there must be a logical link such that , and wavelengths (considering both the clockwise and in the counterclockwise directions) are available in . Again, considering the node pair , since , it implies that there must be a pair of nodes in interval , such that , and wavelengths (considering both the clockwise and in the counter-clockwise directions) are available in . To summarize, and wavelengths are available in . Similarly, and are defined for , where and total of wavelengths are available in in either direction. So, when and only one wavelength is available in ; hence, . This is a contradiction to the assumption .
2) Trivial LT Design (TLTD):
Here, every wavelength is used to set up lightpaths of length 1 over each physical link. Clearly, the diameter is .
3) Binary LT Design (BLTD):
We define the BLTD in a similar manner as in the linear network. Each wavelength, starting with , is used to divide the network size by half. If we have fewer than wavelengths, we use for setting up single-link lightpaths to ensure all-to-all connectivity. If we have more than wavelengths, then the diameter does not decrease beyond what is achievable for , but the wavelengths can be used to increase the traffic carrying capacity of the network. Fig. 15 shows BLTD applied to a bidirectional ring of 16 nodes when three wavelengths are available. For clarity, only the clockwise lightpaths are shown. The counterclockwise lightpaths are symmetrically placed to the clockwise ones.
Theorem 9 (Diameter for BLTD): For BLTD and . Proof: For simplicity, let us assume that even though the result can be proved for arbitrary values of . Suppose the middle node of the network is defined to be . Consider an arbitrary pair of nodes . Suppose w.l.o.g. that . Then if from Theorem 4 because is a linear network with wavelengths. On the other hand, if , then using Lemma 2 on the two linear networks and with wavelengths each, we have and , and therefore (3) Since is no more than each of the parenthesized terms in (3), we have . For , the diameter is given by . The proof is along the same lines as for the linear network and is omitted here due to space constraints.
4) -Ary LT Design (KLTD):
As in the case of the linear network, BLTD is unsuitable for rings when , since the diameter is dominated by the single-hop lightpaths set up on and increases linearly with . In KLTD, the partition parameter is chosen to be approximately . The upper bound on the diameter is given by Theorem 10. . Proof: The proof is very similar to the proof presented in Theorem 5, with the only difference being that in a ring network, the maximum distance between two nodes at level is , as opposed to in case of a linear network.
We next present ALTD which is suitable when is very small.
5) Advanced LT Design (ALTD):
Let be the smallest integer such that and is an integer (i.e., ), and let denote the bidirectional ring with nodes. We will specify the design in terms of and then reduce it to the -node ring.
We define two sets and of logical links on wavelength , in the following manner. i) for . ii) for . Next, we define the complete set of logical links, to be (4) Fig. 16 . We observe that starting from , we can reach a node at level by using a sequence of at most hops on lightpaths in and at most hops on lightpaths in . Therefore, by using at most hops, we can reach a node at level starting from node .
Similarly, we observe that by using a sequence of at most hops, we can reach node from some node that is at level .
Finally, using the observation that from any node at level , we can reach any other node at level using a sequence of at most lightpaths (at most lightpaths in to reach a node from where a lightpath in begins, at most lightpaths in , and at most lightpaths in to the destination node).
Therefore, we have that . In the worst case, , when we have . From Theorems 8 and 11 together with Theorem 7, we have the following.
Theorem 12: For a bidirectional ring topology, the optimum diameter is asymptotically of the same order as , i.e., for an arbitrary .
C. Summary of Results
Let us summarize the results for the ring topology. We observe that for , we can either use special design or BLTD which yields a diameter of . For intermediate values of , the suggested design changes from ALTD to KLTD to BLTD as the value of increases. The exact transition points are calculated by comparing the diameters obtained using different designs, as shown in Table II . We considered the problem of designing logical topologies in the bidirectional ring and linear topologies. Our objective was to minimize the electronic processing delays for the worst case traffic flow. For uniform traffic, this is equivalent to minimizing the diameter of the logical topology. We presented rigorous analyses for the lower bounds and proposed several LT design algorithms for various values of the number of wavelengths per link .
Our consideration of the linear topology was motivated by the fact that the surviving topology in a bidirectional ring upon link or node failure is a linear topology. Our proposed LT designs can be used to restore traffic after a failure occurs to gracefully recover from the failure. It is also possible to design LTs such that all-to-all connectivity in the surviving network can be provided regardless of which link or node fails, but that was outside the scope of this paper.
Future work may consider the following. In this paper, we have considered traffic to be uniform. It is usually challenging to design topologies for nonuniform traffic. However, we believe that the designs and analyses presented here will be useful in designing topologies for the nonuniform traffic case. Nevertheless, the effect of nonuniform traffic on the topologies presented in this paper may be analyzed as part of future work. We considered the objective of minimizing packet delay and presented some numerical results for the average delay. It would be interesting to consider other objectives such as the maximization of throughput.
APPENDIX A SOME PROOFS
A. Proof of Theorem 2
In essence, represents the lower bound on the diameter if the LT design has rings. Once we establish this fact, the result will follow immediately, by optimization over . We proceed to prove this result now. Suppose the LT consists of rings, and let be the diameter of the LT. Let denote the maximum distance in the LT from a node in to a node in , i.e., . Also, let . From  Fig. 17 , we observe that the maximum distance between a node in ring to any node in ring occurs between the nodes and , i.e., 
Let
, and suppose for the moment we can show that for and , the following are true: (6) odd (7) Then, for even , we have . Hence, , and (7) also holds. This completes the proof of the theorem.
B. A Closed Form Approximation for the Lower Bound
The lower bound presented in the previous section is useful to check the strength of any upper bounds, but it requires cumbersome numerical computation. Based on an empirical analysis of the lower bound, we suggest as a closed-form approximation (without proof) of the upper bound presented above. To show the accuracy the approximation, we plot and for in Fig. 18 . 
C. Proof of Theorem 3
The optimality is consequent to a certain property of , which we prove in the following Lemma. with Lemma 5, this would prove that is also a lower bound.
From the definition of and using , Since for , we have and . A similar proof is possible for . We omit the algebra, and simply state that the design in this case has , which is also the lower bound.
D. Proof of Lemma 4
To prove the lemma for general values of , we first prove the following lemma.
Lemma 6: . Proof: Notice that since we are only allowed to use one wavelength, the setup of lightpaths is once again a combination of logical rings as in Section III-A.
To simplify the proof, let us assume that is integral. Consider the setup shown in Fig. 19 . The logical topology consists of rings, and and . Essentially, all nodes (except node ) can be reached from node 1 using at most hops, while the node can be reached from node using hops. Similarly, node can be reached from all nodes (except node ) using at most hops, while node 1 can be reached from node using hops. Thus, . For the general case (when is not a perfect square), using the same method we obtain that .
Next, we present a generalization of the setup for minimizing for . We present a constructive proof by showing a setup of lightpaths that guarantees the required value of . Considering uniform structures, let us define to be the size (i.e., number of physical links) of the logical link going from a lower numbered node to a higher numbered node on , and to be the size of the logical link going from a higher numbered to a lower numbered node on . Assuming uniform structure, this means that there is a lightpath on between nodes 1 and and , and so on.
Given an arbitrary value of , let be such that . We will specify the design for in terms of and then reduce the solution to the -node line. Observe that is an increasing function of , but the choice of makes the design easier to understand. We use the set of wavelengths in a hierarchical manner. Lightpaths on span physical links going from left to right and span physical links going from right to left, i.e.,
. Let denote the set of lightpaths using and going from right to left. The set of nodes at which the lightpaths in are terminated leads to the definition of a segment: a subnetwork of the linear topology between two consecutive nodes in . A recursive structure using the remaining wavelengths is replicated within each segment (of length ) defined by . The sizes of logical links using each wavelength are defined as follows:
, and . A part of the setup is shown in Fig. 20 .
It can be easily verified that in this setup of lightpaths, , from which we obtain .
