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Abstract
In this paper, the authors consider the nonlinear fourth order ordinary differential equation
u′′′′(t)= λg(t)f (u), 0 < t < 1, (E)
with the boundary conditions
u(0)= u′(1)= u′′(0)= u′′(p)− u′′(1)= 0. (B)
Some results on the existence and nonexistence of positive solutions to problem (E)–(B) are ob-
tained. Results on the existence of infinitely many positive solutions are also presented. Examples
are included to demonstrate that the results are sharp.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Consider the fourth order nonlinear ordinary differential equation
u′′′′(t)= λg(t)f (u), 0< t < 1, (1)
together with the boundary conditions
u(0)= u′(1)= u′′(0)= u′′(p)− u′′(1)= 0, (2)
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(A) f : [0,∞)→[0,∞) is continuous,
(B) g : [0,1]→ [0,∞) is continuous,
(C) ∫ 10 g(t) dt > 0,
(D) λ > 0 is a parameter, and
(E) p ∈ (0,1) is a constant.
These five conditions will be assumed to hold throughout the paper. Note that if f (0)= 0,
then the boundary value problem (1)–(2) always has the trivial solution. However, in this
paper we are only interested in positive solutions, i.e., a solution x(t) of (1)–(2) such that
x(t) > 0 on (0,1).
Boundary value problems for ordinary differential equations play a very important
role in both theory and applications. They are used to describe a large number of phys-
ical, biological and chemical phenomena. The works of Love [32], Prescott [39], and
Timoshenko [41] on elasticity, the monographs by Mansfield [38] and Soedel [40] on de-
formation of structures, and the work of Dulácska [13] on the effects of soil settlement are
rich sources of such applications.
There has been a great deal of research work on boundary value problems for second
and higher order differential equations, and we cite as recent contributions the papers of
Agarwal and Wong [3], Anderson and Davis [4], Avery et al. [5], Bandle et al. [6], Baxley
and Haywood [7,8], Cao and Ma [9], Chyan and Henderson [10], Davis et al. [11,12],
Eloe [14], Eloe and Henderson [15–18], Eloe et al. [19], Erbe et al. [20], Graef et al. [21–
27], He and Ge [28], Henderson et al. [29,30], Ma et al. [33–37], Wang [42], Webb [43],
Wong [44], and Wong and Agarwal [45]. For surveys of known results and additional
references we refer the reader to the monographs by Agarwal [1] and Agarwal et al. [2].
A number of these works deal with the problem of existence of multiple positive solutions;
for example, see [3–5,7,8,10,11,17,20,21,28,29,44,45].
Equation (1), often referred to as the beam equation, has been studied under a variety
of boundary conditions. A brief discussion, which is easily accessible to the nonexpert
reader, of the physical interpretation of some of the boundary conditions associated with
the linear beam equation can be found in Zill and Cullen [46, pp. 237–243]. The type of
multipoint boundary conditions considered in this paper are somewhat different from the
conjugate (see, for example, [12,16–18,44]), focal (see [1,4]), and Lidstone (see [14,22,
45]) conditions that are commonly encountered in the literature. In a recent paper, Ma [33]
(also see [34,43]) considered the second order equation
u′′ + g(t)f (u)= 0, t ∈ (0,1),
together with the boundary conditions
u(0)= 0, u(p)= u(1),
where p ∈ (0,1). If we increase the order of his problem by two, we obtain
u′′′′ = g(t)f (u), t ∈ (0,1),
u′′(0)= 0, u′′(p)= u′′(1),
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u(0)= u′(1)= 0,
we obtain our problem (1)–(2) above. Alternatively, again consider our problem
u′′′′ = g(t)f (u), t ∈ (0,1),
u′′(0)= 0, u′′(p)= u′′(1), u(0)= u′(1)= 0,
where p ∈ (0,1). Now, u′′(p)= u′′(1) implies there exists q ∈ (p,1) such that u′′′(q)= 0.
As p→ 1−, we have q→ 1−, and the condition
u′′(p)= u′′(1)
“tends to”
u′′′(1)= 0.
Thus, the problem
u′′′′ = g(t)f (u), t ∈ (0,1), (1′)
u′′(0)= 0, u′′′(1)= 0, u(0)= u′(1)= 0, (2′)
which we [23] and other authors have studied previously, can be viewed as a limiting case
of our problem (1)–(2). We also wish to note that problem (1′)–(2′) can also be thought of
as a generalization from the study of symmetric positive solutions of the Lidstone boundary
value problem
u′′′′ = g(t)f (u), t ∈ (0,1), (1′′)
u(0)= u(1)= u′′(0)= u′′(1)= 0. (2′′)
(A solution u(t) is said to be symmetric on [0,1] if u(t) = u(1− t) there.) Notice that if
u(t) is a symmetric solution of (1′′)–(2′′), then at the midpoint of the interval we must have
u′
(
1
2
)
= u′′′
(
1
2
)
= 0.
Problems of the type (1)–(2) can be viewed as arising from the study of nonsymmetric
positive solutions of the Lidstone problem (1′′)–(2′′). If u(t) is a nonsymmetric solution
of (1′′)–(2′′), then there must be a point t0 ∈ (0,1) such that u′(t0) = 0, but since u(t)
is not symmetric, we do not necessarily have u′′′(t0) = 0. If u′′′(t0) = 0, then there must
exist t1 with u′′(t0) = u′′(t1). (Replacing t0 by 1 and t1 by p, we obtain u′(1) = 0 and
u′′(p) = u′′(1) which are part of (2).) Thus, in many ways it seems quite natural to study
boundary value problems of the form (1)–(2).
The following theorem will be used to prove our main results.
Theorem K (Krasnosel’skii’s fixed point theorem [31]). Let X be a Banach space, and
let P ⊂ X be a cone in X . Assume that Ω1 and Ω2 are open subsets of X with 0 ∈Ω1 ⊂
Ω¯1 ⊂Ω2, and let
L :P ∩ (Ω¯2 −Ω1)→P
be a completely continuous operator such that, either
220 J.R. Graef et al. / J. Math. Anal. Appl. 287 (2003) 217–233(K1) ‖Lu‖ ‖u‖ if u ∈ P ∩ ∂Ω1, and ‖Lu‖ ‖u‖ if u ∈P ∩ ∂Ω2, or
(K2) ‖Lu‖ ‖u‖ if u ∈ P ∩ ∂Ω1, and ‖Lu‖ ‖u‖ if u ∈P ∩ ∂Ω2.
Then L has a fixed point in P ∩ (Ω¯2 −Ω1).
In Section 2, we define the Green’s functions for problem (1)–(2), and in Section 3, we
give a lemma that provides estimates on the growth of the positive solutions. In Sections 4
and 5, we obtain some results for the existence and nonexistence of positive solutions to
problem (1)–(2). Section 6 contains some examples to show that our results are very sharp.
2. Green’s functions
The Green’s function G1 : [0,1] × [0,1]→ [0,∞) for the boundary value problem
y ′′ = 0, y(0)= y ′(1)= 0
is given by
G1(t, s)=
{
t, t  s,
s, s  t,
and the Green’s function G2 : [0,1] × [0,1]→ [0,∞) for the problem
y ′′ = 0, y(0)= y(p)− y(1)= 0
is given by
G2(t, s)=


t, t  s  p,
s, s  t and s  p,
1−s
1−p t, s  p and t  s,
s + p−s1−p t, t  s  p.
Define J : [0,1] × [0,1]→ [0,∞) by
J (t, s)=
1∫
0
G1(t, v)G2(v, s) dv.
Then J (t, s) is the Green’s function for the boundary value problem (1)–(2). Solving prob-
lem (1)–(2) is also equivalent to solving the integral equation
u(t)= λ
1∫
0
J (t, s)g(s)f
(
u(s)
)
ds, 0 t  1,
as well as being equivalent to solving the problem
u′′(t)=−λ
1∫
0
G2(t, s)g(s)f
(
u(s)
)
ds,
u(0)= u′(1)= 0.
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a(t)= 3
2
t − t
3
2
,
b(t)=
{ t
p
(
2− t
p
)
, 0 t  p,
1, p  t  1.
These two functions will be used in Sections 4 and 5 to control and estimate the positive
solutions of (1)–(2).
3. A lemma
Lemma 3.1. If x ∈ C4[0,1],
x(0)= x ′(1)= x ′′(0)= x ′′(p)− x ′′(1)= 0,
and
x ′′′′(t) 0 and x ′′′′(t) ≡ 0 on (0,1),
then
x(1) > x(t) > 0 for t ∈ (0,1), (3)
x ′(t) > 0 on [0,1), (4)
x ′′(t) < 0 on (0,1], (5)
x(t) a(t)x(1) on [0,1], (6)
and
x(t) b(t)x(1) on [0,1]. (7)
Proof. Since x ′′(p)= x ′′(1), there exists q ∈ (p,1) such that x ′′′(q)= 0. Hence, we have
x ′′′(t) 0 on (0, q), x ′′′(t) 0 on (q,1),
and
x ′′′(t) ≡ 0 on [0,1].
Claim. x ′′(q) < 0.
Proof. To prove this claim, first observe that x ′′′′(t) 0 on [0,1] implies x ′′(t) is concave
upward there, and since x ′′(0)= 0, we have x ′′(q) 0. It suffices to show that x ′′(q) = 0.
Assume to the contrary that x ′′(q)= 0. Since x ′′′(t) 0 on (0, q), we have x ′′(t)≡ 0 on
(0, q), which implies that x ′′(p)= 0. We then have that x ′′(1)= x ′′(p)= 0 and this means
that x ′′(t)≡ 0 on (q,1). Now x ′′(t)≡ 0 on [0,1] implies x ′′′′(t)≡ 0 on [0,1], which is a
contradiction. This completes the proof of the claim. ✷
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x ′′(t) < 0 on (0, q). Thus, x ′′(p) < 0, which implies x ′′(1) < 0. Since x ′′(p)= x ′′(1) < 0
and x ′′(t) is concave up, we have that x ′′(t) < 0 on (p,1). This shows that x ′′(t) < 0 on
(0,1]. Because x ′(1)= 0, we have x ′(t) > 0 on [0,1), which implies that 0 < x(t) < x(1)
for t ∈ (0,1). Thus, we have proved (3)–(5).
Without loss of generality, for the remainder of this proof we may assume that x(1)= 1.
Next, we will prove (6). Define
y(t)= x(t)− a(t)= x(t)− 3
2
t + t
3
2
.
Then, we have
y ′(t)= x ′(t)− 3
2
+ 3
2
t2, y ′′(t)= x ′′(t)+ 3t, y ′′′(t)= x ′′′(t)+ 3,
and
y ′′′′(t)= x ′′′′(t).
Therefore,
y(0)= y(1)= 0, y ′(1)= 0, y ′′(0)= 0,
and
y ′′′′(t) 0 and y ′′′′(t) ≡ 0 for t ∈ (0,1).
From the fact that y(0) = y(1) = 0, we see that there is a point r1 ∈ (0,1) such that
y ′(r1)= 0. Now y ′(r1) = y ′(1) = 0 so there is a point r2 ∈ (r1,1) such that y ′′(r2) = 0.
Since y ′′(0)= y ′′(r2)= 0, there is a point r3 ∈ (0, r2) such that y ′′′(r3)= 0. We then have
y ′′′(t) 0 on (0, r3), y ′′′(t) 0 on (r3,1),
and
y ′′′(t) ≡ 0.
From the fact that y ′′(0)= y ′′(r2)= 0, we have
y ′′(t) 0 on (0, r2), y ′′(t) 0 on (r2,1),
and
y ′′(t) ≡ 0.
Since y ′(r1)= y ′(1)= 0, we have
y ′(t) 0 on (0, r1), y ′(t) 0 on (r1,1),
and
y ′(t) ≡ 0.
Finally, y(0)= y(1)= 0 implies
y(t) > 0 for t ∈ (0,1),
so (6) is proved.
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x(t) x(1)= 1= b(t).
For each t ∈ (0,p), we define
z(t)= b(t)− x(t)= t
p
(
2− t
p
)
− x(t). (8)
To complete the proof of (7), it suffices to show that z(t) > 0 for t ∈ (0,p). From (8), we
have
z′(t)= 2
p
− 2t
p2
− x ′(t),
z′′(t)=− 2
p2
− x ′′(t), z′′′(t)=−x ′′′(t),
and
z′′′′(t)=−x ′′′′(t).
Therefore, we have
z(0)= 0, z(p) > 0,
z′(p) < 0, z′′(0) < 0,
and
z′′′(t) 0 on (0,p)⊂ (0, q).
Now z(0) = 0 and z(p) > 0, so there exists r∗1 ∈ (0,p) such that z′(r∗1 ) > 0. Moreover,
z′(t) is concave upward on (0,p) since z′′′(t)  0 there. Because z′(p) < 0, there exists
s1 ∈ (r∗1 ,p) such that
z′(t) 0 on (0, s1), z′(t) 0 on (s1,p).
Since z(0) = 0 and z(p) > 0, we have that z(t) > 0 for t ∈ (0,p). This proves (7) and
completes the proof of the lemma. ✷
4. Existence and nonexistence results
First, we define some important constants:
A=
1∫
0
J (1, s)g(s)a(s) ds, B =
1∫
0
J (1, s)g(s)b(s) ds,
F0 = lim sup
x→0+
f (x)
x
, f0 = lim inf
x→0+
f (x)
x
,
F∞ = lim sup f (x) , f∞ = lim inf
x→+∞
f (x)
.x→+∞ x x
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‖x‖ = max
t∈[0,1]
∣∣x(t)∣∣, x ∈ X .
Clearly, X is a Banach space. If we let
P = {x ∈ X | x(1) 0, x(t) is nondecreasing,
a(t)x(1) x(t) b(t)x(1) on [0,1]},
then it is easy to see that P is a positive cone in X , and that if x ∈ X , then ‖x‖ = x(1).
Define the operator T :P→X by
T u(t)= λ
1∫
0
J (t, s)g(s)f
(
u(s)
)
ds, 0 t  1, for all u ∈P .
Lemma 4.1. T (P)⊂P .
Lemma 4.2. T :P→ P is a completely continuous operator.
The proof of Lemma 4.1 is very similar to that of Lemma 3.1 and the proof of
Lemma 4.2 is standard; hence, we omit the proofs of these two lemmas.
It is clear that solving the boundary value problem (1)–(2) is equivalent to finding a
solution of
T u= u, u ∈ P,
that is, to finding a fixed point of T in P . We are now ready to give our existence theorems.
Theorem 4.3. If
(Af∞)−1 < λ< (BF0)−1,
then the boundary value problem (1)–(2) has at least one positive solution.
Proof. Choose ε > 0 such that
(F0 + ε)λB  1.
There exists H1 > 0 such that
f (x) (F0 + ε)x for 0< x H1.
So if u ∈P with ‖u‖ =H1, we have
∣∣(T u)(1)∣∣= λ
1∫
0
J (1, s)g(s)f
(
u(s)
)
ds  λ
1∫
0
J (1, s)g(s)(F0 + ε)u(s) ds
 (F0 + ε)‖u‖λ
1∫
J (1, s)g(s)b(s) ds  (F0 + ε)‖u‖λB  ‖u‖,0
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Ω1 =
{
u ∈ X | ‖u‖<H1
}
,
then
‖T u‖ ‖u‖ for u ∈P ∩ ∂Ω1.
Now choose c ∈ (0,1/4) and ε > 0 such that
λ >
( 1∫
c
J (1, s)g(s)a(s) ds(f∞ − ε)
)−1
.
There exists H3 > 0 such that
f (x) (f∞ − ε)x for x H3.
Let
H2 =max
{
H3
c
,2H1
}
.
If u ∈ P with ‖u‖ =H2, then
u(t)H3 for t ∈ [c,1],
and
∣∣(T u)(1)∣∣ λ
1∫
c
J (1, s)g(s)f
(
u(s)
)
ds  λ
1∫
c
J (1, s)g(s)(f∞ − ε)u(s) ds
 λ(f∞ − ε)‖u‖
1∫
c
J (1, s)g(s)a(s) ds  ‖u‖,
which implies ‖T u‖ ‖u‖. Letting
Ω2 =
{
u ∈ X | ‖u‖<H2
}
,
then
Ω¯1 ⊂Ω2
and
‖T u‖ ‖u‖ for u ∈P ∩ ∂Ω2.
Condition (K1) of Theorem K is satisfied, so there exists a fixed point of T in P . This
completes the proof of the theorem. ✷
Theorem 4.4. If
(Af0)
−1 < λ< (BF∞)−1,
then the boundary value problem (1)–(2) has at least one positive solution.
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(f0 − ε)λA 1.
There exists H1 > 0 such that
f (x) (f0 − ε)x for 0< x H1.
For u ∈P with ‖u‖ =H1, we have
∣∣(T u)(1)∣∣= λ
1∫
0
J (1, s)g(s)f
(
u(s)
)
ds  λ(f0 − ε)
1∫
0
J (1, s)g(s)u(s) ds
 λ(f0 − ε)‖u‖
1∫
0
J (1, s)g(s)a(s) ds  λA(f0 − ε)‖u‖ ‖u‖,
which implies ‖T u‖ ‖u‖. If we then let
Ω1 =
{
u ∈ X | ‖u‖<H1
}
,
we see that
‖T u‖ ‖u‖ for u ∈P ∩ ∂Ω1.
Next, choose ε ∈ (0,1) such that(
(F∞ + ε)B + ε
)
λ 1.
There exists H3 > 0 such that
f (x) (F∞ + ε)x for x H3.
Let
M = max
0xH3
f (x).
Choose q ∈ (0,1/2) such that
q∫
0
J (1, s)g(s) ds  ε
2M
and let
H2 =max
{
2H1,
H3
q
,1
}
.
If u ∈ P with ‖u‖ =H2, then u(1)=H2  2H3, and u(t) a(t)H2  tH2 for t ∈ (0,1].
Now u(t) is nondecreasing, so there exists β ∈ (0, q) such that
0 u(t)H3 for t ∈ [0, β)
and
u(t)H3 for t ∈ (β,1].
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∣∣(T u)(1)∣∣= λ
1∫
0
J (1, s)g(s)f
(
u(s)
)
ds
= λ
( β∫
0
J (1, s)g(s)f
(
u(s)
)
ds +
1∫
β
J (1, s)g(s)f
(
u(s)
)
ds
)
 λ
(
M
β∫
0
J (1, s)g(s) ds +
1∫
β
J (1, s)g(s)f
(
u(s)
)
ds
)
 λ
(
ε+
1∫
β
J (1, s)g(s)f
(
u(s)
)
ds
)
 λ
(
ε+ (F∞ + ε)
1∫
β
J (1, s)g(s)u(s) ds
)
 λ
(
ε+H2(F∞ + ε)
1∫
0
J (1, s)g(s)b(s) ds
)
 λ
(
ε+BH2(F∞ + ε)
)
 λ
(
εH2 +BH2(F∞ + ε)
)
= λH2
(
ε +B(F∞ + ε)
)
H2 = ‖u‖,
so ‖T u‖ ‖u‖. Hence, if we let
Ω2 =
{
u ∈ X | ‖u‖<H2
}
,
then we have
Ω¯1 ⊂Ω2
and
‖T u‖ ‖u‖ for u ∈P ∩ ∂Ω2.
From Theorem K, we see that problem (1)–(2) has at least one positive solution, and this
completes the proof of the theorem. ✷
The following two results give sufficient conditions for the boundary value problem
(1)–(2) to have no positive solutions.
Theorem 4.5. Suppose (A)–(E) and the following condition hold:
(F) λBf (x) < x for all x ∈ (0,+∞).
Then the boundary value problem (1)–(2) has no positive solutions.
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x(1)= λ
1∫
0
J (1, s)g(s)f
(
x(s)
)
ds < B−1
1∫
0
J (1, s)g(s)x(s) ds
 B−1x(1)
1∫
0
J (1, s)g(s)b(s) ds  x(1),
which is a contradiction and completes the proof. ✷
Similarly, we have the following result.
Theorem 4.6. Suppose (A)–(E) and the following condition hold:
(G) λAf (x) > x for all x ∈ (0,+∞).
Then the boundary value problem (1)–(2) has no positive solutions.
The case where h0 = F0 = f0 = 0 and h∞ = F∞ = f∞ =∞ is referred to in the litera-
ture as the superlinear case; similarly, the case F0 = f0 =∞ and F∞ = f∞ = 0 is referred
to as the sublinear case. Many authors have obtained results for just these cases. Here,
we allow for the “intermediate cases” 0 < h0, h∞ <∞ as well as combinations with the
above values. Moreover, we do not need that limx→0+ f (x)/x or limx→+∞ f (x)/x exist.
We might also mention that we do not require that g(t) does not vanish identically on any
subinterval of [0,1] as is often the case.
If f is superlinear in the sense discussed above, then Theorem 4.3 can be applied, while
if f is sublinear, then Theorem 4.4 should be used. In each of these special cases we get
the existence of a positive solution of problem (1)–(2) for every value 0 < λ<∞.
5. Existence of multiple positive solutions
In this section, we consider the existence of multiple positive solutions of the equation
u′′′′(t)= g(t)f (u), 0< t < 1, (9)
under the boundary conditions
u(0)= u′(1)= u′′(0)= u′′(p)− u′′(1)= 0. (10)
As in the previous section, we begin by defining some useful constants. Set
K =
1∫
J (1, s)g(s) ds,0
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L(r)=
1∫
r
J (1, s)g(s) ds.
The following two lemmas will be used to prove our main results.
Lemma 5.1. If c > 0, f (z) c/K for z ∈ [0, c], and x ∈P with ‖x‖ = c, then ‖T x‖ c.
Proof. If x ∈ P with ‖x‖ = c, then
‖T x‖ = (T x)(1)
1∫
0
J (1, s)g(s)f
(
x(s)
)
ds  c
K
1∫
0
J (1, s)g(s) ds = c.
The proof of the lemma is complete. ✷
Lemma 5.2. If c > 0, r ∈ (0,1), f (z) c/L(r) for z ∈ [ca(r), c], and x ∈P with ‖x‖ = c,
then ‖T x‖ c.
Proof. Let x ∈P with ‖x‖ = c. Then for each t ∈ [r,1] we have
x(t) a(t)‖x‖ a(r)‖x‖ = ca(r).
Therefore, we have
‖T x‖ = (T x)(1)=
1∫
0
J (1, s)g(s)f
(
x(s)
)
ds 
1∫
r
J (1, s)g(s)f
(
x(s)
)
ds
 c
L(r)
1∫
r
J (1, s)g(s) ds = c.
This completes the proof of the lemma. ✷
Now we are ready to present our main results in this section.
Theorem 5.3. Assume that there are constants 0 < c1 < c2 < c3 < c4 and r2, r3 ∈ (0,1)
such that
(1) f (z) ci/K for z ∈ [0, ci] and i = 1,4, and
(2) f (z) ci/L(ri) for z ∈ [cia(ri), ci] and i = 2,3.
Then the boundary value problem (9)–(10) has at least two positive solutions.
Proof. Define
Ωi =
{
x ∈X | ‖x‖< ci
}
, i = 1,2,3,4.
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‖T u‖ ‖u‖ for u ∈P ∩ ∂Ωi, i = 1,4,
and
‖T u‖ ‖u‖ for u ∈P ∩ ∂Ωi, i = 2,3.
Now from Theorem K we see that T has two fixed points, one in each of the two sets
P ∩ (Ω¯4 −Ω3) and P ∩ (Ω¯2 −Ω1). This completes the proof of the theorem. ✷
In a similar fashion we can prove the following result.
Theorem 5.4. Assume that there are constants 0 < c1 < c2 < c3 < c4 and r1, r4 ∈ (0,1)
such that
(1) f (z) ci/K for z ∈ [0, ci] and i = 2,3, and
(2) f (z) ci/L(ri) for z ∈ [cia(ri), ci] and i = 1,4.
Then problem (9)–(10) has at least two positive solutions.
Theorems 5.3 and 5.4 are for the existence of double positive solutions. We can give
many other similar results. For each positive integer n, we can control f so that problem
(9)–(10) has at least n positive solutions. In fact, we can impose conditions on f so that
problem (9)–(10) has infinitely many positive solutions. Here is one such theorem.
Theorem 5.5. Assume that there are constants 0 < c1 < c2 < c3 < c4 < c5 < c6 < c7 <
c8 < · · · and r2, r3, r6, r7, r10, r11, . . . ∈ (0,1) such that
(1) f (z) ci/K for z ∈ [0, ci] and i = 1,4,5,8,9,12,13, . . ., and
(2) f (z) ci/L(ri) for z ∈ [cia(ri), ci] and i = 2,3,6,7,10,11, . . . .
Then the boundary value problem (9)–(10) has infinitely many positive solutions.
6. Examples
Example 6.1. Consider
u′′′′(t)= λg(t)f (u(t)), (11)
u(0)= u′(1)= u′′(0)= u′′(4/5)− u′′(1)= 0, (12)
where
g(t)= 1+ 16t4 and f (u)= u1+ 2u.
1+ u
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or any other suitable software, that
J (1, s)=
{ 1
6 s(3− s2), 0 s  45 ,
5
6
( 8
5 − 7s5 − s
3
5
)
, 45  s  1,
A= 160667
109375
and B = 13047421
7875000
.
From Theorem 4.3 we see that if
0.34≈ 109375
321334
< λ<
7875000
13047421
≈ 0.60,
then problem (11)–(12) has at least one positive solution. On the other hand, from Theo-
rem 4.5 we have that if
λ <
7875000
26094842
≈ 0.30,
then (11)–(12) has no positive solutions, and by Theorem 4.6, if
λ >
109375
160667
≈ 0.68,
then (11)–(12) has no positive solutions. This example shows that our results are quite
sharp.
By comparing the previous example to the next one, we can see the effect of changing
the function f .
Example 6.2. Consider the equation
u′′′′(t)= λg(t)f (u(t)), (13)
u(0)= u′(1)= u′′(0)= u′′(4/5)− u′′(1)= 0, (14)
where g(t) is the same as in Example 6.1 and
f (u)= u 1+ 2u
1+ u (3+ sinu).
Here we have F0 = f0 = 3, F∞ = 8 and f∞ = 4. As in Example 6.1, we have
A= 160667
109375
and B = 13047421
7875000
.
It is easy to see that if 0 < u < 1, then f (u) 3u, and if u > 1, then f (u) (3/2)u · 2 =
3u. Hence,
3u f (u) 8u for u 0.
By Theorem 4.3 we have that problem (13)–(14) has at least one positive solution provided
0.17≈ 109375 < λ< 2625000 ≈ 0.20,
642668 13047421
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λ <
984375
13047421
≈ 0.075 or λ > 109375
482001
≈ 0.227.
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