Abstract: Quantum-behaved particle swarm optimization (QPSO) is an efficient and powerful population-based optimization technique, which is inspired by the conventional particle swarm optimization (PSO) and quantum mechanics theories. In this paper, an improved QPSO named SQPSO is proposed, which combines QPSO with a selective probability operator to solve the economic dispatch (ED) problems with valve-point effects and multiple fuel options. To show the performance of the proposed SQPSO, it is tested on five standard benchmark functions and two ED benchmark problems, including a 40-unit ED problem with valve-point effects and a 10-unit ED problem with multiple fuel options. The results are compared with differential evolution (DE), particle swarm optimization (PSO) and basic QPSO, as well as a number of other methods reported in the literature in terms of solution quality, convergence speed and robustness. The simulation results confirm that the proposed SQPSO is effective and reliable for both function optimization and ED problems.
Introduction
Economic dispatch (ED) is considered to be one of the key functions in electric power system operation. The main objective of ED is to determine the optimal scheduling of power outputs for all generating units that minimizes the total fuel cost while satisfying all the equality and inequality constraints of units and system. Due to valve-point effects, prohibited operating zones and multiple fuel effects, the characteristics of power generating units are inherently highly nonlinear [1] .
Multiple fuel options problem (coal, nature gas or oil) is one of the important kinds of ED problems and each part of the hybrid cost function implies some information about the fuel being burned or the operation cost of units. Taking valve-point effects and multiple fuel options into consideration, the ED problem can be represented as a non-smooth optimization problem, which causes difficulties in finding the global or near global optimization solution using conventional approaches.
Over the past two decades, many modern meta-heuristic methods have been applied to ED problems, such as genetic algorithm (GA) [2] , particle swarm optimization (PSO) [3] , differential evolution (DE) [4] , ant colony optimization (ACO) [5] and simulated annealing (SA) [6] . Among these methods, PSO has recently attracted more attention due to its rapid convergence and algorithmic accuracy compared with other optimization methods.
PSO is a population based optimization algorithm, which was introduced by Kennedy and Eberhart in 1995 [7] . PSO is motivated by the simulation of social behaviour of animals such as fish schooling and bird flocking. In the conventional PSO mechanism, a swarm of individuals (called particles) fly within the search space. Each particle represents a potential solution to the optimization problem. The position of a particle is influenced by the best position (pbest) found by itself (i.e., its own experience) and the position of the best particle in the whole swarm (gbest) (i.e., the experience of neighbouring particles).
Although PSO can converge quickly towards the optimal solution, it has difficulties in reaching a global optimum and suffers from premature convergence. Moreover, PSO has several control parameters. The convergence of the algorithm depends heavily on the value of its control parameters.
Taking advantage of both PSO mechanism and quantum mechanics, in 2004, a new version of PSO, quantum-behaved particle swarm optimization, named QPSO, was proposed by Sun, Xu and Feng [8] , which is inspired by quantum mechanics and trajectory analysis of PSO. As a quantum system is an uncertain system that is different from classical stochastic system in which every particle can appear at any position with a certain probability, the swarm can search in the whole feasible region [9] . Besides, unlike PSO, there are no velocity vectors for particles in QPSO, and it has fewer parameters to be adjusted, which makes it easier to implement. In [10] [11] [12] , convergence analysis and other varients of QPSO have been presented. As an efficient algorithm, QPSO has been applied to many optimization problems, such as system identification [13] , non-linear programming problems [14] , power system [15] , etc. Although Coelho et al. proposed a quantum-inspired HQPSO using the harmonic oscillator potential well to solve economic dispatch problems [16] , Sun and Lu applied QPSO to ED problems [15] , and Chakraborty et al. presented a hybrid QPSO to solve the ED problems [17] , to the best of our knowledge, it has not been used yet to solve ED problems with multiple fuel options.
In this paper, an improved QPSO namely SQPSO is proposed to solve ED problems with multiple fuel options and valve-points effects. In the proposed SQPSO, a new selective probability operator is introduced into the updating mechanism of QPSO, which can balance the global and local searching abilities and enhance the diversity of QPSO. In particular, based on the selective probability operator, pbest and gbest are used to generate the local attractor of QPSO, with user defined selective probability, to enhance the local search performance. This modification on the original QPSO together with a recombination operator will maintain the best information of the swarm and, in the same time, exchange information between individuals to increase the population diversity.
To show the performance of the proposed SQPSO, five popular benchmark functions and two ED problems with valve-point effects and multi-fuel options are tested. The results obtained by SQPSO are analyzed and compared with PSO, DE and QPSO, as well as some other optimization methods reported in recent literature. The remainder of this paper is organized as follows: Section 2 is the formulation of the ED problem and Section 3 presents the conventional PSO, QPSO and proposed SQPSO, respectively. Section 4 gives the experimental results. Finally, Section 5 concludes the paper.
Formulation of the ED Problem
The main objective of solving the ED problem is to minimize the total fuel cost of each thermal generating unit in electric power system while satisfying a variety of equality and inequality constraints. The total fuel cost function of ED problem is described as:
where F T is the total generation cost, n is the total number of generating unit, P i is the power of the ith generator and F i is its corresponding fuel cost, which is defined by the following equation as:
where a i , b i and c i are the cost coefficients and subject to:
where P D is the total demand of the power system, P min i and P max i are the minimum and maximum output of the ith generation unit, respectively.
The ED Problem with Valve-Point Effects
A valve-point is the rippling effect added to the generation unit curve when each steam admission valve in a turbine starts to open [2] . This curve poses higher order non-linearity and discontinuity, which makes the problem of finding the optimum more difficult and increases the number of local minima in the fuel cost function. Considering the valve-point effects, sinusoidal functions are added to the quadratic cost function, which is defined by the following equation:
where e i , f i are the coefficients of generator i, reflecting the valve-point.
ED Problem with Multiple Fuels and Valve-Point Effects
To give a more accurate description of the ED problem, the effects of multiple fuels resources (coal, nature gas or oil) should also be considered. Each segment of the hybrid cost function implies some information about the fuel being burned or the unit's operation. Since the dispatching units are practically supplied with multi-fuel sources, each unit should be represented with several piecewise quadratic functions reflecting the effects of fuel type changes, and the generator must identify the most economic fuel to burn [2] . The number of non-differentiable points in the objective function increases when multiple fuels are taken into consideration. The incremental cost functions of a generator with multi-fuel options are illustrated in Figure 1 . The ED problems with both multiple and fuels valve-point effects can be represented as follows: 
The Proposed SQPSO Algorithm

Conventional Particle Swarm Optimization
PSO is a population-based stochastic optimization algorithm, which is inspired by the social intelligence and movements of fishes or birds in the swarm. In PSO, each potential solution is a point in the search space and is called as 'particle'. Each particle is assumed to have two characteristics: a position and a velocity. The target of the particles is to find the best result of the objective function. Initially, a population of particles is randomly generated within the search space. At each iteration, it stores memory of best position of each individual and best position of the whole population. By taking advantages of the particles' own experience and experience of its neighbours, the particles could fly towards the optimal solution.
For example, in a n-dimensional search space, the position and velocity of an individual i are represented as the vectors:
The best position for each particle is denoted as: pbest i = (pbest 1i , pbest 2i ,…, pbest ni ) and gbest i is the best solution found in the whole swarm. In standard PSO, the position and velocity of particles are updated by the following equations:
where: x t i and v t i represent the position and velocity of individual i at generation t; w is the inertia weight parameter that controls the momentum of particles; c 1 and c 2 are positive constants, which balance the need for local and global search; rand() is a random number between 0 and 1.
Quantum-Behaved Particle Swarm Optimization
In the conventional PSO, a particle moves in the search space by the moments of its position and velocity. In the quantum model of a PSO, the state of a particle is depicted by wave function Ψ(x,t) [8] , instead of position and velocity. QPSO introduces the mean best position into the algorithm and uses a strategy based on a quantum delta potential well model to sample around the previous best points Furthermore, QPSO has only one parameter, which is easier to control than PSO algorithm. Employing the Monte Carlo method, particles are updated according to the following equations:
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The following gives the explication of the update Equation (9):
(1) x ij (t + 1) is denoted as the position of the jth dimension of the ith particle for the next generation t + 1. (2) P ij (t) is the local attractor to make sure SQPSO can converge, which is defined as follows:
where  is a random number uniformly distributed in (0,1); Mbest ij is a global point, which can be calculated by the mean of the Pbest of all particles in the population. The definition is given is as follows:
)
where N represents the population size and Pbest i is the best position of the ith particle. (3) In this paper, β is called the constriction-expansion coefficient, and it is linearly decreasing when the iteration increases:
where itNum is the maximum iteration number, t is the current iteration number β max = 1.0 and β min = 0.5. (4) u and k are two random numbers uniformly distributed in (0,1).
The Proposed Quantum-Behaved Particle Swarm Optimization
In the original QPSO, the local attractor is calculated by Equation (10), which means that the P ij (t) is a random position between the individual best position and the group best position. However, the drawback is the difficulty in maintaining the best information of the swarm, especially when the optimal solution is at the boundary of the problem. In [18] , Jong-Bae Park proposed an improved PSO, which introduced a kind of crossover operation. In this operation, particles update the position with the exchange information of previous generation particle position and the individual best position of itself. In this paper, a modified QPSO is proposed, called SQPSO, which introduces a selective probability operator into the update mechanism when calculating the local attractor P ij (t). In SQPSO, the information of global best position and the whole swarm's individual best position are used to update the position for the next generation. The reason behind the inclusion of the selective probability operator is to enable the use of recombination operator into the original QPSO which will help to maintain the best solution and, at the same time, exchange information between individuals in the whole swarm. The pseudo code for the proposed selective probability operator is given in Figure 2 . In Figure 2 , PopNum is the number of population and Dim is the Dimensionality for each individual. RandPop is an individual randomly selected from the swarm. SP is the selective probability, which can control whether the local attractor P(i,j) is generated from individual best position or global best position. If rand ≤ SP, then the local attractor P(i,j) will select its value from the Pbest of the individual RandPop and if rand > SP, then the value of P(i,j) will select the point of global best position. Using the SP, P(i,j) can not only make use of the previous best swarm information but also increase the population diversity and consequently enhance the global search ability. The principle of the modification is illustrated in Figure 3 and the procedure of the proposed SQPSO is described as follows:
(1) Initialize the population, which are generated randomly within the minimum and maximum output of each generator, using the following equations:
where X i is the ith individual of the population,(x ij is the jth data vector of ith individual; P min ij and P max ij are the maximum and minimum output limit values of the jth control variable. For the multi-fuel ED problem, the relationship between unit output and fuel type is shown in Figure 4 , taking a 10-generator problem as an example, each unit has its minimum and maximum output of generation and the sum of the whole power output should satisfy the total output demand, and as shown in Figure 4 , different range of unit output corresponds to different type of fuel. (2) Constraint handling for real power balance. Since the individuals of the population are created randomly and with the evolution of particles, newly generated individual may violate the constraints. Therefore, it is important to keep all the individual variables within their feasible ranges. Hence, the following procedure is adopted by the SQPSO to modify the value of new generated variables to satisfy the power balance constraint. 
The amount of power balance violation is calculated by:
if pd = 0, go to step 3; if pd ≠ 0, the value of pd will be adjusted by allocating it to the output of a unit, which is chosen randomly from the whole set of generating units, so that the generating constraints can be satisfied. If the output of the chosen unit goes outside the feasible boundaries, its value should be modified using Equation (14) . The constraints handling procedure is illustrated in Figure 5 . There are two parameters in SQPSO, one is the constriction-expansion coefficient which decreases from 1.0 to 0.5 linearly. Another parameter is the introduced selective probability (SP). In this paper, the SP for SQPSO increases from 0.5 to 0.8 linearly using the following equation:
where SP t is the value of SP at iteration t. SP max and SP min are maximum and minimum selective probability. At the early stage, the population will select more vectors from the group best position, which can accelerate the convergence speed. As the iteration number increases, the population will draw more vectors from the individual best positions to enhance the diversity of the whole swarm.
(4) Evaluate the objective function value of each particle. 
Experimental Results
Benchmark Functions
To verify the performance of the proposed SQPSO, five benchmark functions (Sphere, Jason, Griewank, Rosenbrock and Rastrigrin) listed in Table 1 are conducted. These functions are all minimization problems with the minimum value to be zero. The results produced by the proposed SQPSO are compared with that of the EGA, DPSO, HPSO, IPSO and IQPSO in [17] . EGA is a modified genetic algorithm with elitism and adaptive mutation probability control, and DPSO, HPSO, IPSO are three types of revised version of PSO. IQPSO is an improved quantum-inspired particle swarm optimization, which is based on the principle of quantum rotation gates. Additionally, three algorithms are also used in this paper for comparison, which are PSO, DE and QPSO. For PSO, the acceleration coefficients c1 and c2 are set to 2, and the inertia weight decreased from 0.9 to 0.4 linearly [19] . The parameter of DE is set to F = 0.4, CR = 0.8 [20] . For QPSO and SQPSO, the coefficient β decreases from 1.0 to 0.5 linearly and the selective probability (SP) for SQPSO increases from 0.5 to 0.8 linearly. To compare the solution quality and convergence characteristics, 50 independent trial runs are performed for each benchmark function and mean function value and best function value are recorded. In order to make a fair comparison, the population size is set to 80 and population dimension is 40 for all the five benchmark functions. The maximum iteration number is set to 5000. All the algorithms are implemented in MATLAB 2008a and executed on an Intel Core2 Duo 1.66 GHz personal computer.
The numerical results in Table 2 show that the proposed SQPSO can achieve satisfactory performance. Specifically, both the sphere and Jason function have only one single optimal solution, so it is usually introduced to test the local search ability of the algorithm. From the results, it can be seen that the SQPSO outperforms all the other algorithms in terms of mean function value and best function value, which indicates SQPSO has strong local search ability. Rosenbrock is a mono-modal function and its optimal solution lies in a narrow area. The experimental results on Rosenbrock show that the mean function value of SQPSO is better than DPSO, HPSO, IPSO, PSO and QPSO. However, the best function value is inferior to other algorithms reported in [21] . Griewank and Rastrigrin are both multi-modal and they are usually used to compare the global search ability of the algorithm. As to Griewank, SQPSO can hit the minimum value zero and the mean function value is superior to other algorithms too. For Rastrigrin, both EGA and IQPSO give a better performance than SQPSO and the results of SQPSO are better than other methods. In addition, compared with original QPSO without selective probability operator, the proposed SQPSO demonstrates good performance for all the five benchmark functions in terms of both the mean function value and best function value, which indicates that the SQPSO is an effective modification of QPSO.
ED Problem with Valve-Point Effects
A large-scale power system of 40-generating units with quadratic cost function and valve-point effects is being considered here. Transmission losses are ignored and the total load demand of this text system is 10,500 MW. The system data can be found from [1] . One hundred independent runs are made for each method and population size is set to 80. The stopping criterion is set to 500. The result obtained from SQPSO is compared with some methods in the literature including IFEP [1] , GA_PS_SQP [22] , PC-PSO [23] , SOH_PSO [23] , NPSO [24] ,NPSO_LRS [24] , PSO-GM [25] , CBPSO_RVM [25] , ICA-PSO [26] , ACO [5] , APSO(2) [27] , HDE [28] , ST-HDE [28] and IQPSO [29] . In addition, in order to compare the performance of the crossover operation in [18] with the proposed selective probability operator. The crossover operation [18] is introduced into QPSO, namely CQPSO, and the performance of CQPSO can be seen in the following results. The comparison results of SQPSO with other methods reported in literature are given in Table 3 . The best solution of the SQPSO is 121,434.41 $/H, which is comparatively superior to most of the methods and the mean cost is better than other methods as well. The convergence characteristics of the SQPSO in comparison with PSO, DE, QPSO are shown in Figure 6 . It is shown that PSO converges fastest among these methods while it suffers the premature convergence. Besides, DE is the slowest among the four methods, as DE involves a series of mutation, crossover and greedy selection operators, which leads to low convergence speed and increases the computational time as well. QPSO and SQPSO converge at nearly the same speed, however the SQPSO can produce a better solution as iteration increases, which indicates stronger searching ability. In addition, compared with CQPSO, SQPSO can outperform it almost in all aspects, which indicates that the proposed elective probability operator is improved compared with the crossover operation in [18] . The distribution of generation costs of the four algorithms for 100 runs is shown in Figure 7 which reflects the robustness of each algorithm. The curve of the SQPSO is at the bottom of the figure and stabilizes at a relatively intensive region, which means the distribution of the solution of SQPSO is much better than other methods. The detailed results of the best solution of DE, PSO, QPSO and SQPSO, for ED problem with valve-point effects are given in Table 4 . 
The ED Problem with Multi-Fuel Option and Valve-Point Effects
In this section, the proposed SQPSO is applied to multi-fuel economic dispatch problem with valve-point effects. Transmission losses are ignored and system date can be found in [29] . The experimental results are also compared with other algorithms reported in literature, including CGA_MU [2] , IGA_MU [2] , ACO [5] , ED-DE [32] , ARCGA [33] , PSO-GM [25] , NPSO [24] , NPSO-LRS [24] , PSO-GM [25] , CBPSO-RVM [25] , APSO [27] , GA [34] , DSPSO-TSA [34] , which are given in Table 5 . It can be seen that SQPSO can get a minimum generation cost of 623.8319($/H), which is the best solution among all the methods. For the mean cost, SQPSO outperforms most of the methods expect for the ARCGA, which is slightly better than SQPSO, however the CUP times of ARCGA is almost three times that of SQPSO. When considering the average CPU time, the computational time for PSO, QPSO and SQPSO are at the same level, while the results of SQPSO is better than the other two methods. The detailed results of the best solution of DE, PSO, QPSO, CQPSO and SQPSO, for the multiple fuel ED problem with total demand of 2700 MW is given in Table 6 . The convergence characteristics and the distribution of generation costs of the SQPSO in comparison with PSO, DE, QPSO are shown in Figures 8 and 9 . Clearly, SQPSO converges to the optimal solution faster than other three methods. It can reach the optimal region only in a few iterations, which shows powerful global search ability. The results of different methods for the multiple fuel ED problems with total demand range from 2400 to 2600 MW are summarized in Table 7 . It again shows that the SQPSO outperforms all the other methods. 
Conclusions
An improved quantum-behaved particle swarm optimization called SQPSO is proposed in this paper, which introduces selective probability operator into the basic QPSO. The proposed SQPSO has been tested on five classic benchmark functions, as well as two ED problems with valve-point effects and multiple fuel options. It shows superior optimization performance in terms of the convergence rate and the robustness, compared with DE, PSO, CQPSO and QPSO. Additionally, SQPSO also shows competitive ability over other algorithms from the literature.
