Abstract-Subspace clustering is one of the active research problem associated with high-dimensional data. Here some of the standard techniques are reviewed to investigate existing methodologies. Although, there have been various forms of research techniques evolved recently, they do not completely mitigate the problems pertaining to noise sustainability and optimization of clustering accuracy. Hence, a novel technique called as Robust Modeling of Subspace Clustering (RMSC) presented to solve the above problem. An analytical research methodology is used to formulate two algorithms for computing outliers and for extracting elite subspace from the highdimensional data inflicted by different forms of noise. RMSC was found to offer higher accuracy and lower error rate both in presence of noise and absence of noise over high-dimensional data.
I. INTRODUCTION (HEADING 1)
With the evolution of pervasive and ubiquitous computing, there is a growth in the generation of data from every part of the world. Such form of growing size of data is impossible to be stored in physical servers and hence cloud-based storage is the appropriate place to reside [1] . The unique applications conceptualized using the technologies like Artificial intelligence and Machine Learning to the specific domains of Bioinformatics, Computer Vision, Signal Processing, etc., is pervasive to the high dimension data [2] . The applications of subspace clustering of high dimension data generally includes a) Retrieving Feature of a rigidly moving object in a video b) Identifying face images under varying illumination c) Multiple instances of a hand-written digit. d) Image representation and compression e) Image segmentation, Motion segmentation and temporal video segmentation. In all the above applications, Subspace clustering denotes the problem of separating data according to their basic subspaces The existing methods/ algorithms are categorized into four types namely Iterative, Algebraic, Statistical, and Spectral. Such forms of data are too much bigger in size and hence are called as high-dimensional data. Unfortunately, in such form of high-dimensional data, the distance and locations of the data points are more disperse and scattered in order to take the shape of sparsity [3] [4] [5] . Therefore, clustering is the only alternative technique to solve such classification problem. This problem becomes much worst when there is displacement of any data point between two different spaces of higher dimensional data [6] [7] . The dimensionality varies as there are large pixel quantities in images, huge number of frames in videos and very-very high diversified attributes associated with web logs and text document. The processing of these high dimensioned data poses huge requirements of computational time complexities as well as memory usage. Additionally, inadequate sample and presence of noise leads to falsifications of analysis due to dimensionality. The hardness of the process can be normalized by exploring the low-dimension structures namely subspace.
Another bigger problem is that such forms of massive data are often found to possess significant amount of noises [8] . Although, there has been various techniques for noise-related problems in high-dimensional data [9] , but a closer look into such work will show that enough importance has not been laid towards minimizing algorithm complexities. Presence of any form of noise will potentially affect the clustering accuracy. This is one of the toughest research challenges as it is quite challenging to discretize real noise from certain legitimate numerical value. Moreover search-based optimization will fail as forming of fitness function is not feasible if the location of cluster is unknown.
Therefore, this paper presents a simple technique that performs robust and cost-effective modelling of subspace clustering. In section 2 we provide an overview of related work which done in this area. Section 3 highlights about the problem identification followed by brief highlights of proposed research methodology in Section 4. Section 5 outlines the algorithm implementation followed by result analysis in section 6. Finally, summary of the paper is briefed in Section 7.
II. RELATED WORK
This section discusses about the prior studies towards subspace clustering over high dimensional data. Our earlier review work [10] has already discussed about various techniques and approaches towards similar issues as well as highlighted some of the open research issues. We have also presented a sub-clustering technique over document form in high-dimensional data [11] .
The most recent work carried out by Zhai et al. [12] has presented a unique sparse sub-clustering technique for addressing the constraint of local averaging in hyperspectral images. The technique introduces a scalable l1-normalization approach that uses conventional technique adopting data related to spatial spectrum.. Hence, its applicability is restricted to controlled research environment itself. Peng et al. [13] have addressed the time complexity associated with the spectral clustering for the purpose of obtaining similarity graph. The technique uses an integrated clustering mechanism for varied forms of data and outliers. The problem pertaining to grouping followed by clustering of subspaces is investigated by He et al. [14] . A different form of conceptualized objective function has been presented along with half quadratic optimization. The technique has used Parzen window estimation for managing the outliers. Li et al. [15] have investigated towards low rank-based approach in subspace clustering that is capable of extracting the impartial data from low to high dimensional spaces.
III. PROBLEM IDENTIFICATION
From the prior section, it can be seen that majority of the existing techniques for solving problems pertaining to subspace clustering are not without flaws. Apart from there, the other frequently used techniques of subspace clustering are i) projection-based, ii) grid-based, iii) pattern based, and iv)bipartite based. The projection-based clustering techniques are responsible for generating subspace clusters created from partitioning of dataset.
Pattern-based techniques are responsible for exploring specific forms of pattern of interest depending on certain specific fitness condition. All the techniques related to transforming features primarily try to overview the dataset in the form of minimal size of dimension. This is carried out by constructing various permutations of original parameters. Such techniques are found to have good result for exploring the hidden pattern within the dataset. Unfortunately, all these techniques make use of recording the distances among the objects. This makes the existing subspace clustering technique less effective especially in the case of presence of maximal irrelevant parameters (which are obviously hidden within certain subspaces owing to noises). It was also seen that existing techniques make use of integration of original feature that may pose a significant problem in inferring the outcome of some new feature in view of domain context. An optimization technique is presented where data points play a crucial role in linear combination of sparse matrix. Similar type of work is also carried out by Fang et al. [16] towards low rank representation. A semi-supervised algorithm is implemented and presented to carry out subspace clustering using harmonic function and Gaussian field.
Hence, it can be seen that there are various technique towards subspace clustering in present time. Brief highlights of some more approaches and research techniques are tabulated in Table I. On the other hand, the mechanism of selection of feature chooses only the appropriate dimension in order to expose the cluster of objects corresponding to the subset of their parameters. The problems pertaining to subspace clustering is still an open ended and calls for serious investigation. The next section briefs a technique for enhancing subspace clustering accuracy.
IV. PROPOSED METHODOLOGY
Data points are collected from the high-dimensional data for performing subspace clustering along with its associated dimensions. The prime research goal is implement a novel sparse subspace clustering technique to make it resilient against adverse condition of noise. The technique also uses threshold for inliers in order to ensure minimal error occurrences during subspace clustering.
We introduce two different algorithms focusing on outlier computation that has the capability to deal with different forms of noises as well as perform extraction of elite group (or subspace). Two different test-parameters of noise were used for testing the sustainability. We associate robustness in Fails when assumption of independent subspace is violated. Geometric [22] Sensitive to noise and Outlier into the data Complexity is exponential to the number of subspace dimension. Statistical Principal Component Analysis [23] The number and dimensions of the subspaces should be known Multistage learning [24] [25] Sensitive to initialization. Robust Statistical Approach [26] Dimension of subspace need to be known and equal agglomerative lossy compression [27] Complexity is exponential to the number of subspace dimension There is No Theoretical proof for the optimality of the agglomerative algorithm.
Spectral locality-constrained linear coding [28] , Difficult to deal near the intersection Spectral curvature clustering [29] Sensitive to right choice of neighbourhood. Sampling, Sparse & Low Rank : [30] [31] Dimension of subspace need to be known and equal Complexity is exponential to the number of subspace dimension they can handle noise and outliers in data They do not need to know the dimension ( No of sub-spaces a priori)
clustering design as it can enable the process to withstand higher accuracy. The design and development of the proposed system is carried out using analytical research methodology. The major purpose of the proposed system is to offer increased clustering accuracy for a high-dimensional data shown in Fig The proposed system is basically implemented on the basis of two simple algorithm i.e. i) Algorithm for outlier computation in subspace clustering and ii) Algorithm for extracting elite group in subspace clustering. Basically the algorithm targets to minimize error that assists in accomplishing higher accuracy rate. The next section outlines the algorithm implemented for achieving the research goal.
A. Algorithm for outlier computation in subspace clustering
This algorithm is responsible for computing the amount of outliers that may be present in one cluster (or group). The algorithm takes the input of S (Data points), d (dimension of subspace to find), g (number of subspace), t (threshold), which after processing yields an output of ol (outlier). The basic steps of the algorithm are as follows: Algorithm for outlier computation in subspace Clustering [v, o]sort(min_dist) 10.
olorder(1:4) 11. end end The algorithm initially computes the size of data points S and saves in map of K by N matrix. The outliers are considered to be between 1 to N while we create a three dimensional matrix b of dimension equivalent to K, d, and certain test value. For all the number of subspaces (Line-2), we check if the outliers are less than 4 as a constraining factor. A recursive function is carried out to check all the sub-spaces (Line-4) in order to compute a matrix δ that is formed by product of an identity matrix I and product of b and b-1 (Line-5). Distance between the subspaces are computed using similar matrix δ and data points as shown in Line-6 of the algorithm. Minimum distance from every iterations of the clustering is recorded in min_dist matrix (Line-7) that is further subjected to sorting (Line-8). Finally order is used for evaluating the total number of outliers. Not only the outliers, the algorithm also assist in retaining the error entropy to as low as possible and this positively affect the accuracy during subspace clustering.
B. Algorithm for Extracting Elite group of Subspace Cluster
This algorithm is mainly responsible for extracting elite group (or subspace) while performing subspace clustering. The input for the algorithm is d1 (dimension of subspace), d2 (dimension of ambient subspace), η (number of point in each group), g (number of group), t (threshold for inliers), S (data point), which after processing generates the outcome of G (elite group). The essential steps of the algorithm are as follows: Algorithm for Extracting Elite group of Subspace Cluster Input: d1 (dimension of subspace), d2 (dimension of ambient subspace), η (number of point in each group), g (number of group), t (threshold for inliers), S (data point)
End
The initialization of the algorithm calls for defining the dimensions of the subspaces as well as dimensions of ambient space mainly (Line-1). It also uses data points and threshold. We create a null matrix Stack and Label that is used for stacking the data for transforming multiple variables into one variable for assisting in converging the search space during subspace clustering in high dimensional data. The total number of subspaces (or groups) is considered to be maximal number of Labels, while we consider an inliers threshold of 0.01 (Line-2). The first algorithm for outlier computation is then applier on the input arguments in order to obtain subspace gr (Line-3). The extracted subspace gr is then subjected to processing for obtaining elite maps em. The method em is responsible for permuting the matrix Label in order to obtained highly optimized subspace. Design of the em method is carried out using a squared cost matrix, optimal assignment, and cost of optimal assignment in such a way that the cost is highly reduced for all feasible assignments of data points. Therefore, a superior version of the subspace is obtained. The final part of the algorithm is to compute missing rate of clustering and thereby find accuracy. We use the matrix Label and finally extracted subspace for computing missing rate of clustering θ-(Line-5) that ultimately assists us to compute the accuracy level θ+ (Line-6). Hence, irrespective of possessing the data points from different number of subspaces in high dimensional data, the algorithm make use of the concept to lower the error in entropy and thereby makes the system robust. This algorithm can help in mining numerical data, which is quite a challenging problem till now. Therefore, a precise extraction of elite subspace is obtained by this algorithm.
VI. RESULT ANALYSIS
The proposed system implements the algorithm on Yale face database that possess approximately 16128 images pertaining to 28 subjects using 64 different conditions of illumination and 9 different poses. For effective analysis, the proposed system RMSC is compared with work done by Song et al. [32] towards sparse subspace clustering. The work carried out by Song et al. [32] have used Hermitian positive definite embedded over Hilbert space in order to develop a sparse subspace clustering. We do fine tune the work of Song et al. by implementing the same dataset of Yale on our performance parameter of accuracy and error. The obtained outcome is tested in presence of most frequently used occlusion and random noise in subspace clustering. Fig. 2 and Fig. 3 shows that the proposed system offers significantly good level of clustering accuracy both in absence of occlusion noise as well as in presence of 20% of occlusion noise. Hence, the proposed system can be easily used in highdimensional data where extent of occlusion noise is always there. Most importantly, the level of noise doesn't really effects the accuracy level of proposed RMSC. The main reason for this outcome is that Song et al. [32] have used an integrated technique of classification as well as weighted joint coding in order to obtain better contextual data from subspaces. However, it leads to minimization of iterative speed for which reason the search space cannot be much optimized over the progressive subspaces. This leads to lowered clustering accuracy as compared to proposed RMSC where we use a technique that fundamentally increases iterative speed along with identification of outliers. This phenomenon leads to increase in accuracy level. In order to validate the outcomes, we also check the error rate both in absence of occlusion Fig. 4 and in presence of 20% occlusion Fig. 5 . Apart from this, we also compute the time complexity of both algorithms over similar simulation environment. The algorithm processing time of proposed RMSC is 85% faster as compared to work carried out by Song et al. [32] . Hence, proposed system offer cost effective subspace clustering technique for high dimensional data.
VII. CONCLUSION
Performing subspace clustering is not a simple task and its accuracy depends on many intrinsic and extrinsic factors in high dimensional data. After reviewing the existing system associated with subspace clustering, we find that still the problems related to noise and error-based sustainability has to be addressed. Therefore, we formulated a very simple approach where we define two different algorithms for computing outliers as well as for computing the most efficient subspaces from the high dimensional data. In order to testify the effectiveness of proposed system, we apply two different types of noise to see the extent its affects the outcome of clustering accuracy. Interestingly, we find that clustering accuracy stay unaffected both in presence and absence of noise. Our future work will be to design an integrated technique for performing subspace clustering using subspace learning and subspace clustering approach.
