To combat the detrimental effects of the variability in wireless channels, we consider cross-layer rate adaptation. We study communication systems that utilize the limited feedback in the form of linklayer Automatic Repeat-reQuest (ARQ) to maximize the physical-layer transmission rate, subject to a certain upper bound on the expected packet error rate. We assume that there is no knowledge of the prior distribution of the channel state at the transmitter. We first analyze the fundamental limitations of such systems and derive an upper bound on the achievable rate for signalling schemes based on uncoded modulation with QAM and random-coded modulation with Gaussian ensembles. We show that, for channel estimation based on binary ARQ feedback, it may be preferable to use a separate training sequence at high error rates, rather than to exploit low-error-rate data packets themselves. We also develop an adaptive recursive estimator, which is provably asymptotically optimal and asymptotically efficient.
I. INTRODUCTION
The quality of wireless communication depends on many different parameters and it can vary significantly over time and with even slight environmental changes. Examples of sources for channel variability include multipath propagation, mobility and time-varying multiuser interference. Different sources cause variability spanning a large range of time scales from bits to thousands of packets. For instance, relative movement of the transmitter-receiver pair may cause variability at a long time scale since a very large number of packets can be transmitted during the time it takes for the stations to move far enough for the channel to vary significantly. On the other hand, the interference caused by other concurrent transmissions may change significantly from one packet transmission to another. Also, the multipath nature of the propagation medium may cause fast and/or slow fading in the channel. In this paper we study a physical-layer rate adaptation system to counter the detrimental effects of channel variability. To obtain information on the channel state, our system relies on ARQ feedback, sent from the receiver to the transmitter for each packet. The transmitter utilizes this sequence of link-layer binary information to predict the channel quality for the next transmission and adjust the transmit power or the signaling rate for the purpose of maintaining communication quality. We measure the communication quality in terms of the packet error rate. Consequently, the channel variability will be experienced in the form of variable throughput or variable power rather than variable error rate.
ARQ systems rely on the presence of error detection for each packet received. When an error is detected in a received packet, a request is sent to the transmitter to retransmit the packet.
Hence, each packet may be repeated multiple times until it is decoded correctly. Note that the retransmission process itself is sometimes considered as an adaptive response in the form of variable rate coding, but when the physical layer parameters remain constant as with plain ARQ, we do not regard a technique as adaptive.
Physical layer adaptation has been addressed mainly in two different perspectives. The first perspective (e.g., [1] , [2] and [3] ) assumes specific channel models and focuses on the design of various adaptive codes based on these models, whereas the other perspective (e.g., [4] , [5] , [6] and [7] ) proposes rate adaptation algorithms developed based on the some practical experience gained in a certain environment and a specific application. These papers also propose modifications to the existing 802.11 MAC layer and present some experimentally demonstrated improvements relative to the predecessors.
The statistical characteristics of channel variability can be quite different depending on the environment, platform and application. These characteristics can even vary within the same environment. Consequently, no statistical model manages to capture the channel variability in a large set of environments. Therefore, our approach will have minimal model dependence and in that sense, it will be different from the former group. Likewise, our work differs from the latter group in that our purpose is not to provide any specific algorithm, nor any implementation details. 
II. SYSTEM MODEL

A. System Components
Figure 1 depicts our physical model for the general physical layer adaptive communication system. At each discrete time index t, the transmitter transmits a packet, which contains a constant number, n, of symbols that are encoded at a rate R t bits/symbol, chosen by the rate controller from the set of possible rates R. We denote packet t with an n-dimensional vector X t , and the symbols of the packet by X t,k . The associated channel output is
where the flat fading channel gain, H t , remains constant over the entire packet duration and the additive white circularly symmetric complex Gaussian noise over symbol k of packet t is W t,k .
We assume that the channel is block fading, i.e., H t remains constant over blocks of T packet transmission times. We assume that the block boundaries are known, and hence {H t , t 1}
is non-stationary. Some common models for |H t | include Rayleigh, Rician and Nakagami (see e.g., [8] ). We will not attempt to use any specific model for the channel gain process. We make rather weak assumptions on the distribution of H t later on.
We assume the transmit power is constant and normalize all power levels such that, the energy per symbol is E [|X t,k | 2 ] = 1. We define the channel SNR for packet t as
N o is the two sided power spectral density of W t,k . Since each symbol has unit energy, γ t is also the received SNR for packet t. We will simply call γ t , the SNR. We assume that, for all t, γ t takes on values from some prior distribution p(·) ∈ P, where P is a set of distributions with finite mean and variance. For the time being, we assume the distribution p(·) is known to both the receiver and the transmitter, but we relax this assumption and consider a non-Bayesian framework later on. Note that, due to block fading, γ t remains constant over blocks of T packets.
Moreover, γ t is an exogenous quantity, over which the system has no control.
Let the probability of decoding error for packet t be ε t (γ t , R t ) = P X t = X t | γ t , R t , which depends on the transmission rate R t for each symbol in the packet, the packet size n, as well as the SNR. Note that ε t (·, ·) also depends on the encoding and the modulation scheme, which we assume to be known at the decoder. We will specifically focus on uncoded QAM and random
Gaussian ensembles in the following sections. For the time being, we only assume that the coding and modulation schemes are such that, ε t (γ t , R t ) is a convex, continuous and increasing function of R t and a convex, continuous and decreasing function of γ t .
Based on the received packet Y t and the decoded packetX t , the decoder generates feedback signal F t , sent to the transmitter through the reverse channel. We assume that the reverse channel is error-free and it introduces delay of d packet transmission times. In what follows, we will assume that error detection is possible at the receiver. We take F t to be an ACK/NACK packet, signalling the binary information (0 for the ACK and 1 for the NACK) that packet t contains errors or not. Hence
Lastly, we give the block structure chosen for our controller. Each block of T packets is broken down to two parts of T p packets and T c = T − T p packets. The first T p packets are called probe packets and they are used to estimate the "channel quality." Probe packets do not convey any information, and the actual data communication occurs only in the final T c packets of the block. We do not rule out the possibility that the controller chooses T p = 0, in which case the data packets are used to estimate the channel quality on-line, during the actual process of data communication.
B. Problem Statement
Consider a single block t = 1, . . . , T , during which the SNR remains constant at γ t = γ. Let us succinctly represent the available "information" at the transmitter at time t as I t .
. Note that we included the transmission rates in the information vector, since the information contained in the ACK/NACK feedback is only relative to the chosen transmission rates. Consequently, the feedback could not be interpreted independently of the associated rate. For instance, if a very high rate is chosen to transmit a packet, it is more likely to receive a NACK in response and the NACK should be interpreted accordingly.
Let p(γ|I t ) be the posterior probability distribution of the SNR, associated with its prior p(γ) combined with conditional mass function P (F t | γ, R t ), given in (2). We denote the set of possible posterior probability distributions, p(γ|I t ), with P(I t ). Based on I t , our controller chooses the transmission rate R t for packet t in order to solve the following problem: For any
where α > 0 is the quality of service parameter chosen based on the application requirements and (4) is over the conditional distribution p(γ|I t ). Notice that the constraint on the expected error probability is imposed on the T c data packets and the objective function,
i.e., the total rate is calculated only over these data packets. Thus the controller has freedom over the choice of the rate for the T p probe packets and this rate affects the estimation quality as we shall show later. Also notice that, T p is a free parameter over which the total rate is maximized.
The Lagrangian of the above constrained optimization problem is
where λ Tp+1 , . . . , λ T are the Lagrange multipliers of the problem. We can then write the dual problem as:
for any given I T . Without perfect channel state information, I t = γ, the above formulation is a partially observable Markov decision process (POMDP). For practical horizons T , optimal rate selection based on (5) is computationally impractical for a number of reasons. Firstly, the state of the channel is continuous. Even if the channel state is discretized at the expense of some loss in performance, the required memory to implement the optimal scheme grows exponentially channel estimator with the horizon T . Indeed, this POMDP lies in the space of PSPACE-complete problems, i.e., it requires both complexity and memory that grow exponentially with the horizon T [9] . Now suppose the transmitter has the reach to perfect channel state information, available, i.e., I t = γ for all t. Then, clearly, the optimal probing period is T p = 0 and the solution to the rate assignment problem is the maximum R full-CSI t (I t ) = R full-CSI t (γ) ∈ R that satisfies:
Indeed, with perfect non-causal channel state information, constraint (4) is active for all t =
is a convex increasing function of R t and the objective function is linear in R t . Notice that, the solution is a greedy one and R full-CSI t (γ) is independent of time if the coding scheme does not change (i.e., ε t is a time-invariant function).
One can realize that the complexity of the POMDP has been eliminated by complete observations. With the full knowledge of γ, not only the problem is a plain Markov decision problem, but also the solution is a greedy one. Indeed, the complexity of the POMDP solution stems from the fact that the rate allocation for a packet affects not only the instantaneous rate for that packet, but the "quality" of channel state information associated with the feedback. We shall make it clear that the rate that maximizes the instantaneous rate may not necessarily be the rate that gives the best estimate of the SNR. Thus, the controller must choose the rate carefully in order to find the right balance between these two objectives.
Based on these observations, we consider a suboptimal solution, motivated by adaptive control [10] . We separate the controller into two components: channel estimator and rate allocator, as illustrated in Fig. 2 . The interaction between these two components is as follows. For the possible probe packets, t = 1, . . . , T p , the allocator assigns rates, "idealized" for channel estimatorγ(I t )
as we shall discuss later on. For the data packets, t = T p + 1, . . . , T , the controller assigns rates greedily, in order to maximize the instantaneous rate R t subject to the error constraint, i.e., the rate allocator solves
where the expectation in (7) is over the posterior distribution p(γ|γ(I t )). Note that the main difference between constraints (8) and (4) is that, in (8), the information contained in I t is summarized by the -possibly incomplete-statisticγ(I t ). Consequently, meeting (8) does not guarantee meeting (4).
Here, the optimal rate allocation R *
is the largest R t ∈ R that satisfies:
Observe that, separating the estimator and the rate allocator lead to the simple greedy solution (9), similar to the case with perfect channel state information. We show in the following section that estimator selection plays a key role in the performance. The estimator determines p(γ|γ), and under certain scenarios, the solution to Eq. (9) does not exist.
III. RATE ADAPTATION WITH NON-IDEAL CHANNEL ESTIMATORS
Before addressing the constraint (9), consider the following "naive" rate allocator to draw some intuition on how the estimation errors affect the system performance. For a given unbiased estimatorγ t =γ(I t ), suppose we choose the rate to be the maximum R
.e., we simply assign the optimal rate for which the constraint is satisfied if the estimated SNRγ t were identical to γ for all t.
Without perfect information, the posterior distribution, p(γ t |γ t ) is non-atomic, i.e., σ 2 γt|γt > 0. Thus, for the unbiased estimatorγ t ,
from Jensen's inequality 1 . Therefore, in order to compensate for the estimation error, we need to "underbook" resources: the rate allocator chooses a rate R * t (γ t ) R naive t (γ t ), with equality if and 1 For an unbiased estimator, (11) immediately follows from Jensen's inequality. For a biased estimator, it still holds, but requires some effort to derive. We skip the details since our focus is on unbiased estimators 8 only if the estimation error N t = γ t −γ t is identical to 0 with probability 1. We need to sacrifice some rate, in order to accommodate for the estimation errors. Hence R naive t is also an upper bound on the optimal rate found by the solution of the original problem (3, 4) . Accordingly, we define rate penalty and power penalty as follows:
Definition 1: Rate penalty in bits/symbol associated with the estimatorγ t is the smallest δ t that satisfies
Definition 2: Power penalty in dB associated with the estimatorγ t is 10 log µ t , for the smallest
Next, we analyze two different scenarios for the described rate adaptation system. In the first scenario, the block of n symbols are comprised by uncoded QAM symbols. In the second scenario, each block is a Gaussian random coded ensemble of n symbols. Within the second scenario, we focus on two cases, high SNR and low SNR separately. In both scenarios, we make use of the following analysis frequently.
A. An Approximation for Moment Generating Functions
Under the posterior distribution p(γ t |γ t ), let the estimation error N t = γ t −γ t have the distribution q(N t |γ t ) = p(N t +γ t |γ t ). Also let g Nt|γt (r) and Λ Nt|γt (r) be the moment generating function and the semi-invariant log moment generating function of N t respectively, givenγ t .
We assume there exists some r max > 0 such that Λ Nt|γt (r) < ∞ for all |r| < r max . It is well
for some r ′ between 0 and r (i.e., has the same sign as r), where (14) follows from Taylor's theorem. From Jensen's inequality, we know that
From Eq. (14), one can deduce that the ratio of the two sides of (15) is exp
which is strictly greater than 1, since the log moment generating function is convex [11] . Further, applying Taylor's theorem to the third order expansion, we get
for some r ′′ between 0 and r.
In many cases, the first two terms of the expansion (16) Gaussian approximation works well in such cases as well, since the effect of the higher order terms in Taylor series expansion diminishes quickly (for many distributions, the higher order cumulants decay as the order of the cumulant increases).
In addition, if an unbiased estimator is chosen, E q [N t |γ t ] = 0. The Gaussian approximation with the unbiased estimator leads to the second order expansion:
Note that the estimator we develop in Section V will be asymptotic unbiased and asymptotically normal. Hence, (17) is asymptotically accurate.
B. Rate Adaptation with Uncoded QAM
Here, we study the scenario in which each symbol, X t,k , of packet t is selected from an uncoded QAM constellation of size M t . Since we assume that the transmission rate, and hence the constellation size is fixed over the packet duration, the data rate equals R t = log 2 M t bits/symbol. 
The associated packet error rate is
since ε t,k (γ t , R t ) remains constant for all k, as γ t and R t remain constant over the packet. We
n . Note that this bound is an increasing function of n, and for n ≫ 1, it is approximately e −1 , which is much higher than typical error rates. We assume that n is large enough and the possible outcomes of (γ t , R t ) are so that,
for all t with probability close to 1. We further elaborate on this assumption after deriving the condition next.
For Constraint (9) to be met, it is necessary that
Taking the ln of both sides and using (17), (20) can be written for an unbiased estimator as follows:
For the existence of a feasible rate R t , the condition
must be satisfied 3 . Condition (22) implies that, the signal to noise ratio for the estimatorγ t must be no less than 2(α + ln 0.1n) for the desired error rate of e −α to be met. Given (22) is satisfied, one can find the following upper bound for the feasible rates R t by solving (21):
Note that (23) is an upper bound on the optimal rate allocation R * t (γ t ) as well. The upper bound on the feasible rates R t given in (23) is plotted in Fig. 3(a) , as a function of signal to noise ratio 3 From (19), we have εt(γt, Rt) nε t,k (γt, Rt) for all (t, k) with probability 1. Consequently, it is sufficient that Fig. 3 . In Fig. 3(a) , the bound (23) is plotted along with R naive t . In Fig. 3(b) , a lower bound on power penalty is given. (22) here is 23.2. We will comment on the ease (or lack thereof) of achieving this with practical estimators in the next section. Moreover, with these set of parameters, R naive t = 2 bits/symbol forγ t < 10 dB. Since the minimum possible rate that one can select is 2 bits/symbol with uncoded QAM, meeting the packet error target of 10 −4 is impossible forγ t = 10 dB, using uncoded QAM, even with a perfect channel state information.
Forγ t > 10 dB, if Condition (22) is barely satisfied, the associated rate penalty δ t is high, relative to the absolute rate R t . Indeed, δ t /R t can be higher than 50% if the estimated SNR γ t is 13 dB. The rate penalty increases asγ t increases: It is no less than 1 bit/symbol when γ t = 20 and 25 dB. As the estimation quality gets better andγ
Nt|γt grows beyond that given in Condition (22), the rate penalty shrinks quickly.
A lower bound on the associated power penalty, µ t can be found by solving R u (γ t )
is the lower bound given in (23). The power penalty bound is plotted in Fig. 3(b) , as a function of signal to noise ratioγ
Nt|γt of the estimator for the same desired packet error rate, 10 −4 , and the same packet size, n = 500, symbols. If Condition (22) is barely satisfied, the power penalty can be as high as 3 dB. Asγ
Nt|γt increases, µ t decays quickly.
C. Rate Adaptation with Random Gaussian Ensembles
Next, we study the random coding [14] , [15] scenario in which the codewords are selected from a Gaussian ensemble. Let R max be the maximum rate that the transmitter can choose, i.e., R max = max R∈R R. The Gaussian ensemble consists of 2 nRmax possible packets. Each symbol, X t,k , of packet t is chosen independently from a N (0, 1) distribution 4 . Note that the unit variance is due to the fact that we normalized the energy per symbol to be E [|X t,k | 2 ] = 1. If a transmission rate R t is chosen at time t, the transmitter transmits one of the packets from a subset 5 of 2 nRt packets, among the 2 nRmax packets initially generated. The receiver has the knowledge of every packet in the subset, corresponding to every possible rate R t ∈ R.
Once it receives packet t, the receiver uses a maximum likelihood decoder to decode the packet in order to find the most likely one among the 2 nRt packets. Hence, unlike the uncoded QAM scenario, where each symbol is decoded separately, here the entire packet is decoded as a
unit. An upper bound for the associated probability of decoding error for packet t can be found to be (see [14] for example):
where ρ ∈ [0, 1] is the union bound parameter. Note that one can minimize (24) over ρ ∈ [0, 1] to find the tightest bound. To satisfy the constraint (9), it suffices that there exists a ρ ∈ [0, 1]
for which
Low SNR: Given the estimateγ t , if p(γ t ≪ 1|γ t ) ≈ 1, then
4 Instead of complex symbols, we chose real symbols for the sake of simplicity. Consequently, data rates will be represented in terms of bits/real symbols. For fair comparisons with the uncoded QAM schemes, one should simply double these rates. 5 These subsets can be arbitrarily selected from the set of 2 nRmax packets. 
which leads to:
Thus, if there exists some ρ ∈ [0, 1] for which the above bound is positive, any R t below it is feasible. For this to be possible, we need
for some ρ ∈ [0, 1]. This leads to the following condition for the estimator:
Note that Condition (28) is not necessarily the analogous of Condition (22). Condition (28) is
necessary for a non-empty solution set to exist for Inequality (27), whereas (22) 
The largest upper bound of R t given in (27) is plotted in Fig. 4(a) , as a function of signal to noise ratioγ
Nt|γt of the estimator forγ t = −3, −8, −12 dB, for a desired packet error rate of 10 −4 and a packet size of n = 500 symbols. Allocation R naive t as given in (29) is also shown on the same plot. Each point on these curves is for the corresponding optimal ρ selection. The bound onγ
Nt|γt , as imposed by (28) here is 14. Since the SNR is low, the achievable rate is roughly proportional to the SNR. Thus, if Condition (28) is barely satisfied, the associated rate penalty δ t is significantly high, relative to the absolute rate R t . Indeed, δ t /R t can be higher than 2 as is the case forγ t = −12 dB. As expected, as the estimation quality gets better andγ 2 t /σ 2 Nt|γt grows beyond that given in Condition (28), the rate penalty shrinks quickly.
For the desired packet error rate of 10 −4 and a packet size of n = 500 symbols, Fig. 4(b) illustrates the largest upper bound of R t given in (27) as a function of the estimated SNR,γ t for an estimator with a signal to noise ratioγ 2 t /σ 2 Nt|γt = 60 and 100. On the same graph, we illustrate R naive t and the Shannon limit (ergodic capacity) with perfect information, 1/2 log 2 (1+γ t ) bits/real symbol. By comparing the Shannon limit with R naive t , one can observe that the associated power penalty for the random coding scheme is above 2 dB for values ofγ t less than −3 dB. Using the same plot, one can observe that the power penalty associated with the estimation errors is no more than µ t = 1 dB and 0.5 dB forγ High SNR: Given the estimateγ t , if p(γ t ≫ 1|γ t ) ≈ 1, then
Thus, for an unbiased estimator, E q ln γt 1+ρ
and var q ln γ 1+ρ
to the low SNR scenario, using (17) , (25) is satisfied if there exists a ρ ∈ [0, 1] for which
Thus, if there exists some ρ ∈ [0, 1] for which the above bound is positive, any R t below it is feasible. One can realize that, in the high SNR regime, sinceγ t ≫ 1 with probability 1, there always exists some ρ ∈ [0, 1], for which a feasible R t > 0 exists. For this reason, the main difference between the high SNR and the low SNR regimes is that, in the high SNR regime, the desired error probability can be satisfied much more easily, with almost any given estimator.
We can find the best assignment by maximizing (31) over ρ ∈ [0, 1]. The associated R naive t is:
The largest upper bound of R t given in (31) is plotted in Fig. 5(a) , as a function of signal to (32) is also shown on the same plot. Each point on these curves is for the corresponding optimal ρ selection.
First we would like to emphasize that these plotted here are in bits/real symbol, since the code alphabet is real. Therefore, these rates would be doubled to convert to bits/complex symbols for a fair comparison with the rates of plotted for uncoded QAM. In high SNR regime, the ratio δ t /R t is much smaller compared to the low SNR regime. For instance, δ t is no more than 0.5 bits/symbol and δ t /R t is lower than 25% for all three curves atγ 2 t /σ 2 Nt|γt = 20. This decrease in rate penalty is expected, since the rate scales roughly with the log of the SNR in the high SNR regime.
For the same set of system parameters, Fig. 5(b) illustrates R t as a function ofγ t , for an estimator with a signal to noise ratioγ 
IV. FUNDAMENTAL LIMITATIONS OF THE RATE ADAPTATION SYSTEM
In the previous section, we studied the performance of the rate adaptation system for any given unbiased estimator. We analyzed the feasible rates with certain coding and modulation schemes as a function of the "quality" of the estimation provided by the estimator. The relevant quality metric turned out to be the signal to noise ratio,γ 2 t /σ 2 Nt|γt , of the estimate for a given packet t. Note that we assumed no knowledge on the prior distribution, p(γ) of the SNR.
In this section, we view γ for any given block as an unknown parameter 6 , and pose SNR estimation as a non-Bayesian parameter estimation problem. We first investigate the fundamental limitations of an SNR estimatorγ t =γ t (I t ), based on packet level acknowledgements. Then, we comment on on-line estimation and show that, for typical desired error rates, on-line estimators cannot achieve the desired performance, even for a channel with moderate block size T . Based on our observations, we derive an upper bound on the optimal rate allocation.
A. Fundamental Limitation of SNR Estimators
Consider the unknown parameter estimatorγ t ( I t ), where
for all t such that T p + d t < T . Here, F t is the binary information, corresponding to the ACK/NACK packet t as specified in Eq.(2).
Theorem 1: For a given SNR γ, and the unbiased estimatorγ t ( I t ) for any t, T p + d t < T , the estimation error variance, var γ −γ t ( I t ) is lower bounded by:
where the error probability ε τ (γ, R τ ) is the continuously differentiable function of γ and ε ′ τ (γ, R τ ) is its first derivative.
Proof: Given γ and the sequence of rates R 1 , . . . , R Tp , the sequence F 1 , . . . , F Tp satisfies
Let us define
Fisher information associated with F τ is:
The cumulative Fisher information at time t,
. Theorem 1 follows since the Cramer-Rao lower bound [16] for unbiased estimators is the reciprocal of the Fisher information.
B. Duration of the Probing Period
Recall that the objective function, (3) of our main problem involves maximizing the rate over the length of the probing period as well. For any given T p , the solution of the inner optimization problem is given in (9) , which depends on T p , indirectly through distribution p(γ|γ t ).
For example, for a large T p , the estimator is more likely to give higher quality estimates, and hence the variance associated with distribution p(γ|γ t ) will be smaller. On the other hand, an increasing T p implies a reduced window, (T p , T ] of time for actual data communication. Thus, T p must be chosen just large enough to guarantee that (9) holds for a given estimator, but no larger than that. Before deriving the upper bound on the optimal rate for our system, we find a lower bound on T p . Based on that, we draw conclusions on on-line estimators and on how to choose rates in a probing period.
Note that, if R τ is constant at r p for the probe packets τ T p , then the error probability is also constant at ε(γ, r p ). Consequently, (33) reduces to
for all t, T p + d t T . Thus, the Cramer-Rao bound is inversely proportional to the number of observed ACK/NACK packets. At a constant probing rate, the probing period T p must be chosen large enough in order to meet Condition (22) for uncoded QAM or Condition (28) for
Gaussian ensembles. When we combine (37) with these conditions, we obtain:
for uncoded QAM, and
for Gaussian ensembles at low SNR, where ρ * = ρ * (γ, r p ) is the union bound parameter corresponding to the tightest error bound (24) for a given (γ, r p ) pair. One can realize that, for uncoded QAM, the condition is connected to the constant probing rate r p only through the symbol (and hence the packet) error probability for any given estimateγ Tp . In the case of Gaussian ensemble, the connection to r p is through the best union bound parameter ρ * as well as the packet error probability for any givenγ Tp .
Figures 6(a) and 6(b) illustrate the minimum length for probing period, necessary to satisfy the conditions, as a function of the packet error rate. In both cases, we takeγ Tp ≈ γ. The main observation one can make from these figures is that, the number of probe packets increases highly with probe packets that have lower and lower expected error probabilities. Indeed, for uncoded QAM, if r p is such that, the error rate is 10 −4 , T p = 1000 probe packets is necessary for desired estimation quality. Also for uncoded QAM, the error probability that minimizes the number of probe packets is around 0.5. Similar behavior is observed with Gaussian ensembles as well. The number of probe packets increases beyond 100 at a packet error probability of 10
for values of SNR less than −3 dB and it decreases with increasing error probability.
Intuitively, the reason for this inverse relationship between T p and ε t (γ, r p ) is the following.
If the error rate is as low as, say 10 −4 , to obtain an accurate estimate of the error probability (relative to the absolute error probability), one needs thousands of packets, since 1000 is the average time one has to wait before even the first negative acknowledgement. However if the error probability is around 10 −1 , one can obtain a highly accurate estimate with only tens of packets.
These observations have important implications on communication with on-line estimation: If estimation is made with data packets at low error rates, the rate adaptation system is capable of tracking only very slowly fading channels. For instance, for uncoded QAM, the channel coherence time cannot be greater than the time it takes to transmit 1000 packets for the desired error rate of 10 −4 to be met. Thus, we conclude that on-line estimation can be suitable only for channels that are very slowly fading.
C. Optimal Rate Allocation
Next, we derive an upper bound on the optimal rate sequence R T * p , . . . , R T (i.e., the solution to (3), (4)). We assume that the estimation is based on the probe packets only, and the data packets are not exploited for estimation. In order to derive our bound, we will combine the Cramer-Rao bound we derived in the previous section with the rate bounds: (23) for QAM and (27) for Gaussian ensembles at low SNR.
Since we assume data packets are not used for estimation,γ t remains constant for t, T p + 1 t T . Consequently, the rate allocation also remains constant at R Tp (γ Tp ) in the same period.
For any given T p and γ, the optimal probe rate can be found by solving
where (40) follows since Φ τ (γ, R τ ) is independent of R τ ′ , τ ′ = τ . Since γ is constant, the optimal probe rate R * 
where r * d (γ Tp , T p ) = R * t (γ Tp ) as defined right before (9) and (41) (γ Tp , T p , γ). We find our ultimate bound on the transmission rate averaged over a block, by maximizing R
In Fig. 7 (a) and 7(b), we plot the ratio of r for uncoded QAM and Gaussian ensembles respectively for various values of T . To obtain these curves, we usedγ Tp ≈ γ. We also plot R naive and the Shannon capacity on the same graphs. We choose the desired packet error rate of 10 −4 and a packet size of n = 500 symbols.
As expected, the difference between the naive rate allocation and the bound increases significantly with decreasing T . For instance, with QAM, the bound doubles at 10 dB when T increases from 5 to 50, which corresponds to a power penalty of approximately 4 dB. The bound is closer to the naive rate allocation at low SNR, and the distance (i.e., the power penalty) increases as the SNR increases. This implies that the lack of channel state information is more costly at high SNR compared to the low SNR.
V. ESTIMATOR DESIGN
The upper bound r max d
(γ Tp , γ) is a function of the actual SNR, γ. Achieving this bound with equality would require the knowledge of γ, which would be used to set the probe rate to r * p (γ) exactly. In reality, a valid estimator needs to set the probe rate, R t for packet t T p , based on only the knowledge of f 1 , . . . ,
In this section, we develop an estimator, which updates the probe rate R t and the estimateγ t recursively, based onγ t−1 , f t−d and R t−d during the probing period t ∈ [1, T p ]. We show that our estimator is asymptotically optimal, i.e., for any initial point R 1 , probe rate R t converges to r * p (γ). Moreover, we show that our estimator is asymptotically efficient and asymptotically normal, i.e., the associated estimation error converges to a 0-mean Gaussian random variable with a variance identical to the Cramer-Rao bound achieved with the optimal probe rate r * p (γ). The normality of the error validates the Gaussian approximation we used to evaluate the rate bounds (38) and (39), for uncoded QAM and for Gaussian ensembles respectively.
Estimator:
1) For packets t = 1, . . . , d, choose an arbitrary rate R 1 , . . . , R d = r ∈ R and choose an arbitrary estimateγ 1 , . . . ,γ d = λ.
2) For all t, d + 1 t T p , update the estimateγ t , based on the observed ACK/NACK sequence, f 1 , . . . , f t−d and choose the rate R t as follows:
where Φ t (·, ·) is the Fisher information as defined in (36).
Note that, if we are allowed to update the estimate beyond t = T p , we can use (44) for times t = T p + 1, . . . , T p + d − 1 as well. Otherwise, since the packets t = T p − d + 1, . . . , T p cannot be utilized, one can simply choose not to transmit (i.e., R t = 0) those packets. We prove the following for our estimator:
Theorem 2: For both uncoded QAM and Gaussian ensembles, as T p → ∞,
Proof: We will directly apply Theorem 2. | is continuous and bounded for γ 0 and
2) For both QAM and Gaussian ensembles, var (F t ) = ε t (γ, R t )(1 − ε t (γ, R t )) is continuous and bounded for γ 0 and R t 0.
3) For both QAM and Gaussian ensembles, Fisher information Φ t (γ, R) as given in (36) is continuous and positive for γ 0 and R 0. Moreover, it has a unique maximum R = r * p (γ) for each γ 0, as shown in the previous section. Furthermore, the asymptotic efficiency [17, p. 186,224 ] of the estimator is 1, which implies the asymptotic optimality, i.e., σ Tp (γ, r * p (γ)) as T p → ∞. Theorem 2 implies that our estimator (44) is asymptotically efficient and consistent. Moreover, without any prior information on γ, rate allocation (45) guarantees the performance achieved with the optimal constant probe rate r * p (γ). Next, we simulate the estimator. In our simulations, we use a unit delay system, d = 1, and we slightly modify the update term in (44). Instead of the t − d + 1 on the denominator, we use (t − d + 1) β for various values of β ∈ (0, 1].
In Fig. 8 , a single realization of the estimator and the associated assigned rate are illustrated for different values of γ, over a block of T p = 500 probe packets of size 500 symbols. The value of γ and the optimal static rate r * p (γ) are also shown on the associated graphs. The initial points for the estimator areγ 1 = 3 dB, R 1 = 1 bit/symbol, and the set of possible rates are R = {1, 2, . . . , 10} in bits/complex symbol, i.e., the possible constellation sizes are integer powers of 2. fairly slowly due to the low decay rate β = 0.5. With a higher β, it takes longer to approach the vicinity of γ, from the initial valueγ 1 , but the estimation error variance is lower once in steady state. This observation is illustrated in Fig. 8(c) , where β = 1 and the probing block size is T p = 2000 packets. In the realization corresponding to γ = 20 dB, the "steady state" is yet to be reached after 2000 packets. On the other hand, the amplitude of the fluctuations around the final point decay much faster as one can observe in the realization corresponding to γ = 10 dB. Different choices for β and the associated tradeoffs involved in stochastic approximation algorithms are studied in [18] .
We illustrate our estimator response for Gaussian ensembles in Fig. 9 . As the set of rates R, we picked 100 points, equally spaced between 0 and 5 bits/real symbol. We picked our initial valueŝ γ 1 = 0 dB, much smaller than the initial point in QAM simulations and R 1 = 0.5 bits/symbol, identical to the initial rate in QAM simulations. Here, we analyze a low-SNR realization, γ = 3 dB, as well as higher ones, γ = 10 and 20 dB.
