The active sensing and perception of the environment by auditory means is typically known as echolocation and it can be acquired by humans, who can profit from it in the absence of vision. We investigated the ability of twentyone untrained sighted participants to use echolocation with self-generated oral clicks for aligning themselves within the horizontal plane towards a virtual wall, emulated with an acoustic virtual reality system, at distances between 1 and 32 m, in the absence of background noise and reverberation. Participants were able to detect the virtual wall on 61% of the trials, although with large di↵erences across individuals and distances. The use of louder and shorter clicks led to an increased performance, whereas the use of clicks with lower frequency content allowed for the use of interaural time di↵erences to improve the accuracy of reflection localization at very long distances. The distance of 2 m was the most di cult to detect and localize, whereas the furthest distances of 16 and 32 m were the easiest ones. Thus, echolocation may be used e↵ectively to identify large distant environmental landmarks such as buildings.
Introduction
The sense of hearing provides relevant information for spatial perception [1] .
Audition is particularly important for blind people [2] , who lack visual stimuli to build spatial representations of their surroundings. Some blind people have learnt to echolocate [3] , i.e. to detect and localize obstacles and environmental 5 features based on the reflections they produce in response to self-generated sounds (active echolocation), typically oral clicks [4] , or even to ambient noise [5] (passive echolocation). Echolocation, initially called facial vision because it was believed that sensation arose from pressure sensors on the skin [6] , is in fact a purely auditory phenomenon [7] . Sound reflections, or echoes (if perceived as 10 a separate event from the direct sound), arrive at an echolocator with variable attenuation, delay, interaural level and time di↵erences and spectral cues which they exploit [8, 9] to infer information about the distance [10, 11] , angular location [12] , size [13] , shape [14] and texture [13] of the boundary at which they were generated. At short distances, it is possible to use coloration cues 15 (i.e. a change in the tonal character), arising from the interaction of direct and reflected sounds [15] to detect the latter. However, it is highly unlikely to use coloration cues to detect reflections with delays longer than 10 ms (or arising from obstacles at distances further than 2 m) [16, 17] . Localization of reflections is particularly precise due to a partial inhibition of the precedence 20 e↵ect-a collection of phenomena that makes it possible to localize an original sound source in a room despite all reflections [18] -during echolocation [19, 20] . This technique represents an active perception mode [21] , meaning that the perception of auditory space integrates the auditory sensation at di↵erent positions and orientations with the vestibular and proprioceptive feedback [22] , 25 and thus head movements are crucial [23] for e↵ective mobility and related tasks like shape perception [14] . In this way, echolocation contributes to enhance the auditory spatial localization of blind people [24] .
In addition, echolocation has benefits on the independence of functional echolocators (i.e. people who use echolocation in daily life), namely better mobility in unfamiliar places and access to better salaried jobs [25] . Thus, echolocation is highly relevant for the rehabilitation of persons who have lost sight. Despite its benefits, echolocation is not yet a widespread technique and much research is devoted to understanding the degree to which early and late blind people can profit from echoic information [26] . In the present study, we 35 focus on sighted persons without prior experience in echolocation, and as such their performance can be considered similar to that of potential candidates in rehabilitation programs of orientation and mobility.
Acoustic Virtual Reality (AVR) systems that account for head orientation are regarded useful for the acquisition of auditory space maps [27] , for evoking 40 sensations arising in echolocation [10, 22] and for the conduction of psychoacoustic tests [20] . When using an AVR system for the conduction of psychoacoustic or active echolocation tests, non-auditory cues such as wind, temperature, or other tactile cues are decoupled from the auditory stimulation. In addition, ambient noise, which could lead to e↵ective passive echolocation in reality, can 45 be minimized or studied separately from active echolocation. In real life, these cues are an integral part of the environment perception and contribute to the detection of obstacles. Furthermore, arbitrarily large surfaces can be simulated with the AVR system at any position. Because large surfaces reflect sound more e ciently than small obstacles, and because the background noise in an AVR 50 is negligible when used in a silent anechoic room, the range of distances where obstacles can be detected with echolocation is expected to be much larger using an AVR system than in other real life experiments.
Sighted participants have been able to learn basic echolocation tasks using an AVR system [11, 20] . Therefore, this kind of systems shows a potential to ex-55 plore e↵ective learning strategies in echolocation, gain further knowledge about its psychophysical mechanisms, and study the relationship between performance and the self-generated oral signals [11, 17] . When using an AVR system, the simulated acoustic condition is defined by the Oral-Binaural Room Impulse Response (OBRIR) [28] , which contains information on the propagation of sound, including all relevant reflections between a reference point close to the mouth and the entrance of the closed left and right ear canals.
In a previous study [17] , we used a static AVR system to determine the detection thresholds for a single reflection up to distances of 16 m, by artificially varying the strength of the reflection in relation to the strength of the direct sound. This relation between strengths was quantified by means of the reflected-to-direct level di↵erence (RDLD) [29] 1 . The results closely followed the signs of forward masking-a characteristic of the human auditory system for which one sound can render inaudible another fainter sound closely delayed. using larger obstacles in an otherwise reflection-free environment with low background noise. This was already explored by Schrnich et al. [11] by measuring distance discrimination thresholds in echolocation up to 6.8 m using an AVR.
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In the present study, we explore echolocation for detection and localization of large obstacles in a range of distances broader than in previous studies, from 1 m to 32 m.
In [17], the task was to discriminate one out of three intervals which was different from the other two. A question that arises is whether untrained sighted 85 individuals would also be able to use echolocation in a more realistic task than the one in [17] . In the present study, we develop and use an AVR system that 1 Note that the RDLD is unambiguously defined for a single reflection. In the case of multiple reflections, there could be an ambiguous interpretation. On the one hand, the RDLD could be referred to a single reflection of interest by filtering out all other competing reflections. On the other hand, the RDLD could take into account all existing reflections to calculate the strength of the total reflected sound. In this study, we use the latter interpretation accounts for head rotations in the horizontal plane. We use this system to simulate a simple outdoor echolocation exercise in which a person has to orient herself towards a simulated large wall (or building) at di↵erent distances on a re-90 flecting floor, without competing reflections from other surfaces nor background noise. Thus, participants in the present experiments had firstly and implicitly to detect the reflecting object, and only then, to identify the direction of arrival of the reflection.
Beyond knowing whether untrained sighted individuals can echolocate, we 95 aim at determining the most di cult distance conditions to detect and localize a large obstacle (e.g. a wall) and how performance relates to features of the emitted signals. This knowledge can serve as an inspiration for determining good clicking strategies based on parameters such as intensity, duration, bandwidth and frequency content, and in addition, to point out the most di cult distance 100 conditions in the training of echolocation. We hypothesize that, in absence of background noise and reverberance, the most di cult conditions are those in which the reflection level of the wall is near the audibility thresholds for a reflection determined in [17] . Easier conditions may be those where the reflection is well above threshold. Moreover, in the distance conditions where the reflection 105 level is near the audibility thresholds, it is expected that localization accuracy decrease [34] .
Method

Participants
The 21 participants in the experiments, labeled S1 to S21 hereafter, were 7 110 female and 14 male sighted persons, between 22 and 48 years old, with normal hearing (HL < 20 dB from 250 Hz to 8 kHz following audiometric screening) and without previous experience in echolocation. They participated on a voluntary basis and did not receive any compensation for the participation. Informed consent was given by all participants and ethics approval was granted for this research by the Medical Ethics Committee at UZ KU Leuven (number B322201317883).
Stimuli
Stimuli were designed to replicate a simple outdoor echolocation exercise in which participants had to identify the direction of a large wall (e.g. a building) OBRIRs and on the actual stimuli generation via streaming convolution.
OBRIR calculation
The reflections of the wall and the floor were simulated with the room acoustics simulation software CATT-Acoustic TM v9.0c. A binaural receiver was placed at the middle point in between the ears, and a source simulating the mouth with 130 the average frequency-dependent directivity pattern of the human voice [35] was placed 0.1 m in front of the receiver and pointed away from it. Such a pattern, on a frequency-band basis, is similar to the one produced by echolocation clicks [36] . The receiver was always pointing towards the source. Both source and receiver were placed at a height of 1.5 m from the floor. In separate calculations, 
T and similarly for the right channel.
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One way to characterize the strength of a reflection or group of reflections is by using the Reflected-to-Direct Level Di↵erence (RDLD) [29] , which takes into 
The resulting distance-dependent RDLD values of the OBRIRs with the source aligned towards the wall (thus identical for left and right channels), postprocessed to exclude the first order reflection from the floor, are shown 190 in Figure 3 . These values were calculated in an approximate way, assuming that the direct sound was the one provided by CATT Acoustic (which does not take into account di↵raction e↵ect around the head in the propagation from the mouth to the ears), and then applying an o↵set to all calculated values so that Remote control for user interaction 
Stimuli generation
The AVR system is schematically represented in Figure 4 . Parts of this 200 system have been described in an earlier article [17] . The system recreated a scene (at one of the distances in Figure 1 ) by loading a set of 24 OBRIRs, corresponding to all orientations around the person with a resolution of 15 at a single distance, from the OBRIR library into the real-time module.
Such a real-time module was implemented in Max software from Cycling'74.
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The oral sounds generated by a user were picked up with a microphone and split into two replicas. Before being presented to the ears via open headphones, one replica was sent to an equalizer, in order to compensate for the attenuation introduced by the headphones on the direct sound at the ears, mainly at frequencies above 1 kHz. It was important to restore the natural direct sound, 210 existing without headphones, because in echolocation, this natural direct sound influences the detection ability for the reflections and their interpretation in terms of coloration, loudness and delay. The other replica was acquired with an RME Fireface UCX audio interface and sent to a convolution engine based on a low-latency, non-uniform partitioned convolution, implemented in HISSTools 215 [38] . This convolution engine performed 48 simultaneous convolutions (between the input and each of the 24 2-channel OBRIRs). A head-tracking device (Yost Labs 3-Space sensor) mounted on the headphones provided the head orientation of the user in the horizontal plane with a maximum latency of 20 ms and the resolution was set in runtime to 1 (although the device had a spatial resolution 220 finer than 0.08 ). The head orientation was used to calculate the output signal by linearly panning the outputs of the two convolution pairs that had OBRIRs at angles closest to the user orientation. Users felt that the system was responsive in updating the location of the virtual wall and did not report any artifacts related to head-tracking latency.
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The user had a remote control in order to interact with the experimental control program (by pressing a button to start or to indicate the response).
Signaling sounds containing instructions or feedback on user actions were also played back.
The output of the OBRIRs, mixed with the direct sound, compensated for 230 high frequency attenuation, and with signaling sounds, was played back through open headphones. The sampling rate of the AVR system was 44.1 kHz.
The overall gain applied to the output of the OBRIRs depended on the microphone and headphone sensitivities and on a number of gain parameters in the audio interface and through di↵erent software layers. For this reason, a 235 calibration procedure was required. The OBRIR of a large reflecting panel (2 m ⇥ 2 m) at a distance of 2 m from the center of the mouth was measured in an anechoic chamber with a dummy head with microphones at its ears and a loudspeaker at its mouth. This dummy head had been used in previous RDLD measurements [29] and yielded results comparable to those obtained with a Head
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and Torso Simulator B&K type 4128. In the following, the energy of the reflected path in this measurement, averaged for the left and right channels, is noted as e r,p . The AVR system (with an arbitrary gain g at the convolution output) was set on the dummy head, the panel was removed from the anechoic chamber and h 2 (✓ 0 = 0) was simulated. A second OBRIR measurement was performed,
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leading to an energy of the reflected path e r,v , averaged between left and right channels. With these measurements, the gain of the convolution output in the AVR system for the left and right channels was updated to g 0 = g p e r,p /e r,v .
The sensitivity of the left and right headphone transducers did not di↵er by more than 0.1 dB in the frequency range of interest (200 Hz -16 kHz).
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An equivalent mathematical description of the AVR system, based on a time-domain convolution, is given in the Appendix.
Experimental procedure
Before the start of the experiments, participants were instructed about the task they had to perform. They were informed that, in each trial, a virtual wall
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would be simulated at a random direction and distance around them (see Figure   1 ), that this virtual wall would reflect the sound produced by them, and that their task was to find the direction of the wall by only using oral click sounds, align themselves towards this virtual wall by turning their head and/or body and press a button on a controller to report the direction. In case they would 260 not be able to determine the presence of a wall after trying for a reasonable amount of time, they were asked to press a button at any direction. There was no explicit time limit. Note that this task implicitly required subjects to detect the wall in order to be able to localize it. This is not trivial, given that reflection levels were near threshold as shown in Figure 3 .
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No training trials were performed. However, the start of the experiments was monitored and if the task was not clear, instructions were clarified and the experiment was restarted. No specific training was given on how to produce the click signal, so as to respect the default clicking strategies of the participants and to be able to determine the impact of di↵erent click properties on performance.
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For convenience, the orientation of the user ✓ is expressed relative to the actual orientation of the virtual wall (located at ✓ = 0), whereas the random initial orientation is noted ✓ 0 .
The experiments took place in a 300 m The orientation and sounds produced by the participants were logged at each trial, making it possible to determine the accuracy of the answered angle, the response latency and the number of clicks, which were used as outcome variables 290 of the experiment.
Emission properties
The source signal properties play a role in human echolocation performance [17] . For this reason, the oral clicks in the recordings were extracted and analyzed. In a first stage, potential oral clicks were identified by looking at the 295 peaks that exceeded an arbitrary low threshold and were separated by at least 100 ms. In a second stage, all potential oral clicks were visualized and wrongly identified samples (corresponding to speech, noise or artifacts from the microphone) were discarded. The remaining oral clicks were analyzed to derive the following parameters:
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• the sound exposure level, L E , as an indication of intensity and loudness, which in turn a↵ects forward masking dynamics [39] .
• the duration of the emission, T click , related to the period during which forward masking is active [39] . It was calculated as the time interval where the amplitude of the envelope was higher than 10 dB below the 305 peak value.
• the peak frequency F peak at which the spectrum reaches its maximum value. This value is reported in other echolocation studies (e.g. [11, 40, 41] ).
• the bandwidth B, defined here as the ratio of the frequencies (in octaves)
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where the envelope of the 1/12th octave spectrum decayed to -10 dB respect to its maximum value. Note that this bandwidth was calculated from a spectral analysis (in energy per fractional octave band), which resembles the human auditory processing, as opposed to the usual bandwidth derived from the Fourier spectrum (expressing energy per Hz). A 315 broader bandwidth contains more information that the auditory system can use to extract reflection cues.
• the lower frequency F min used for the calculation of B. Extended low frequency content was reported to enhance coloration detection [16] . even answers located at a mirrored location behind the participant in case of front-back mistakes. Given this kind of data, it is particularly suitable to use the model for azimuth localization proposed in [42] , where the probability of responses is modeled with a probability density function f ⇥ :
Statistical analysis
where f 1,⇥ (✓; µ, ) is the probability density function of the correctly de- 
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In the model proposed in [42] , f 1,⇥ (✓; µ, ) is a von Mises distribution [43] , which among the circular distributions is the one having properties similar to the normal distribution in the linear domain. The von Mises distribution has a probability density function
where  is the concentration parameter, µ the mean of the distribution in radi-
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ans, and I 0 () the modified Bessel function of the first kind of order zero [44] .
Its standard deviation is p 1 I 1 ()/I 0 () and for large , the distribution becomes concentrated towards the mean. The probability density function for front-back mistakes is
In the present experiments, the source was directive and emitted most of its 355 energy in the same direction as the binaural receiver. Thus, it was less likely to observe front-back confusions than in localization of external sound sources, so we typically obtained p 2 ⇡ 0. In view of this, we refer to p 1 = 1 p unif as the probability of detection, to p unif as the guess probability, and we relate µ and  to the bias and the accuracy of the answer, respectively. was also applied to study the response latency variable with distance as the only within-subjects variable and no between-subject factors.
Results
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The dependent variables angle and response latency were strongly dependent on the participant, as shown in Figure 6 . Some participants, like S5 and S20
were remarkably accurate in angle and spent very little time to complete the task, whereas other participants, like S11 and S15, showed a remarkably higher spread in their angle and response latency data.
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When participants answered quickly, they tended to respond more accurately, as shown in Figure 7 . The absolute angular deviation for moderate latencies between 20 and 60 s was significantly higher than for latencies shorter than 20 s (Wilcoxon Signed-Ranks score Z = 3.1, p = 0.002), but significantly lower than for latencies longer than 60 s (Z = 6.2, p < 0.001).
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The parameters for the vMUM model (2) fitted to all the angular data (as shown in Figure 5 ) wereμ = 2.4 , = 9.3,p 1 = 0.61,p 2 = 0,p unif = 0.39.
The small value ofp 2 indicates that no front/back confusions were present in the data. Using a frequentist interpretation, participants detected a reflection in 61% of the trials, whereas in the remaining 39%, participants did not detect any reflection. The mean direction in the dataμ = 2.4 is not significantly different from zero (p = 0.077). Thus, on average, participants aligned themselves towards the virtual wall without any noticeable bias.
During the experiments, participants generated very di↵erent clicks, as shown in Figure 8 . For example, the click of participant S3 was much shorter and less 405 intense (Figure 8(a) ) than the one of S21 (Figure 8(c) ), which was a 'double click'. The click of S21 had also a lower peak frequency (Figure 8(d) ) than that of S3 (Figure 8(b) ).
The individual values and approximate distribution of the emission properties L E , T click , F peak , B and F min are shown in Figure 9 and the summary 410 statistics (average, standard deviation, minimum and maximum values) on Table 1. 
E↵ect of distance
E↵ect of signal parameters
The e↵ect of signal parameters on the main outcome variables was studied by grouping the observations according to low or high L E (7 50dB), short or 450 long T click (7 8ms), low or high B (7 1.2 octaves), low or high F peak (7 2.8 kHz) and low or high F min (7 1.5 kHz). The threshold of 1.5 kHz for defining low or high F min was chosen as the high frequency limit for using interaural time di↵erence as a cue to localize pure tones [45] whereas the other thresholds were set a posteriori to separate observations in groups of similar size.
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Following the groups described above, data for the measured angle was further split according to the distance group (short/middle/long/very long distances) and vMUM models were fitted. The most remarkable e↵ects of signal parameters were those shown in Figure 11 . At middle distances (see Figure 11(a) ), a short T click led to a significantly higher detection ratep 1 (0.52 vs 0.33 for long
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T click , z = 2.5; p = 0.01). At very long distances (see Figure 11(b) ), a lower F min resulted in a significantly higher (50.3 vs 13.8 for high F min , p < 0.001).
Also at very long distances (see Figure 11 were observed at all for either B nor F peak .
ANOVA tests did not find any significant e↵ect of the di↵erent signal parameters on the response latency.
Training e↵ects
There were no main e↵ects of presentation order (F (2, 394) 
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However this di↵erence was not statistically significant (p = 0.88).
Discussion
By using the AVR system, participants-sighted and without previous experience in echolocation-were able to successfully echolocate a virtual wall at di↵erent distances (1, 2, 4, 8, 16 and 32 m) and orient themselves correctly 490 towards it in approximately 61% of the trials. This finding agrees with a previous study that found that self-motion allowed participants to align themselves accurately to a target direction by means of echolocation using oral clicks [22] .
At the same time, large individual di↵erences in expertise/skill level across untrained participants were observed, although vMUM models were not explicitly 495 fitted to each individual, due to the low number of trials per participant (24) .
The skill level was assumed to be inversely linked to the deviation from the correct angle and to the response latency. Thus, it was assumed that a shorter response latency was associated with easier conditions.
Dependence on distance
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The detection ratep 1 was highly dependent on the distance of the simulated wall ( Figure 10 there is an improvement in coloration detection [46] , whereas at longer delays, forward masking is less relevant [39] and reflection o↵sets become audible. Furthermore, with low detection ratesp 1 = 1 p unif , it is reasonable to assume that localization of the wall, when detected, was performed at near-(masked) 515 threshold level, especially at short distances. Localization at near-(absolute) threshold level is less accurate than at more moderate levels [34] . In the light of the precedence e↵ect [18] , finding a virtual wall is a lag localization experiment, where the lead is the direct sound (which can be assumed to be localized inside the head, without relevant interaural di↵erences) and the lag is the reflected sound from the wall direction. Moreover, the floor reflec-530 tion acts as an additional lag without interaural di↵erences and occurs after the wall reflection (for the 1 m distance condition) or before it (beyond 2 m). It is known that lag localization becomes worse and the likelihood of fusion increases at short delays [47] . For this reason, we may hypothesize that the worse performance at 2 m is linked to the partial masking of the wall reflection by 535 the floor reflection, an increased fusion likelihood and a higher discrimination suppression [47] in the lag.
In view of this, the improvement in performance at long distances beyond It is likely that the limiting requirement for using echolocation at long distances is that the level of the reflection is above the background noise and the absolute threshold of hearing. An increase in click L E would generate a more intense reflection but at the same time, it would trigger the stapedius reflex [49] , which 560 would in turn reduce the auditory sensitivity to a reflection. Note that, since the latency of the stapedius reflex is about 100 ms [49] , it would only a↵ect the audibility of reflections from objects further than 16 m. Therefore, if a typical click has an L E of 50 dB (Table 1 ) and the RDLD of a flat large wall at 100 m is roughly -50 dB (extrapolating from Figure 3 ), its reflection would have an
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L E of 0 dB. Such a reflection would probably not be audible by most adults even without any background noise, which is unlikely to happen in an outdoor environment.
Impact of emission properties
The virtual walls at long distances were localized more accurately when par-570 ticipants used clicks with F min < 1.5 kHz. This result suggests that participants could access more information about the interaural time di↵erences (which in the case of pure tones, are only available below approximately 1.5 kHz [45] ) in addition to cues provided by interaural level di↵erences. By having access to more spatial cues, localization becomes more precise. Other studies, however,
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found extraction of interaural time di↵erences from the lag less robust than extraction of interaural level di↵erences [50] .
The fact that trials using clicks with higher L E led to an increased accuracy with high, especially at long distances, means that the reflection was perceived as a separate event well above threshold and that localization was more accurate benefit from high-frequency cues [9] . For this reason, we believe that oral clicks with a broad frequency content are beneficial for echolocation.
Other stationary or hissing sounds used in echolocation [12] may be useful to improve detection and localization of obstacles at short distances, especially below 2 m. However, reflections from large surfaces further than 2 m are generally 600 not audible by using hissing sounds because they fall below detection thresholds [17] . Thus, this study focused exclusively on the use of impulsive sounds such as oral clicks.
Training e↵ects
During the experiments, qualitative feedback was given to the participants 605 on the accuracy of their responses. Feedback is a main factor in learning [51] that could have led to observable training e↵ects, but nevertheless these were not observed in the present experiments, as reported in section 3.3. This is unsurprising, since in the current study, participants finished the tests in about 20 minutes, whereas participants in [11] reached a stable echolocation performance 610 after receiving extensive amount of training for 4 to 12 weeks.
Impact of blindness
The primary visual cortex, used for processing of visual information in sighted people, was found to be dedicated to processing of echoes in some early blind echolocators [52] , which may result in higher sensitivity to echo cues [19] and source localization [53] than in sighted people. In addition, blind people are more sensitive to interaural level di↵erences, specially in lag detection [50] .
We can hypothesize that blind echolocators are able to direct their spatial attention to the reflection interaural time and level di↵erences [19] , which would further reduce fusion [54] and allow extracting more reliable localization infor-620 mation. In this case, RDLD detection thresholds for some blind echolocators might be lower than those shown in Figure 3 and localization might become more accurate.
For the sake of keeping the sighted participants at ease while iteratively rotating themselves to find best alignment towards the wall, they were not blind-
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folded. While it is unlikely, the visual bias could have introduced an increased variability in the responses.
Challenges
The AVR system made use of OBRIRs spatially sampled at 15 o using pan- be an important source of bias due to the distortion of binaural cues, previous research has shown that localization in the horizontal plane using linearly interpolated HRTFs with a resolution of 15 is not degraded with respect to the localization with precise HRTFs [55] . As explained in the Appendix, linear interpolation of HRTFs and panning are equivalent operations in a linear context.
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Whereas the resolution of 15 o with panning in the studied simple scenarios was perceptually acceptable, it remains to be tested whether more complex scenarios with multiple reflections would also be fairly recreated in the AVR system.
In addition, non-individualized HRTFs were used. These are believed to deliver lower localization accuracy in the median plane [56] compared to individ-640 ualized HRTF data and introduce front/back reversals [57, 42] . However, head tracking-controlled sound reproduction improves localization accuracy and reduces front/back reversals [58] . Furthermore, the current experiments restricted localization to the horizontal plane and front/back reversals were not existing because the directivity of the oral click was included in the calculation of the OBRIRs. In this case, when subjects had the wall at their back, the energy returned was very low because there was very little energy radiated towards the back direction at frequencies above 1 kHz.
An open question to answer in future research is whether the echolocation knowledge acquired by participants using the AVR system o↵ers an advantage 650 in real-world tasks. If this was proven, there would be a door open to the systematic exploration and use of optimal individualized training strategies for echolocation with the aid of AVR systems, in combination with real-life training.
Conclusions
In an experiment to localize reflections from a virtual wall at distances be-655 tween 1 and 32 m using only self-generated oral clicks, sighted untrained participants were able to detect the wall in 61% of the trials, however with large di↵erences across individuals and distances. The distance of 2 m was found to be the most di cult condition (detected in 42% of the trials), because the reflection fused with the direct sound and participants were not able to use coloration 660 cues, as it was the case for the distance of 1 m (detected in 78% of the trials), nor detect the reflection as a separated event, as happened with the conditions of 16 and 32 m, which were the easiest ones (detected in 77% of the trials and with much higher accuracy than at 1 m). These results suggest that echolocation can be used e↵ectively not only to avoid obstacles at short distances but 665 also to identify large distant environmental landmarks such as buildings.
The use of shorter and louder clicks led to an increased detection rate, due to a more limited action of forward masking, and to a more accurate localization ability on a reflection level well above threshold. The use of clicks with increased energy at low frequencies allowed for the more e↵ective use of interaural time 670 di↵erences to improve the accuracy of reflection localization at long distances and it led to an increased likelihood of coloration detection at short distances.
All in all, the results of the study suggest that shorter and louder clicks with lower frequency content should be preferred to localize large objects like walls at a large range of distances. In addition to signal production aspects, e↵orts in 675 echolocation training should be especially directed towards the practice of the most di cult conditions for distances around 2 m.
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The direct sound at the ears was attenuated at high frequencies due to the presence of the headphones. An equalizer was applied to the microphone signal and played back through the headphones in order to restore those frequencies 860 attenuated while causing minimum latency (in the order of hundreds of µs).
One distance condition d was characterized with the matrix
containing the OBRIRs at 24 directions, i.e.
The convolution engine delivered the convolution between the input signal x(n) and each of the OBRIRs for each direction, i.e. H 
with 870 w(✓, ✓ 0 ) = max
provided that the di↵erence between the current angle ✓ and the angle parameter 
Finally, y refl (t) was reproduced through headphones and added to the direct sound component y dir (t) + y EQ (t).
