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LOCAL DERIVATIONS ON ASSOCIATIVE AND JORDAN
MATRIX ALGEBRAS
SHAVKAT AYUPOV1,2 AND FARHODJON ARZIKULOV3
Abstract. In the present paper we prove that every additive (not necessarily
homogenous) local inner derivation on the algebra of matrices over an arbitrary
field is an inner derivation, and every local inner derivation on the ring of
matrices over a finite ring generated by the identity element or the ring of
integers is an inner derivation. We also prove that every additive local inner
derivation on the Jordan algebra of symmetric matrices over an arbitrary field is
a derivation, and every local inner derivation on the Jordan ring of symmetric
matrices over a finite ring generated by the identity element or the ring of
integers is a derivation.
1. Introduction
The present paper is devoted to local derivations on associative and Jordan
matrix algebras. Recall that a local derivation is defined as follows: given an
algebra A, a linear map ∇ : A → A is called a local derivation if for every x ∈ A
there exists a derivation D : A → A such that ∇(x) = D(x).
In [14], R. Kadison introduces the concept of local derivation and proves that
each continuous local derivation from a von Neumann algebra into its dual Banach
bemodule is a derivation. B. Jonson [13] extends the above result by proving that
every local derivation from a C*-algebra into its Banach bimodule is a derivation.
In particular, Johnson gives an automatic continuity result by proving that local
derivations of a C*-algebra A into a Banach A-bimodule X are continuous even
if not assumed a priori to be so (cf. [13, Theorem 7.5]). Based on these results,
many authors have studied local derivations on operator algebras, for example,
see in [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 15, 16, 17, 18, 19, 20, 22, 23].
In this paper we develop a pure algebraic approach to investigation of deriva-
tions and local derivations on associative and Jordan algebras. Since we consider
a sufficiently general case we restrict our attention only on inner derivations and
local inner derivations.
In section 2 we introduce and investigate a notion of additive local derivation on
the algebra Mn(F) of matrices over an arbitrary field F . It is proved that, given
an arbitrary field F , every additive local inner derivation on the algebra Mn(F)
is an inner derivation, and every local inner derivation on the ring of matrices
over a finite ring generated by the identity element or the ring of integers is an
inner derivation, where a finite ring is a ring that has a finite number of elements.
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Here we define an additive local inner derivation as follows: given an algebra A,
an additive (not necessarily homogenous) map ∇ : A → A is called additive local
inner derivation if for every x ∈ A there exists an inner derivation D : A → A
such that ∇(x) = D(x).
In section 3 additive local derivations on the Jordan algebra of symmetric
matrices over an arbitrary field are introduced and studied. It is proved that every
additive local inner derivation on the Jordan algebra Hn(F) of n-dimensional
symmetric matrices over an arbitrary field F is a derivation, and every local inner
derivation on the Jordan ring of symmetric matrices over a finite ring generated
by the identity element or the ring of integers is a derivation. For this propose we
use a Jordan analogue of the algebraic approach to the investigation of additive
local derivations applied to algebras of matrices over an arbitrary field developed
in section 2. The method developed in this paper is sufficiently universal and
can also be applied to Jordan and Lie algebras. Its corresponding modification
has been used when we considered a similar problem for Lie algebras of skew-
symmetric matrices over an arbitrary field [2]. It should be noted that the notions
of local inner derivation and local spatial derivation in theorems 5.4, 5.5 and 6.1 in
[2] can be replaced by the notions of additive local inner derivation and additive
local spatial derivation respectively.
2. local derivations on associative algebras of matrices
Let A be an algebra. A liner map D : A → A is called a derivation, if
D(xy) = D(x)y + xD(y) for any two elements x, y ∈ A.
An additive map ∇ : A → A is called additive local derivation, if for any
element x ∈ A there exists a derivation D : A → A such that ∇(x) = D(x).
Now let A be a non commutative (but associative) algebra. A derivation D on
A is called an inner derivation, if there exists an element a ∈ A such that
D(x) = ax− xa, x ∈ A.
This derivation D we denote by Da, i.e. Da(x) = ax − xa. An additive (not
necessarily homogenous) map ∇ : A → A is called additive local inner derivation,
if for any element x ∈ A there exists an inner derivation Da such that ∇(x) =
Da(x).
Let F be a field, and let Mn(F) be the matrix algebra over F , n > 1, i.e.
consisting of matrices


a1,1 a1,2 · · · a1,n
a2,1 a2,2 · · · a2,n
...
...
. . .
...
an,1 an,2 · · · an,n

 , ai,j ∈ F , i, j = 1, 2, . . . , n.
Let {ei,j}
n
i,j=1 be the set of matrix units in Mn(F), i.e. ei,j is the matrix with
components ai,j = 1 and ak,l = 0 if (i, j) 6= (k, l), where 1 is the identity element,
0 is the zero element of the field F , and a matrix a ∈ Mn(F) is written as
a =
∑n
k,l=1 a
k,lek,l, where a
k,l ∈ F for k, l = 1, 2, . . . , n, or as a =
∑n
k,l=1 ak,l,
where ak,l = ek,kael,l for k, l = 1, 2, . . . , n.
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First, let us prove some lemmas which will be used in the proof of Theorem
2.14. Throughout the section, F denotes an arbitrary field, Mn(F) denotes the
algebra of n×n matrices over F , n > 1. Let ∇ : Mn(F)→ Mn(F) be an additive
local inner derivation.
Lemma 2.1. For arbitrary λ, µ ∈ F and each pair i, j of distinct indices there
exists an element a ∈Mn(F) such that
∇(λei,i) = Da(λei,i),∇(µei,j) = Da(µei,j).
Proof. We have
∇(λei,i) +∇(µei,j) = ∇(λei,i + µei,j).
Let di,i, di,j, d ∈Mn(F) be elements such that
∇(λei,i) = di,iλei,i − λei,idi,i,∇(µei,j) = di,jµei,j − µei,jdi,j,
∇(λei,i + µei,j) = d(λei,i + µei,j)− (λei,i + µei,j)d.
Note that ei,idi,jej,jµei,j = µei,jei,idi,jej,j = 0. So we can take ei,idi,jej,j =
ei,idi,iej,j, i.e. d
i,j
i,j = d
i,j
i,i . Since
ei,i[di,iλei,i−λei,idi,i+di,jµei,j−µei,jdi,j]ei,i = ei,i[d(λei,i+µei,j)−(λei,i+µei,j)d]ei,i
we have
−µei,jdi,jei,i = −µei,jdei,i, i.e d
j,i
i,j = d
j,i.
The equalities
ej,j[di,iλei,i−λei,idi,i+di,jµei,j−µei,jdi,i]ei,i = ej,j[d(λei,i+µei,j)−(λei,i+µei,j)d]ei,i
imply that
ej,jdi,iei,i = ej,jdei,i, i.e d
j,i
i,i = d
j,i.
Hence
d
j,i
i,j = d
j,i
i,i.
Let e = ei,i + ej,j. Then
(1− e)(Dd(λei,i + µei,j))ei,i = (1− e)(Ddi,i(λei,i))ei,i + (1− e)(Ddi,j (µei,j))ei,i
and
(1− e)dei,i = (1− e)di,iei,i.
Also
(1− e)(Dd(λei,i + µei,j))ej,j = (1− e)(Ddi,i(λei,i))ej,j + (1− e)(Ddi,j (µei,j))ej,j
and
(1− e)dei,j = (1− e)di,jei,j, i.e. (1− e)dei,i = (1− e)di,jei,i.
Hence (1 − e)di,iei,i = (1 − e)di,jei,i. At the same time, since ei,idi,j(1 − e)ei,j =
ei,jei,idi,j(1− e) = 0, we can take ei,idi,j(1− e) = ei,idi,i(1− e).
Therefore
∇(λei,i) = ei,idi,iλei,i + ej,jdi,iλei,i + (1− e)di,iλei,i − λei,idi,iej,j−
λei,idi,iei,i − λei,idi,i(1− e) =
ej,jdi,jλei,i − λei,idi,jej,j + ei,idi,jλei,i + (1− e)di,jλei,i−
λei,idi,jei,i − λei,idi,j(1− e) =
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di,jλei,i − λei,idi,j = Ddi,j (λei,i).
since
ei,idi,iλei,i − λei,idi,iei,i = ei,idi,jλei,i − λei,idi,jei,i = 0,
d
i,j
i,j = d
i,j
i,i .
This completes the proof. 
Similarly we can prove the following lemma.
Lemma 2.2. For arbitrary λ, µ ∈ F and each pair i, j of distinct indices there
exists an element a ∈Mn(F) such that
∇(λei,i) = Da(λei,i),∇(µej,i) = Da(µej,i).
Lemma 2.3. For arbitrary λ, µ ∈ F and each pair i, j of distinct indices there
exists an element a ∈Mn(F) such that
∇(λei,j) = Da(λei,j),∇(µej,i) = Da(µej,i).
Proof. We have
∇(λei,j) +∇(µej,i) = ∇(λei,j + µej,i)
Let di,j, dj,i, d ∈Mn(F) be such elements that
∇(λei,j) = di,jλei,j − λei,jdi,j,∇(µej,i) = dj,iµej,i − µej,idj,i,
∇(λei,j + µej,i) = d(λei,j + µej,i)− (λei,j + µej,i)d.
Then
di,jλei,j − λei,jdi,j + dj,iµej,i − µej,idj,i = d(λei,j + µej,i)− (λei,j + µej,i)d.
Note that
ei,idi,jej,jλei,j = λei,jei,idi,jej,j = ej,jdj,iei,iµej,i = µej,iej,jdj,iei,i = 0.
So we can take
ei,idi,jej,j = ei,idj,iej,j, i.e. d
i,j
i,j = d
i,j
j,i,
ej,jdj,iei,i = ej,jdi,jei,i, i.e. d
j,i
j,i = d
j,i
i,j.
From
ei,i[di,jλei,j−λei,jdi,j+dj,iµej,i−µej,idj,i]ej,j = ei,i[d(λei,j+µej,i)−(λei,j+µej,i)d]ej,j
we have that
ei,idi,jλei,j − λei,jdi,jej,j = ei,idλei,j − λei,jdej,j,
i.e.
d
i,i
i,j − d
j,j
i,j = d
i,i − dj,j.
Similarly we have
ej,jdj,iµej,i − µej,idj,iei,i = ej,jdµej,i − µej,idei,i,
i.e.
d
j,j
j,i − d
i,i
j,i = d
j,j − di,i.
Therefore
d
i,i
i,j − d
j,j
i,j = d
i,i
j,i − d
j,j
j,i .
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Now, let e = ei,i + ej,j. Then
(1− e)di,jej,jei,j = ei,j(1− e)di,jej,j = 0, ej,jdj,i(1− e)ej,i = ej,iej,jdj,i(1− e) = 0,
(1− e)dj,iei,iej,i = ej,i(1− e)dj,iei,i = 0, ei,idi,j(1− e)ei,j = ei,jei,idi,j(1− e) = 0
So we may assume that
(1− e)di,jej,j = (1− e)dj,iej,j, ej,jdj,i(1− e) = ej,jdi,j(1− e),
(1− e)dj,iei,i = (1− e)di,jei,i, ei,idi,j(1− e) = ei,idj,i(1− e).
So
∇(λei,j) = ei,idi,jλei,j + ej,jdi,jλei,j + (1− e)di,jλei,j − λei,jdi,jej,j−
λei,jdi,jei,i − λei,jdi,j(1− e) =
ei,idi,jλei,j − λei,jdi,jej,j + ej,jdi,jei,iλei,j − λei,jej,jdi,jei,i+
(1− e)di,jλei,j − λei,jdi,j(1− e) =
ei,idj,iλei,j − λei,jdj,iej,j + ej,jdj,iei,iλei,j − λei,jej,jdj,iei,i+
(1− e)dj,iλei,j − λei,jdj,i(1− e) =
dj,iλei,j − λei,jdj,i = Ddj,i(λei,j),
since
d
i,j
i,j = d
i,j
j,i, d
j,i
i,j = d
j,i
j,i.
The proof is complete. 
Lemma 2.4. For arbitrary λ, µ, ν ∈ F and each pair i, j of distinct indices
there exists an element a ∈Mn(F) such that
∇(λei,i) = Da(λei,i),∇(µei,j) = Da(µei,j),∇(νej,i) = Da(νej,i).
Proof. By lemmas 2.1, 2.2 and 2.3 there exist a, b, c ∈Mn(F) such that
∇(λei,i) = Da(λei,i),∇(µei,j) = Da(µei,j),
∇(λei,i) = Db(λei,i),∇(νej,i) = Db(νej,i)
and
∇(µei,j) = Dc(µei,j),∇(νej,i) = Dc(νej,i).
We have
Da(λei,i) = Db(λei,i), Da(µei,j) = Dc(µei,j)
and
Db(νej,i) = Dc(νej,i).
Further from
(Da(λei,i))ej,j = (Db(λei,i))ej,j, ej,j(Da(λei,i)) = ej,j(Db(λei,i))
we obtain that
ei,iaej,j = ei,ibej,j, ej,jaei,i = ej,jbei,i.
Similarly, from
ei,i(Da(µei,j))ej,j = ei,i(Dc(µei,j))ej,j, ej,j(Db(νej,i))ei,i = ej,j(Dc(νej,i))ei,i
it follows that
ei,iaei,j − ei,jaej,j = ei,icei,j − ei,jcej,j, ej,jbej,i − ej,ibei,i = ej,jcej,i − ej,icei,i
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i.e.
ai,i − aj,j = ci,i − cj,j, bj,j − bi,i = cj,j − ci,i.
Hence
ai,i − aj,j = bj,j − bi,i.
Also
(Da(λei,i))(1− e) = (Db(λei,i))(1− e)
gives us ei,ia(1− e) = ei,ib(1 − e), and by the equality
(1− e)Db(νej,i) = (1− e)Dc(νej,i)
we have (1− e)bej,i = (1− e)cej,i.
At the same time (1 − e)aej,jei,j = ei,j(1 − e)aej,j = 0, (1 − e)cej,jei,j =
ei,j(1− e)cej,j = 0.
Hence we may assume (1− e)bej,j = (1− e)cej,j = (1− e)aej,j.
Therefore,
Db(νej,i) = bνej,i − νej,ib = ei,ibνej,i + ej,jbνej,i + (1− e)bνej,i − νej,ibei,i−
νej,ibej,j − νej,ib(1− e) =
ei,iaνej,i + (b
j,j − bi,i)νej,i − νej,iaej,j + (1− e)aνej,i − νej,ia(1− e) =
ei,iaνej,i + (a
j,j − ai,i)νej,i − νej,iaej,j + (1− e)aνej,i − νej,ia(1− e) =
aνej,i − νej,ia = Da(νej,i).
The proof is complete. 
Lemma 2.5. For arbitrary λ, µ, ν ρ ∈ F and each pair i, j of distinct indices
there exists an element a ∈Mn(F) such that
∇(λei,i) = Da(λei,i),∇(µei,j) = Da(µei,j),
∇(νej,i) = Da(νej,i),∇(ρej,j) = Da(ρej,j).
Proof. By lemma 2.4 there exist a, b ∈Mn(F) such that
∇(λei,i) = Da(λei,i),∇(µei,j) = Da(µei,j),∇(νej,i) = Da(νej,i)
∇(µei,j) = Db(µei,j),∇(νej,i) = Db(νej,i),∇(ρej,j) = Db(ρej,j).
We have
Da(µei,j) = Db(µei,j), Da(νej,i) = Db(νej,i).
From
ej,j(Da(µei,j)) = ej,j(Db(µei,j)), ei,i(Da(νej,i)) = ei,i(Db(νej,i))
it follows that
ej,jaei,i = ej,jbei,i, ei,iaej,j = ei,ibej,j
respectively. Also, by the equalities
(Da(µei,j))(1− e) = (Db(µei,j))(1− e), (1− e)(Da(νej,i)) = (1− e)(Db(νej,i))
we have ej,ja(1 − e) = ej,ja(1 − e) and (1 − e)aej,j = (1 − e)bej,j respectively,
where e = ei,i + ej,j.
Therefore
Db(ρej,j) = bρej,j − ρej,jb =
LOCAL DERIVATIONS ON MATRIX ALGEBRAS 7
ei,ibρej,j + ej,jbρej,j + (1− e)bρej,j − ρej,jbei,i − ρej,jbej,j − ρej,jb(1− e) =
ei,ibρej,j − ρej,jbei,i + (1− e)bρej,j − ρej,jb(1 − e) =
ei,iaρej,j − ρej,jaei,i + (1− e)aρej,j − ρej,ja(1− e) =
ei,iaρej,j − ρej,jaei,i + ej,jaρej,j − ρej,jaej,j + (1− e)aρej,j − ρej,ja(1− e) =
aρej,j − ρej,ja = Da(ρej,j).
This completes the proof. 
Lemma 2.6. For arbitrary λ, µ ∈ F and each index i there exists an element
a ∈Mn(F) such that
∇(λei,i) = Da(λei,i),∇(µei,i) = Da(µei,i).
Proof. By Lemma 2.4 for arbitrary ν, ρ ∈ F there exist a, b ∈Mn(F) such that
∇(λei,i) = Da(λei,i),∇(νei,j) = Da(νei,j),∇(ρej,i) = Da(ρej,i)
∇(µei,i) = Db(µei,i),∇(νei,j) = Db(νei,j),∇(ρej,i) = Db(ρej,i).
We have
Da(νei,j) = Db(νei,j), Da(ρej,i) = Db(ρej,i).
Since
ej,j(Da(νei,j)) = ej,j(Db(νei,j)), ei,i(Da(ρej,i)) = ei,i(Db(ρej,i))
we have that
ej,jaei,i = ej,jbei,i, ei,iaej,j = ei,ibej,j
respectively. Let e = ei,i + ej,j. Then by the equalities
(1− e)(Da(νei,j)) = (1− e)(Db(νei,j)), (Da(ρej,i))(1− e) = (Db(ρej,i))(1− e)
we have (1− e)aei,i = (1− e)bei,i and ei,ia(1− e) = ei,ib(1− e) respectively.
Therefore
Db(µei,i) = bµei,i − µei,ib =
ei,ibµei,i + ej,jbµei,i + (1− e)bµei,i − µei,ibei,i − µei,ibej,j − µei,ib(1− e) =
ej,jbµei,i − µei,ibej,j + (1− e)bµei,i − µei,ib(1 − e) =
ej,jaµei,i − µei,iaej,j + (1− e)aµei,i − µei,ia(1− e) =
ej,jaµei,i − µei,iaej,j + ei,iaµei,i − µei,iaei,i + (1− e)aµei,i − µei,ia(1− e) =
aµei,i − µei,ia = Da(µei,i).
This completes the proof. 
Similarly we can prove the following lemma using the above lemmas 2.4 and
2.5.
Lemma 2.7. For arbitrary λ, µ ∈ F and each pair i, j of distinct indices there
exist elements a ∈Mn(F) such that
∇(λei,j) = Da(λei,j),∇(µei,j) = Da(µei,j).
Lemma 2.8. For arbitrary λ, µ ∈ F and each pair i, j of distinct indices one
has
∇(λei,i) = λ∇(ei,i),∇(µei,j) = µ∇(ei,j).
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Proof. By lemma 2.6 there exists an element a ∈Mn(F) such that
∇(λei,i) = Da(λei,i),∇(ei,i) = Da(ei,i).
Hence
∇(λei,i) = Da(λei,i) = λDa(ei,i) = λ∇(ei,i).
The second equality is proved in a similarly way. 
Theorem 2.9. Let F be an arbitrary field, and let M2(F) be the algebra of 2× 2
matrices over F . Then any additive local inner derivation on the matrix algebra
M2(F) is an inner derivation.
Proof. Let ∇ : M2(F)→M2(F) be an additive local inner derivation. By lemma
2.5 there exists a ∈M2(F) such that
∇(ei,j) = Da(ei,j)
for any indices i, j from {1, 2}.
Let x be an arbitrary element in M2(F). Then x =
∑2
k,l=1 x
k,lek,l and by
lemma 2.8
∇(x) =
2∑
k,l=1
∇(xk,lek,l) =
2∑
k,l=1
xk,l∇(ek,l) =
2∑
k,l=1
xk,lDa(ek,l) = Da(x).
Hence ∇ is an inner derivation. The proof is complete. 
Lemma 2.10. Let ∇ : Mn(F) → Mn(F) be an additive local inner derivation.
Then for any indices i, j, k, l, at least three of which are pairwise distinct, there
exists a ∈Mn(F) such that
∇(ei,j) = Da(ei,j),∇(ek,l) = Da(ek,l).
Proof. Let i, j, k be pairwise distinct indices. We have
∇(λei,j) +∇(µej,k) = ∇(λei,j + µej,k)
Let di,j, dj,k, d ∈Mn(F) be such elements that
∇(λei,j) = Ddi,j (λei,j),∇(µej,k) = Ddj,k(µej,k),
∇(λei,j + µej,k) = Dd(λei,j + µej,k).
Then
Ddi,j (λei,j) +Ddj,k(µej,k) = Dd(λei,j + µej,k).
Note that
ej,jdj,kei,iµej,k = µej,kej,jdj,kei,i = 0.
So we can take
ej,jdj,kei,i = ej,jdi,jei,i, i.e. d
j,i
j,k = d
j,i
i,j.
From
ei,i[Ddi,j (λei,j) +Ddj,k(µej,k)]ej,j = ei,i[Dd(λei,j + µej,k)]ej,j
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it follows that
ei,idi,jλei,j − λei,jdi,jej,j = ei,idλei,j − λei,jdej,j,
i.e.
d
i,i
i,j − d
j,j
i,j = d
i,i − dj,j.
Similarly we have
ej,jdj,kµej,k − µej,kdj,kei,i = ej,jdµej,k − µej,kdei,i,
i.e.
d
j,j
j,k − d
i,i
j,k = d
j,j − di,i.
Therefore
d
i,i
i,j − d
j,j
i,j = d
i,i
j,k − d
j,j
j,k.
Now, let e = ei,i + ej,j. Then
ej,jdj,k(1− e)ej,k = ej,kej,jdj,k(1− e) = 0, (1− e)dj,kei,iej,k = ej,k(1− e)dj,kei,i = 0.
So we may assume that
ej,jdj,k(1− e) = ej,jdi,j(1− e), (1− e)dj,kei,i = (1− e)di,jei,i.
So
∇(λei,j) = ei,idi,jλei,j + ej,jdi,jλei,j + (1− e)di,jλei,j − λei,jdi,jej,j−
λei,jdi,jei,i − λei,jdi,j(1− e) =
ei,idi,jλei,j − λei,jdi,jej,j + ej,jdi,jei,iλei,j − λei,jej,jdi,jei,i+
(1− e)di,jλei,j − λei,jdi,j(1− e) =
ei,idj,kλei,j − λei,jdj,kej,j + ej,jdj,kei,iλei,j − λei,jej,jdj,kei,i+
(1− e)dj,kλei,j − λei,jdj,k(1− e) =
dj,kλei,j − λei,jdj,k = Ddj,k(λei,j),
since
d
j,i
i,j = d
j,i
j,k.
Let i, j, k, l be pairwise distinct indices and let di,j, dk,l be elements in Mn(F)
such that
∇(ei,j) = Ddi,j (ei,j),∇(ek,l) = Ddk,l(ek,l).
Put e = ei,i + ej,j, f = ek,k + el,l.
Then we have
(1− f)dk,l(1− f)ek,l = ek,l(1− f)dk,l(1− f) = 0.
So we may take (1− f)dk,l(1− f) = (1− f)di,j(1− f). Hence
(ei,i + ej,j)di,j(ei,i + ej,j) = (ei,i + ej,j)dk,l(ei,i + ej,j)
and
ei,idi,jei,i = ei,idk,lei,i, ei,idi,jej,j = ei,idk,lej,j,
ej,jdi,jei,i = ej,jdk,lei,i, ej,jdi,jej,j = ej,jdk,lej,j.
Also we have
(1− e− el,l)dk,lei,iek,l = ek,l(1− e− el,l)dk,lei,i = 0,
ej,jdk,l(1− e− ek,k)ek,l = ek,lej,jdk,l(1− e− ek,k) = 0.
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So we may take
(1− e− el,l)dk,lei,i = (1− e− el,l)di,jei,i,
ej,jdk,l(1− e− ek,k) = ej,jdi,j(1− e− ek,k).
Now, let d be an element in Mn(F) such that
∇(ei,j + ek,l) = Dd(ei,j + ek,l).
Then Dd(ei,j + ek,l) = Ddi,j (ei,j) +Ddk,l(ek,l) and by the equalities
ei,i(Dd(ei,j + ek,l))ek,k = ei,i(Ddi,j (ei,j) +Ddk,l(ek,l))ek,k,
ej,j(Dd(ei,j + ek,l))el,l = ej,j(Ddi,j (ei,j) +Ddk,l(ek,l))el,l
we have
ej,jdek,k = ej,jdi,jek,k, ej,jdek,k = ej,jdk,lek,k.
Hence ej,jdi,jek,k = ej,jdk,lek,k.
Similarly by the equalities
ek,k(Dd(ei,j + ek,l))ei,i = ek,k(Ddi,j (ei,j) +Ddk,l(ek,l))ei,i,
el,l(Dd(ei,j + ek,l))ej,j = el,l(Ddi,j (ei,j) +Ddk,l(ek,l))ej,j
we have
el,ldi,jei,i = el,ldk,lei,i.
Therefore
∇(ei,j) = ei,idi,jei,j + ej,jdi,jei,j + (1− e)di,jei,j − ei,jdi,jej,j−
ei,jdi,jei,i − ei,jdi,j(1− e) =
ei,idi,jei,j − ei,jdi,jej,j + ej,jdi,jei,iei,j − ei,jej,jdi,jei,i+
(1− e)di,jei,j − ei,jdi,j(1− e) =
ei,idk,lei,j − ei,jdk,lej,j + ej,jdk,lei,iei,j − ei,jej,jdk,lei,i+
(1− e)dk,lei,j − ei,jdk,l(1− e) =
dk,lei,j − ei,jdk,l = Ddk,l(ei,j).
Similarly we can prove that for any pairwise distinct indices i, j, k there exists
a in Mn(F) such that
∇(ei,j) = Da(ei,j),∇(ek,k) = Da(ek,k).
This completes the proof. 
Lemma 2.11. There exists a ∈Mn(F) such that
∇(ei,i+1) = Da(ei,i+1), i = 1, 2, . . . n− 1.
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Proof. By lemma 2.10 there exists a ∈ Mn(F) such that ∇(e1,2) = Da(e1,2),
∇(e2,3) = Da(e2,3). Suppose that for k there exists a ∈Mn(F) such that
∇(ei,i+1) = Da(ei,i+1), i = 1, 2, . . . k − 1.
We prove that for k + 1 there exists b ∈Mn(F) such that
∇(ei,i+1) = Db(ei,i+1), i = 1, 2, . . . k.
By lemma 2.10 there exists c(i, i+1) ∈Mn(F) such that∇(ei,i+1) = Dc(i,i+1)(ei,i+1),
∇(ek,k+1) = Dc(i,i+1)(ek,k+1), where i = 1, 2, . . . k − 1. Since
ek+1,k+1aek+1,k+1ei,j = ei,jek+1,k+1aek+1,k+1 = 0, i, j = 1, 2, . . . k
we may put
bi,j = ai,j , if i ≤ k or j ≤ k,
bk+1,k+1 = c(k, k + 1)k+1,k+1 − c(k, k + 1)k,k + bk,k,
and
bi,j = c(k, k + 1)i,j, (i, j) 6= (k + 1, k + 1), i ≥ k + 1, j ≥ k + 1. (5.1)
In this case we have
ek,k∇(ek,k+1)ek+1,k+1 = ek,kDc(k,k+1)(ek,k+1)ek+1,k+1 =
ek,kc(k, k + 1)ek,k+1ek+1,k+1 − ek,kek,k+1c(k, k + 1)ek+1,k+1 =
ek,kbek,k+1ek+1,k+1 − ek,kek,k+1bek+1,k+1 = ek,kDb(ek,k+1)ek+1,k+1
by equalities (5.1). If i 6= k and j 6= k + 1 then
ei,i∇(ek,k+1)ej,j = 0 = ei,iDb(ek,k+1)ej,j (5.2)
If j > k + 1 then
ek,k∇(ek,k+1)ej,j = ek,kDc(k,k+1)(ek,k+1)ej,j =
ek,kc(k, k + 1)ek,k+1ej,j − ek,kek,k+1c(k, k + 1)ej,j =
ek,kbek,k+1ej,j − ek,kek,k+1bej,j = ek,kDb(ek,k+1)ej,j
by (5.1). From
c(j, j + 1)ej,j+1 − ej,j+1c(j, j + 1) = aej,j+1 − ej,j+1a = bej,j+1 − ej,j+1b
it follows that
ek+1,k+1c(j, j + 1)ej,j = ek+1,k+1bej,j, (5.3)
where j = 1, 2, . . . k. Therefore, if j < k + 1 then
ek,k∇(ek,k+1)ej,j = ek,kDc(j,j+1)(ek,k+1)ej,j =
ek,kc(j, j + 1)ek,k+1ej,j − ek,kek,k+1c(j, j + 1)ej,j =
ek,kbek,k+1ej,j − ek,kek,k+1bej,j = ek,kDb(ek,k+1)ej,j
by (5.3). Similarly
ej,j∇(ek,k+1)ek+1,k+1 = ej,jDb(ek,k+1)ek+1,k+1, j = 1, 2, . . . n.
So
∇(ek,k+1) =
n∑
i,j=1
ei,i∇(ek,k+1)ej,j =
n∑
i,j=1
ei,iDb(ek,k+1)ej,j = Db(ek,k+1).
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Hence by the induction we obtain that there exists a ∈Mn(F) such that
∇(ei,i+1) = Da(ei,i+1), i = 1, 2, . . . n− 1.

Lemma 2.12. For any indices i, j there exists a ∈Mn(F) such that
∇(
n−1∑
k=1
ek,k+1) = Da(
n−1∑
k=1
ek,k+1),∇(ei,j) = Da(ei,j).
Proof. By lemma 2.11 there exists a ∈Mn(F) such that
∇(ei,i+1) = Da(ei,i+1), i = 1, 2, . . . n− 1.
Fix i and j from {1, 2, . . . n} such that i ≤ j. We have ∇(
∑j−1
k=i ek,k+1 + ej,i) =
∇(
∑j−1
k=i ek,k+1) + ∇(ej,i). There exist b, d ∈ Mn(F) such that ∇(
∑j−1
k=i ek,k+1 +
ej,i) = Dd(
∑j−1
k=i ek,k+1 + ej,i), ∇(ej,i) = Dbej,i. Therefore
Dd(
j−1∑
k=i
ek,k+1 + ej,i) = Da(
j−1∑
k=i
ek,k+1) +Db(ej,i).
Hence
di,i − di+1,i+1 = ai,i − ai+1,i+1, k = i, i+ 1, i+ 2, . . . , j, dj,j − di,i = bj,j − bi,i,
and
aj,j − ai,i = bj,j − bi,i.
Now, if k 6= i and k 6= j then
ek,kbek,kej,i = ej,iek,kbek,k = 0.
So we may assume that ek,kbek,k = ek,kaek,k for every k such that k 6= i and
k 6= j. By lemma 2.10 there exists c(i, i + 1) ∈ Mn(F) such that ∇(ei,i+1) =
Dc(i,i+1)(ei,i+1), ∇(ej,i) = Dc(i,i+1)(ej,i). We have Dc(i,i+1)(ei,i+1) = Da(ei,i+1),
Dc(i,i+1)(ej,i) = Db(ej,i) and
ej,jc(i, i+ 1)ei,i+1 = ej,jaei,i+1, ej,jbei,iej,i = ej,iej,jbei,i = 0.
So we may assume that ej,jbei,i = ej,jc(i, i+1)ei,i. Hence ej,jbei,i = ej,jaei,i. Also,
from
Dc(i−1,i)(ei−1,i) = Da(ei−1,i), Dc(i−1,i)(ej,i) = Db(ej,i)
it follows that
ei−1,ic(i− 1, i)ej,j = ei−1,iaej,j, ei,ic(i− 1, i)ej,i = ei,ibej,i,
and
ei,ibej,j = ei,iaej,j.
The remaining case is {k, l} 6= {i, j} for ek,l.
1) Suppose k = i, l 6= j, l 6= i. Take
Dc(i−1,i)(ei−1,i) = Da(ei−1,i), Dc(i−1,i)(ej,i) = Db(ej,i)
and we have
ei−1,ic(i− 1, i)el,l = ei−1,iael,l, ej,ic(i− 1, i)el,l = ej,ibel,l,
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and so ei,ibel,l = ei,iael,l.
Now, we take Dc(i,i+1)(ei,i+1) = Da(ei,i+1), Dc(i,i+1)(ej,i) = Db(ej,i). Then
el,lc(i, i+ 1)ei,i+1 = el,laei,i+1, el,lbei,iej,i = ej,iel,lbei,i = 0.
So we may assume el,lbei,i = el,laei,i.
2) Suppose k 6= i, l = j, k 6= j. Take
Dc(j−1,j)(ej−1,j) = Da(ej−1,j), Dc(j−1,j)(ej,i) = Db(ej,i)
and we have
ej−1,jc(j − 1, j)ek,k = ej−1,jaek,k, ej,jbek,kej,i = ej,iej,jbek,k = 0.
So we may assume that ej,jbek,k = ej,jaek,k.
Take
Dc(j,j+1)(ej,j+1) = Da(ej,j+1), Dc(j,j+1)(ej,i) = Db(ej,i)
and we have
ek,kc(j, j + 1)ej,j+1 = ek,kaej,j+1, ek,kc(j, j + 1)ej,i = ek,kbej,i,
and so ek,kbej,j = ek,kaej,j.
3) Now, suppose k 6= i, j, l 6= i, j. Then ek,kbel,lej,i = ej,iek,kbel,l = 0. So
we may assume that ek,kbel,l = ek,kael,l. Thus, for all {k, l} 6= {i, j} we have
ek,kbel,l = ek,kael,l and, if {k, l} = {i, j} then b
i,i − bj,j = ai,i − aj,j and bi,j = bi,j ,
bj,i = bj,i. Hence
∇(ej,i) = Db(ej,i) = Da(ej,i).
Now, by the definition of additive local inner derivation we have that ∇(ei,j) =
Dc(ei,j), ∇(ej,i) = Dc(ej,i) for some c in Mn(F). Then Dc(ej,i) = Da(ej,i) and
cj,j − ci,i = aj,j − ai,i, ei,icej,j = ei,iaej,j. Also we have
ej,jcei,iej,i = ej,iej,jcei,i = 0.
So we may assume that ej,jcei,i = ej,jaei,i.
Now similar to the equality∇(ej,i) = Da(ej,i) we prove that∇(ei,j) = Dc(ei,j) =
Da(ei,j). This completes the proof. 
Lemma 2.13. There exists a ∈Mn(F) such that
∇(ei,j) = Da(ei,j)
for any indices i, j.
Proof. By the previous lemmas we can repeat the proof of theorem 4 in [1] and
get the statement of this lemma. The proof is complete. 
Theorem 2.14. Let F be an arbitrary field, and let Mn(F) be the algebra of
n × n matrices over F , n > 1. Then any additive local inner derivation on the
algebra Mn(F) is an inner derivation.
Proof. Let ∇ : Mn(F) → Mn(F) be an additive local inner derivation. Then by
lemma 2.13 there exists a ∈Mn(F) such that for any indices i, j
∇(ei,j) = Da(ei,j).
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Let x be an arbitrary element in Mn(F). Then x =
∑n
k,l=1 x
k,lek,l and by lemma
2.8 we have that
∇(x) =
n∑
k,l=1
∇(xk,lek,l) =
n∑
k,l=1
xk,l∇(ek,l) =
n∑
k,l=1
xk,lDa(ek,l) = Da(x).
Thus ∇ is an inner derivation. The proof is complete. 
Let R be a ring. An additive map D : R → R is called a derivation, if
D(xy) = D(x)y + xD(y) for any two elements x, y ∈ R.
An additive map ∇ : R → R is called local derivation, if for any element x ∈ R
there exists a derivation D : R → R such that ∇(x) = D(x).
Now let R be a non commutative (but associative) ring. A derivation D on R
is called an inner derivation, if there exists an element a ∈ R such that
D(x) = ax− xa, x ∈ R.
This derivation D we denote by Da, i.e. Da(x) = ax − xa. An additive map
∇ : R → R is called local inner derivation, if for any element x ∈ R there exists
an inner derivation Da such that ∇(x) = Da(x).
A finite ring is a ring that has a finite number of elements. A finite ring
generated by the identity element is a finite ring, every element of which is a
sum of some quantity of the identity element of this ring. By the proofs of the
previous lemmas we have the following lemma.
Lemma 2.15. Let ℜ be a finite ring generated by the identity element or the
ring of integers, Mn(ℜ) be the ring of n × n matrices over ℜ, n > 1, and let
∇ : Mn(ℜ)→ Mn(ℜ) be a local inner derivation. Then there exists a ∈ Mn(λℜ)
such that
∇(ei,j) = Da(ei,j)
for any indices i, j.
By lemma 2.15 and by the definition of a local inner derivation we have the
following theorem.
Theorem 2.16. Let ℜ be a finite ring generated by the identity element or the
ring of integers, Mn(ℜ) be the ring of n × n matrices over ℜ, n > 1. Then for
every local inner derivation ∇ on the ring Mn(ℜ) there exists a matrix a ∈Mn(ℜ)
such that
∇(x) = Da(x), x ∈Mn(ℜ),
i.e. ∇ is a derivation.
Let B be a subalgebra of an algebra A. A derivation D on B is said to be
spatial, if D is implemented by an element in A, i.e.
D(x) = ax− xa, x ∈ B,
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for some a ∈ A. An additive local derivation ∇ on B is called additive local
spatial derivation with respect to derivations implemented by an element in A, if
for every element x ∈ B there exists an element a ∈ A such that ∇(x) = ax−xa.
It should be noted that by the proofs of theorems 5.4, 5.5 and 6.1 in [2] the
notions of local inner derivation and local spatial derivation in these theorems can
be replaced by the notions of additive local inner derivation and additive local
spatial derivation respectively.
3. Local derivations on Jordan algebras of symmetric matrices
This section is devoted to derivations and local derivations of Jordan algebras.
In this section the notations and terminology follow the paper [21] of H. Upmeier.
Given subsets B and C of a Lie ring ℜ with bracket [·, ·], let [B,C] denote the
subset of ℜ consisting of all finite sums of elements [b, c], where b ∈ B and c ∈ C.
Consider a Jordan ring J and let m = {xM : x ∈ A}, where xM denotes
the multiplication operator defined by (xM)y := x · y for all y ∈ A. Let aut(J )
denotes the Lie algebra of all derivations of J . The elements of the ideal int(J ) :=
[m,m] in aut(J ) are called inner derivations of the Jordan ring J (cf.[21]).
Let R be an associative unital ring, and suppose 2 is invertible in R Then the
set R with respect to the operations of addition and Jordan multiplication
a · b =
1
2
(ab+ ba), a, b ∈ R
is a Jordan ring. This Jordan ring we will denote by (R, ·). Every inner derivation
of (R, ·) is an inner derivation of R, and, conversely, every inner derivation of R
is an inner derivation of (R, ·) [1].
Let ∇ be a local inner derivation of the Jordan ring (R, ·). Then for every
element x ∈ R there is an inner derivation D of (R, ·) such that ∇(x) = D(x).
But D is also an inner derivation of the associative ring R. Hence, ∇ is a local
inner derivation of the associative ringR. Conversely, every local inner derivation
of the associative ring R is a local inner derivation of the Jordan ring (R, ·).
Now, let R be an involutive unital ring, and suppose 2 is invertible in R.
Let Rsa be the set of all self-adjoint elements of the ring R. Then, it is known
that (Rsa, ·) is a Jordan ring. Also, every inner derivation of the Jordan ring
(Rsa, ·) is extended to an inner derivation of the ∗-ring R [1]. Such extension of
derivations on a special Jordan algebra is considered in [21]. Concerning local
inner derivation, till now it is not possible to obtain such extension without
additional conditions. This problem shows the importance of the main result in
the present section.
Throughout of this section F is an arbitrary field with invertible 2, and Mn(F)
is the associative algebra of n× n matrices over F . In this case the set
Hn(F) = {


a1,1 a1,2 · · · a1,n
a2,1 a2,2 · · · a2,n
...
...
. . .
...
an,1 an,2 · · · an,n

 ∈Mn(F) : ai,j = aj,i, i, j = 1, 2, . . . , n}
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is a Jordan algebra with respect to the addition and the Jordan multiplication
a · b =
1
2
(ab+ ba), a, b ∈ Hn(F).
Let e¯i,j = ei,j + ej,i and a¯i,j = {ei,iaej,j} = (ei,ia)ej,j + ei,i(aej,j) for every
a ∈ Hn(F) and distinct i, j in {1, 2, . . . , n}.
Lemma 3.1. Let D =
∑m
k=1Dak,bk be an inner derivation on Hn(F), generated
by a1, a2, . . . , am, b1, b2, . . . , bm ∈ Hn(F). Then
m∑
k=1
[ak, bk]
i,j = −
m∑
k=1
[ak, bk]
j,i, i, j = 1, 2, . . . , n,
i.e.
∑m
k=1[ak, bk] is a skew-symmetric matrix.
Proof. Indeed, let i, j be arbitrary indices in {1, 2, . . . , n}. Then for every k ∈
{1, 2, . . . , m} we have
[ak, bk]
i,j =
n∑
l=1
a
i,l
k b
l,j
k −
n∑
l=1
b
i,l
k a
l,j
k ,
and
a
i,l
k b
l,j
k = a
l,i
k b
j,l
k = b
j,l
k a
l,i
k , b
i,l
k a
l,j
k = b
l,i
k a
j,l
k = a
j,l
k b
l,i
k , l = 1, 2, . . . , n,
since ak and bk are symmetric matrices.
Hence
[ak, bk]
i,j =
n∑
l=1
a
i,l
k b
l,j
k −
n∑
l=1
b
i,l
k a
l,j
k =
n∑
l=1
b
j,l
k a
l,i
k −
n∑
l=1
a
j,l
k b
l,i
k = −[ak, bk]
j,i, k = 1, 2, . . . , m.
This completes the proof. 
Let A be a Jordan algebra. An additive (not necessarily homogenous) map
∇ : A → A is called additive local inner derivation, if for any element x ∈ A
there exists an inner derivation D such that ∇(x) = D(x).
Lemma 3.2. Let Hn(F) be the Jordan algebra of symmetric n×n matrices over
F , n > 1. Let ∇ be an additive local inner derivation on Hn(F). Then for
arbitrary λ, µ ∈ F there exists an inner derivation D on Hn(F) such that
∇(λei,i) = D(λei,i),∇(µe¯i,j) = D(µe¯i,j).
Proof. We have
∇(λei,i) +∇(µe¯i,j) = ∇(λei,i + µe¯i,j).
Let a1, a2, . . . , am, b1, b2, . . . , bm, c1, c2, . . . , cm, d1, d2, . . . , dm be elements in
Hn(F) such that
∇(λei,i) =
m∑
k=1
Dak ,bk(λei,i),∇(µe¯i,j) =
m∑
k=1
Dck,dk(µe¯i,j).
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We have
m∑
k=1
Dak,bk(λei,i) = D 1
4
∑m
k=1[ak,bk]
(λei,i),
m∑
k=1
Dck,dk(µe¯i,j) = D 1
4
∑m
k=1[ck,dk]
(µe¯i,j).
Let p1, p2, . . . , pm, q1, q2, . . . , qm be elements in Hn(F) such that
∇(λei,i + µe¯i,j) =
m∑
k=1
Dpk,qk(λei,i + µe¯i,j).
Then
∇(λei,i + µe¯i,j) = D 1
4
∑m
k=1[pk,qk]
(λei,i + µe¯i,j).
Let di,i =
1
4
∑m
k=1[ak, bk], di,j =
1
4
∑m
k=1[ck, dk], d =
1
4
∑m
k=1[pk, qk]. Then, since
ei,i[di,iλei,i−λei,idi,i+di,jµe¯i,j−µe¯i,jdi,j]ei,i = ei,i[d(λei,i+µe¯i,j)−(λei,i+µe¯i,j)d]ei,i
we have
d
i,j
i,j − d
j,i
i,j = d
i,j − dj,i, i.e di,ji,j = d
i,j = dj,ii,j = d
j,i
by lemma 3.1. From the equality
ei,i[di,iλei,i−λei,idi,i+di,jµe¯i,j−µe¯i,jdi,i]ej,j = ei,i[d(λei,i+µe¯i,j)−(λei,i+µe¯i,j)d]ej,j
it follows that
λd
i,j
i,i + µd
i,i
i,j − µd
j,j
i,j = λd
i,j + µdi,i − µdj,j
and by lemma 3.1 we have di,ii,j = d
j,j
i,j = d
i,i = dj,j = 0. Hence
d
i,j
i,i = d
i,j.
Therefore
d
i,j
i,i = d
i,j
i,j = d
j,i
i,i = d
j,i
i,j.
Let e = ei,i + ej,j. Then as in the proof of lemma 2.1 we get
(1− e)dei,i = (1− e)di,jei,i.
Hence ei,id(1− e) = ei,idi,j(1− e), since di,j and d are skew-symmetric matrices.
Therefore
∇(λei,i) = ei,idi,iλei,i + ej,jdi,iλei,i + (1− e)di,iλei,i − λei,idi,iej,j−
λei,idi,iei,i − λei,idi,i(1− e) =
ej,jdi,jλei,i − λei,idi,jej,j + ei,idi,jλei,i + (1− e)di,jλei,i−
λei,idi,jei,i − λei,idi,j(1− e) =
di,jλei,i − λei,idi,j = Ddi,j (λei,i).
since
ei,idi,iλei,i − λei,idi,iei,i = ei,idi,jλei,i − λei,idi,jei,i = 0,
d
i,j
i,j = d
i,j
i,i .
This completes the proof. 
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Lemma 3.3. Let ∇ be an additive local inner derivation on Hn(F). Then for
arbitrary λ, µ ∈ F and each index i there exists an inner derivation D on Hn(F)
such that
∇(λei,i) = D(λei,i),∇(µei,i) = D(µei,i).
Proof. By Lemma 3.2 for arbitrary ν ∈ F there exist a1, a2, . . . , am, b1, b2, . . . ,
bm in Hn(F) such that
∇(λei,i) =
m∑
k=1
Dak,bk(λei,i),∇(νe¯i,j) =
m∑
k=1
Dak ,bk(νe¯i,j).
Let a = 1
4
∑m
k=1[ak, bk]. Then
∇(λei,i) = Da(λei,i),∇(νe¯i,j) = Da(νe¯i,j).
Similarly, for arbitrary ν ∈ F there exist b ∈Mn(F) such that
∇(µei,i) = Db(µei,i),∇(νe¯i,j) = Db(νe¯i,j).
We have
Da(νe¯i,j) = Db(νe¯i,j).
From
ej,j(Da(νe¯i,j)) = ej,j(Db(νe¯i,j))
it follows that
ej,jaei,i = ej,jbei,i, ei,iaej,j = ei,ibej,j.
Let e = ei,i + ej,j. Then by the equalities
(1− e)(Da(νe¯i,j)) = (1− e)(Db(νe¯i,j)), (Da(νe¯j,i))(1− e) = (Db(νe¯j,i))(1− e)
we have (1− e)aei,i = (1− e)bei,i and ei,ia(1− e) = ei,ib(1− e) respectively.
Therefore
Db(µei,i) = bµei,i − µei,ib =
ei,ibµei,i + ej,jbµei,i + (1− e)bµei,i − µei,ibei,i − µei,ibej,j − µei,ib(1− e) =
ej,jbµei,i − µei,ibej,j + (1− e)bµei,i − µei,ib(1 − e) =
ej,jaµei,i − µei,iaej,j + (1− e)aµei,i − µei,ia(1− e) =
ej,jaµei,i − µei,iaej,j + ei,iaµei,i − µei,iaei,i + (1− e)aµei,i − µei,ia(1− e) =
aµei,i − µei,ia = Da(µei,i).
This completes the proof. 
Similarly we can prove the following lemma using lemmas 2.4 and 2.5.
Lemma 3.4. Let ∇ be an additive local inner derivation on Hn(F). Then for
arbitrary λ, µ ∈ F and each pair i, j of distinct indices there exists an inner
derivation D on Hn(F) such that
∇(λe¯i,j) = D(λe¯i,j),∇(µe¯i,j) = D(µe¯i,j).
Now we have the following
Lemma 3.5. For arbitrary λ, µ ∈ F and each pair i, j of distinct indices we
have that
∇(λei,i) = λ∇(ei,i),∇(µe¯i,j) = µ∇(e¯i,j).
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Proof. By lemma 3.3 there exists an element a ∈Mn(F) such that
∇(λei,i) = Da(λei,i),∇(ei,i) = Da(ei,i).
Hence
∇(λei,i) = Da(λei,i) = λDa(ei,i) = λ∇(ei,i).
The proof of the second equality is similar. 
Lemma 3.6. Let ∇ be an additive local inner derivation on Hn(F). Then for
any indices i, j, k, l, satisfying {i, j} 6= {k, l}, there exists an inner derivation
D on Hn(F) such that
∇(e¯i,j) = D(e¯i,j),∇(e¯k,l) = D(e¯k,l).
Proof. Let i, j, k be pairwise distinct indices. Then there exist inner derivation
D1, D2 on Hn(F) such that
∇(e¯i,j) = D1(e¯i,j),∇(e¯j,j) = D1(e¯j,j),
∇(e¯j,k) = D2(e¯j,k),∇(e¯j,j) = D2(e¯j,j).
Hence there exist elements a, b ∈Mn(F) such that
∇(e¯i,j) = Da(e¯i,j),∇(ej,j) = Da(ej,j),
∇(e¯j,k) = Db(e¯j,k),∇(ej,j) = Db(ej,j).
So
Da(ej,j) = Da(ej,j)
and
(1− ej,j)aej,j = (1− ej,j)bej,j, ej,ja(1− ej,j) = ej,jb(1− ej,j).
Since ej,jaej,j = ej,jbej,j = 0 we have
aej,j = bej,j, ej,ja = ej,jb, ei,iaej,j = ei,ibej,j, ej,jaei,i = ej,jbei,i.
Also we have
∇(e¯i,j) +∇(e¯j,k) = ∇(e¯i,j + e¯j,k)
Let d ∈Mn(F) be an element such that
∇(e¯i,j + e¯j,k) = Dd(e¯i,j + e¯j,k).
Then
Da(e¯i,j) +Db(e¯j,k) = Dd(e¯i,j + e¯j,k).
From
ei,i[Da(e¯i,j) +Db(e¯j,k)]ej,j = ei,i[Dd(e¯i,j + e¯j,k)]ej,j
and
ej,j[Da(e¯i,j) +Db(e¯j,k)]ek,k = ej,j[Dd(e¯i,j + e¯j,k)]ek,k
it follows that ei,ibek,k = ei,idek,k and ei,iaek,k = ei,idek,k respectively. Hence
ei,iaek,k = ei,ibek,k and ek,kaei,i = ek,kbei,i. Now, let e = ei,i + ej,j. Then
(1− e− ek,k)bei,ie¯j,k = e¯j,k(1− e− ek,k)bei,i = 0,
ei,ib(1− e− ek,k)e¯j,k = e¯j,kei,ib(1− e− ek,k) = 0.
So we may assume that
(1− e− ek,k)bei,i = (1− e− ek,k)aei,i, ei,ib(1− e− ek,k) = ei,ia(1− e− ek,k).
20 SH. AYUPOV AND F. ARZIKULOV
Hence
(1− e)bei,i = (1− e)aei,i, ei,ib(1 − e) = ei,ia(1− e)
since ei,iaek,k = ei,ibek,k and ek,kaei,i = ek,kbei,i. Therefore
∇(e¯i,j) = Da(e¯i,j) = ae¯i,j − e¯i,ja =
aej,i + (1− e)aei,j + ei,iaei,j + ej,jaei,j−
ei,ja− ej,ia(1 − e)− ej,iaei,i − ej,iaej,j =
bej,i + (1− e)bei,j + ei,ibei,j + ej,jbei,j−
ei,jb− ej,ib(1− e)− ej,ibei,i − ej,ibej,j = Db(e¯i,j).
Let i, j, k, l be pairwise distinct indices and let a, b be elements in Mn(F)
such that
∇(e¯i,j) = Da(e¯i,j),∇(e¯k,l) = Db(e¯k,l)
and let e = ei,i + ej,j, f = ek,k + el,l. Then we have
(1− f)b(1− f)e¯k,l = e¯k,l(1− f)b(1− f) = 0.
So we may take (1− f)b(1− f) = (1− f)a(1− f). In particular,
ei,ib(1− f) = ei,ia(1− f), (1− f)bei,i = (1− f)aei,i,
ej,jb(1 − f) = ej,ja(1− f), (1− f)bej,j = (1− f)aej,j.
Then Dd(e¯i,j + e¯k,l) = Da(e¯i,j) +Db(e¯k,l) and by the equalities
ei,i(Dd(e¯i,j + e¯k,l))ek,k = ei,i(Da(e¯i,j) +Db(e¯k,l))ek,k,
ej,j(Dd(e¯i,j + e¯k,l))el,l = ej,j(Da(e¯i,j) +Db(e¯k,l))el,l
we have
di,l − dj,k = bi,l − aj,k, dj,k − di,l = bj,k − ai,l,
respectively. Hence bi,l − aj,k = ai,l − bj,k. Also, by the equalities
∇(e¯i,j − e¯k,l) = ∇(e¯i,j)−∇(e¯k,l),
ei,i(Dd(e¯i,j − e¯k,l))ek,k = ei,i(Da(e¯i,j)−Db(e¯k,l))ek,k,
ej,j(Dd(e¯i,j − e¯k,l))el,l = ej,j(Da(e¯i,j)−Db(e¯k,l))el,l
we have
di,l + dj,k = bi,l + aj,k, dj,k + di,l = bj,k + ai,l,
respectively. Hence bi,l + aj,k = ai,l + bj,k. Therefore
bi,l = ai,l, aj,k = bj,k and bl,i = al,i, ak,j = bk,j.
Similarly we get
bi,k = ai,k, aj,l = bj,l and bk,i = ak,i, al,j = bl,j.
Therefore
∇(e¯i,j) = ek,kae¯i,j + el,lae¯i,j + (1− f)ae¯i,j − e¯i,jael,l−
e¯i,jaek,k − e¯i,ja(1− f) =
ek,kbe¯i,j + el,lbe¯i,j + (1− f)be¯i,j − e¯i,jbel,l−
e¯i,jbek,k − e¯i,jb(1− f) =
be¯i,j − e¯i,jb = Db(e¯i,j).
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This completes the proof. 
Lemma 3.7. Let ∇ : Hn(F) → Hn(F) be an additive local inner derivation.
Then there exists a skew-symmetric matrix a ∈ Mn(F) such that for any indices
i, j we have
∇(e¯i,j) = Da(e¯i,j).
Proof. By the previous lemmas we can repeat the proof of lemma 14 in [1] and
get the statement of the above lemma. The proof is complete. 
Theorem 3.8. Let Hn(F) be the Jordan algebra of n×n symmetric matrices over
F , n > 1. Then any additive local inner derivation on Hn(F) is a derivation.
Proof. Let ∇ : Hn(F) → Hn(F) be an additive local inner derivation. Then by
lemma 3.7 there exists a skew-symmetric matrix a ∈ Mn(F) such that for any
indices i, j we have
∇(e¯i,j) = Da(e¯i,j).
Let x be an arbitrary element in Hn(F). Then x =
∑n
k,l=1 x
k,lek,l and by lemma
3.5
∇(x) =
n∑
k,l=1,k≤l
∇(xk,le¯k,l) =
n∑
k,l=1,k≤l
xk,l∇(e¯k,l) =
n∑
k,l=1,k≤l
xk,lDa(e¯k,l) = Da(x).
Hence ∇ is a derivation on Hn(F) (to be more precise, ∇ is a spatial derivation
implemented by a skew-symmetric matrix a ∈ Mn(F)) . The proof is complete.

Let J be a Jordan ring. An additive map ∇ : J → J is called local derivation,
if for any element x ∈ J there exists a derivation D : J → J such that ∇(x) =
D(x).
An additive map ∇ : J → J is called local inner derivation, if for any element
x ∈ J there exists an inner derivation D on the Jordan ring J such that ∇(x) =
D(x).
By the proofs of the previous lemmas of the present section we have the fol-
lowing lemma.
Lemma 3.9. Let ℜ be a finite ring generated by the identity element or the ring
of integers, Hn(ℜ) be the Jordan ring of n×n symmetric matrices over ℜ, n > 1,
and let ∇ : Hn(ℜ) → Hn(ℜ) be a local inner derivation. Then there exists a
skew-symmetric matrix a ∈Mn(λℜ) such that for any indices i, j we have
∇(e¯i,j) = Da(e¯i,j).
By lemma 3.9 and by the definition of a local inner derivation we have the
following theorem.
Theorem 3.10. Let ℜ be a finite ring generated by the identity element or the
ring of integers, Hn(ℜ) be the Jordan ring of n× n symmetric matrices over ℜ,
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n > 1. Then for every local inner derivation ∇ on the Jordan ring Hn(ℜ) there
exists a skew-symmetric matrix a ∈Mn(ℜ) such that
∇(x) = Da(x), x ∈ Hn(ℜ),
i.e. ∇ is a derivation on the Jordan ring Hn(ℜ).
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