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Introduction {#anie201908026-sec-0001}
============

Living organisms exist away from equilibrium, and so operate naturally occurring molecular machines,[1](#anie201908026-bib-0001){ref-type="ref"}, [2](#anie201908026-bib-0002){ref-type="ref"}, [3](#anie201908026-bib-0003){ref-type="ref"} wherein an energy supply is exploited to drive and sustain specific functions at the nanoscale. Considering the complexity of natural systems, artificial molecular motors[4](#anie201908026-bib-0004){ref-type="ref"}, [5](#anie201908026-bib-0005){ref-type="ref"} constitute a platform to gain insights on nonequilibrium systems, although only a few advanced prototypes have been shown to operate away from equilibrium.[4](#anie201908026-bib-0004){ref-type="ref"}, [5](#anie201908026-bib-0005){ref-type="ref"}, [6](#anie201908026-bib-0006){ref-type="ref"}, [7](#anie201908026-bib-0007){ref-type="ref"}, [8](#anie201908026-bib-0008){ref-type="ref"}, [9](#anie201908026-bib-0009){ref-type="ref"}, [10](#anie201908026-bib-0010){ref-type="ref"}, [11](#anie201908026-bib-0011){ref-type="ref"}, [12](#anie201908026-bib-0012){ref-type="ref"} A molecular motor can be rationally described by means of a network of chemical processes[13](#anie201908026-bib-0013){ref-type="ref"}, [14](#anie201908026-bib-0014){ref-type="ref"}, [15](#anie201908026-bib-0015){ref-type="ref"}, [16](#anie201908026-bib-0016){ref-type="ref"} in which structural transitions are coupled to chemical reactions.[17](#anie201908026-bib-0017){ref-type="ref"}, [18](#anie201908026-bib-0018){ref-type="ref"} In suitably engineered systems, the supply of chemicals at a fixed rate (that is, enforcement of chemostats), or the external control on some of the kinetic constants (for example, via photoexcitation), can cause the violation of detailed balance and, ultimately, the emergence of the directed motion at the basis of the function of the machine.[4](#anie201908026-bib-0004){ref-type="ref"}, [5](#anie201908026-bib-0005){ref-type="ref"}, [19](#anie201908026-bib-0019){ref-type="ref"}, [20](#anie201908026-bib-0020){ref-type="ref"}

To gain insights on features such as directionality and timing statistics,[21](#anie201908026-bib-0021){ref-type="ref"} we shall adopt the perspective of an individual molecule by following its fate along reactive pathways. While the kinetic description at the ensemble level (based on rate equations) is deterministic, the pathway of a tagged molecule is inherently stochastic because the sequence of the reactions involving that molecule, and the times at which such reactions take place, have an aleatory character.[22](#anie201908026-bib-0022){ref-type="ref"}, [23](#anie201908026-bib-0023){ref-type="ref"} Clearly, the statistical analysis of a large sample of pathways would provide average quantities in accord with the ensemble view (Scheme [1](#anie201908026-fig-5001){ref-type="fig"}), but the amount of information that is assessable at the individual‐molecule level is much larger.

![The individual‐molecule approach to mass action chemical kinetics.](ANIE-58-14341-g006){#anie201908026-fig-5001}

Stochastic dynamics of individual molecular rotary motors that undergo structural transitions has been already studied.[21](#anie201908026-bib-0021){ref-type="ref"}, [24](#anie201908026-bib-0024){ref-type="ref"} In such cases, the dynamics of the motor is described solely by unimolecular processes. On the other hand, when self‐assembly processes are present, the tagged molecular species interacts with a second body in a bimolecular reaction. Such a new component, selected from the environment, then becomes an integral part of the whole system and must be included in the description of its dynamics. In this work we face such a level of complexity which, to the best of our knowledge, has not been considered yet. Indeed, the high significance of non‐equilibrium self‐assembly in natural[1](#anie201908026-bib-0001){ref-type="ref"}, [2](#anie201908026-bib-0002){ref-type="ref"}, [3](#anie201908026-bib-0003){ref-type="ref"} and synthetic[25](#anie201908026-bib-0025){ref-type="ref"} systems~,~ and in the rapidly growing area of artificial molecular motors,[4](#anie201908026-bib-0004){ref-type="ref"}, [5](#anie201908026-bib-0005){ref-type="ref"}, [19](#anie201908026-bib-0019){ref-type="ref"}, [20](#anie201908026-bib-0020){ref-type="ref"} calls for the development of new tools that can enable a deeper mechanistic understanding of these phenomena and, eventually, assist scientists in designing novel devices.

Some of us recently developed a full methodological setup for generating the individual‐molecule pathways in the context of mass action chemical kinetics,[26](#anie201908026-bib-0026){ref-type="ref"} that is, for high enough concentrations of the chemical species in a thermostatted and well‐stirred sample of constant volume (see Computational Methods for an outline). In essence, a pathway of a tagged molecule is generated by means of a Gillespie‐like algorithm[27](#anie201908026-bib-0027){ref-type="ref"} in which each possible reaction involving that molecule has a propensity to occur. Remarkably, the propensities of multi‐molecular processes depend on the composition of the reactive mixture, which thus enters as a regulating factor. This is precisely the case when self‐assembly processes are involved.

Herein we apply such a methodology to the case study of a light‐powered self‐assembling artificial molecular pump, a paradigmatic case in which an external energy source (light) breaks the detailed balancing and originates molecular currents.[6](#anie201908026-bib-0006){ref-type="ref"}, [28](#anie201908026-bib-0028){ref-type="ref"}, [29](#anie201908026-bib-0029){ref-type="ref"} The system is described and characterized, from the individual‐molecule perspective, in the next sections. Although our analysis is focused on a specific molecular machinery, the presented individual‐molecule approach, and the associated methodology for simulating reaction paths, are general and can be employed to inspect the statistical properties of any mass‐action‐based reaction network.

Results and Discussion {#anie201908026-sec-0002}
======================

Description of the Reaction Network {#anie201908026-sec-0003}
-----------------------------------

The system comprises a macrocyclic polyether, hereafter referred to as the ring, and a molecular axle constituted by a photoswitchable *E*/*Z*‐azobenzene end (**a**), a cyclopentyl end (**c**), and a central ammonium unit, that acts as recognition site for the ring (Scheme [2](#anie201908026-fig-5002){ref-type="fig"}, top). The fine chemical tuning of the ring--axle interactions makes it possible to observe, in practice, the self‐assembly which otherwise would be strongly disfavored by entropic penalty.[30](#anie201908026-bib-0030){ref-type="ref"}

![Top: Molecular components constituting the reaction network and their cartoon representation. Bottom: Investigated kinetic scheme.](ANIE-58-14341-g007){#anie201908026-fig-5002}

The combination of self‐assembly and *E*/*Z* isomerization reactions affords the reaction network of Scheme [2](#anie201908026-fig-5002){ref-type="fig"} (bottom). The subscripts Δ and *hν* stand for thermal and photo‐activated processes, respectively, while superscripts **a** and **c** distinguish the entrance/exit processes at each end of the axle. While the ring and the *E*‐axle preferably associate/dissociate through **a**, upon isomerization to the *Z*‐isomer the ring passes mainly over **c**. Because the isomerization destabilizes the *Z*‐complex, dethreading is thermodynamically favored according to an energy ratchet mechanism.[4](#anie201908026-bib-0004){ref-type="ref"}, [6](#anie201908026-bib-0006){ref-type="ref"}, [31](#anie201908026-bib-0031){ref-type="ref"} Moreover, the photoisomerization of the axle is more efficient (higher *Z*‐content at the photostationary state) when the ring is bound, leading to an information ratchet effect.[4](#anie201908026-bib-0004){ref-type="ref"}, [6](#anie201908026-bib-0006){ref-type="ref"}, [31](#anie201908026-bib-0031){ref-type="ref"} Taken together, these ratcheting effects provide a kinetic asymmetry[16](#anie201908026-bib-0016){ref-type="ref"}, [32](#anie201908026-bib-0032){ref-type="ref"} in the cycle, leading to sustained clockwise cycling under photostationary conditions. The process is associated to directional pumping of axles across a ring or, equivalently, of rings through an axle. Thus, the axle behaves exactly as a photo‐activated motor whose function is promoting the directed (on average) flow of rings from the end **a** to the end **c**.

Our focus is on the dynamic behavior of single tagged rings or axles under photo‐stationary conditions. In particular, here we investigate some features related with the completion of direct and inverse cycles from the viewpoint of an individual molecule. Let us define the following events:

**Ring direct event**: the tagged ring enters some axle from the end **a** and then, from here, exits from the end **c** of that axle.

**Axle direct event**: some ring enters the tagged axle from the end **a** and then, from here, exits from the end **c** of the axle.

Overall, direct events are associated with a unidirectional transit through **a** first, and then **c**. The inverse events describe the opposite directionality and are defined by swapping **a** and **c** in the above definitions. If at the time‐zero an event has just occurred, we say that a cycle is completed once the same event takes place again. Note that in between the two events that establish the end points of a directional cycle/event, the reactive history of the tagged ring or of the tagged axle is totally unspecified, that is, multiple threading/dethreading and isomerization reactions can take place.

The system is investigated under conditions that were experimentally tested;[6](#anie201908026-bib-0006){ref-type="ref"} namely, total concentrations \[axle\]~tot~=150 μ[m]{.smallcaps} and \[ring\]~tot~=50 μ[m]{.smallcaps} in an isothermal and well‐stirred reactor (the law of mass action is safely applicable to express the reaction rates), and irradiation at 365 nm. A crucial parameter is the photon flux, *F* ~*hν*,~ expressing the rate of the incident photons on the sample. Such a flux, typically expressed in Einstein s^−1^ (that is, moles of photons per second), can be experimentally controlled and precisely determined by chemical actinometry. In what follows we refer to an irradiated sample of volume 3 mL, and optical path equal to 1 cm (the experimental conditions of Ref. [6](#anie201908026-bib-0006){ref-type="ref"}). As briefly reported in the Supporting Information, the kinetic constants of the photo‐activated processes are proportional to *F* ~*hν*~. Note that a change of *F* ~*hν*~ indirectly affects the composition at the stationary state. In our investigation, the photon flux is varied by orders of magnitude in a wide range, including the experimental value of 1.67×10^−9^ Einstein s^−1^.[6](#anie201908026-bib-0006){ref-type="ref"} Table [1](#anie201908026-tbl-0001){ref-type="table"} collects the adopted values for the kinetic constants (see the Supporting Information for details).

###### 

Values of the kinetic constants employed.^\[a\]^

  Kinetic constant^\[b\]^   Value         Units             Source^\[c\]^
  ------------------------- ------------- ----------------- ---------------
  (→)$k_{1}^{a}$            54            L mol^−1^ s^−1^   \(1\)
  (←)$k_{- 1}^{a}$          8.6×10^−5^    s^−1^             \(1\)
  $k_{1}^{c}$               0.81          L mol^−1^ s^−1^   \(3\)
  $k_{- 1}^{c}$             1.29×10^−6^   s^−1^             \(2\)
  $k_{3}^{a}$               0.01          L mol^−1^ s^−1^   \(3\)
  $k_{- 3}^{a}$             5.8×10^−8^    s^−1^             \(2\)
  (←)$k_{3}^{c}$            0.81          L mol^−1^ s^−1^   \(1\)
  (→)$k_{- 3}^{c}$          4.7×10^−6^    s^−1^             \(1\)
  (→)$k_{2,h\nu}$           1.8×10^−3^    s^−1^             \(1\)
  $k_{- 2,h\nu}$            0.5×10^−6^    s^−1^             \(1\)
  $k_{2,\Delta}$            ≈10^−16^      s^−1^             \(2\)
  (←)$k_{- 2,\Delta}$       1.3×10^−6^    s^−1^             \(1\)
  (←)$k_{4,h\nu}$           1.6×10^−3^    s^−1^             \(1\)
  (→)$k_{- 4,h\nu}$         7.86×10^−5^   s^−1^             \(1\)
  $k_{4,\Delta}$            ca. 10^−15^   s^−1^             \(2\)
  $k_{- 4,\Delta}$          0.14×10^−6^   s^−1^             \(1\)

\[a\] The signs indicate the fastest processes associated to a clockwise‐direct (→) and counterclockwise‐inverse (←) cycle. \[b\] Photo‐activated processes are referred to the excitation wavelength of 365 nm and to the incident photon flux *F* ~*hν*~=1.67×10^−9^ Einstein s^−1^ (experimental conditions of ref. [6](#anie201908026-bib-0006){ref-type="ref"}). \[c\] The labels stand for: (1) experimentally determined, (2) from detailed‐balance, (3) likely assumed. See the Supporting Information for details.
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Cycling Times {#anie201908026-sec-0004}
-------------

First, the distributions of the cycling times (Figure [1](#anie201908026-fig-0001){ref-type="fig"}) are calculated from large numbers of simulated reaction paths of rings and axles (see the Supporting Information for details). Note that without irradiation, the two distributions coincide under the statistical fluctuations. This is in accord with the detailed‐balance condition which imposes that direct and inverse events have the same statistical expectation to occur, hence any related feature (such as the cycling time) must be statistically equivalent in the two cases. On the contrary, as *F* ~*hν*~ increases, the detailed‐balance breakdown affords different distributions for the direct and inverse events. Namely, the distributions for the direct event become narrower, with higher maximum, and shifted toward longer cycling times, whereas the distributions for the inverse event become flatter and lower in magnitude. This behavior lasts until *F* ~*hν*~ reaches the order of 10^−9^ Einstein s^−1^, when a further increase of the photon flux does no longer affect the shape of the distributions (see the Supporting Information).

![Distributions of the cycling time for the direct cycle (black lines) and the inverse cycle (red lines) from the ring and axle viewpoints. A horizontal logarithmic scale is adopted to magnify the details in the short timescale. Each panel refers to a specific photon flux as indicated. The insets give a blow‐up of the flat distributions for the inverse cycles at the large photon flux of the experimental conditions of Ref. [6](#anie201908026-bib-0006){ref-type="ref"}.](ANIE-58-14341-g001){#anie201908026-fig-0001}

Significantly, under the employed experimental conditions (*F* ~*hν*~=1.67×10^−9^ Einstein s^−1^), the directionality is nearly perfect, as indicated by the fact that almost all the performed cycles are direct. The distributions for the inverse events have a complex pattern which displays, at least, a bimodal shape more pronounced as *F* ~*hν*~ increases. This trait can be explained by considering that, when the ring approaches the axle from side **c**, side **a** can be either in *E* or *Z* configuration. In the former case inverse dethreading can rapidly happen (first maximum of the distributions), while in the latter some extra time is spent waiting for a photon, being the thermal process ineffective, since $k_{- 3}^{a}$ is very small.

We then assessed the timing and precision of the cycle. To this aim, the average cycling times and the standard deviations were calculated as a function of the photon flux (Figure [2](#anie201908026-fig-0002){ref-type="fig"}). As expected, for *F* ~*hν*~ equal to zero (values not shown on the logarithmic scale), the average times of direct and inverse cycles do coincide (within 0.8 %); namely, the values are 221.8 h for the ring and 667.0 h for the axle. Instead, as *F* ~*hν*~ increases, the time for the direct cycles decreases while the opposite happens for the inverse cycles. The plots clearly demonstrate that the direct cycle becomes more frequent at higher photon flux, whereas the inverse cycle is increasingly impeded. As the photon flux increases, the average times of the direct cycles asymptotically tend to limit values; the same trend can be glimpsed also for the inverse cycles.

![Average direct (top) and inverse (bottom) cycling times and standard deviations, for rings and axle, as a function of the photon flux (for the axle, the data for photon flux 10^−7^ Einstein s^−1^ are not shown because satisfactory statistics could not be reached). Note the use of a different scale on the ordinate axes for direct and inverse cycles. Dashed lines represent the standard deviations (for the inverse cycles, they are essentially coincident with the average cycling times).](ANIE-58-14341-g002){#anie201908026-fig-0002}

The profiles of the standard deviations are found to be very close, or even almost identical, to those of the average values. Such a similarity is not surprising by considering that the distributions of Figure [1](#anie201908026-fig-0001){ref-type="fig"}, if displayed with a linear horizontal scale, appear very close to exponential distributions (except for a negligible fast initial growth) for which the mean and the standard deviation do coincide. Since the standard deviation quantifies the precision of the cycle timing, we can assert that more intense irradiation increases the precision of the direct cycles while it broadens the distributions of the inverse ones. Importantly, the fact that both the average cycling times and the standard deviations reach a plateau for high values of *F* ~*hν*~ means that at some point delivering more light energy to the system becomes useless for the sake of tuning directionality and precision.

At this stage, a connection between the individual‐molecule perspective and the conventional ensemble viewpoint is due. At the stationary state, one can compute the ring macroscopic cycling rate *r* ^*ss*^, that is, an ensemble quantity which gives the average net number of ring‐along‐axle passages, from end **a** to end **c**, per units of time and volume under stationary conditions. The profile of *r* ^*ss*^ is shown in Figure [3](#anie201908026-fig-0003){ref-type="fig"} for a broad range of values of the photon flux. In the absence of irradiation, *r* ^*ss*^=0 (no directionality can be present under detailed‐balanced conditions); then the curve rises as *F* ~*hν*~ increases until a plateau is reached. The value of *r* ^*ss*^ and the average cycling times of the ring are related by \[Eq. [(1)](#anie201908026-disp-0001){ref-type="disp-formula"}\]:$$r^{ss} = \left\lbrack {ring} \right\rbrack_{tot}\left( {\bar{\tau}}_{direct}^{- 1} - {\bar{\tau}}_{inverse}^{- 1} \right)$$

![Macroscopic cycling rate of the ring, *r* ^*ss*^ (average net number of ring‐along‐axle passages per units of time and volume at the stationary state) as a function of the photon flux. The arrow indicates the experimental conditions of Ref. [6](#anie201908026-bib-0006){ref-type="ref"}. The inset shows the linear relation between ${\bar{\tau}}_{direct}^{- 1} - {\bar{\tau}}_{inverse}^{- 1}$ (individual molecule viewpoint) and *r* ^*ss*^ (ensemble viewpoint) with slope 1/\[ring\]~tot~.](ANIE-58-14341-g003){#anie201908026-fig-0003}

where \[ring\]~tot~ is the total ring concentration (50 μ[m]{.smallcaps} in the present case). A similar relation can be also written in terms of \[axle\]~tot~ and of the cycling times of the axle. As displayed in the inset of Figure [3](#anie201908026-fig-0003){ref-type="fig"}, the linear regression of ${\bar{\tau}}_{direct}^{- 1} - {\bar{\tau}}_{inverse}^{- 1}\mspace{720mu}$ versus *r* ^*ss*^ shows a perfect fit with slope 1/\[ring\]~tot~. Equation (1) provides the interpretation of *r* ^*ss*^ in terms of kinetic information at the individual‐molecule (individual ring) level. For ${\bar{\tau}}_{direct}^{- 1} = {\bar{\tau}}_{inverse}^{- 1}$ , that is, for detailed‐balanced network in the absence of irradiation, *r* ^*ss*^=0 is correctly obtained; for ${{\bar{\tau}}_{inverse}^{- 1} > \bar{\tau}}_{direct}^{- 1}$ , as it happens under photo‐stationary conditions with the present parametrization of the reaction scheme, *r* ^*ss*^\>0, corresponding to an average net flow of rings from the ends **a** to **c** of the axles. It is worth stressing that while *r* ^*ss*^ is simply related to the deterministic average net current of rings, the distributions of the cycling times give much more information, for example about the precision of the cycles or the pumping mechanism.

Two different working regimes clearly emerge from the behavior of *r* ^*ss*^: 1) small photon fluxes, in which *F* ~*hν*~ is a rate‐determining parameter; and 2) large photon fluxes, in which the cycling rate is no longer affected by changes in *F* ~*hν*~. Our results indicate that values of *F* ~*hν*~ close to 10^−9^ Einstein s^−1^ correspond to an optimal working condition, which maximizes both directionality and precision of the pump by dissipating the minimum amount of energy. As highlighted by the arrow in Figure [3](#anie201908026-fig-0003){ref-type="fig"}, it turns out that the flux employed in the experiments[6](#anie201908026-bib-0006){ref-type="ref"} falls within the optimal range.

Photoisomerizations {#anie201908026-sec-0005}
-------------------

Let us focus now on an individual axle. We first consider the number of photo‐induced isomerizations during the completion of a direct cycle, the distribution of which for different photon fluxes is shown in Figure [4](#anie201908026-fig-0004){ref-type="fig"}. Note that an even--odd alternation develops and becomes increasingly pronounced as *F* ~*hν*~ increases. In particular, even numbers of photo‐isomerizations per cycle are more likely than odd numbers. Such a behavior can be rationalized as follows. Once the cycle is completed, the axle is likely in the *Z* configuration. To accommodate the next ring, that particular axle has to undergo an odd number of isomerizations so that a ring can pass over the end **a** of the axle in *E* configuration. Successively, a further odd number of isomerizations must take place to bring the axle in the *Z* configuration, so that the ring can exit from the end **c** and complete the cycle. The total number of photo‐isomerizations to complete a cycle is thus strongly biased toward even values. When *F* ~*hν*~ is very small, thermal isomerization is significant, and the distinction between even and odd values is negligible for the sole photo‐induced processes. As *F* ~*hν*~ increases, the photo‐induced processes become predominant and the even--odd pattern emerges (as is evident from the sequence in Figure [4](#anie201908026-fig-0004){ref-type="fig"}).

![Distributions of the number of photo‐isomerizations of the axle, in its direct cycle, for different values of the photon flux.](ANIE-58-14341-g004){#anie201908026-fig-0004}

It is worth noting that the distributions peak around 2--4 photons per cycle until *F* ~*hν*~ is increased up to 10^−9^ Einstein s^−1^. This means that the pump works efficiently (that is, the relative majority of cycles is completed using such minimum number of photons) in the regime where the photon flux is rate‐determining. Above the threshold photon flux, the system can no longer effectively process photons arriving with such a high rate, and more photons are used while a cycle is completed.

Again from the viewpoint of an individual axle, for each number of photo‐isomerizations we have identified the minimum cycling time within the sample of simulated direct cycles (see the Supporting Information). It emerges that, for a given number of photo‐isomerizations to occur, the cycling time (both for the direct and inverse cycle) cannot drop below a minimum threshold. This means that making a cycle with a given number of photo‐isomerizations requires a minimum time.

Exploring Different Experimental Conditions {#anie201908026-sec-0006}
-------------------------------------------

In the conditions considered above, the excitation wavelength of 365 nm corresponds to molar absorption coefficients of the axle in the *E* and *Z* forms, with and without the ring, that are sensibly different one from the other. Such a difference is likely at the basis of an information ratchet effect, which adds to the asymmetry arising from the different stability of the *E* and *Z* complexes (energy ratchet). These two contributions to the overall asymmetry ultimately manifest in the bias toward direct cycles, as shown in Figure [3](#anie201908026-fig-0003){ref-type="fig"}. With a basic model for the photo‐excitation kinetic constants at hand (see the Supporting Information), the analysis can be performed for different excitation wavelengths. We therefore envisioned to investigate the properties of the system while stimulated at 436 nm. At this experimentally accessible wavelength, the molar absorption coefficients for the axle are not affected by the presence of the ring. Indeed, while all thermal kinetic constants in Table [1](#anie201908026-tbl-0001){ref-type="table"} remain unchanged, the photo‐activated contributions are closer to each other (for instance, at the photon flux of 10^−9^ Einstein s^−1^ the values are *k* ~2,*hν*~≃*k* ~4,*hν*~=1.6×10^−4^ s^−1^ and *k* ~−2,*hν*~≃*k* ~−4,*hν*~=8.5×10^−4^ s^−1^; see the Supporting Information for more details). Therefore, the information ratchet component of the asymmetry vanishes. Under these irradiation conditions the whole asymmetry arises from the thermodynamic stability of the *E* and *Z* complexes. Figure [5](#anie201908026-fig-0005){ref-type="fig"} (compare with Figure [2](#anie201908026-fig-0002){ref-type="fig"}) shows the average cycling times and the standard deviations for the direct and inverse cycles of rings and axles when the excitation wavelength is 436 nm. Furthermore, examples of distribution of the cycling times at this wavelength (to be compared with those in Figure [1](#anie201908026-fig-0001){ref-type="fig"}) are given in the Supporting Information.

![Average cycling times (symbols) and standard deviations (dashed lines), for rings and axles, as a function of the photon flux at the excitation wavelength 436 nm.](ANIE-58-14341-g005){#anie201908026-fig-0005}

As a whole, it emerges that at 436 nm the direct cycles are still privileged, but the cycling asymmetry direct‐versus‐inverse is strongly reduced and the standard deviations are higher, thus implying a smaller precision. This observation highlights the crucial contribution of information ratchet to the operation of the present molecular machinery. Moreover, it is observed that the optimal photon flux is two orders of magnitude lower than that required for the 365 nm irradiation (10^−11^ vs. 10^−9^ Einstein s^−1^). This implies that the thermal reactions become rate‐determining at lower photon fluxes, likely because of the higher rate constants associated to the *Z* to *E* photoisomerizations, favoring the slowest photochemical step of the direct cycle. Overall, operating the system at 436 nm requires the use of a lower photon flux to reach the optimal working conditions albeit providing a lower degree of asymmetry.

Similarly, one could inspect how the cycling properties are affected by changes of temperature, solvent, and concentration. The solvent effect, in particular, can be guessed under the assumptions that 1) the solvent merely acts as an inert viscous medium in which the reactions take place, and 2) the photo‐excitation constants depend weakly on the solvent properties. These conditions could be verified when solvents with similar chemical properties are compared. In such a case, the thermal kinetic constants of all unimolecular processes (including thermal Z to *E* conversions) are roughly inversely proportional to the medium viscosity, *η* ~solv~, according to Kramers' theory of reactive processes activated by thermal fluctuations in the overdamped regime.[33](#anie201908026-bib-0033){ref-type="ref"} Also for the bimolecular processes (threading--dethreading of the rings), the thermal kinetic constants are expected to be inversely proportional to the viscosity according to a stochastic description of the reactant dynamics.[34](#anie201908026-bib-0034){ref-type="ref"} By taking into account that the rates of the photo‐activated processes are proportional to *F* ~*hν*~, it follows that all kinetic constants (of both thermal and photo‐activated channels) would be enhanced or decreased by the same factor if the product *F* ~*hν*~×*η* ~solv~ is kept fixed. This implies that the composition at the stationary state would remain fixed, and that all inspected dynamical features simply appear speeded or slowed down in the same way. In particular, the degree of asymmetry between inverse and direct cycles should remain nearly constant at fixed *F* ~*hν*~×*η* ~solv~. In practice, this means that in a more viscous solvent, the same degree of cycling asymmetry should be achieved with lower light intensity. Under these conditions the timescale of both direct and inverse cycles are expected to increase, since all kinetic constants would be smaller. On the contrary, moving to a less viscous solvent and increasing the photon flux, the timescale of cycling is expected to decrease. Overall, under the indicated assumptions it should be possible to modulate the timing of cycling without affecting the overall asymmetry. Extension of such predictions to solvents with significantly different chemical properties should be validated experimentally or by means of a sound modelling of the solvent effect.

Conclusion {#anie201908026-sec-0007}
==========

In summary, we applied a novel methodology for inspecting mass action chemical reaction networks under the point of view of individual tagged molecules. In particular, the method has been employed to gain unprecedented (and previously inaccessible) insight on the first autonomous artificial supramolecular pump. This is a paradigmatic case in which light breaks the detailed balance and originates molecular currents, thereby driving a self‐assembling system away from equilibrium.[6](#anie201908026-bib-0006){ref-type="ref"} We have demonstrated that the distribution of cycling times has an apparent bimodal shape, and that there is a higher likelihood to complete a cycle by processing an even number of photons. While it was previously observed that light‐induced processes can be rate‐determining under practical operational conditions of a molecular rotary motor,[21](#anie201908026-bib-0021){ref-type="ref"} here we have shown the direct consequences on the fate of individual molecules: when the light‐driven step is rate‐determining, the relative majority of switches use only two or four photons to perform a complete cycle, whereas under saturating conditions more photons are used. The precision of cycling, which can be disclosed solely from an individual‐molecule perspective, improves only up to the saturating regime, thus defining the optimal working conditions of the molecular motor. Remarkably, the present investigation indicates that in light‐driven systems based on photoswitches the directionality arises from preventing the unwanted pathways, rather than promoting the desired ones, as it occurs in chemically‐driven systems.[35](#anie201908026-bib-0035){ref-type="ref"}

The employed methodology,[26](#anie201908026-bib-0026){ref-type="ref"} which is versatile and applicable to any molecular system whose functioning can be framed as a chemical reaction network, can be used to establish how the relevant features of a synthetic machine (for example, average time and precision of a cycle) depend on the intrinsic kinetic constants and on externally tunable parameters (for example, the intensity and wavelength of the irradiation in the case studied here). Furthermore, while here we focused on stationary conditions, individual‐molecule paths could be generated also in transient conditions during which the system composition changes. This approach can be greatly helpful for the rational design and optimal operation of dynamic stimuli‐responsive chemical systems to function as molecular devices and machines.

Computational methods {#anie201908026-sec-0008}
=====================

We outline here only on the strategy for generating individual‐molecule reaction paths at the stationary state. Details on the employed rate equations solver, and about the composition at the photo‐stationary state, are provided in the Supporting Information.

The individual‐molecule reaction paths at the stationary state have been simulated by means of a Gillespie‐like stochastic simulation algorithm algorithm[27](#anie201908026-bib-0027){ref-type="ref"} fully described in Ref. [26](#anie201908026-bib-0026){ref-type="ref"}. Here we give only an outline. In general terms, let *j* be the species index, and *s~j~* be an index that specifies a molecular site (or state) of the tagged molecular moiety in a molecule of species *j*. Then, let *m* be the index that labels the elementary reactions. At the stationary state, the rate of the reaction *m* is expressed by$$r_{m}^{ss} = k_{m}\mspace{720mu}\prod_{j}\left\lbrack j \right\rbrack_{ss}^{\nu_{R_{j}}^{(m)}}$$

where $\nu_{R_{j}}^{(m)}$ is the stoichiometric coefficient of the species *j* as reactant in the reaction *m*. Finally, let $\rho_{transf}^{ss}\left( {s_{i},m,\mspace{720mu}\tau_{r}|s_{j}} \right)\delta\tau_{r}$ be the probability that, if the moiety is currently in the state *s~j~*, it will be transferred to the state *s~i~* by means of the reaction *m* between $\tau_{r}$ and $\tau_{r} + \delta\tau_{r}$ . With the above positions, in Ref. [26](#anie201908026-bib-0026){ref-type="ref"} it has been proved that$$\rho_{transf}^{ss}\left( {s_{i},m,\mspace{720mu}\tau_{r}|s_{j}} \right) = p_{j,R_{m}}^{ss}\mspace{720mu}\phi_{m}\left( s_{i} \right|s_{j}{)\exp}\left( {- \tau_{r}\alpha_{j}} \right),$$

where$${p_{j,R_{m}}^{ss} = \nu}_{R_{j}}^{(m)}\mspace{720mu}\frac{r_{m}^{ss}}{\left\lbrack j \right\rbrack_{ss}}$$

is such that $p_{j,R_{m}}^{ss}\delta\tau_{r}$ gives the probability that the tagged molecule of species *j* (that is, the one carrying the tagged moiety) will participate as reactant in the reaction *m* in the next time‐interval $\delta\tau_{r}$ ; then,$\mspace{720mu}\mspace{720mu}\phi_{m}\left( s_{i} \right|s_{j})$ is the probability a priori that the reaction *m* brings the moiety into the state *s~i~* (in a molecule of species *i*) starting from the state *s~j~* (in a molecule of species *j*); finally, the rate $\alpha_{j} = \sum_{m}p_{j,R_{m}}^{ss}$ gives the total propensity of the molecule of species *j* to react under stationary conditions. Given the actual state of the moiety, the time $\mspace{720mu}\tau_{r}$ of its next jump, the reaction *m* that will occur, and the arrival state *s~i~* (possibly equivalent to the starting one) are randomly drawn from the distribution $\rho_{transf}^{ss}\left( {s_{i},m,\mspace{720mu}\tau_{r}|s_{j}} \right)$ . The state of the moiety is then updated and the time is shifted by $\tau_{r}$ . The iteration of such steps generates a reaction path. In the context of this work, the moiety corresponds to a ring or to an axle. In each case, the reactive path is continued up to accumulate a prescribed number of cycles that ensures the required quality of statistics in the post‐production analysis. The photon flux values, and the corresponding numbers of cycles that have been generated, are provided in the Supporting Information. All distributions of the cycling times have been obtained by means of a standard histogram construction with binning in the logarithmic scale.
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