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SAMENVATTING
In dit onderzoek wordt nagegaan of er een case-based reasoning (CBR) systeem gebouwd kan worden voor het
voorspellen van succes van een bepaalde therapievorm voor aanvang van therapie. Dit systeem krijgt de naam
CBRth. Het doel van het onderzoek is tweeledig:
1. onderzoeken welke technieken geschikt zijn om CBRth op te zetten; en
2. onderzoeken hoe goed het CBRth lukt om met de beschikbare gegevens een voorspelling te doen.
Er wordt gebruik gemaakt van een variant van het nearest neighbour-algoritme. Dit algoritme vergelijkt de
beginsituatie van een nieuwe cliënt met cases uit het verleden. Deze cases zijn opgenomen in een casebase. Van
iedere case is de beginsituatie voor aanvang van de therapie opgenomen in variabelen. Ook is bekend of de
therapie wel of niet succesvol was.
Voor het eerste deel van de doelstelling werden drie aspecten onderzocht:
1. het gebruik van de gain (een begrip uit de informatietheorie dat gebruikt wordt bij het construeren van
beslisbomen) als wegingsfactor voor de verschillende variabelen;
2. het maken van een preselectie van de te gebruiken variabelen op basis van hun voorkomen in een
beslisboom; en
3. twee verschillende methoden voor het vergelijken van variabelen binnen het nearest neighbour algoritme,
waarbij een methode de waarden van de variabelen vergelijkt die eerst zijn ingedeeld in klassen en de
andere methode de scores van de variabelen vergelijkt.
Uit dit onderzoek blijkt dat:
1. het gebruik van de gain als wegingfactor voor de variabelen betere resultaten geeft dan wanneer iedere
variabele hetzelfde gewicht krijgt;
2. het maken van een preselectie niet nodig is wanneer de gain gebruikt wordt als wegingsfactor; en
3. de methode die de variabelen vergelijkt aan de hand van de indeling in klassen betere resultaten levert dan
de methode waarbij de scores vergelijken worden.
Vervolgens is voor het tweede deel van de doelstelling onderzocht hoe goed het CBRth lukt om een voorspelling
te doen. Uit het onderzoek blijkt dat CBRth voor 65% van de cases uit de testset een correcte voorspelling kan
doen. Er wordt dan voor iedere case een voorspelling gedaan, zonder eisen te stellen aan de mate van gelijkheid
van de cases waarop de voorspelling wordt gebaseerd. Als er wel een eis gesteld wordt aan deze mate van
gelijkheid bereikt het systeem hogere resultaten, maar er wordt niet meer voor iedere case uit de testset een
voorspelling gedaan. Bij een eis aan de mate van gelijkheid van 62% bereikt het systeem een resultaat van 80%
correcte voorspellingen voor de cases uit de testset. Het aantal voorspellingen dat nog gedaan kan worden is dan
nog voor 23% van de cases uit de testset. Er mag geconcludeerd worden dat CBRth nuttige adviezen geeft ten
opzichte van de slagingskans van therapie.
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SUMMARY
This research investigates if a case based reasoning (CBR) system can be built to predict whether a certain form
of therapy will be successful before therapy starts. This system is called CBRth. The goal of this research is
twofold:
1. to investigate which techniques are suitable for CBRth; and
2. to investigate how well CBRth works with the available data.
A variant of the nearest neighbour algorithm is used. This algorithm compares the initial situation of a new client
with cases from the past. These cases form a casebase. Every case contains the initial situation of the client
before start of therapy. The initial situation is embedded in variables. Whether the therapy was successful or not
is also recorded in a variable.
For the first part of the goal three aspects were investigated:
1. the use of the gain (a concept from information theory that is used to construct decision trees) as a weight
for the various variables;
2. the preselection of variables based on incidence in a decision tree; and
3. two different methods for comparing variables within the nearest neighbour method, one based on
comparing classified values and one based on comparing real values.
This research tells us that:
1. the use of the gain as a weight for variables gives better results than equally weighted values;
2. a preselection is not necessary when the gain is used as a weight for variables; and
3. the method based on comparing classified values gives better results than the method based on comparing
real values.
For the second part of the research goal it was investigated how well CBRth works with the available data. The
research tells us that CBRth predicts the correct outcome in 65% of the cases in the test set. There is a prediction
for every case, without any restriction with regard to the similarity of the cases on which the prediction is based.
When there is a restriction the system gets better results, but there is not a prediction made for every case in the
test set. With the restriction that the similarity of the used cases is at least 62%, the system predicts the correct
outcome in 80% of the predictions for the cases in the test set. The number of predictions  that can be made with
this restriction is 23% of the cases in the set set. It may be concluded that CBRth gives useful advice in relation
to the probability of success of therapy.
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GEBRUIKTE AFKORTINGEN
CBR Case-Based Reasoning
DSM Diagnostic and Statistical manual of Mental disorders
EPP Experimentele Psychopathologie
FQ-A Fear Questionnaire - angst
FQ-V Fear Questionnaire - vermijding
IBL Instance-based learning
ID3 inductiealgoritme voor samenstellen beslisboom
KNN K nearest neighbourmethode
RNN R nearest neighbourmethode
SCID I Structured Clinical Interview for DSM-IV Axis I
SCID II Structured Clinical Interview for DSM-IV Axis II
SCL-90 Symptom Checklist - 90 vragen
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1 INLEIDING
EPP is een onderzoeksinstituut binnen de Universiteit Maastricht. EPP staat voor Experimentele
Psychopathologie. Het instituut maakt deel uit van de internationale onderzoekschool EPP waarbij
onderzoeksinstituten uit Nederland en Vlaanderen zijn aangesloten.
Het onderzoeksinstituut heeft binnen de RIAGG Maastricht een afdeling waar wetenschappelijk onderzoek
gedaan wordt. Binnen deze afdeling worden cliënten protocollair behandeld. De protocollen voor deze
behandelingen worden ontwikkeld binnen het instituut EPP. Tijdens een aantal meetmomenten voor, tijdens en
na de behandeling worden er interviews afgenomen en vragenlijsten ingevuld. Het effect van deze behandelingen
wordt bepaald door de gegevens van de verschillende meetmomenten te vergelijken.
Voordat een cliënt gaat starten met therapie is er een intake en een voormeting. Tijdens de intake wordt bepaald
welke stoornissen bij de patiënt aanwezig zijn en welke stoornis als eerste behandeld moet worden. De cliënt
wordt protocollair behandeld. Hiervoor wordt de cliënt toegewezen aan een behandelvorm. Voordat de
behandeling daadwerkelijk gaat starten wordt er een voormeting gedaan. Deze wordt gebruikt als ijkpunt voor
het meten van het effect van de behandeling.
In dit onderzoek wordt gekeken of er middels case-based reasoning (CBR), met de gegevens die beschikbaar zijn
voorafgaand aan de therapie, voorspeld kan worden of een therapievorm wel of niet succesvol is bij een cliënt.
Hiervoor wordt een systeem ontwikkeld met de naam CBRth (CBR verwijst naar de methode en th verwijst naar
therapie). Het doel van het onderzoek is tweeledig:
1. onderzoeken welke technieken geschikt zijn om CBRth op te zetten, en
2. onderzoeken hoe goed het CBRth lukt om met de beschikbare gegevens een voorspelling te doen.
De resultaten van dit onderzoek zijn opgenomen in dit verslag. In hoofdstuk 2 wordt eerst een overzicht gegeven
van de theoretische kennis waarop dit onderzoek is gebaseerd. Vervolgens wordt in hoofdstuk 3 dieper ingegaan
op de gegevensverzameling waarop het CBR-systeem wordt gebaseerd. In hoofdstuk 4 wordt aangegeven hoe
het onderzoek is uitgevoerd en welke resultaten uit dit onderzoek kwamen. In hoofdstuk 5 wordt de conclusie
voor dit onderzoek gegeven, gevolgd door een discussie in hoofdstuk 6.
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2 METHODIEK EN TECHNIEKEN
Het onderzoek is gebaseerd op case-based reasoning (CBR). Dit hoofdstuk gaat in op wat case-based reasoning
is en welke technieken erbij gebruikt worden. De theoretische achtergrond die in dit hoofdstuk beschreven is,
vormt de basis voor dit onderzoek en zal later in dit verslag op verschillende plaatsen worden aangehaald.
2.1 METHODIEK
De CBR-cyclus kan gezien worden als een methodologie. Een methodologie is een georganiseerde set van
principes die richting geeft aan het omgaan met “real-world” probleemsituaties (Watson 1999). CBR maakt
gebruik van technieken om tot een oplossing te komen. De keuze welke technieken in een CBR-systeem gebruikt
worden is afhankelijk van de inhoud van de cases en de probleemstelling van het systeem. De keuze voor de
technieken bepaalt ook de kracht van het systeem.
2.1.1 Wat is CBR?
Het idee achter CBR is simpel. CBR vindt een oplossing voor een nieuw probleem door een oplossing toe te
passen van een vergelijkbaar probleem uit het verleden (Ahn, Kim & Han 2006). CBR is een onderdeel van de
kunstmatige intelligentie. Om een probleem op te lossen maakt het vooral gebruik van specifieke kennis van
gebruikte oplossingen voor concrete problemen uit het verleden, en niet alleen van algemene domeinkennis of
van specifieke kennis die gegeneraliseerd is (Aamodt & Plaza 1994). Omdat CBR gebruik kan maken van
specifieke kennis, is ze effectief voor het oplossen van complexe en gestructureerde problemen (Ahn, Kim &
Han 2006). De specifieke kennis van een CBR-systeem is opgeslagen in cases. Bij een op te lossen probleem kan
het CBR-systeem middels een zoekmethode de cases doorzoeken en vergelijkbare problemen opsporen. Het kan
het nieuwe probleem dan oplossen door oplossingen uit de gevonden cases toe te passen. Dit proces is stap voor
stap beschreven in sectie 2.1.3.
Een nuttige eigenschap van CBR is dat het niet alleen zelflerend is, maar ook steeds slimmer wordt gedurende
het gebruik. Het leren is als het ware een natuurlijk bijproduct van de methode (Aamodt & Plaza 1994). Iedere
keer dat een probleem wordt opgelost, wordt het na verificatie als een nieuwe case in het systeem opgenomen.
Het is dus gelijk beschikbaar om toekomstige problemen mee op te lossen.
Er zijn verschillende soorten CBR-systemen te bouwen. Kolodner (1992) noemt twee uitersten: de volledig
geautomatiseerde systemen en de “retrieval-only” systemen. De volledige geautomatiseerde systemen lossen
problemen volledig zelfstandig op. De enige interactie met de gebruiker is het krijgen van feedback over de
verkregen oplossing. De “retrieve-only” systemen lossen een probleem interactief met de gebruiker op. Het
werkt al het ware als een geheugen voor de gebruiker. Het levert de gebruiker de cases die het meest lijken op
het probleem en draagt zo oplossingen aan. De gebruiker zelf neemt echter de beslissingen. Tussen het volledig
geautomatiseerde systeem en het “retrieve-only” systeem is een hele range van systemen die elk in meer of in
mindere mate afhankelijk zijn van interactie met de gebruiker.
CBR wordt in de praktijk met succes toegepast. Het eerste commerciële systeem stamt uit 1990 (Mark, Simoudis
& Hinkle 1996). Op dit moment wordt er nog altijd veelvuldig gebruik gemaakt van CBR systemen en er worden
volop nieuwe systemen ontworpen. Hieronder volgen enkele voorbeelden:
· CLAVIER. Dit is de eerste commerciële CBR-applicatie. Ze werd in september 1990 in gebruik genomen bij
Lockheed in Sunnyvale, California. Het is een design support systeem voor het combineren van
deelfabricaten (Mark, Simoudis & Hinkle 1996).
· KRITIK en opvolger KRITIK-2. Dit zijn autonome CBR-systemen voor het ontwerpen van kleine
mechanische en elektronische apparaten (Kolodner & Leake 1996).
· ARCHIE en opvolger ARCHIE-2. Dit zijn retrieve-only systemen die de architect helpen bij het conceptueel
ontwerp van gebouwen (Kolodner & Leake 1996; Saridakis & Dentsoras 2007).
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2.1.2 De casebase
CBR maakt gebruik van cases. Een case bestaat uit een beschrijving van een probleemsituatie en een
beschrijving van hoe deze situatie is opgelost, zodanig dat deze oplossing toegepast kan worden op vergelijkbare
probleemsituaties. Volgens Watson en Marir (1994) is een case opgebouwd uit:
· het probleem: een beschrijving van het specifieke domein op het moment dat het probleem zich voordoet;
· de oplossingmethode: een beschrijving van de regels die gehanteerd zijn om het probleem op te lossen; en/of
· het resultaat: een beschrijving van het specifieke domein op het moment dat het probleem is opgelost.
De cases vormen samen de casebase, de kern van het CBR systeem. Hoe de cases in de casebase worden
opgeslagen is van groot belang voor het succes van het systeem. De opgeslagen cases moeten een duidelijke
afspiegeling zijn van wat het probleem voorstelt. Zijn ze dit niet dan worden ze bij het zoeken naar een
vergelijkbaar probleem niet gevonden. Om in de casebase efficiënt te kunnen zoeken, moeten de juiste
kenmerken aan de cases zijn meegegeven. Voor een goed werkend systeem moet een balans gevonden worden
tussen (Watson & Marir 1994):
1. een gestructureerde manier van opslaan waarbij de semantische betekenis van de case zo volledig
mogelijk wordt opgeslagen, en
2. de indexen en methoden die het zoekproces vergemakkelijken.
Indexering is het toekennen van indexen aan cases om het zoeken naar cases te vergemakkelijken (Watson &
Marir 1994). De indexering wordt weergegeven met behulp van het index vocabulaire. Het index vocabulaire is
een set van karakteristieken en een set van waarden bij iedere karakteristiek (Kolodner & Leake 1996).  Het
indexeren kan zowel handmatig als automatisch worden gedaan. Technieken voor het automatisch indexeren
verschillen sterk. De ene techniek legt bijvoorbeeld vooral de nadruk op de kenmerken waarin cases met elkaar
overeenkomen, terwijl een andere techniek de nadruk legt op de kenmerken waarin cases van elkaar verschillen.
Watson & Marir (1994) noemen een aantal richtlijnen voor indexeren. Indexen moeten:
· voorspellend zijn (d.w.z. dat bij het aanbieden van een nieuwe probleem de indexering gebruikt kan worden
om te voorspellen of de case bruikbaar is bij het oplossen van het nieuwe probleem);
· tegemoetkomen aan het doel waarvoor de casebase gebruikt gaat worden;
· abstract genoeg zijn om de casebase in de toekomst uit te kunnen breiden; en
· concreet genoeg zijn om in de toekomst herkend te worden.
Het mag duidelijk zijn dat indexering van de casebase een probleem op zich is. Binnen CBR wordt er ook
gesproken van het “indexing problem”. Kolodner (1992) omschrijft het indexeringsprobleem als het probleem
van het toekennen van indexen aan opgeslagen ervaringen in het geheugen zodanig dat deze opgeroepen kunnen
worden tijdens passende omstandigheden. Dit proces is immers de basis van CBR.
Master thesis Case-based reasoning voor het voorspellen van succes van therapie
10
2.1.3 De CBR-cyclus
Het CBR-proces bestaat uit een cyclus, die bij ieder nieuw probleem wordt doorlopen. In Figuur 1 (gebaseerd op
Aamodt & Plaza 1994 en Watson & Marir 1994) is de CBR-cyclus schematisch weergegeven.
Figuur 1 - De CBR-cyclus
De CBR-cyclus bestaat uit vier stappen: retrieve, reuse, revise en retain (ook wel de 4 RE’s genoemd). Iedere
keer als een nieuw probleem wordt aangeboden worden deze vier stappen doorlopen. Het middelpunt is de
casebase.
Stap 1 - retrieve
In deze stap wordt gezocht naar een case in de casebase die het meest overeenstemt met het nieuwe probleem.
Soms worden er meerdere cases gevonden met gelijke geschiktheid. Volgens Luger (2005) is een case geschikt
als de oplossing van de case succesvol toegepast kan worden op de nieuwe situatie. De meest geschikte case
wordt meestal gezocht aan de hand van de meest overeenkomstige kenmerken met het probleem. Hiervoor zijn
verschillende technieken, zoals de nearest neighbour-techniek, inductie of fuzzy-technieken. Welke techniek ook
gebruikt wordt, de structuur van de casebase moet worden aangepast aan de zoektechniek.
Stap 2 - reuse
In deze stap wordt de oplossingsmethode die is toegepast op de gevonden case(s), toegepast op de nieuwe case.
Belangrijk is dat daarbij rekening gehouden wordt met belangrijke verschillen tussen de gevonden case(s) en het
nieuwe probleem. Met deze verschillen moet rekening gehouden worden bij het toepassen van de
oplossingsmethode (Watson & Marir 1994). Voor het toepassen van de oplossingmethode zijn verschillende en
zeer uiteenlopende technieken. Watson en Marir (1994) beschrijven deze technieken. De meest simpele techniek
is “Null adaptation”. Null adaptation neemt de oplosmethode van de gevonden case klakkeloos over zonder deze
aan te passen. Andere technieken zoals “case-based substitution” of “reinstantiation” bewerken de oplosmethode
voordat ze deze overnemen.
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Stap 3 - revise
Stap 2 stelt een oplossingmethode voor. In stap 3 wordt de oplossingmethode toegepast en wordt bepaald of het
resultaat toereikend is in de praktijk. Het resultaat wordt in deze stap geëvalueerd. In de case wordt de feedback
opgenomen, zodat voor het systeem duidelijk is of de case een succesvolle oplossing bevat.
Stap 4 - retain
In stap 4 wordt de geverifieerde en eventueel aangepaste case uit stap 3 opgeslagen in de casebase. Het opslaan
van een nieuwe case in de casebase betekent dat de indexstructuur herzien moet worden (Luger 2005). De
stappen 3 en 4 zorgen ervoor dat het systeem kan leren door de feedback te verwerken. Zonder feedback zal het
systeem sneller aan zijn uitkomsten kunnen komen omdat er meer cases zijn waarop het systeem een oplossing
kan baseren, maar het zal wel steeds dezelfde fouten blijven maken (Kolodner 1992).
2.1.4 Leren binnen CBR
Zoals al is aangegeven is de casebase een verzameling van ervaringen uit het verleden. Deze ervaringen vormen
bij het ontwerpen van het CBR-systeem het uitgangspunt. Op basis van deze set van ervaringen wordt de
indexering inclusief de wegingsfactoren bepaald. Met een wegingsfactor wordt de mate waarin een kenmerk
meetelt vastgelegd. Er moet rekening gehouden worden met het feit dat deze set van ervaringen niet compleet is
en daarom niet geheel representatief hoeft te zijn voor het domein.
Een CBR-systeem hoeft niet meteen perfect te werken, zolang de gebruiker de beperkingen van het systeem
maar kent en de output van het systeem kan gebruiken. Het grote voordeel van een CBR-systeem is dat het beter
(ofwel slimmer) wordt gedurende de tijd. Een CBR-systeem wordt immers beter en efficiënter tijdens het
gebruik door het verzamelen van meer ervaringen en door deze goed te indexeren (Kolodner & Leake 1996).
Door tijdens het gebruik nieuwe cases toe te voegen aan de casebase verandert de samenstelling van de casebase.
Deze wordt completer en zal daardoor ook het domein beter representeren. Het is daarom ook goed denkbaar dat
dan een andere indexering en een andere set van wegingsfactoren een beter resultaat geven.
2.2 GEBRUIKTE TECHNIEKEN
Deze sectie beschrijft de begrippen en technieken die gebruikt zijn in dit onderzoek om de methodiek CBR vorm
te geven.
2.2.1 De informatietheorie, gain en ID3
De informatietheorie geeft een mathematische basis voor het meten van de omvang van informatie van een
gegeven (Luger 2005). In de informatietheorie kennen we het begrip entropie. De entropie is een maat voor de
verwachte onzekerheid in een gegeven kenmerk. Voor het bepalen van de entropie van een kenmerk kijken we
naar de waarschijnlijkheid van de uitkomstmaten voor iedere mogelijke waarde van dat kenmerk. De entropie
wordt bepaald middels formule 1 (Munakata 1998):
formule 1:
))((log))(( 2 xXPxXPE x =×=-= å ww
waarbij X(w) = x gelijk is aan het aantal keer dat een kenmerk X de waarde w heeft en
P(X(w) = x) de waarschijnlijkheid daarvan binnen de set van voorbeelden.
De entropie wordt gebruikt in het ID3-algoritme van Quinlan (1986 en 1993) voor het ontwikkelen van
beslisbomen. ID3 is een greedy-algoritme. Dat wil zeggen dat op ieder moment in het proces gekozen wordt
voor de optimale oplossing voor dat moment in de hoop dat al deze beslissingen samen zorgen voor de beste
oplossing in het algemeen. Tijdens het ontwikkelen van de beslisboom zoekt het ID3-algoritme op ieder punt in
de beslisboom naar het kenmerk dat de gegevens die nog niet gecategoriseerd zijn het beste splitst. Hiervoor
gebruikt het ID3-algoritme de gain. De gain is een ander begrip uit de informatietheorie. De gain van een
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kenmerk is niets anders dan het verschil van de entropie in de situatie vóór het splitsen en de entropie in de
situatie na het splitsen op basis van dat kenmerk (Munakata 1998). Het kenmerk met de grootste gain is de beste
kandidaat op die plaats in de beslisboom.
Het ID3-algoritme gaat nu op dezelfde manier verder met iedere tak waar èn nog kenmerken over zijn die nog
niet in de beslisboom voorkomen èn er nog meer dan één waarde voorkomt bij het beslisattribuut. Als er geen
takken meer over zijn in de beslisboom waar die situatie voorkomt, is het algoritme klaar.
In dit onderzoek wordt het ID3-algoritme gebruikt om een beslisboom te construeren. Deze beslisboom wordt
niet gebruikt om kennisregels op te stellen, maar voor het inperken van de set van variabelen. Verder is de gain
een belangrijk begrip in dit onderzoek. In de volgende paragraaf wordt aangegeven welke rol de gain speelt.
2.2.2 Het nearest neighbour-algoritme
Het nearest neighbour-algoritme (ook wel NN-algoritme genoemd) is het meest gebruikte zoekalgoritme binnen
CBR. Er zijn verschillende varianten, maar het principe is bij alle algoritmen gelijk (Watson 1999). Het principe
achter het NN-algoritme is als volgt: Om de beste match uit de casebase met een nieuwe probleem te bepalen,
vergelijkt het iedere case uit de casebase met dit nieuwe probleem. Daarbij wordt de mate van gelijkheid
(similarity) bepaald. De case met de grootste similarity is de beste match.
De similarity tussen een nieuwe case (het nieuwe probleem) en de casebase wordt bepaald door ieder kenmerk
van de twee cases met elkaar te vergelijken. Om nu de similarty tussen twee cases te bepalen, wordt in dit
onderzoek voor het NN-algoritme formule 2 (Watson 1999) gebruikt.
formule 2:
å
=
×=
n
i
iiii wstfSTSimilarity
1
),(),(
In deze formule geldt:
T = de nieuwe case (ofwel het probleem),
S = een case uit de casebase,
ti = een kenmerk van de nieuw case,
si = een kenmerk van de cases uit de casebase,
n = het aantal kenmerken (let op hier hoort een eventuele oplossing niet bij),
wi = de wegingfactor behorend bij kenmerk i
ƒi (ti, si) = een functie voor de mate van gelijkheid van kenmerk i tussen de nieuwe case en de case in de
casebase
De functie
De functie ƒi (ti, si) moet van te voren gedefinieerd worden, omdat deze per casebase een andere vorm heeft.
Deze functie kan zelfs in een casebase verschillen per kenmerk.
Een mogelijke vorm van deze functie is dat ƒi (ti, si) = 1 als ti= si en ƒi (ti, si) = 0 als ti?? si.
De wegingsfactor
Omdat niet alle kenmerken even belangrijk zijn, hebben de kenmerken een wegingsfactor. In de formule is de
wegingsfactor aangegeven met het symbool wi. De wegingsfactor maakt onderdeel uit van de indexering. Het
idee is om te onderzoeken of de gain geschikt is als wegingsfactor. Tot nu toe is er erg weinig onderzoek gedaan
naar het inzetten van de gain als wegingsfactor. In 1993 hebben Daelemans e.a. onderzocht hoe de gain gebruikt
kan worden als wegingsfactor in een IBL-algoritme (instance-based learning, een variant op het NN-algoritme)
en in 1997 hebben Ling e.a. onderzocht hoe de gain ingezet kan worden als wegingsfactor in het NN-algoritme.
Ling e.a. deden dit onderzoek op kunstmatige datasets. Verder hebben Wettschereck & Dietterich (1995) de gain
gebruikt voor het bepalen van gewichten voor attributen voor instance-based learning.
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Normalisatie
De waarde van similarity tussen twee cases alleen zegt niet veel. Daarom worden de waarden van similarity vaak
genormaliseerd zodat zij in een range [0,1] vallen, waarbij de waarde 0 betekent dat er helemaal geen
overeenkomst is en de waarde 1 dat het een exacte match betreft (Watson 1999). Dit normaliseren gebeurt door
de uitkomst van formule 2 (op pagina 12) te delen door de som van de gewichten. Dit is uitgedrukt in formule 3.
formule 3:
å
å
=
=
×
= n
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n
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In dit onderzoek wordt de genormaliseerde similarity gebruikt om een uitspraak te kunnen doen over in hoeverre
twee cases een match vormen.
Het K-Nearest Neighbour algoritme en het R-Nearest Neighbour algoritme
Zoeken volgens het NN-algoritme wordt op twee verschillende manieren toegepast, volgens het K-Nearest
Neighbour algoritme (KNN) en volgens het R-Nearest Neighbour algoritme (RNN). Als we zoeken volgens
KNN dan zoeken we naar K cases die het meest lijken op de nieuwe case waarop we het algoritme toepassen.
Hier is K een absoluut getal. Als we zoeken volgens RNN dan vinden we alle cases die lijken op de nieuwe case
die een minimale gelijkenis (similarity) hebben, d.w.z. dat de similarity groter of gelijk is aan drempelwaarde R.
Meestal worden de waarden voor K en R gekozen op empirische basis (Tsai e.a. 2007). In dit onderzoek wordt
een combinatie van KNN en RNN toegepast door voor het nearest neighbour-algoritme een grenswaarde (R) in
te stellen en een maximum aantal cases (K) met de restrictie dat deze cases boven de drempelwaarde R liggen.
2.2.3 Discretizeren
Variabelen in een numerieke dataset kunnen in verschillende vormen voorkomen, namelijk nominaal, discreet en
continu. Nominale waarden zijn waarden zonder dat daar een rangorde in is aan te brengen. Discrete en continue
data zijn ordinale datatypes, dus datatypes waarin een rangorde in de waarden is aan te brengen. Discrete
waarden zijn intervallen in een continu spectrum van waarden. Een continue variabele heeft vaak oneindige veel
mogelijke waarden, terwijl een discrete variabele er meestal maar weinig of in ieder geval een eindig aantal heeft
(Liu e.a. 2002).
Een belangrijke stap in het onderzoek is het discretizeren van de data. Discretizeren is het indelen van numerieke
attributen (discreet of continue) in een klein aantal ranges zonder overlap (Witten & Frank 2000). In dit
onderzoek is het discretizeren nodig omdat gebruik wordt gemaakt van een aantal technieken waarbij het aantal
mogelijke waarden beperkt moet zijn. Bij een te groot aantal aan mogelijke waarden zullen de methoden
mogelijk veel te traag werken (Witten & Frank 2000). Daarnaast kan discretizeren ook leiden tot een verbeterde
voorspellende accuraatheid (Liu e.a. 2002). De technieken in dit onderzoek waarbij het nodig is dat de data
gediscretizeerd is, zijn:
1. het bepalen van de gain,
2. het samenstellen van een beslisboom middels de ID3-methode, en
3. een variant voor het bepalen van de gelijkheid van twee cases middels de nearest neighbour-methode.
Er zijn verschillende methoden voor het discretizeren van data. De methoden van discretizeren kunnen ingedeeld
worden in twee typen benaderingen: “supervised” en “unsupervised” discretizeren. Het verschil tussen de twee
benaderingen zit in het gebruik maken van domeinkennis. Bij unsupervised discretizeren wordt er op geen
enkele manier rekening gehouden met de domeinkennis, terwijl bij supervised discretizeren de domeinkennis een
rol speelt bij het indelen in klassen. Bij het supervised proces van indelen wordt gebruik gemaakt van de
uitkomstmaat (Witten & Frank 2000, Liu e.a. 2002).
Belangrijk bij het discretizeren is de term “arity”. Arity is het aantal intervallen ofwel klassen waarin de waarden
van een variabele worden verdeeld (Liu e.a. 2002). Het doel van discretizeren is de arity te verkleinen, maar er is
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een spanningsveld tussen het verkleinen van de arity en de accuraatheid van de classificatie. Een hoge arity
maakt het werken met de variabele lastiger terwijl een lage arity een negatief effect kan hebben op de
accuraatheid van de classificatie (Liu e.a. 2002).
Wat ook belangrijk is bij het discretizeren is het risico van overfitting. Het is erg verleidelijk om bij het
discretizeren te streven naar zo puur mogelijke intervallen, oftewel naar het streven van intervallen met alleen
cases van dezelfde klasse. Het risico bestaat dan dat er klassen uitkomen met maar één case (Holte 1993).
In dit onderzoek is gekeken naar vier methoden van discretizeren: twee unsupervised en twee supervised.
1 - gelijke breedte van klassen (“equal-interval binning”) (Witten & Frank 2000, Liu e.a. 2002)
In deze methode wordt de range van de variabele opgedeeld in klassen die elk even breed zijn. Het is een
unsupervised methode. De enige informatie die wordt meegenomen voor het indelen in klassen zijn de mogelijke
waarden die kunnen voorkomen. De arity wordt vooraf bepaald, met andere woorden: vooraf wordt bepaald in
hoeveel klassen de range van de variabele wordt opgedeeld.
2 - gelijke frequentie in klassen (“equal-frequency binning”) (Witten & Frank 2000, Liu e.a. 2002)
In deze methode wordt de range van de variabele opgedeeld in klassen die elk even veel cases bevatten. Ook dit
is weer een unsupervised methode. De enige informatie die wordt meegenomen voor het indelen in klassen zijn
de mogelijke waarden die kunnen voorkomen en hoe vaak deze voorkomen. Er wordt geen rekening gehouden
met een eventuele uitkomstmaat. Ook in deze methode wordt de arity vooraf bepaald.
3 - entropy-based discretizeren (Witten & Frank 2000)
In de ID3-methode van Quinlan (1988 en 1993) wordt gebruikt gemaakt van de entropie en de gain voor het
bepalen welke variabelen in een beslisboom op welke knooppunten moeten worden geplaatst. Deze methode kan
ook doorgevoerd worden in het discretizeren. Entropy-based discretizeren is dan ook een supervised methode.
Deze methode zoekt naar de beste verdeling in klassen aan de hand van de uitkomstwaarde. Voor iedere
variabele wordt gekeken waar het splitsen van een bestaande klasse in twee nieuwe klassen de meeste
informatiewinst te behalen is. Ook in deze methode wordt de arity vooraf bepaald.
Deze methode start met alle cases in één klasse. Als de klasse in twee nieuwe klassen gesplitst zou worden dan
kan die splitsing worden aangebracht op verschillende manieren, namelijk tussen iedere twee mogelijke
waarden. Neem als voorbeeld de variabele leeftijd. Stel in deze klasse zitten cases waarbij de leeftijd 21, 22 of
23 is. Als er een splitsing gemaakt moet worden kan de grens tussen 21 en 22 komen te liggen of tussen 22 en
23. Voor beide grenzen wordt nu de entropie berekend. De grens met de laagste entropie is de beste grens. Het
proces van splitsing blijft zich herhalen totdat het aantal klassen gelijk is aan de arity.
4 - 1R van Holte (Holte 1993, Witten & Frank 2000)
Een simpele maar effectieve methode van discretizeren is de 1R-methode van Holte (Holte 1993). Het is een
supervised methode die streeft naar een classificatie met zo min mogelijk fouten bij het indelen naar
uitkomstmaat. Binnen de 1R-methode van Holte worden er beslisbomen gegenereerd van één niveau op basis
van één variabele.
Belangrijk in de methode zijn de volgende begrippen:
· majority class: de uitkomstmaat die het vaakst voorkomt bij de cases in een klasse
· error-rate: het aantal cases in de klasse die niet overeen komen met de majority class gedeeld door het aantal
cases in de klasse
Neem als voorbeeld de variabele leeftijd. Stel: in deze klasse zitten 5 cases waarbij de leeftijd 21 is. Bij deze
cases was voor 3 cliënten de therapie succesvol en voor 2 cliënten de therapie niet succesvol. De majority class
is nu gelijk aan succesvol omdat dit vaker voorkomt dan niet succesvol. De klasse van 21 jarigen bevat 5 cases.
In deze klasse komt 2 maal niet succesvol voor. Niet succesvol wijkt af van de majority class. Dus de error-rate
is in dit geval 2/5.
Bij het discretizeren volgens de 1R-methode wordt er per variabele een classificatie gemaakt. Er wordt gestreefd
naar het samenstellen van een classificatie per variabele waarbij de error-rate het kleinst is. De arity wordt niet
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vooraf bepaald. Tijdens het proces komt naar voren wat volgens die methode de beste arity is. Er wordt gestart
met het maximale aan klassen (voor iedere mogelijke waarde van de variabele een klasse). Vervolgens worden
klassen samengevoegd zodanig dat de totale error-rate omlaag gaat.
2.3 HET ONDERZOEK
CBR is een methodiek. Om CBR te gebruiken om vooraf te bepalen of een therapie wel of niet succesvol zal zijn
bij een cliënt moet CBRth worden ingericht met een aantal technieken. Het eerste deel van het doel van dit
onderzoek is bepalen hoe CBRth ingericht kan worden met de in dit hoofdstuk beschreven technieken.
Vervolgens wordt voor het tweede deel van dit onderzoek nagegaan hoe goed CBRth werkt met deze technieken.
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3 DE DATA
3.1 DE GEGEVENSVERZAMELING
Bij de Riagg Maastricht wordt al sinds 1986 onderzoek gedaan naar het effect van therapie bij cliënten die
behandeld worden voor een angststoornis. Hiervoor is in de loop der jaren een groot databestand opgebouwd. De
samenstelling van de variabelen die verzameld zijn is in de loop der tijd ook aangepast, waardoor niet alle
gegevens voor iedere cliënt aanwezig zijn. Het uitgangspunt in dit onderzoek is om zoveel mogelijk gegevens
mee te nemen die bij zoveel mogelijk cliënten aanwezig zijn. Er is gezocht naar een balans tussen gegevens van
zoveel mogelijk cliënten en zoveel mogelijk variabelen per cliënt.
Bij alle cliënten die meegedaan hebben aan onderzoek zijn op verschillende momenten gegevens verzameld. Als
de cliënt zich aanmeldt bij de Riagg wordt er een intake gedaan. Tijdens deze intake wordt via een gestructureerd
interview vastgelegd aan welke stoornis(sen) een cliënt lijdt. Vervolgens krijgt de cliënt een therapie. Vóór
aanvang van de therapie wordt een voormeting gedaan. Tijdens deze voormeting vult de cliënt een aantal
vragenlijsten in en wordt een interview afgenomen. Als de cliënt klaar is met de therapie wordt er een nameting
gedaan. Tijdens de nameting vult de cliënt opnieuw een aantal vragenlijsten in en wordt er weer een interview
afgenomen.
3.2 DE SELECTIE VAN CASES
De kern van het CBR-systeem is de casebase. De casebase bestaat uit voorbeelden uit het verleden. Deze
voorbeelden kunnen worden samengesteld uit het gegevensbestand dat in het verleden is opgebouwd en later
tijdens het gebruik worden aangevuld met nieuwe cases die de CBR-cyclus doorlopen. Welke gegevens in de
case terecht komen is afhankelijk van het doel van het systeem (Kolodner & Leake 1996).
Cliënten die bij de Riagg in behandeling komen voor een angststoornis krijgen een bepaalde therapievorm. In de
loop der jaren is data verzameld van de volgende therapievormen:
· interpersoonlijke therapie,
· cognitieve therapie,
· exposure,
· mindfulness/taakconcentratietraining,
· cognitieve gedragstherapie, en
· applied relaxation.
Het doel van het CBR-systeem is:
het voorspellen of de therapie, gegeven de therapievorm,  wel of niet succesvol zal zijn bij
een nieuwe cliënt op basis van de gegevens die vóór aanvang van therapie verzameld zijn
Dit betekent dat het systeem op basis van de gegevens uit de intake en de voormeting per therapievorm een
voorspelling moet kunnen doen of die therapievorm wel of niet zal aanslaan bij de cliënt. Per therapievorm is er
daarom een aparte casebase. Er is geen overlap in de cases. Een doel van dit onderzoek is na te gaan hoe goed
het CBR-systeem een voorspelling kan doen. Het onderzoek richt zich daarbij op de therapievorm cognitieve
therapie.
3.3 DE VARIABELEN
De gegevensverzameling bestaat uit 3 onderdelen:
· diagnoses die worden opgesteld bij de intake,
· het interview dat voor de behandeling wordt afgenomen, en
· de vragenlijsten die voor en na de behandeling worden afgenomen.
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3.3.1 De diagnoses
Een cliënt heeft één of meerdere diagnoses.
DSM/SCID
De diagnoses bij een cliënt zijn gebaseerd op de “Diagnostic and Statistical manual of Mental disorders “
(DSM). De DSM is een classificatie van de psychische stoornissen die ontwikkeld is voor gebruik bij
hulpverlening, opleiding en onderzoek (American Psychiatric Association 1996). De DSM kent een
onderverdeling in 5 assen, waarbij elke as verwijst naar een ander kennisdomein (American Psychiatric
Association 1996). De Riagg stelt de diagnose voor AS I (klinische stoornissen & andere aandoeningen die reden
voor zorg kunnen zijn) en eventueel voor AS II (persoonlijkheidsstoornissen & zwakzinnigheid).
De diagnoses worden bepaald aan de hand van de SCID. Dit is een gestructureerd interview dat gebaseerd is op
de classificatie van de DSM. Bij iedere cliënt wordt de SCID I afgenomen voor het bepalen van de diagnoses op
de AS I. Alle cliënten hebben minimaal één diagnose op de AS I. Bij een groot aantal cliënten is ook het SCID II
interview afgenomen. Zij hebben dan geen tot meer diagnoses op de AS II.
Verschillende versies
Er zijn verschillende versies van de DSM. Momenteel wordt de DSM IV gebruikt. In het verleden werd gebruik
gemaakt van de DSM III R. De DSM IV is een vernieuwde versie van de DSM III R. In de DSM IV is de
classificatie uitgebreid met nieuwe stoornissen en zijn bepaalde stoornissen specifieker ingedeeld. Dit betekent
dat bepaalde stoornissen uit de DSM III R niet meer voorkomen in de DSM IV. Die stoornis is dan vervangen
door meerdere specifiekere stoornissen.
De diagnoses in de DSM zijn gecodeerd. De code bestaat uit 3 cijfers of letters gevolgd door een punt en
vervolgens weer een aantal cijfers of een letter. De codes voor dezelfde diagnoses zijn voor zowel de DSM III R
als de DSM IV over het algemeen gelijk. Er zijn echter uitzonderingen.
In de data die beschikbaar is voor dit onderzoek is gebruik gemaakt van beide versie van de DSM. De oudste
cases bevatten diagnoses op basis van de DSM III-R. Om in dit onderzoek de cases onderling te kunnen
vergelijken moeten de diagnoses op basis van de DSM III-R eerst geconverteerd worden naar diagnoses op basis
van de DSM IV.
Hoofddiagnose en aangrijpingspunt
De diagnoses zijn per as geordend in mate van ernst. De diagnose met de meeste ernst vormt de hoofddiagnose.
Naast de hoofddiagnose wordt ook een huidig aangrijpingspunt aangegeven. Dit is de diagnose waarvoor de
cliënt in behandeling komt. De hoofddiagnose en het huidige aangrijpingspunt komen bijna altijd overeen. Een
enkele keer komt het voor dat ze van elkaar verschillen.
AS I
Er zijn meer dan 100 verschillende diagnoses bij de cliënten op de AS I. Als een diagnose is gesteld bij een
cliënt kan ook een kenmerk worden toegekend. Voorbeelden van die kenmerken zijn: licht, in het verleden, of in
remissie. Bij iedere diagnose hoort een set van kenmerken die aan de diagnose toegekend kunnen worden. Deze
set van kenmerken is per diagnose verschillend, maar een kenmerk kan op meerdere diagnoses van toepassing
zijn. Het aantal kenmerken dat kan horen bij een diagnose kan variëren van 0 tot 24. In totaal zijn er 82
verschillende kenmerken bij de cliënten.
Er is een hiërarchische indeling van de diagnoses binnen AS I. Op het eerste niveau is er een indeling in clusters.
Binnen de clusters kan er nog een onderverdeling zijn in groepen. Ook de groepen kunnen weer onderverdeeld
worden in subgroepen. Een diagnose behoort altijd tot een cluster. Vervolgens kan ze behoren tot een groep (als
er een onderverdeling van groepen is in het cluster) en tot slot kan ze behoren tot een subgroep (als er een
onderverdeling van subgroepen is in de groep). Een diagnose kan behoren tot een cluster of tot een groep (en zo
indirect tot een cluster) of tot een subgroep (en zo indirect tot een groep en cluster).
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Een voorbeeld van een diagnose op AS I (DSM IV) is “primaire insomnia” met code 307.42B. Deze diagnose
behoort tot cluster “slaapstoornissen”, tot de groep “primaire slaapstoornissen” en tot de subgroep
“dyssomnia’s”. Bij deze stoornis horen geen kenmerken.
Een ander voorbeeld van een diagnose op AS I (DSM IV) is “sociale fobie” met code 300.23 met daarbij het
kenmerk “gegeneraliseerd”. Deze stoornis behoort tot het cluster “angststoornissen”. In het cluster
angststoornissen is er geen verdere onderverdeling in groepen.
AS II
Het aantal mogelijke diagnoses op AS II is beperkt. Er zijn maar 15 verschillende diagnoses.
Een voorbeeld van een diagnose (DSM IV) is de “borderline persoonlijkheidsstoornis”.
De variabelen
Niet bij alle cliënten is bekend of er diagnoses zijn op de AS II (omdat er geen SCID II interview is afgenomen).
Om alleen die cliënten mee te nemen waarbij dit wel bekend is, vallen te veel cases af. Daarom is ervoor
gekozen de gegevens van de AS II niet mee te nemen.
Voor de diagnoses op de AS I geldt dat bij veel cliënten voorheen alleen de belangrijkste diagnose op de AS I
werd geregistreerd. Daardoor is voor veel cliënten onbekend of er inderdaad maar één diagnose was of dat er
meer diagnoses waren. Om alleen die cliënten mee te nemen waarbij dit wel bekend is, vallen ook hier te veel
cases af. Omdat dit gegeven bij te veel cases ontbreekt, is ervoor gekozen om alleen de diagnose van het huidige
aangrijpingspunt mee te nemen. Ook de kernmerken bij de diagnose werden vroeger niet geregistreerd. Omdat
ook dit gegeven bij te veel cases ontbreekt, is het kernmerk niet meergenomen als variabele in het onderzoek.
Voor de diagnose die het huidige aangrijpingspunt vormt zijn in dit onderzoek twee variabelen meegenomen:
1. het cluster waarin de diagnose valt (dit zijn 15 verschillende waarden), en
2. de diagnose (dit zijn 36 verschillende waarden).
Omdat iedere diagnose maar in één cluster valt, lijkt het meenemen van het cluster als variabele overbodig. Toch
is ervoor gekozen deze variabele mee te nemen. De redenering hierachter is dat twee cases met verschillende
diagnoses meer op elkaar lijken als die twee diagnoses in hetzelfde cluster vallen, dan dat deze diagnoses elk in
een ander cluster vallen.
3.3.2 Het interview
Het interview bestaat uit een aantal vragen naar biografische gegevens. De interviewer scoort aan de hand van de
antwoorden van de cliënt een vragenlijst. Het scoreformulier bestaat uit een aantal vragen met voorgedefinieerde
antwoordcategorieën en een aantal vragen met een numeriek antwoord zonder antwoordcategorieën.
Er zijn een aantal voorgedefinieerde variabelen (zij ook Bijlage 1 - variabelen uit interview). Het verschil met de
vragenlijsten is dat bij een aantal voorgedefinieerde variabelen ook meerdere antwoorden mogelijk zijn. Verder
is een aantal vragen oplopend genummerd en een aantal niet. Daarnaast is er een aantal variabelen waar een
numeriek antwoord op gegeven moet worden (bijvoorbeeld leeftijd). Ook wordt er gevraagd naar het
medicatiegebruik (binnen de psychofarmaca). De antwoorden op deze open vragen worden meteen gecodeerd
door de interviewer.
Uit dit interview zijn alleen die variabelen meegenomen waarvan genoeg data beschikbaar is. Als er te veel cases
wegvallen omdat de data ontbreekt, is de variabele niet meegenomen. Verder is ook het medicatiegebruik op
twee manieren meegenomen. Medicatiegebruik in het algemeen en medicatiegebruik per categorie. De reden
waarom deze informatie “dubbel” is meegenomen is dezelfde reden waarom zowel de diagnose als het cluster
waartoe de diagnose behoort is meegenomen als variabele (zie paragraaf 3.3.1). Namelijk dat wanneer het
medicatiegebruik verschillend is, twee cases meer op elkaar lijken wanneer het medicatiegebruik in dezelfde
categorie valt, dan wanneer het medicatiegebruik in een andere categorie valt.
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3.3.3 De vragenlijsten
Binnen de voormeting zijn een drietal vragenlijsten afgenomen SCL-90, FQ-A en de FQ-V. Deze zijn door de
cliënt achter de pc ingevuld. In het verleden werden deze vragenlijsten op papier ingevuld. Dezelfde
vragenlijsten zijn tijdens de nameting nogmaals door de cliënt ingevuld.
SCL-90
De SCL-90 (Arrindell & Ettema 2003) bestaat uit 90 vragen. Iedere vraag heeft 5 antwoordmogelijkheden ({1, 2,
3, 4, 5}). Deze zijn oplopend geordend. De vragen zijn onderverdeeld in een 10-tal subschalen. Een subschaal
bestaat uit de som van de antwoorden van de vragen die behoren tot een zelfde categorie vragen. Er zijn acht
subschalen die worden meegenomen in dit onderzoek. Ieder item komt maar in ten hoogste één subschaal voor.
Naast deze acht subschalen bestaan nog twee andere subschalen. De ene is een totaalscore van alle items in de
gehele vragenlijst. Deze subschaal wordt gebruikt voor het bepalen van het succes (zie paragraaf 3.4). De andere
subschaal is een restcategorie en wordt buiten beschouwing gelaten.
FQ-A
De FQ-A (Van Zuuren 1988) bestaat uit 16 vragen. Iedere vraag heeft 9 antwoordmogelijkheden ({0, 1, 2, 3, 4,
5, 6, 7, 8}). Deze zijn oplopend geordend. De vragen zijn onderverdeeld in een 5-tal subschalen. Een subschaal
bestaat uit de som van de antwoorden van de vragen die behoren tot een zelfde categorie vragen. Er is geen
overlap tussen de items in de subschalen. De laatste subschaal (totaal) vormt hier een uitzondering op en wordt
daarom ook buiten beschouwing gelaten.
FQ-V
De FQ-V (Van Zuuren 1988) is een vragenlijst die samen met de FQ-A wordt afgenomen. De FQ-A gaat over
hoe angstig de cliënt is voor bepaalde zaken en de FQ-V gaat over in hoeverre de cliënt deze zaken vermijdt. De
opbouw van de subschalen van de FQ-V is hetzelfde als de opbouw van de subschalen van de FQ-A. De inhoud
is echter verschillend. De FQ-V meet de mate van vermijding en de FQ-A meet de mate van angst.
Voor de subschalen van deze drie vragenlijsten zie Bijlage 2 - variabelen uit vragenlijsten.
3.4 BEPALEN VAN SUCCES VAN THERAPIE
Het bepalen of een therapie succesvol is of niet is gedaan aan de hand van het C-criterium (Jacobson & Truax
1991). Het C-criterium (een waarde die vooraf berekend is) is een cut-off score. Een cut-off score is een
grenswaarde. Als een cliënt een score heeft die lager is dan deze grenswaarde is wordt hij beschouwd als
klachtvrij. Als een cliënt een score heeft die hoger is dan deze grenswaarde wordt hij beschouwd als niet
klachtvrij.
Voor het bepalen van succes voor dit CBR-systeem is gekeken naar de meetgegevens van de cliënten na
behandeling. Er is gekeken naar de totaalscore van de vragenlijst SCL-90 (de schaal psychoneuroticisme). Aan
de hand van de gegevens uit de handleiding van de SCL-90 (Arrindell & Ettema 2003), waarin normscores
vermeld staan, is deze schaal berekend. Omdat voor mannen en vrouwen verschillende normtabellen zijn
opgesteld, geldt voor beiden een andere C-criterium. Voor de berekening van het C-criterium zie Bijlage 3 -
berekening van het C-criterium.
De invalshoek van deze methode is dat ze kijkt naar het bereiken van het doel van de therapie. Er zijn echter ook
cliënten in therapie gegaan die voorafgaand aan de therapie al beneden het C-criterium scoren op de betreffende
schaal van de vragenlijst SCL-90. De gegevens van deze cliënten zijn niet meegenomen in dit onderzoek.
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3.5 DE OPBOUW VAN EEN CASE
Zoals reeds vermeldt in sectie 2.1.2 geven Watson en Marir (1994) aan dat een case is opgebouwd uit:
· het probleem: een beschrijving van het specifieke domein op het moment dat het probleem zich voordoet;
· de oplossingmethode: een beschrijving van de regels die gehanteerd zijn om het probleem op te lossen; en/of
· het resultaat: een beschrijving van het specifieke domein op het moment dat het probleem is opgelost.
In CBRth worden alleen het probleem en het resultaat opgenomen in de beschrijving van de case.
het probleem
Het probleem geeft een beschrijving van het domein op het moment voor aanvang van therapie. Het probleem
wordt op twee manieren opgenomen in de case:
1. In een beschrijving zodat deze begrijpelijk is voor de gebruiker.
2. In een gecodeerd deel dat begrijpelijk is voor het systeem. Dit gecodeerd deel is de indexering van de case.
Deze indexering is op basis van het index vocabulaire.
In dit CBR-systeem komen de beide vormen grotendeels met elkaar overeen. In de uitwerking van het CBR-
systeem kan het index vocabulaire in een begrijpelijkere vorm aan de gebruiker getoond worden. Dit valt buiten
het bestek van dit onderzoek.
het resultaat
In het resultaat wordt opgeslagen of de cliënt de therapie succesvol heeft doorlopen of niet. Dit wordt opgeslagen
in een dichotome variabele, oftewel het besluitattribuut. De mogelijke waarden van het besluitattribuut zijn
“succesvol” of “niet succesvol”. Deze waarden is bepaald aan de hand van het C-criterium.
Om aan te geven hoe een case is opgebouwd volgt hier een voorbeeld van een case. Met een aantal variabelen is
al duidelijk hoe een case is opgebouwd, daarom zijn niet alle variabelen opgenomen. Voor deze variabelen is
ook dat stukje van het index vocabulaire opgenomen voor de therapievorm cognitieve therapie. Over het
algemeen bestaat een index vocabulaire uit een set van karakteristieken en een set van waarden bij iedere
karakteristiek. In dit ontwerp wordt naast deze twee delen ook nog een derde deel opgenomen, namelijk een
wegingsfactor voor iedere karakteristiek.
CASE
Casenummer 67
Therapievorm Cognitieve therapie
Probleem Variabele Waarde Klasse
Geslacht 1 1
Leeftijd 25 1
SCL_agorafobie 29 5
… … …
Resultaat 0
INDEX VOCABULAIRE (cognitieve therapie)
Variabele Waarden Klassen Wegingsfactor
Geslacht 1 = man
2 = vrouw
1 = [1]
2 = [2]
0.0026
Leeftijd [18, 65] 1 = [18, 25]
2 = [26, 32]
3 = [33, 37]
4 = [38, 45]
5 = [46, 65]
0.0121
SCL_agorafobie [7, 35] 1 = [7, 10]
2 = [11, 13]
3 = [14, 15]
4 = [16, 21]
5 = [22, 35]
0.0273
Resultaat 0 = niet succesvol
1 = succesvol
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Het casenummer is 67. Met dit nummer wordt de case uniek geïdentificeerd. De therapievorm die deze cliënt
heeft gehad is cognitieve therapie. De case komt daarom voor in de casebase van cognitieve therapie. Het
resultaat van deze case is 0. In het index vocabulaire is te zien dat dit overeenkomt met “niet succesvol”. De
probleembeschrijving bestaat uit een aantal variabelen. In een case heeft iedere variabele een waarde. De
betekenis van de waarde is terug te vinden in het index vocabulaire. Zo betekent bij de variabele geslacht de
waarde 1 man. Een aantal variabelen zijn gediscretiseerd. Per variabele staan dan ook de klassen en de daarbij
behorende ranges vermeld. Bij variabelen die niet zijn gediscretizeerd komen de klassen overeen met de
waarden. Tot slot staat er nog bij iedere variabele een wegingsfactor vermeld.
In dit onderzoek wordt het index vocabulaire samengesteld. Er wordt gestart met alle bruikbare informatie. Voor
het index vocabulaire moet onderzocht worden welke karakteristieken (variabelen) van belang zijn en welke
wegingsfactoren bij iedere karakteristiek horen. Het index vocabulaire is afhankelijk van het doel van het
systeem (Kolodner & Leake 1996) en zal daarom ook per therapievorm verschillen.
De initiële set van variabelen waarmee dit onderzoek is uitgevoerd is opgenomen in Bijlage 4 - initiële set
variabelen. De variabelen zijn gebaseerd op gegevens die in dit hoofdstuk beschreven zijn.
3.6 VERZAMELING CASES
Uit de dataset zijn de cases geselecteerd. Bij het selecteren van de cases is uitgegaan van de onderstaande
uitgangspunten.
· Voor iedere case moeten alle variabelen uit de initiële set ingevuld zijn. Het omgaan met missende waarden
is in dit onderzoek niet meegenomen.
· Alleen de cliënten die één van de therapievormen hebben gehad in de behandeling worden als case
meegenomen. De cliënten waarbij meer therapievormen zijn gegeven worden buiten beschouwing gelaten.
· Alleen van cliënten die therapie hebben voltooid en waarvan de SCL-90 in een nameting is afgenomen
worden meegenomen als case in dit onderzoek.
· Alleen van cliënten waarvan de totaalscore van de SCL-90 uit de voormeting boven het C-criterium ligt
worden meegenomen in dit onderzoek.
Van de therapievorm cognitieve therapie waren de meeste cases beschikbaar. Voor deze therapievorm is daarom
dit onderzoek uitgevoerd. Er zijn 219 cases beschikbaar. Hiervan was voor 98 cases de therapie succesvol en
voor 121 cases de therapie niet succes vol (volgens het C-criterium).
De totale dataset over alle therapievormen bevat gegevens van 1091 cliënten waarvan de gegevens van de
voormeting volledig zijn. Deze cliënten hebben precies één therapievorm gehad, ongeacht welke therapievorm
dit was. Niet alle cliënten hebben de therapie voltooid. De cliënten die vóór aanvang van de therapie lager scoren
dan het C-criterium zijn hierin ook nog opgenomen. Deze totale dataset wordt gebruikt bij het discretizeren van
de data middels de unsupervised methoden (zie sectie 4.1).
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4 HET ONDERZOEK
Dit hoofdstuk beschrijft het onderzoek. Eerst wordt kort ingegaan op het vooronderzoek. Vervolgens wordt de
experimentele opzet besproken. Tot slot worden de resultaten weergegeven.
4.1 VOORONDERZOEK
Er is een vooronderzoek gedaan om de volgende zaken vast te stellen:
· de methode voor het discretizeren;
· het aantal klassen waarin de variabelen verdeeld worden; en
· of een reeds bestaande classificatie voor de SCL-90 een goede classificatie is voor CBRth.
Voor het discretizeren van de variabelen is gebruik gemaakt van de vier methoden die beschreven staan in sectie
2.2.3. Verder is er nog naar een andere manier gekeken voor het indelen in klassen, die gebaseerd is op de
informatie over de variabelen die er al is. Over de vragenlijst SCL-90 is meer informatie beschikbaar.
De scores van de subschalen van de SCL-90 vallen in een grote range van natuurlijke getallen. De makers van de
vragenlijst hebben al een classificatie aangebracht in de vorm van een normschaal (Arrindell & Ettema 2003). Ze
hebben voor een zevenpunt-indeling gekozen met de volgende klassen: zeer hoog, hoog, boven gemiddeld,
gemiddeld, beneden gemiddeld, laag, zeer laag. De dataset waarop de normverdeling is gebaseerd is niet
gelijkmatig verdeeld over de klassen. Bijvoorbeeld in de klasse zeer hoog is maar 5% van de dataset ingedeeld
en in de klasse laag is 15% van de dataset ingedeeld.
Er zijn verschillende normtabellen voor de mannen en de vrouwen. Verder is in dit onderzoek gekeken naar de
verdeling van de normtabel voor de poliklinische psychiatrische populatie. De normtabel is gebaseerd op een
groep van 5658 patiënten die zich als nieuwe patiënt hadden aangemeld bij de psychiatrische poliklinieken bij
enkele universitaire ziekenhuizen en GGZ-instellingen in verschillende delen van Nederland (Arrindell &
Ettema 2003). Ook is in de handleiding een normering opgenomen van andere groepen (zoals bijvoorbeeld de
gewone bevolking). In dit onderzoek is uitgegaan van de normtabel voor de poliklinische bevolking omdat dit
een goede afspiegeling is van de populatie in het onderzoek.
Dit onderzoek wordt uitgevoerd voor de therapievorm cognitieve therapie. Er zijn voor deze therapievorm 219
cases beschikbaar. Verder zijn er gegevens beschikbaar uit de voormeting van 1091 cliënten. Van deze 1091
cliënten hebben 219 de therapievorm cognitieve therapie volledig gevolgd. De overige 872 hebben een andere
therapievorm (of een combinatie van verschillende therapievormen) gehad of ze hebben hun therapie niet
voltooid. Voor het discretizeren van de gegevens kan voor de supervised methoden alleen de set van 219 cases
met therapievorm cognitieve therapie gebruikt worden. De supervised methoden zijn namelijk afhankelijk van de
uitkomstmaat behorende bij de cases. Voor de unsupervised methoden kan de set van 1091 cases gebruikt wordt,
omdat de uitkomstmaat niet van belang is.
Uit vooronderzoek blijkt dat voor de variabelen van de SCL-90 de indeling naar aanleiding van de normtabellen
het beste werkt, aangezien deze indeling het hoogste percentage correcte voorspelling oplevert. De normering is
gebaseerd op een grote groep van patiënten (5658), die een goede afspiegeling is van het domein. Dit zal ook de
reden zijn waarom de normering een betere indeling oplevert dan de indeling aan de hand van het discretizeren
waarbij slechts 1091 of 219 gebruikt kunnen worden.
Voor de overige variabelen is gekeken naar de beste methode voor discretizeren. Ook hier geldt dat de
unsupervised methoden betere resultaten leverden dan de supervised methoden. Dit heeft vooral te maken de
omvang van de trainingsset (1091 versie 219). De methode entropy-based discretizeren leverde een slechte
verdeling op omdat overfitting een probleem vormde. Deze methode leverde veel klassen met enkele cases op
ten opzichte van cases met heel veel cases. Er werden iedere keer maar 1 of enkele cases afgesplitst van het
totaal.
Van de supervised methoden blijkt dat de methode van gelijke frequentie (de tweede methode) de beste
klassificatie oplevert. Deze methode werkt waarschijnlijk beter dan de methode van gelijke breedte van klassen
omdat de methode wel rekening houdt met de samenstelling van de casebase.
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4.2 EXPERIMENTELE OPZET
Voor de experimentele opzet is gebruik gemaakt van de technieken die beschreven zijn in hoofdstuk 2. In deze
sectie wordt uitgewerkt hoe deze technieken zijn ingevuld voor CBRth en welke varianten met elkaar worden
vergeleken. Dit wordt apart besproken voor de casebase en de vier stappen van de CBR-cyclus. Tot slot wordt de
werkwijze beschreven zoals CBRth getest is.
4.2.1 Casebase
Voor de casebase worden er twee aspecten onderzocht: de variabelenselectie en de wegingsfactor per variabele.
Variabelenselectie
Dit onderzoek is gestart met de 30 variabelen. De selectie van deze variabelen is gebaseerd op de beschikbare
informatie en niet op basis van relevante informatie voor het doel van het systeem. In dit onderzoek is gekeken
of het een positief effect heeft om niet alle variabelen mee te nemen, maar alleen de relevante variabelen. De
selectie van relevante variabelen is per therapievorm verschillend.
Om te bepalen welke variabelen voor dat doel van belang zijn is gebruikt gemaakt het ID3-algoritme van
Quinlan (1986 en 1993). De data van de 30 variabelen van alle cases zijn bij elkaar genomen en er is een
beslisboom samengesteld middels deze methode. In deze beslisboom komen dan 30 of minder variabelen voor.
De aanname is dat de variabelen die in de beslisboom voorkomen de relevante variabelen zijn.
Deze methode is gebaseerd op de binary-dtree methode beschreven door Ling e.a. (1997). De binary-dtree
methode geeft de variabelen een wegingsfactor 0 of 1. De variabelen die in de beslisboom voorkomen krijgen
factor 1 en de variabelen die niet in de beslisboom voorkomen krijgen factor 0.
Wegingsfactoren
De aanpak van de binary-dtree methode is verschillend met de aanpak in dit onderzoek. In dit onderzoek
vervallen de variabelen die niet in de beslisboom voorkomen. Dit is gelijk aan wegingsfactor 0. De variabelen
die wel in de beslisboom voorkomen krijgen niet factor 1 maar een specifieke wegingsfactor.
De wegingsfactor per variabele wordt bepaald middels de gain. Bij het maken van een beslisboom middels de
ID3-methode wordt per variabele de gain berekend om na te gaan welke variabele de meeste informatiewaarde
heeft. Om te bepalen welke variabele in de top van de boom komt wordt het verschil genomen in entropie van de
gehele dataset en de entropie van de gesplitste dataset op basis van die variabele. De entropie wordt berekend
middels formule 1 zoals beschreven in sectie 2.2.1. De variabele met de hoogste gain wordt bovenin de
beslisboom geplaatst. Deze waarde voor de gain per variabele wordt in dit onderzoek als wegingsfactor gebruikt.
Voor het berekenen van de gain wordt uitgegaan van de klassen waarin de variabele is onderverdeeld en niet van
de score.
In sectie 4.2.2 wordt beschreven hoe de wegingsfactor in de retrieve-stap van de CBR-cyclus wordt gebruikt bij
het matchen van cases en in sectie 4.2.5 wordt beschreven hoe de wegingsfactor in de retain-stap in de CBR-
cyclus wordt bijgesteld nadat de samenstelling van de casebase wijzigt.
Index vocabulaire
In Bijlage 5 - index vocabulaire is het index vocabulaire opgenomen van de casebase zoals die gebruikt is in dit
onderzoek. In deze bijlage is ook gegeven welke variabelen in de variabelenselectie vallen en welke
wegingsfactor bij iedere variabele behoord op het moment wanneer alle cases in de casebase zijn opgenomen.
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4.2.2 Retrieve
Voor de retrieve-stap in de CBR-cyclus is gekozen voor de nearest neighbour-methode. Hiervoor wordt gebruik
gemaakt van formule 3. In deze sectie wordt het matchen van twee variabelen besproken (ƒi (ti, si)). Vervolgens
de wegingsfactor (wi) en tot slot wat er gedaan kan worden met de gelijkheid van twee cases (similarity(T, S)).
Matchen van twee variabelen
Om de mogelijke methodes voor het matchen van twee variabelen duidelijk te maken wordt een voorbeeld
gebruikt. In dit voorbeeld wordt uitgegaan van het CBR-systeem op het moment dat er vijf cases in de casebase
zitten. Om het voorbeeld eenvoudiger te houden zijn maar twee variabelen in dit voorbeeld opgenomen. Ook de
wegingsfactoren zijn op dit moment voor iedere variabele gelijk (ofwel w=1).
In dit voorbeeld zijn per case de velden opgenomen die beschreven staan in de onderstaande tabel. Voor alle
cases zijn alle velden ingevuld. Cases met missende waarden zijn in dit onderzoek buiten beschouwing gelaten.
veld beschrijving mogelijke waarden
casenr uniek nummer dient als sleutel natuurlijk getal
besluit besluitattribuut, het wel of niet
succesvol zijn van de gegeven
therapie; dit is gelijk aan het
resultaat van de case
0 = niet succesvol
1 = succesvol
geslacht geslacht van de cliënt 1 = man
2 = vrouw
SCL_AGO (klasse) subschaal agorafobie van de
vragenlijst SCL-90 in klassen
ingedeeld op basis van de
normtabel van de poliklinische
populatie
klassen oplopend genummerd van
1 t/m 7
De cases zijn weergegeven in de onderstaande tabel.
casenr besluit geslacht SCL_AGO (klasse)
1 0 2 2
2 1 1 5
3 1 2 6
4 0 1 6
5 0 2 5
Verder is er een nieuwe case als input voor de cyclus. In de situatie waarin het systeem gebruikt wordt is van de
nieuwe case het besluitattribuut nog niet bekend. Dit wordt pas in stap 3 van de CBR-cyclys aan de case
toegevoegd. In dit voorbeeld is het besluitattribuut wel bekend omdat uitgegaan is van de trainingsituatie voor
het in gebruik nemen van het systeem. De nieuwe case is weergegeven in onderstaande tabel.
casenr besluit geslacht SCL_AGO (klasse)
6 1 2 4
Voor het matchen van de variabelen van twee cases zijn twee methoden onderzocht.
De klasse-methode
De klasse-methode is de meest eenvoudige methode. Ze maakt gebruik van de waarden van de klassen waarin de
variabelen zijn ingedeeld. In deze methode wordt voor het bepalen van ƒi (ti, si) formule 4 gebruikt.
formule 4:
iiiiiiiiii s tals0)s,(ten ƒs tals1)s,(tƒ ¹===
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Als in dit voorbeeld nu case #1 wordt vergeleken met de nieuwe case #6 dan moeten er twee variabelen worden
vergeleken, namelijk geslacht en SCL_AGO.
Voor de variabele geslacht geldt ƒgeslacht (#1geslacht, #6geslacht) = 1 want beiden hebben de waarde 2.
Voor de variabele SCL_AGO geldt ƒSCL-AGO (#1 SCL-AGO, #6 SCL-AGO) = 0 want beiden hebben een andere waarden
voor de variabele SCL_AGO.
Nu kan de gelijkheid van de twee cases bepaald worden door de formule in te vullen.
Similarity (#1, #6) = (1 · 1 + 0 · 1) / (1 + 1) = 1/2 = 0.5
Hierbij is aangenomen dat de wegingsfactor wi voor iedere variabele gelijk is aan 1.
Op deze manier kan nu de gelijkheid van case #6 berekend worden met iedere case uit de casebase. De resultaten
hiervan zijn opgenomen in onderstaande tabel.
Case Similarity met case #6
1 0.5
2 0
3 0.5
4 0
5 0.5
Score-methode
Een tweede methode die onderzocht is maakt gebruikt van de scores van de variabelen. Dit zijn de waarden van
de variabelen voordat de classificatie is toegepast. De variabelen in het voorbeeld worden daarom uitgebreid met
een extra veld SCL_AGO (score). De waarde van SCL_AGO (score) is een natuurlijk getal in de range 7-35. De
score is namelijk de som van de antwoorden op 7 vragen met mogelijke antwoorden in {1, 2, 3, 4, 5}. De case
base krijgt dan de samenstelling die is weergegeven in onderstaande tabel.
casenr besluit geslacht SCL_AGO (klasse) SCL_AGO (score)
1 0 2 2 9
2 1 1 5 16
3 1 2 6 22
4 0 1 6 26
5 0 2 5 17
De nieuwe case krijgt ook een nieuwe samenstelling.
casenr besluit geslacht SCL_AGO (klasse) SCL_AGO (score)
6 1 2 4 15
In score-methode wordt ƒi (ti, si) bepaald middels formule 5.
formule 5:
1|si-ti|aals0si)(ti,en ƒi1|si-ti|aals|si-ti|a-1si)(ti,ƒi ³×=<××=
In deze formule is a een constante die voor iedere variabele verschillend kan zijn.
Er wordt voor deze formule onderscheid gemaakt tussen de nominale variabelen en de discrete variabelen.
Omdat in de nominale variabelen geen ordening in waarden van de variabelen aanwezig is, wordt voor a de
waarde 1 gekozen. De formule met a = 1 levert dezelfde uitkomst als de formule voor de klasse-methode. Voor
de discrete waarden wordt een waarde gekozen tussen 0 en 1.
In het voorbeeld is variabele geslacht een nominale variabele. Voor deze variabele krijgt a de waarde 1. De
variabele SCL_AGO is een discrete waarde. In dit voorbeeld krijgt a de waarde 0.2. De waarde 0.2 heeft in dit
Master thesis Case-based reasoning voor het voorspellen van succes van therapie
26
voorbeeld geen relatie met de variabele, maar dient enkel als voorbeeld om de werking van de score-methode te
verduidelijken.
Om het verschil met de vorige klasse-methode duidelijk te maken zijn de grafieken voor de formules waarin de
variabele van de subschaal agorafobie van de SCL-90 wordt vergeleken met de waarde van case #6 voor deze
variabele hieronder weergegeven.
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Grafiek 1 - Vergelijking van variabele SCL_AGO van case #6 middels de klasse-methode
In Grafiek 1 is de vergelijking weergegeven de schaal agorafobie op de SCL-90 van de nieuwe case #6 volgens
klasse-methode. De X-as geeft de waarde van de variabele SCL-AGO van de case waarmee vergeleken wordt en
de Y-as geeft de waarde voor de gelijkheid tussen de variabele van case #6 en de nieuwe case. In Grafiek 2 is
hetzelfde gedaan voor de score-methode.
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Grafiek 2 - Vergelijking van variabele SCL_AGO van case #6 middels de score-methode
Als case #2 uit dit voorbeeld nu wordt vergeleken met case #6 dan geld voor de schaal SCL_AGO dat:
ƒSCL-AGO (#2 SCL-AGO, #6 SCL-AGO)  = 1 - 0.2 · |16-15| = 0.8
Volgens klasse-methode zou deze vergelijking gelijk zijn aan 0. De klasse-methode is gericht op de verdeling in
klassen en houdt geen rekening met de twee waarden in de twee verschillende klassen die dicht bij elkaar liggen.
Deze liggen dicht bij elkaar omdat ze beide bij de grens van de klasse liggen.
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Voor de vergelijking van case #2 en case #6 geldt dat de gelijkheid van het geslacht gelijk is aan 0 en de
gelijkheid voor de SCL_AGO gelijk is aan 0.8. Dit levert voor de similarity tussen deze twee cases de volgende
waarden op:
Similarity (#2, #6) = (0 · 1 + 0.8 · 1) / (1 + 1) = 0.4
Nu kan de gelijkheid met case #6 berekend worden voor iedere case uit de casebase. De resultaten hiervan zijn
opgenomen in onderstaande tabel.
Case Similarity met case #6 (score-methode)
1 0.5
2 0.4
3 0.5
4 0
5 0.8
De verwachting is dat de score-methode beter werkt dan de klasse-methode. Bij de klasse-methode zijn er harde
grenzen tussen twee klassen. Twee waarden lijken volledig op elkaar als ze in dezelfde klasse zitten of helemaal
niet als ze in twee verschillende klassen zitten. In de score-methode is de overgang natuurlijker. Er zou
gesproken kunnen worden van zachte grenzen tussen de waarden van de variabelen. Het voorbeeld verduidelijkt
dit bij het vergelijken van twee cases voor de variabele SCL_AGO. Volgens de klasse-methode lijkt de nieuwe
case helemaal niet op case 2, terwijl de waarden voor SCL_AGO heel dicht bij elkaar liggen. Volgens de score-
methode lijken de cases toch voor een deel op elkaar.
In het voorbeeld is gebruik gemaakt van een vaste waarde voor a, namelijk 0.2. In dit onderzoek is met meerdere
waarden van a gewerkt. Uit vooronderzoek is gebleken dat a de beste resultaten geeft als a is samengesteld door
middel van formule 6.
formule 6:
1) waardeminimum- waarde(maximum /klassen)(aantala +=
Voor de nominale variabelen is de waarde voor a gelijk aan 1, omdat er geen rangorde in de variabelen zit. Het
heeft dan ook geen betekenis als twee waarden na elkaar in de opsomming worden geplaatst. Ook is gebleken dat
de beste resultaten worden bereikt met a gelijk aan 1 voor de variabelen die discreet zijn maar niet verder
gediscretizeerd. De waarde voor a staat vermeld in Bijlage 5 - index vocabulaire. In deze tabel staan ook de
minimum en maximum waarden vermeld in de kolom range.
Wegingsfactor
Een ander onderdeel in de formule voor de nearest neighbour-methode is de wegingsfactor (wi). De
wegingsfactor geeft aan in welke mate de variabele van belang is in het vergelijken van twee cases. In het
voorbeeld zijn de gains van de variabelen berekend over de casebase met 5 cases. Dit levert voor de variabele
geslacht een wegingsfactor van 0.02 en voor de variabele SCL_AGO een wegingsfactor van 0.171.
De waarde voor de gain voor geslacht is laag. Dit betekent dat de waarde geslacht in de casebase weinig
informatiewaarde heeft. De wegingsfactor 0.02 zorgt er dan ook voor dat deze variabele nauwelijks meetelt in
het bepalen van de gelijkheid van twee cases. De gain voor de SCL_AGO is groter dan de gain voor het geslacht.
Dit betekent dat binnen de nearest neightbour-methode met de gain als wegingsfactor de SCL_AGO meer
invloed heeft dan het geslacht.
Voor de gelijkheid van case #2 en #6 middels de score-methode betekent dit nu het volgende:
Similarity (#2, #6) = (0 · 0.02 + 0.8 · 0.171) / (0.02 + 0.171) = 0.716
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Voor de gelijkheid tussen twee cases waarbij de wegingsfactor van belang is, zijn de waarden weergegeven in de
onderstaande tabel.
Case Similarity met case #6 (klasse-methode) Similarity met case #6 (score-methode)
1 0.105 0.105
2 0 0.716
3 0.105 0.105
4 0 0
5 0.105 0.642
Om na te gaan of de gain bruikbaar is als wegingsfactor binnen CBRth, zijn de resultaten van het CBR-systeem
met de gain als wegingsfactor vergeleken met de resultaten van het CBR-systeem waarbij alle variabelen een
gelijke wegingsfactor (1) hebben.
Gevoeligheid
De similarity die berekend wordt met formule 3 van de nearest neighbour-methode is een waarde in de range
[0,1]. Bij de waarde 0 zijn de cases totaal verschillend en bij de waarde 1 zijn de cases gelijk. De range is van 0
tot 1 omdat deze genormaliseerd is (Watson 1999). Dit bied de mogelijkheid om de similarity te gebruiken om
uitspraken te doen over de mate van gelijkheid.
In paragraaf 2.2.2 is de R-Nearest Neighbour-methode al aangehaald. Bij deze methode wordt een grenswaarde
gesteld. Alle cases waarvan de similarity met de nieuwe case boven (of gelijk aan) deze grenswaarde valt, zijn
een match (Tsai e.a. 2007). Alle cases waarvan de similarity met de nieuwe case lager is, zijn geen match.
Als de grenswaarde op 0.7 gesteld zou worden dan zou in dit voor bijvoorbeeld de score-methode alleen case #2
een match zijn. Als de grenswaarde op 0.6 zou worden gesteld, dan zou ook case #5 een match vormen.
4.2.3 Reuse
In het onderzoeksvoorstel is opgenomen dat CBRth een retrieve-only systeem zal worden. De gebruiker krijgt
dan na de zoekopdracht één of meerdere cases gepresenteerd waarop hij een beslissing kan baseren. De cases die
gepresenteerd worden zijn de beste matches en per beste match wordt ook de similarity met de nieuwe case
aangegeven.
Het is ondoenlijk om in dit onderzoek voor stap 2 (REUSE) van de cyclus een expert in te schakelen. Daarom is
in dit onderzoek ook stap 2 van de cyclus geautomatiseerd.
Null-adaptation
Voor stap 2 (REUSE) is in dit onderzoek gekozen voor null-adaptation (Watson en Marir 1994). Bij null-
adaptation wordt gezocht naar de beste match en wordt het besluitattribuut van deze beste match overgenomen.
In het voorbeeld bij de score-methode wordt als beste match case #2 gevonden. In de tabel hieronder zijn de
resultaten nogmaals weergegeven.
Case Besluit Similarity met case #6 (score-methode)
1 0 0.105
2 1 0.716
3 1 0.105
4 0 0
5 0 0.642
De waarde van het besluitattribuut is 1 (succesvol behandeld). Voor de nieuwe case (#6) is nu de voorspelling
dat ook hier het besluitattribuut 1 is. In dit voorbeeld was dat inderdaad ook zo. In de derde stap van de CBR-
cyclus (REVISE) kan daarom de conclusie getrokken worden dat het besluitattribuut correct is (en daarom niet
aanpast hoeft te worden). In de vierde stap van de CBR-cyclus (RETAIN) kan de case nu worden toegevoegd
aan de casebase.
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Beslissing op basis van meerdere cases
Tot nu toe is de beslissing gebaseerd op één match (namelijk die met de hoogste similarity). Als we zoeken
volgens KNN dan zoeken we naar K cases die het meest lijken op de nieuwe case waarop we het algoritme
toepassen (Tsai e.a. 2007). Dit kan op verschillende manieren worden toegepast.
In dit onderzoek is ervoor gekozen om de similarity mee te nemen in de beslissing. De similarities met de
nieuwe case van alle K cases worden per besluitattribuut bij elkaar opgeteld. Het besluitattribuut met de hoogste
som van similarities wordt de voorspelling van de nieuwe case.
Stel in dit voorbeeld is K gelijk aan 4. De vier cases die de beste match vormen zijn #1, #2, #3 en #5. De som per
besluitattribuut is nu:
besluit(0) = 0.105 + 0.642 = 0.753
besluit(1) = 0.716 + 0.105 = 0.821
Voor de nieuwe case (#6) kan nu voorspeld worden dat besluit = 1, ofwel de therapie zal succesvol zijn.
In dit voorbeeld zijn er twee cases met dezelfde similarity. Als de waarde voor K gelijk aan 3 zou zijn, dan zou
maar 1 van die 2 cases een beste match opleveren. In dit onderzoek is ervoor gekozen om dan de meest recente
case mee te nemen als beste match. Op die manier wordt ook rekening gehouden met voortschrijdend inzicht.
Therapieën kunnen namelijk verbeteren.
In dit onderzoek wordt KNN gebruikt in combinatie met de similarity. Bij zuiver KNN wordt er geen rekening
gehouden met de similarity, omdat KNN rekening houdt met het besluit. Er wordt bij KNN dan meestal ook
gekozen voor een oneven getal voor K. Het besluit dat in de K beste matches het meeste voorkomt, vormt de
beslissing.
KNN en RNN gecombineerd
Tot slot zijn KNN en RNN gecombineerd. Er is een grenswaarde (R) aangegeven en er is een maximum aantal
cases (K) aangegeven waarop de conclusie getrokken wordt. Afhankelijk van R kan nu een conclusie getrokken
worden op basis van n matches waarbij n een getal is in de range van [0, K]. Bij n = K liggen alle similarities van
de K cases boven de grens R. Bij n = 0 is er geen enkele similarity van de K cases boven R. In dat geval kan
geen conclusie getrokken worden.
Stel in dit voorbeeld is K gelijk aan 4 en R gelijk aan 0.6. Er zijn twee cases met een similarity boven de 0.6. Dit
wil zeggen dat n = 2. Verder geldt nu:
besluit(0) = 0.642
besluit(1) = 0.716
Voor de nieuwe case (#6) kan nu voorspeld worden dat besluit = 1, ofwel de therapie zal succesvol zijn.
4.2.4 Revise
Van alle cases die in dit onderzoek de cyclus doorlopen is al bekend of de behandeling wel of niet succesvol
was, omdat het onderzoek gebruik maakt van de cases uit het verleden waarvan de behandeling is afgesloten. In
dit onderzoek kan daarom de stap REVISE direct volgen op de stap REUSE. Wanneer CBRth in de praktijk
gebracht wordt, zit er een bepaalde periode tussen REUSE en REVISE, namelijk de behandelperiode van de
betreffende cliënt.
In het onderzoek wordt in de stap REVISE bijgehouden of de voorspelling die gedaan is in de stap REUSE ook
een correcte voorspelling was, om aan het einde van ieder experiment een uitspraak te kunnen doen over hoe
goed CBRth werkt. Voor CBRth in de praktijk zal in de case worden opgenomen of de behandeling wel of niet
succesvol was zodat de case in stap 4 kon worden opgenomen in de casebase.
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4.2.5 Retain
In de CBR-cyclus wordt in stap 4 (RETAIN) de case die de cyclus heeft doorlopen toegevoegd aan de casebase.
Hierdoor wijzigt de samenstelling van de casebase. Dit heeft ook invloed op de gain. Om zo optimaal mogelijk
gebruik te maken van het systeem wordt de gain per variabele opnieuw berekend nadat er een case aan de
casebase is toegevoegd.
In het voorbeeld wordt de zesde case toegevoegd aan de casebase. De gain wordt nu opnieuw berekend voor de
variabele geslacht en voor SCL_AGO.
4.2.6 Werkwijze
Voor dit onderzoek zijn twee werkwijzen gevolgd. De eerste werkwijze concentreert zich op het vullen van de
casebase. Deze werkwijze wordt vooral gebruikt voor het eerste deel van de doelstelling, het vaststellen van de
technieken voor CBRth. De tweede werkwijze is gericht op het gebruikt van CBRth. Deze werkwijze wordt
gebruikt bij de beide delen van de doelstelling, namelijk het vaststellen van de technieken en het onderzoeken
hoe goed CBRth werkt.
Beschikbaar materiaal
Dit onderzoek is uitgevoerd voor de therapievorm cognitieve therapie. Er waren voor dit onderzoek 219 cases
beschikbaar waarvan we weten of de therapie wel of niet succesvol is toegepast. Voor 45% van de cases was de
therapie succesvol en voor 55% van de cases was de therapie niet succesvol.
Werkwijze 1
Het uitgangspunt van de eerste werkwijze is het CBR-systeem van begin af aan op te bouwen en de werking
gedurende dit proces te monitoren. De volgende stappen worden uitgevoerd:
1. Plaats de 219 cases in een poule van beschikbare nog niet gebruikte cases.
2. Selecteer één case uit de poule, haal deze uit de poule en plaats deze in de tot dan toe lege casebase.
3. Bereken de wegingsfactoren behorende bij de casebase met één case (RETAIN)
4. Selecteer één case uit de poule. Dit is de case waarmee de cyclus wordt doorlopen.
5. Bepaal de beste match (RETRIEVE) voor de geselecteerde case.
6. Doe een voorspelling voor de case (REUSE).
7. Controleer de voorspelling (REVISE) en registreer het resultaat.
8. Haal de case uit de poule, voeg de case toe aan de casebase en herbereken de wegingsfactoren voor de
variabelen in de casebase (RETAIN).
9. Herhaal de stappen 4 t/m 8 totdat de poule leeg is en de casebase gevuld.
De volgorde van de cases waarmee ze uit de poule gehaald worden en aan CBRth worden aangeboden is
willekeurig. Deze volgorde is wel bepalend voor het succes van CBRth op ieder moment in dit experiment. Het
succes is namelijk sterk afhankelijk van de cases die op dat moment in de casebase zitten. Om middels deze
werkwijze de verschillende technieken met elkaar te vergelijken, wordt iedere keer dezelfde volgorde
aangehouden van het selecteren van de cases.
Nadat alle cases de cyclus hebben doorlopen wordt gekeken naar hoe vaak van de 218 cases die zijn aangeboden
een goede voorspelling is gedaan. Ook hier geldt dat een bepaalde case een andere voorspelling gedaan kon zijn
wanneer de casebase een andere samenstelling heeft. Dus met andere woorden, wanneer een andere volgorde van
aanbieden van cases is aangehouden kan er ook een verschil in resultaat zijn. Om de invloed van de volgorde te
minimaliseren is dit experiment voor iedere combinatie van technieken 10 keer uitgevoerd. Iedere keer met een
andere vaststaande volgorde van aanbieden van cases. Van deze 10 verschillende randomisaties is een
gemiddelde berekend.
Deze werkwijze wijkt af van de gebruikelijke manier van testen met een trainingsset en een testset, omdat de
casebase na iedere keer dat een case de cyclus heeft doorlopen de samenstelling van de casebase wijzigt. Deze
opzet is gekozen om na de gaan of met deze opzet ook daadwerkelijk het gewenste effect van CBR wordt
bereikt, namelijk dat het systeem tijdens het gebruik steeds beter zal werken. Er wordt dan ook gekeken of er een
stijgende lijn in het aantal correcte voorspellingen zit bij de laatste 100 cases die de cyclus doorlopen en bij de
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laatste 50 en de laatste 20. Deze werkwijze ondersteunt de keuze van welke technieken het meest geschikt zijn
voor CBRth.
Werkwijze 2
De tweede werkwijze lijkt meer op de gebruikelijk aanpak van een trainingsset en een testset. In dit geval bestaat
de trainingsset uit 218 cases en de testset uit 1 case. Met de casebase van 219 cases worden op deze manier 219
combinaties samengesteld.
Voor deze werkwijze zijn de volgende stappen uitgevoerd:
1. Plaats de 219 cases in de casebase van CBRth.
2. Selecteer één case en haal deze uit de casebase.
3. Bereken de wegingsfactoren behorende bij de casebase met de overgebleven 218 cases (RETAIN)
4. Bepaal bij de geselecteerde case de beste match uit de casebase (RETRIEVE).
5. Doe een voorspelling voor de case (REUSE).
6. Controleer de voorspelling (REVISE) en registreer het resultaat.
7. Herhaal de stappen 2 t/m 6 totdat alle cases uit de casebase op deze manier de cyclus hebben doorlopen.
Het doel van deze werkwijze is een keuze te kunnen maken voor de beste technieken. Deze keuze wordt
gebaseerd op de twee werkwijzen. Daarnaast wordt de tweede werkwijze ook gebruikt om te bepalen hoe goed
CBRth werkt voor de gekozen technieken.
4.3 RESULTATEN
Het doel van het onderzoek is tweeledig:
1. onderzoeken welke technieken geschikt zijn om CBRth op te zetten, en
2. onderzoeken hoe goed het CBRth lukt om met de beschikbare gegevens een voorspelling te doen.
De resultaten worden in twee delen besproken, afgeleid van de doelstelling. In de eerst volgende deel (sectie
4.3.1) worden de technieken voor CBRth vastgesteld. In het volgende deel (sectie 4.3.2) worden de resultaten
besproken van CBRth met de technieken die zijn vastgesteld in het eerste deel. Voor de volledigheid zijn alle
resultaten van alle technieken van werkwijze 1 en werkwijze 2 opgenomen in de bijlagen 6 tot en met 8.
4.3.1 Vaststellen van technieken
Het vaststellen van de technieken heeft betrekking op drie onderdelen die achtereenvolgend worden bepaald:
1. de wegingsfactor;
2. de variabelenselectie; en
3. de methode voor matching.
Wegingsfactor
Eerst wordt bepaald of de gain gebruikt kan worden als wegingsfactor. Hiervoor worden de resultaten van
werkwijze 2 gebruikt. Deze resultaten zijn een afspiegeling van hoe goed CBRth werkt met de cases die op dit
moment beschikbaar zijn. In deze werkwijze is met alle cases (219) de cyclus doorlopen waarbij de casebase
gevuld is met alle cases minus de case die de cyclus doorloopt. De percentages die gebruikt worden om de
conclusie te onderbouwen zijn de percentages correcte voorspellingen van de in totaal 219 voorspellingen.
Eerst worden de resultaten beschouwd van de klasse-methode. In Grafiek 3 zijn de resultaten weergegeven voor
klasse-methoden over alle variabelen waarbij de conclusie gebaseerd is op de 25 beste matches die voldoen aan
de grens van similarity.
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Grafiek 3 - Klasse-methode, n=25, alle variabelen, werkwijze 2
In deze grafiek zijn voor een viertal grenzen van similarity de resultaten weergeven voor CBRth waarbij de gain
als wegingsfactor wordt gebruikt (w=gain) en voor CBRth zonder wegingsfactor (w=1). Wanneer de grens van
similarity is ingesteld op groter of gelijk aan 0 (sim ? 0) dan geldt dat het percentage correcte voorspellingen
zonder wegingsfactor (67%) hoger is dan het percentage met de gain als wegingsfactor (65%). Het verschil in de
twee percentages is slechts 2% en daarmee minimaal. Wanneer de grens van similarity hoger wordt ingesteld
zijn de verschillen groter. Hier geeft CBRth met de gain als wegingsfactor duidelijk betere resultaten.
Dit geldt ook wanneer er al een voorselectie van variabelen heeft plaatsgevonden, alleen in mindere mate. In
Grafiek 4 zijn de resultaten weergegeven van klasse-methode over de 14 variabelen uit beslisboom waarbij de
conclusie gebaseerd is op de 25 beste matches. Hier zijn de percentages voor een grens van similarity gelijk voor
de gain als wegingsfactor en geen wegingsfactor (65%). Voor de overige grenzen van similarity geeft de gain als
wegingsfactor een beter resultaat.
Klasse-methode, n=25, selectie van variabelen
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Grafiek 4 - Klasse-methode, n=25, selectie van 14 variabele, werkwijze 2
Opvallend is dat bij een grens van similarity van 0.7 een resultaat van 0% correcte voorspellingen gegeven wordt
bij w=1. Wanneer de grens van similarity hoger dan 0 wordt ingesteld, is het mogelijk dat niet meer voor alle
cases een voorspelling wordt gedaan. Alleen voor de cases waarvoor een of meerdere matches gevonden wordt
die boven de ingestelde grens van similarity ligt. Hoe hoger de grens van similarity, hoe lager het aantal cases
waarvoor een voorspelling gedaan wordt. Bij de grens van 0.7 wordt bij CBRth zonder wegingsfactor nog maar
voor 1% van de cases een voorspelling gedaan. Voor dit zeer kleine percentage is het resultaat niet meer
betrouwbaar. In Bijlage 7 - resultaten  zijn alle percentages van het aantal voorspellingen opgenomen.
Op dezelfde wijze worden de resultaten van score-methode beschouwd. In Grafiek 5 worden de resultaten van
score-methode getoond over alle variabelen en waarbij de conclusie is gebaseerd op de 25 beste matches. Bij een
grens van similarity van 0 is er een beter resultaat van CBRth zonder wegingsfactor. Het verschil met CBRth met
de gain als wegingsfactor is echter maar 3% (66% en 69%). Bij een grens van similarity van 0.6 en 0.62 levert de
gain betere resultaten (63% en 61% versus 60% en 51%). Voor de grens van 0.62 betreft het een groot verschil
van 9%. Bij de grens van similarity van 0.7 is dit verschil 10% ten voordele van geen wegingsfactor. Dit verschil
is groot, echter gaat het om resultaten waarbij maar voor 3% van de testcases (met gain) en 5% van de testcases
(zonder gain) een voorspelling is gedaan.
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Score-methode, n=25, alle variabelen
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Grafiek 5 - Score-methode, n=25, alle variabelen, werkwijze 2
Bij het beschouwen van de resultaten van de score-methode over de selectie van de 14 variabelen uit de
beslisboom en een conclusie op basis van de beste 25 matches, liggen de percentages correcte voorspelling dicht
bij elkaar voor een grens van similarity van 0 en van 0.6. Bij de hogere grens van similarity is het verschil groter.
Hier geldt echter dat het percentage gedane voorspellingen van CBRth zonder wegingsfactor erg klein is
(respectievelijk 5% van de testcases voor sim ? 0.62 en 1% van de testcases voor sim ? 0.7).
Score-methode, n=25, selectie van variabelen
0
20
40
60
80
100
%
 c
or
re
ct
e 
vo
or
sp
el
lin
ge
n
w=gain
w=1
w=gain 68 67 69 61
w=1 66 65 40 100
sim ? 0 sim ? 0.6 sim ? 0.62 sim ? 0.7
Grafiek 6 - Score-methode, n=25, selectie van 14 variabelen, werkwijze 2
Op basis van de hier getoonde resultaten kan geconcludeerd worden dat CBRth met de gain als wegingsfactor
betere resultaten geeft dan CBRth zonder wegingsfactor. Voor CBRth wordt vastgesteld dat de gain gebruikt
wordt als wegingsfactor.
Variabelenselectie
Vervolgens wordt er een keuze gemaakt voor het aantal variabelen in CBRth. Er zijn twee uitgangspunten met
elkaar vergeleken waarbij:
1. alle mogelijke variabelen worden meegenomen in CBRth; en
2. een selectie is gemaakt op basis van het voorkomen in de beslisboom (zie ook sectie 4.2.1).
Ook deze keuze wordt gebaseerd op de resultaten van werkwijze 2.
Eerst worden de resultaten van de klasse-methode beschouwd. In Grafiek 7 (op de volgende pagina) zijn de
resultaten weergegeven van de klasse-methode met de gain als wegingsfactor en waarbij de conclusie is
gebaseerd op de 25 beste matches. In deze grafiek is een duidelijke voorkeur te zien voor CBRth op basis van
alle variabelen boven CBRth op basis van de selectie van variabelen. De enige uitzondering is bij een grens van
similarity van 0.7. Ook hier geldt weer dat dit om een klein percentage voorspellingen gaat. Bij alle cases gaat
het om 5% van de cases en bij de selectie gaat het om 11% van de cases. Het gebruik van alle variabelen in
CBRth heeft de voorkeur.
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Klasse-methode, n=25, w=gain
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Grafiek 7 - Klasse-methode, n=25, w=gain, werkwijze 2
Bij de score-methode (Grafiek 8) geven de resultaten een ander beeld. Hier worden betere resultaten bereikt bij
de selectie van variabelen. Voor de grens van similarity van 0 is dit verschil minimaal (2%). De resultaten bij de
grens van similarity van 0.7 kunnen beter buiten beschouwing gelaten worden. Hier is bij alle variabelen maar
voor 5% van de cases een voorspelling gedaan.
De verwachting bij een CBR-systeem is dat de resultaten beter worden naarmate de grens van similarity hoger
wordt, omdat alleen een voorspelling gedaan wordt voor cases die voldoende gelijkenis vertonen. In Grafiek 8
zijn de trendlijnen voor zowel de alle variabelen als de selectie van variabelen aangegeven. Beide trendlijnen
hebben een negatieve richtingscoëfficiënt. Ze spreken daarom beide om onverklaarbare redenen deze
verwachting tegen.
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Grafiek 8 - Score-methode, n=25, w=gain, werkwijze 2
Op basis van de klasse-methode kan vastgesteld worden dat CBRth het beste werkt met alle variabelen in plaats
van de selectie. De score-methode spreekt dit tegen, maar voor de score-methode zijn de resultaten voor zowel
alle variabelen en de selectie van variabelen om onverklaarbare redenen tegen de verwachting van de CBR-
methodiek in.
Vanuit praktisch oogpunt is de selectie van variabelen ook lastig te implementeren. De selectie is namelijk
gedaan op basis van de cases die op dat moment in de casebase aanwezig zijn. Vanwege de aard van een CBR-
systeem wijzigt de samenstelling van de casebase voortdurend wanneer deze in gebruik is. Dit zou betekenen dat
regelmatig deze selectie van variabelen herzien moet worden. In dit onderzoek is eenmalig de selectie van
variabelen bepaald aan de hand van de 219 cases uit de casebase. In deze sectie zijn dan ook de resultaten van
werkwijze 2 beschouwd en niet de resultaten van werkwijze 1.
Vastgesteld wordt dat voor CBRth alle variabelen gebruikt worden.
Master thesis Case-based reasoning voor het voorspellen van succes van therapie
35
Methode voor matching
Voor de keuze tussen de klasse-methode en de score-methode worden de resultaten van beide methoden van
werkwijze 2 met elkaar vergeleken. Ook wordt beschouwd of de methoden voldoen aan de kenmerken die horen
bij een CBR-methode. Hiervoor worden zowel de resultaten van werkwijze 2 als werkwijze 1 gebruikt.
Als eerste worden de resultaten van beide methoden met elkaar vergeleken. In Grafiek 9 zijn de resultaten van
werkwijze 2 weergegeven van beide methoden voor CBRth met de gain als wegingsfactor over alle variabelen
en de conclusie gebaseerd op de 25 beste matches. In deze grafiek is duidelijk te zien dat de klasse-methode
betere resultaten levert dan score-methode. Bij een grens van similarity van 0 liggen de waarden bij elkaar (65%
en 66%). Naarmate de grens van similarity wordt opgehoogd wordt dit verschil alleen maar groter in het
voordeel van de klasse-methode.
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Grafiek 9 - Alle variabelen, n=25, w=gain, werkwijze 2
Een van de kenmerken van de CBR-methode is dat het percentage correcte voorspellingen beter wordt naarmate
de grens van similarity hoger wordt. De voorspelling wordt namelijk alleen nog maar gedaan als de cases een
bepaalde minimale mate van gelijkenis vertonen. In Grafiek 9 zijn de trendlijnen weergegeven. Voor klasse-
methode is dit een stijgende lijn. Deze methode voldoet aan de verwachting. Voor de score-methode is dit echter
een dalende lijn. De score-methode voldoet niet aan deze verwachting, zoals in de vorige sectie reeds is
opgemerkt.
Een ander kenmerk van de CBR-methode is dat het systeem slimmer wordt gedurende de tijd dat het in gebruik
is. De casebase wordt namelijk groter en daarmee meer domeindekkend. Daarnaast worden in CBRth ook de
wegingsfactoren voor de variabelen preciezer. Voor dit kenmerk wordt de resultaten van werkwijze 1
beschouwd.
In Grafiek 10 zijn de resultaten van werkwijze 1 weergegeven van beide methoden voor CBRth met de gain als
wegingsfactor over alle variabelen en de conclusie gebaseerd op de 25 beste matches. In werkwijze 1 wordt het
proces beschouwd van het opbouwen van de casebase met een lege casebase als uitgangspunt. Dit wordt gedaan
met 10 verschillende volgordes van het aanbieden van de cases. Het percentage correcte voorspellingen is een
gemiddelde van de 10 experimenten met de verschillende volgordes.
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Alle variabelen, n=25, w=gain, sim?0
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Grafiek 10 - Alle variabelen, n=25, w=gain, sim?0, werkwijze 1
In de grafiek zijn 4 verschillende resultaten weergeven. Namelijk het gemiddelde aantal correcte voorspellingen
van alle cases die de cyclus hebben doorlopen, van de laatste 100 die de cyclus hebben doorlopen, van de laatste
50 en de laatste 20 (zie ook werkwijze 1 in sectie 4.2.6). Het kenmerk dat CBRth slimmer zou moeten worden is
hierin terug te zien. Er is een trendlijn weergegeven in deze grafiek. De trendlijnen voor beide methoden zijn
stijgende lijnen. Verder valt op te merken dan de trendlijnen samen vallen. Dit geeft aan dat beide methoden het
evengoed doen.
Dit geldt echter niet voor de resultaten bij een hogere grens van similarity. In Grafiek 11 zijn dezelfde resultaten
weergeven voor de grens van similarity van 0.6. In deze grafiek is de trendlijn voor de klasse-methode stijgend,
maar voor de score-methode vlak. Een vlakke trendlijn betekent dat er geen verbetering is, maar ook geen
verslechtering.
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Grafiek 11 - Alle variabelen, n=25, w=gain, sim?0.6, werkwijze 1
Op basis van de hier besproken resultaten wordt voor CBRth de klasse-methode vastgesteld.
4.3.2 Resultaten CBRth
Nu de technieken zijn vastgesteld kunnen de resultaten besproken worden voor het tweede deel van de
doelstelling, namelijk hoe goed het CBRth lukt om met de beschikbare gegevens een voorspelling te doen.
In deze sectie worden de resultaten besproken voor CBRth met de technieken zoals ze in de vorige sectie zijn
vastgesteld. Dit betekent CBRth op basis van de klasse-methode met de gain als wegingsfactor over alle
variabelen. Om de tekst overzichtelijk te houden als dit niet meer bij het bespreken van een grafiek in de tekst
vermeld, maar alleen in het bijschrift bij de betreffende grafiek.
Referentiepunt
Dit onderzoek is gedaan met 219 cases. Hiervan hadden 98 cases een succesvolle behandeling en 121 geen
succesvolle behandeling. In percentages is dit 45% succesvol en 55% niet succesvol. Als er altijd een
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voorspelling “niet succesvol” gedaan zou worden zou dit in 55% van de gevallen correct zijn. CBRth zal in ieder
geval betere resultaten moeten opleveren dan 55% correcte voorspellingen om van enig nut te zijn voor de
gebruiker.
K-nearest neighbour
Als eerste worden de resultaten van CBRth beschouwd vanuit de aangepaste K-nearest neighbour methode,
ofwel rekening houden met het aantal matches waarop CBRth zijn conclusie baseert. De verwachting is dat als
de conclusie gebaseerd wordt op basis van meer matches, het aantal correcte voorspelling omhoog gaat. Bedenk
wel dat CBRth rekening houdt met de mate van gelijkheid van de matches met de nieuwe cases. De mate waarin
een match wordt gebruikt voor het bepalen van de voorspelling is afhankelijk van de similarity van die match
met de nieuwe case. Hoe hoger de similarity des te meer invloed (zie ook sectie 4.2.3).
In Grafiek 12 zijn de resultaten weergegeven van CBRth voor werkwijze 2 met een grens van similarity van 0. In
deze grafiek is ook het referentiepunt van 55% opgenomen. Dit laat duidelijk zien dat ongeacht op basis van
hoeveel matches (in de grafiek weergegeven met n), het resultaat van CBRth hoger is dan het referentiepunt.
Ook komt uit deze resultaten naar voren dat de verwachting dat CBRth betere resultaten geeft bij groter aantal
matches correct is voor n is 5, 15 en 25, namelijk respectievelijk 58%, 63% en 65%. De resultaten van n=1
(65%) spreken dit echter tegen, aangezien dit percentage hoger is dan het percentage bij n=5 en bij n=15.
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Grafiek 12 - Klasse-methode, alle variabelen, w=gain, sim?0, werkwijze 2
Hoe hoger de grens van similarity hoe minder verschil tussen de resultaten met voorspellingen op basis van
verschillende aantallen matches. Dit is te verklaren doordat CBRth zijn conclusie alleen baseert op die cases
waarvan de similarity met de nieuwe cases groter of gelijk is aan de grens van similarity. Hoe hoger de grens van
similarity hoe minder cases worden meegenomen voor het bepalen van de voorspelling. Dit is ook terug te zien
in Grafiek 13 waarin de resultaten getoond worden van werkwijze 2 met een grens van similarity van 0.6. Hier is
het resultaat 73% voor zowel n is 1, 5 en 25.
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Grafiek 13 - Klasse-methode, alle variabelen, w=gain, sim?0.6, werkwijze 2
De resultaten van werkwijze 1 voldoen wel aan de verwachting van hoe hoger de n hoe beter de resultaten. In
Grafiek 14 zijn de resultaten weergegeven van werkwijze 1 met een grens van similarity van 0. Hier zijn de
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resultaten getoond van werkwijze 1 waarbij alle cases de cyclus doorlopen, van alleen de laatste 100 die de
cyclus doorlopen en van de laatste 50 en de laatste 20. Bij alle cases (57%, 59%, 61%), de laatste 100 (61%,
62%, 66%) en de laatste 50 (63%, 63% 67%) is het patroon duidelijk terug te zien. Bij de laatste 20 wijkt dit
patroon echter af (72%, 65%, 68%). In deze werkwijze is gebruik gemaakt van 10 verschillende volgordes van
aanbieden van de cases. De resultaten zijn het gemiddelde van die 10 volgordes. Bij De laatste 20 cases op basis
van 1 match is de standaarddeviatie groot, namelijk 6.69. Dit weinig betrouwbare resultaat is een mogelijke
verklaring voor dit vertekenende resultaat.
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Grafiek 14 - Klasse-methode, alle variabelen, w=gain, sim?0, werkwijze 1
R-nearest neighbour
Vervolgens wordt CBRth beschouwd vanuit de R-nearest neighbour-methode, ofwel rekening houdend met een
grens van similarity voor de cases waarop CBRth zijn conclusie baseert. De verwachting is dat hoe hoger de
grens van similarity wordt ingesteld hoe beter de resultaten zijn.
In Grafiek 15 zijn de resultaten van werkwijze 2 weergegeven voor verschillende grenzen van similarity waarbij
de conclusie gebaseerd is op één beste match. Deze resultaten bevestigen de veronderstelling van betere
resultaten bij een hogere grens van similarity. De resultaten stijgen van 67% bij een grens van similarity van 0
naar 82% bij een grens van similarity van 0.7. De trendlijn die in deze grafiek is weergegeven is duidelijk
stijgend.
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Grafiek 15 - Klasse-methode, alle variabelen, w=gain, n=1, werkwijze 2
Ook is in de grafiek het referentiepunt van 55% weergegeven. Bij een grens van similarity van 0 zijn de
resultaten met een verschil van 10% beter dan het referentie punt. Naarmate de grens van similarity hoger wordt
stijgt dit percentage. Bij een grens van similarity van 0.62 is al 80% van de voorspellingen correct. Dit is een
verschil van 25% met het referentiepunt.
Maar hoe hoger de grens van similarity hoe minder voorspellingen gedaan kunnen worden. Als er in een cyclus
geen enkele case in de casebase gevonden wordt die voldoet aan de grens van similarity kan er geen voorspelling
gedaan worden voor de testcase die de cyclus doorloopt. In de grafiek is ook het percentage voorspellingen
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opgenomen. Dit is het percentage cases uit de testset waarvoor een voorspelling gedaan kon worden toen de
cases de cyclus doorliep. Bij een grens van similarity is dit 100% omdat er geen eis wordt gesteld aan de
similarity. Bij een grens van similarity van 0.6 is dat nog maar 34%, met andere woorden voor ongeveer 1/3 van
de cases uit de testset kon een voorspelling gedaan worden. Bij een grens van similarity van 0.7 is dit nog maar
1/20 deel.
Accuratesse
Ook is de accuratesse van CBRth beschouwd. Er is onderscheid gemaakt tussen de resultaten van CBRth
wanneer een voorspelling “succes” is gedaan en wanneer een voorspelling “geen succes” is gedaan. In
onderstaande tabellen zijn de resultaten van werkwijze 2 weergegeven voor CBRth met een grens van similarity
op basis van één beste match en op basis van 25 beste matches en de resultaten van CBRth met een grens van
similarity van 0.6 op basis van 25 beste matches.
similarity ? 0, n=1 similarity ? 0, n=25 similarity ? 0.6, n=25
 voorspelling  voorspelling  voorspelling
- + - + - +
onjuist 34 43 onjuist 41 36 onjuist 9 11
juist 78 64 juist 85 57 juist 31 23
juist bij voorsp. geen suc. 70% juist bij voorsp. geen suc. 67% juist bij voorsp. geen suc. 78%
juist bij voorsp. succes 60% juist bij voorsp. succes 61% juist bij voorsp. succes 68%
Een voorspeling kan twee waarden hebben. De voorspelling - staat voor “geen succes” en de voorspelling + staat
voor “succes”.  Per voorspelling staat aangegeven hoe vaak deze juist is voorspeld en hoe vaak deze onjuist is
voorspeld. Onder de eerste tabel staat dat 70% juist is voorspeld bij voorspelling “geen succes”. Dit percentage is
berekend door het aantal keer dat voorspelling - juist was (78) te delen door het aantal keer dat de voorspelling -
is gedaan (34 + 78). Deze 70% is hoger dan het percentage correcte voorspelling bij voorspelling + (succes). Dit
is 60%.
Uit de resultaten blijkt dat het percentage correcte voorspellingen bij de voorspelling “geen succes” beter is dan
bij de voorspelling “succes”. Bij een grens van similarity ? 0 is 70% correct voor “geen succes” en 60% correct
voor “succes” op basis van één beste match en respectievelijk 67% en 61% op basis van 25 beste matches. Bij
een grens van similarity ? 0.6 op basis van 25 beste matches is dat respectievelijk 78% en 68%.
Ook voor alle overige technieken is de accuratesse weergegeven in Bijlage 8 - accuratesse, werkwijze 2.
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5 DISCUSSIE
CBRth voorspelt of een therapievorm wel of niet succesvol zal zijn voor een cliënt. Dit onderzoek was gericht op
de therapievorm cognitieve therapie. Als voor de overige vormen van therapie ook een casebase zou worden
ingericht, zou CBRth voor verschillende vormen van therapie een voorspelling kunnen doen. Als CBRth bij een
cliënt voorspelt dat de therapievorm cognitieve therapie niet succesvol zal zijn, kan het mogelijk een andere
therapievorm aandragen waarvan het voorspelt dat deze wel succesvol is. Op basis van de adviezen van CBRth
zou het percentage van 45% succesvol met cognitieve therapie behandelde cliënten hoger kunnen worden.
CBRth in de praktijk
Uit dit onderzoek blijkt niet of het beter is de voorspelling te baseren op basis van de beste match of op basis van
meerdere matches. Daarom is de opzet van een retrieve-only systeem ook geschikt. De gebruiker geeft dan
vooraf aan op hoeveel cases de beslissing gebaseerd moeten worden.
CBRth zou op de volgende manier kunnen werken:
CBRth toont het resultaat van de RETRIEVE-stap. De beste match wordt als eerste getoond. Hierbij wordt de
similarity met de nieuw case vermeld. Verder toont CBRth ook nog een x-aantal volgende beste matches. Ook
hierbij geeft CBRth duidelijk de grens van similarity weer. De gebruiker kan zelf een beslissing nemen op basis
van deze getoonde matches of besluiten dat op basis van deze beste matches geen besluit genomen kan worden.
Maar daarnaast zou CBRth ook kunnen adviseren. Hiervoor geeft de gebruiker aan wat de grens van similarity
moet zijn en het maximum van aantal matches waarop het systeem de voorspelling moet baseren. CBRth kan op
dezelfde wijze als in dit onderzoek een voorspelling doen. Behalve deze voorspelling kan CBRth dan ook een
verwachting aangeven zodat de gebruiker kan bepalen of hij of zij deze voorspelling zal gebruiken.
Voorbeeld:
De gebruiker geeft aan de beslissing te baseren op maximaal de beste 15 matches met een grens van similarity
van 0.6. CBRth vindt de volgende 3 cases:
case 1: similarity = 0.9 en behandeling was succesvol
case 2: similarity = 0.7 en behandeling was succesvol
case 3: similarity = 0.6 en behandeling was niet succesvol
Er worden niet meer cases gevonden die voldoen aan de grens van similarity van 0.6. Op basis van deze cases
komt CBRth tot een voorspelling van succesvol.
Bij deze voorspelling kan de volgende verwachting gegeven worden:
(0.9 + 0.7) / (0.9 + 0.7 + 0.6) = 0.73
Bijkomend effect
Dit onderzoek heeft ook nog iets anders opgeleverd. Een bijkomend effect is dat als het systeem met
verschillende randomisaties wordt doorlopen (werkwijze 1) er iedere keer cases uitspringen die zorgen voor een
verkeerde voorspelling. Dit is een interessant gegeven voor de onderzoekers. Op deze manier kunnen outliers
getraceerd worden.
Verdere verbetering
Mogelijkheden om de resultaten te verbeteren zijn:
· meer variabelen meenemen: Mogelijk zijn niet alle relevante variabelen meegenomen. Er is bijvoorbeeld
niets gedaan met de diagnoses van de AS II en de diagnoses van AS I die niet de hoofddiagnose vormen.
· het besluitattribuut: Het C-criterium kijkt naar de toestandsovergang van klachten naar (geen) klachten.
Mogelijk is een andere uitkomst beter. Denk hierbij aan de overgang van klachten naar (minder) klachten.
· een fuzzy uitkomstmaat: Er is geen rekening gehouden met de mate van verbetering van de beste matches.
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· missende waarden meenemen: Doordat de cases met missende waarden buiten beschouwing zijn gelaten is
de casebase beperkt. Door de cases met missende waarden op de een of andere manier mee te nemen, is de
casebase groter. Hierdoor is er meer kennis beschikbaar.
De vraag blijft open of deze mogelijkheden voor betere resultaten kunnen zorgen. Mogelijk is met het huidige
systeem het hoogst haalbare resultaat reeds bereikt. Misschien spelen andere factoren die voorkomen gedurende
de therapie (zoals bijvoorbeeld het verliezen van een partner of baan, of de kredietcrisis) een veel belangrijkere
rol.
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6 CONCLUSIE
Het doel van het onderzoek was tweeledig:
1. onderzoeken welke technieken geschikt zijn om CBRth op te zetten, en
2. onderzoeken hoe goed het CBRth lukt om met de beschikbare gegevens een voorspelling te doen.
Voor het eerste deel van het doel zijn de volgende technieken vastgesteld:
1. het toekennen van de gain als wegingsfactor voor de variabelen i.p.v. alle variabelen evenveel gewicht
toekennen;
2. het gebruik van alle variabelen i.p.v. een preselectie van variabelen op basis van een beslisboom
middels de ID3-methode; en
3. het gebruik van de klasse-methode i.p.v. de score-methode.
Voor het tweede deel van het doel blijkt dat CBRth op de beschikbare gegevens in 65% van de cycli die
doorlopen worden een correcte voorspelling doet. Dit is wanneer geen eisen gesteld worden aan de mate van
gelijkheid waarop de voorspelling is gebaseerd (similarity ? 0). Als er wel eisen gesteld worden aan de mate van
gelijkheid dan wordt het systeem betrouwbaarder. Bij een grens van similarity van 0.62 is van de gedane
voorspellingen 80% correct. Er worden alleen maar voorspellingen gedaan als voldaan is aan de eis van
similarity. In het geval van een grens van 0.62 is dat voor 23% van de testcases die de cyclus doorlopen. Dit
betekent dat CBRth betrouwbaarder is naarmate de grens van similarity hoger is. Er kan dan echter niet meer
voor iedere case die aan CBRth wordt aangeboden een voorspelling gedaan worden. In de praktijk zal daarom
een balans gevonden moeten worden in de grens van similarity en het percentage voorspellingen dat CBRth kan
doen.
De basesline is 55%, en CBRth geeft betere voorspellingen dan dat. Dat wil dus zeggen dat het systeem zinvolle
extra informatie geeft. Bovendien geldt in dit geval dat 55% het succes is van de menselijke expert, die immers
deze therapievorm voorgeschreven hebben. CBRth presteert dan beter dan mensen experts. Er mag dus
geconcludeerd worden dat CBRth nuttige adviezen geeft ten opzichte van de slagingskans van cognitieve
therapie.
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BIJLAGEN
BIJLAGE 1 - VARIABELEN UIT INTERVIEW
Het interview bestaat uit een aantal vragen naar biografische gegevens. De interviewer scoort aan de hand van de
antwoorden van de cliënt een vragenlijst. Het score formulier bestaat uit een aantal vragen met
voorgedefinieerde antwoordcategorieën en een aantal vragen met een numeriek antwoord zonder
antwoordcategorieën:
Vragen met voorgedefinieerde antwoorden
Binnen de voorgedefinieerde antwoorden is het bij een aantal vragen ook mogelijk meer antwoorden te geven
per vraag. In de tabel is aangegeven hoeveel antwoorden gegeven kunnen worden. In sommige vragen zijn de
antwoorden ook oplopend geordend. Ook dit is in de tabel aangegeven.
variabele # antwoorden # antwoordcategorieën geordend range
geslacht 1 2 nee [1, 2]
hoogste beroepsniveau 1 7 ja [1, 7]
huidig beroep of functie 1 6 ja [1, 6]
werksituatie momenteel 1 tot 3 10 nee [1, 10]
burgerlijke staat 1 8 nee [1, 8]
godsdienst 1 5 nee [1, 5]
hoogst voltooide opleiding 1 11 ja [1, 11]
Vragen met numerieke (natuurlijke getallen) niet voorgedefinieerde antwoorden
variabele
leeftijd
duur van de klacht waarvoor in behandeling  (in maanden)
Medicatie
Er wordt ook gevraagd naar het medicatiegebruik van de cliënt. Alleen de psychofarmaca wordt geregistreerd. Er
worden 0 tot 3 middelen geregistreerd. Per middel wordt geregistreerd wat met welk doel het medicijn genomen
wordt en wat de stofnaam van het medicijn is.
Per medicament wordt geregistreerd:
variabele # antwoorden # antwoordcategorieën geordend range
medicatiedoel 1 4 nee [1, 4]
medicatienaam 1 > 100 nee [1, 888]
De medicatielijst wordt regelmatig bijgewerkt.
Eerdere behandeling
Er wordt ook gevraagd naar eerdere behandelingen. Er worden tot maximaal 3 typen geregistreerd.
Per type behandeling wordt geregistreerd:
variabele # antwoorden # antwoordcategorieën geordend range
soort 1 6 nee [1, 6]
klinisch of ambulant 1 3 nee [1, 3]
hoe vaak 1 geen (numerieke invoer)
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BIJLAGE 2 - VARIABELEN UIT VRAGENLIJSTEN
SCL-90
subschaal range in onderzoek
agorafobie 7-35 ja
angst 10-50 ja
depressie 16-80 ja
somatische klachten 12-60 ja
insufficiëntie van denken en handelen 9-45 ja
wantrouwen en interpersoonlijke juist bij voorsp. succes 18-90 ja
hostiliteit 6-30 ja
slaapproblemen 3-15 ja
overige 9-45 nee
psychoneuroticisme 90-450 nee
FQ-A
subschaal range in onderzoek
main-phobia 0-8 ja
agorafobie 0-40 ja
bloed/injecties 0-40 ja
sociale angst 0-40 ja
totaal 0-120 nee
FQ-V
subschaal range in onderozek
main-phobia 0-8 ja
agorafobie 0-40 ja
bloed/injecties 0-40 ja
sociale angst 0-40 ja
totaal 0-120 nee
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BIJLAGE 3 - BEREKENING VAN HET C-CRITERIUM
Formule
De formule voor het berekenen van het C-criterium gegeven door (Jacobson & Truax 1991) is:
c = (SDnormalen · Mpoli + SDpoli · Mnormalen) / (SDnormalen · SDpoli)
Hierbij geldt:
c = C-criterium
M = gemiddelde
SD = standaarddeviatie
De berekening gaat uit van de gegevens van de gegevens van de algemene bevolking (“normalen”) en van de
gegevens van de poliklinische groep (“poli”).
Voor de mannen
Voor de mannen geeft (Arrindell & Ettema 2003) de volgende gegevens:
Mpoli = 196.4
SDpoli = 62.1
Mnormalen = 117.2
SDnormalen = 27.3
c = (27.3 · 196.4 + 62.1 · 117.2) / (27.3 + 62.1) = 141.4
Voor de mannelijke populatie geldt nu dat alle mannen die bij de nameting lager scoren dan 141.4 de therapie
succesvolle hebben doorlopen en de mannen die bij de nameting hoger scoren dan 141.4 de therapie niet
succesvol hebben doorlopen. Verder geldt dat alle mannen die bij aanvang van therapie lager scoren dan 141.4
bij dit onderzoek zijn uitgesloten.
Voor de vrouwen
Voor de vrouwen geeft (Arrindell & Ettema 2003) de volgende gegevens:
Mpoli = 215.3
SDpoli = 67.6
Mnormalen = 128.9
SDnormalen = 36.4
c = (36.4 · 215.3 + 67.6 · 128.9) / (36.4 + 67.6) = 159.1
Voor de vrouwelijke populatie geldt nu dat alle vrouwen die bij de nameting lager scoren dan 159.1 de therapie
succesvolle hebben doorlopen en de vrouwen die bij de nameting hoger scoren dan 159.1 de therapie niet
succesvol hebben doorlopen. Verder geldt dat alle vrouwen die bij aanvang van therapie lager scoren dan 159.1
bij dit onderzoek zijn uitgesloten.
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BIJLAGE 4 - INITIËLE SET VARIABELEN
# naam type discreti-
zeren
minimum maximum beschrijving
1 SCL_agorafobie discreet ja 7 35 SCL-90, subschaal agorafobie
2 SCL_angst discreet ja 10 50 SCL-90, subschaal angst
3 SCL_depressie discreet ja 16 80 SCL-90, subschaal depressie
4 SCL_somatisch discreet ja 12 60 SCL-90, subschaal somatisch
5 SCL_insufficientie discreet ja 9 45 SCL-90, subschaal insufficiëntie
6 SCL_juist bij voorsp.
succes
discreet ja 18 90 SCL-90, subschaal juist bij voorsp. succes
7 SCL_hostiliteit discreet ja 6 30 SCL-90, subschaal hostiliteit
8 SCL_slaapproblemen discreet ja 3 15 SCL-90, subschaal slaapproblemen
9 FQA_main discreet nee 0 8 FQ-A , item main phobia
10 FQA_agorafobie discreet ja 0 40 FQ-A, subschaal agorafobie
11 FQA_bloed_injecties discreet ja 0 40 FQ-A, subschaal bloed/injecties
12 FQA_sociale_angst discreet ja 0 40 FQ-A, subschaal sociale angst
13 FQV_main discreet nee 0 8 FQ-V, item main phobia
14 FQV_agorafobie discreet ja 0 40 FQ-V, subschaal agorafobie
15 FQV_bloed_injecties discreet ja 0 40 FQ-V, subschaal bloed/injecties
16 FQV_sociale_angst discreet ja 0 40 FQ-V, subschaal sociale angst
17 geslacht nominaal nee 1 2 geslacht
18 burgerlijke_staat nominaal nee 1 8 burgerlijke staat
19 godsdienst nominaal nee 1 5 godsdienst
20 opleidings_niveau discreet nee 1 11 opleidingsniveau
21 leeftijd discreet ja 16 72 leeftijd
22 medicatie nominaal nee 0 1 wel of geen psychofarmaca
23 eerdere_behandeling nominaal nee 0 1 wel of geen eerder behandeling
24 duur_klacht discreet ja 0 600 duur van de klacht in maanden
25 cluster nominaal nee 1 15 clusterverdeling volgens DSM
26 diagnose nominaal nee 1 36 diagnose (DSM III en IV samen, zelfgedefinieerde codering)
27 medicatieCat1 nominaal nee 0 1 wel of geen medicatie categorie 1
28 medicatieCat2 nominaal nee 0 1 wel of geen medicatie categorie 2
29 medicatieCat3 nominaal nee 0 1 wel of geen medicatie categorie 3
30 medicatieCat4 nominaal nee 0 1 wel of geen medicatie categorie 4
31 conditie nominaal nee 1 6 therapievorm
De 31ste variabele (conditie) is geen echte variabele maar de aanduiding van de conditie. Deze kan wel
meegenomen worden als variabele als gekeken wordt naar de gehele dataset waarbij gekeken wordt naar effect
van therapie ongeacht welke vorm.
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BIJLAGE 5 - INDEX VOCABULAIRE
therapievorm cognitieve therapie
# naam type discretizen arity range gain a in selectie
1 SCL_agorafobie discreet norm SCL-90 7 7-35 0,02736497 0,241 ja
2 SCL_angst discreet norm SCL-90 7 10-50 0,04133001 0,171 ja
3 SCL_depressie discreet norm SCL-90 7 16-80 0,08363777 0,108 ja
4 SCL_somatisch discreet norm SCL-90 7 12-60 0,08813659 0,143 ja
5 SCL_insufficientie discreet norm SCL-90 7 9-45 0,07110794 0,189 ja
6
SCL_juist bij voorsp.
succes discreet norm SCL-90 7 18-90 0,02363916 0,096 ja
7 SCL_hostiliteit discreet norm SCL-90 7 6-30 0,04216844 0,280 ja
8 SCL_slaapproblemen discreet norm SCL-90 7 3-15 0,06896175 0,538 ja
9 FQA_main discreet nee 0-8 0,00989450 1,000 ja
10 FQA_agorafobie discreet equal freq. 5 0-40 0,01483023 0,122 nee
11 FQA_bloed_injecties discreet equal freq. 5 0-40 0,04382451 0,122 ja
12 FQA_sociale_angst discreet equal freq. 5 0-40 0,02647900 0,122 nee
13 FQV_main discreet nee 0-8 0,01541176 1,000 ja
14 FQV_agorafobie discreet equal freq. 5 0-40 0,04044443 0,122 nee
15 FQV_bloed_injecties discreet equal freq. 5 0-40 0,01048150 0,122 nee
16 FQV_sociale_angst discreet equal freq. 5 0-40 0,02299144 0,122 ja
17 geslacht nominaal nee 1-2 0,00259123 1,000 nee
18 burgerlijke_staat nominaal nee 1-8 0,00240288 1,000 nee
19 godsdienst nominaal nee 1-5 0,01733665 1,000 nee
20 opleidings_niveau discreet nee 1-11 0,01270122 1,000 ja
21 leeftijd discreet equal freq. 5 16-72 0,01212666 0,088 nee
22 medicatie nominaal nee 0-1 0,00003262 1,000 nee
23 eerdere_behandeling nominaal nee 0-1 0,00788818 1,000 nee
24 duur_klacht discreet equal freq. 5 0-600 0,01103100 0,008 nee
25 cluster nominaal nee 1-15 0,02190314 1,000 nee
26 diagnose nominaal nee 1-36 0,11529847 1,000 ja
27 medicatieCat1 nominaal nee 0-1 0,00054747 1,000 nee
28 medicatieCat2 nominaal nee 0-1 0,00054165 1,000 nee
29 medicatieCat3 nominaal nee 0-1 0,00179022 1,000 nee
30 medicatieCat4 nominaal nee 0-1 0,00680736 1,000 nee
toelichting
naam naam van de variabele
type discrete of nominale variabele
discretizen wijze waarop de variabele gediscretizeerd is; indien “nee” is de variabele niet gediscretizeerd
arity aantal klassen na discretizeren
range minimale en maximale waarde van de score van de variabele
gain berekende gain over de gehele set van 219 cases
a waarde in functie van nearest neighbourmethode (zie sectie 4.2.2)
in selectie of de variabele in de selectie zit op basis van de beslisboom (zie sectie 4.2.1)
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BIJLAGE 6 - RESULTATEN WERKWIJZE 1
therapievorm cognitieve therapie
Op basis van 30 variabelen
Klasse-methode w=gain
similarity ? 0 similarity ? 0.5 similarity ? 0.6
aantal
matches
%
cases
alle laat-
ste
100
laat-
ste 50
laat-
ste 20
aantal
matches
%
cases
alle laat-
ste
100
laat-
ste 50
laat-
ste 20
aantal
matches
%
cases
alle laat-
ste
100
laat-
ste 50
laat-
ste 20
1 100 57 61 63 72 1 62 62 64 66 75 1 17 71 72 73 75
5 100 59 62 63 65
25 100 61 66 67 68 25 62 62 63 65 70 25 17 71 72 73 75
Score-methode w=gain
similarity ? 0 similarity ? 0.5 similarity ? 0.6
aantal
matches
%
cases
alle laat-
ste
100
laat-
ste 50
laat-
ste 20
aantal
matches
%
cases
alle laat-
ste
100
laat-
ste 50
laat-
ste 20
aantal
matches
%
cases
alle laat-
ste
100
laat-
ste 50
laat-
ste 20
1 100 57 59 58 62 1 64 57 59 58 62 1 20 61 61 61 59
5 100 60 64 66 71
25 100 62 66 67 69 25 64 60 61 63 65 25 20 62 62 63 61
Klasse-methode w=1
similarity ? 0 similarity ? 0.5 similarity ? 0.6
aantal
matches
%
cases
alle laat-
ste
100
laat-
ste 50
laat-
ste 20
aantal
matches
%
cases
alle laat-
ste
100
laat-
ste 50
laat-
ste 20
aantal
matches
%
cases
alle laat-
ste
100
laat-
ste 50
laat-
ste 20
1 100 54 57 56 54 1 89 54 57 56 54 1 36 55 58 56 56
5 100 57 59 61 62
25 100 60 65 65 63 25 89 58 61 62 59 25 36 54 56 52 50
Score-methode w=1
similarity ? 0 similarity ? 0.5 similarity ? 0.6
aantal
matches
%
cases
alle laat-
ste
100
laat-
ste 50
laat-
ste 20
aantal
matches
%
cases
alle laat-
ste
100
laat-
ste 50
laat-
ste 20
aantal
matches
%
cases
alle laat-
ste
100
laat-
ste 50
laat-
ste 20
1 100 53 53 49 51 1 88 53 53 48 50 1 37 55 56 53 57
5 100 59 60 60 62
25 100 60 65 67 69 25 88 56 61 59 65 25 37 58 61 58 64
toelichting
w = gain de gain als wegingsfactor
w = 1 1 als wegingsfactor, ofwel iedere variabele telt even zwaar mee
similarity ? x alleen cases waarbij de similarity met de nieuwe case groter of gelijk is aan x tellen mee als match
aantal matches conclusie op basis van dit aantal beste matches, mits deze voldoen aan de similarity grens liggen
% cases percentage cases waarvoor een voorspelling is gedaan omdat minimaal één match aan de similarity grens voldoet
alle percentage correcte voorspellingen over alle cases
laatste x percentage correcte voorspellingen van de laatste x cases die de cyclus hebben doorlopen
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Op basis van 14 variabelen
Klasse-methode w=gain
similarity ? 0 similarity ? 0.5 similarity ? 0.6
aantal
matches
%
cases
alle laatste
100
laatste
50
laatste
20
aantal
matches
%
cases
alle laatste
100
laatste
50
laatste
20
aantal
matches
%
cases
alle laatste
100
laatste
50
laatste
20
1 100 58 63 65 70 1 63 63 65 67 73 1 23 69 70 68 71
5 100 60 64 66 70
25 100 62 67 69 73 25 63 63 65 65 68 25 23 69 70 67 71
Score-methode w=gain
similarity ? 0 similarity ? 0.5 similarity ? 0.6
aantal
matches
%
cases
alle laatste
100
laatste
50
laatste
20
aantal
matches
%
cases
alle laatste
100
laatste
50
laatste
20
aantal
matches
%
cases
alle laatste
100
laatste
50
laatste
20
1 100 59 62 62 65 1 60 62 65 64 67 1 25 65 68 67 64
5 100 61 63 63 65
25 100 62 66 67 70 25 60 62 63 61 66 25 25 66 67 67 64
Klasse-methode w=1
similarity ? 0 similarity ? 0.5 similarity ? 0.6
aantal
matches
%
cases
alle laatste
100
laatste
50
laatste
20
aantal
matches
%
cases
alle laatste
100
laatste
50
laatste
20
aantal
matches
%
cases
alle laatste
100
laatste
50
laatste
20
1 100 59 61 63 64 1 59 63 63 63 65 1 5 61 60 62 53
5 100 62 63 65 68
25 100 61 65 66 67 25 59 62 62 62 61 25 5 61 60 62 53
Score-methode w=1
similarity ? 0 similarity ? 0.5 similarity ? 0.6
aantal
matches
%
cases
alle laatste
100
laatste
50
laatste
20
aantal
matches
%
cases
alle laatste
100
laatste
50
laatste
20
aantal
matches
%
cases
alle laatste
100
laatste
50
laatste
20
1 100 59 61 59 65 1 41 60 59 58 64 1 5 65 70 74 60
5 100 62 64 65 67
25 100 60 64 67 70 25 41 63 64 63 67 25 5 65 70 74 60
toelichting
w = gain de gain als wegingsfactor
w = 1 1 als wegingsfactor, ofwel iedere variabele telt even zwaar mee
similarity ? x alleen cases waarbij de similarity met de nieuwe case groter of gelijk is aan x tellen mee als match
aantal matches conclusie op basis van dit aantal beste matches, mits deze voldoen aan de similarity grens liggen
% cases percentage cases waarvoor een voorspelling is gedaan omdat minimaal één match aan de similarity grens voldoet
alle percentage correcte voorspellingen over alle cases
laatste x percentage correcte voorspellingen van de laatste x cases die de cyclus hebben doorlopen
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BIJLAGE 7 - RESULTATEN WERKWIJZE 2
therapievorm cognitieve therapie
30 variabelen 14 variabelen
similarity ? 0 similarity ? 0
aantal km sm km sm aantal km sm km sm
matches w=gain w=gain w=1 w=1 matches w=gain w=gain w=1 w=1
% voorsp. 100 100 100 100 % voorsp. 100 100 100 100
1 65 59 54 50 1 63 62 60 61
5 58 67 61 60 5 64 64 64 64
15 63 69 62 68 15 64 68 69 63
25 65 66 67 69 25 65 68 65 66
similarity ? 0.5 similarity ? 0.5
aantal km sm km sm aantal km sm km sm
matches w=gain w=gain w=1 w=1 matches w=gain w=gain w=1 w=1
% voorsp. 88 83 98 98 % voorsp. 90 82 85 63
1 67 59 53 50 1 65 63 59 59
5 63 64 60 60 5 62 62 63 64
15 62 64 62 61 15 61 65 62 65
similarity ? 0.6 similarity ? 0.6
aantal km sm km sm aantal km sm km sm
matches w=gain w=gain w=1 w=1 matches w=gain w=gain w=1 w=1
% voorsp. 34 41 59 54 % voorsp. 41 45 9 9
1 73 60 51 52 1 66 60 60 65
5 73 63 51 61 5 65 67 60 65
25 73 63 51 61 25 65 67 60 65
similarity ? 0.62 similarity ? 0.62
aantal km sm km sm aantal km sm km sm
matches w=gain w=gain w=1 w=1 matches w=gain w=gain w=1 w=1
% voorsp. 23 28 33 38 % voorsp. 30 36 9 5
1 80 61 51 49 1 67 67 60 40
25 80 60 49 51 25 68 69 60 40
similarity ? 0.65
aantal km sm km sm
matches w=gain w=gain w=1 w=1
% voorsp. 20 26 1 3
1 75 67 0 33
25 75 67 0 33
similarity ? 0.7 similarity ? 0.7
aantal km sm km sm aantal km sm km sm
matches w=gain w=gain w=1 w=1 matches w=gain w=gain w=1 w=1
% voorsp. 5 3 5 5 % voorsp. 11 8 1 1
1 82 57 55 67 1 92 61 0 100
25 82 57 55 67 25 92 61 0 100
toelichting
km klasse-methode
sm score-methode
w = gain de gain als wegingsfactor
w = 1 1 als wegingsfactor, ofwel iedere variabele telt even zwaar mee
similarity ? x alleen cases waarbij de similarity met de nieuwe case groter of gelijk is aan x tellen mee als match
aantal matches conclusie op basis van dit aantal beste matches, mits deze voldoen aan de similarity grens liggen
% voorsp. het percentage cases waarvoor een voorspelling is gedaan
waarden de waarden vermeld in de tabellen geven het percentage correcte voorspellingen aan
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BIJLAGE 8 - ACCURATESSE, WERKWIJZE 2
therapievorm cognitieve therapie
Op basis van 30 variabelen
similarity ? 0, n=1 similarity ? 0, n=25 similarity ? 0.6, n=25
klasse-methode w = gain klasse-methode w = gain klasse-methode w = gain
 voorspelling  voorspelling  voorspelling
- + - + - +
onjuist 34 43 onjuist 41 36 onjuist 9 11
juist 78 64 juist 85 57 juist 31 23
juist bij voorsp. geen suc. 70% juist bij voorsp. geen suc. 67% juist bij voorsp. geen suc. 78%
juist bij voorsp. succes 60% juist bij voorsp. succes 61% juist bij voorsp. succes 68%
score-methode w = gain score-methode w = gain score-methode w = gain
 voorspelling  voorspelling  voorspelling
- + - + - +
onjuist 47 42 onjuist 39 35 onjuist 17 16
juist 79 51 juist 86 59 juist 25 32
juist bij voorsp. geen suc. 63% juist bij voorsp. geen suc. 69% juist bij voorsp. geen suc. 60%
juist bij voorsp. succes 55% juist bij voorsp. succes 63% juist bij voorsp. succes 67%
klasse-methode w = 1 klasse-methode w = 1 klasse-methode w = 1
 voorspelling  voorspelling  voorspelling
- + - + - +
onjuist 50 51 onjuist 43 30 onjuist 31 32
juist 70 48 juist 91 55 juist 37 29
juist bij voorsp. geen suc. 58% juist bij voorsp. geen suc. 68% juist bij voorsp. geen suc. 54%
juist bij voorsp. succes 48% juist bij voorsp. succes 65% juist bij voorsp. succes 48%
score-methode w = 1 score-methode w = 1 score-methode w = 1
 voorspelling  voorspelling  voorspelling
- + - + - +
onjuist 53 56 onjuist 37 31 onjuist 21 25
juist 65 45 juist 90 61 juist 34 38
juist bij voorsp. geen suc. 55% juist bij voorsp. geen suc. 71% juist bij voorsp. geen suc. 62%
juist bij voorsp. succes 45% juist bij voorsp. succes 66% juist bij voorsp. succes 60%
toelichting
similarity ? x alleen cases waarbij de similarity met de nieuwe case groter of gelijk is aan x tellen mee als match
n het aantal beste matches waarop de voorspelling is gebaseerd
w = gain de gain als wegingsfactor
w = 1 1 als wegingsfactor, ofwel iedere variabele telt even zwaar mee
juist bij voorsp. succes het percentage correcte voorspellingen voor de cases waarbij de behandeling succesvol was
juist bij voorsp. geen suc. het percentage correcte voorspellingen voor de cases waarbij de behandeling niet succesvol was
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Op basis van 14 variabelen
similarity ? 0, n=1 similarity ? 0, n=25 similarity ? 0.6, n=25
klasse-methode w = gain klasse-methode w = gain klasse-methode w = gain
 voorspelling  voorspelling  voorspelling
- + - + - +
onjuist 44 40 onjuist 43 34 onjuist 13 18
juist 81 58 juist 87 55 juist 29 29
juist bij voorsp. geen suc. 65% juist bij voorsp. geen suc. 67% juist bij voorsp. geen suc. 69%
juist bij voorsp. succes 59% juist bij voorsp. succes 62% juist bij voorsp. succes 62%
score-methode w = gain score-methode w = gain score-methode w = gain
 voorspelling  voorspelling  voorspelling
- + - + - +
onjuist 44 40 onjuist 34 35 onjuist 15 17
juist 81 54 juist 86 64 juist 28 38
juist bij voorsp. geen suc. 65% juist bij voorsp. geen suc. 72% juist bij voorsp. geen suc. 65%
juist bij voorsp. succes 57% juist bij voorsp. succes 65% juist bij voorsp. succes 69%
klasse-methode w = 1 klasse-methode w = 1 klasse-methode w = 1
 voorspelling  voorspelling  voorspelling
- + - + - +
onjuist 47 40 onjuist 48 29 onjuist 4 4
juist 81 51 juist 92 50 juist 8 4
juist bij voorsp. geen suc. 63% juist bij voorsp. geen suc. 66% juist bij voorsp. geen suc. 67%
juist bij voorsp. succes 56% juist bij voorsp. succes 63% juist bij voorsp. succes 50%
score-methode w = 1 score-methode w = 1 score-methode w = 1
 voorspelling  voorspelling  voorspelling
- + - + - +
onjuist 42 44 onjuist 39 35 onjuist 4 3
juist 77 56 juist 86 59 juist 11 2
juist bij voorsp. geen suc. 65% juist bij voorsp. geen suc. 69% juist bij voorsp. geen suc. 73%
juist bij voorsp. succes 56% juist bij voorsp. succes 63% juist bij voorsp. succes 40%
toelichting
similarity ? x alleen cases waarbij de similarity met de nieuwe case groter of gelijk is aan x tellen mee als match
n het aantal beste matches waarop de voorspelling is gebaseerd
w = gain de gain als wegingsfactor
w = 1 1 als wegingsfactor, ofwel iedere variabele telt even zwaar mee
juist bij voorsp. succes het percentage correcte voorspellingen voor de cases waarbij de behandeling succesvol was
juist bij voorsp. geen suc. het percentage correcte voorspellingen voor de cases waarbij de behandeling niet succesvol was
