Traceability codes are combinatorial objects introduced by Chor, Fiat and Naor in 1994 to be used to trace the origin of digital content in traitor tracing schemes. Let F be an alphabet set of size q and n be a positive integer. A t-traceability code is a code C ⊆ F n which can be used to catch at least one colluder from a collusion of at most t traitors. It has been shown that t-traceability codes do not exist for q ≤ t. When q > t 2 , t-traceability codes with positive code rate can be constructed from error correcting codes with large minimum distance. Therefore, Barg and Kabatiansky asked in 2004 that whether there exist t-traceability codes with positive code rate for t + 1 ≤ q ≤ t 2 . In 2010, Blackburn, Etzion and Ng gave an affirmative answer to this question for q ≥ t 2 −⌈t/2⌉+1, using the probabilistic methods. However, they did not see how their probabilistic methods can be used to answer this question for the remaining values of q. They even suspected that there may be a 'Plotkin bound' of traceability codes that forbids the existence of such codes. In this paper, we give a complete answer to BargKabatiansky's question (in the affirmative). Surprisingly, our construction is deterministic.
Introduction
Traceability codes were first introduced by Chor, Fiat and Naor [3] in order to protect copyrighted materials from unauthorised use. These codes are useful in scenarios like decrypting broadcast messages, software installation and distribution of multimedia content [3, 4, 5] . Let us begin with some definitions and notations.
Let F be a finite set of cardinality q and n be a positive integer. We use x = (x 1 , . . . , x n ) to denote a vector from F n . For arbitrary two vectors x, y ∈ F n , the Hamming distance d(x, y) is defined to be the number of distinct coordinates between them:
d(x, y) = |{1 ≤ i ≤ n | x i = y i }|.
Sometimes it will be more convenient to use I(x, y) = n−d(x, y), which denotes the number of identical coordinates between x and y, when considering the similarity between x and y. Consider a code C ⊆ F n , the minimum distance of C is defined to be d(C ) = min{d(x, y) | x, y ∈ C , x = y}.
We say C is an (n, M, d) code (or just an (n, M) code if the distance is of no importance) if it has length n, size M and minimum distance d. The code rate of C is defined to be
Let D be a subset of C , we use desc i (D) to denote the collection of the i-th coordinates of the codewords in D:
The descendant set of D, desc(D), is defined to be the collection of words of F n that can be produced by the codewords of D:
For example, if D = {100, 010}, then desc(D) = {100, 000, 010, 000}. A code C ⊆ F n is said to be a t-traceability code (or t-TA code for simplicity) if for arbitrary D ⊆ C with |D| ≤ t and arbitrary y ∈ desc(D), it holds that
We also use another criterion which is equivalent to the above one:
, |D| ≤ t} denote the collection of subsets of C with at most t codewords that can produce y, then the property of t-TA codes implies that
That is to say, if we are given a word y which is produced by an unknown set of at most t codewords, then the codewords of C which are at minimum distance to y must lie in such a set. So given such y, we can trace back to some x ∈ ∩ D∈Pt(y) D in time O(Mn), where M denotes the size of the code.
Though it may take some time to understand the definition, the following result stated in [3, 4] shows that it is very easy to construct traceability codes under certain conditions. Theorem 1.1 ( [3, 4] ). Let C be a q-ary error correcting code of length n. Suppose the minimum Hamming distance of
This sufficient condition is also necessary for MDS codes [7] . The following theorem is a direct consequence of Theorem 1.1.
Theorem 1.2 ([12]
). Let q be a prime power such that q ≥ n + 1, then there exits a t-TA code of length n with cardinality q ⌈n/t 2 ⌉ .
One can prove Theorem 1.2 by taking an appropriate Reed-Solomon code satisfying the condition of Theorem 1.1. When the alphabet size q is sufficiently large, say, q ≥ n + 1, Blackburn et al. [2] suspected that the construction in Theorem 1.2 was near optimal (They believed that the cardinality of t-TA codes could be bounded by cq ⌈n/t 2 ⌉ with some constant c). On the other hand, when q is relative small, the method in Theorem 1.1 does not provide large enough traceability codes. For example, the Plotkin bound (see [13] ) of error correcting codes suggests that for any q-ary (n, M, d) code it holds that
where δ = d/n is the relative distance of the code. Substituting the condition of Theorem 1.1, i.e. δ > 1 − 1/t 2 , into (1), one can see the denominator qδ − (q − 1) is positive provided that q ≤ t 2 , implying M ≤ qn. Therefore, when q ≤ t 2 , Theorem 1.1 does not provide traceability codes with positive code rate.
Taking into account the fact that there do not exist t-TA codes when q ≤ t (see, Lemma 1.6 of [12] ), Barg and Kabatiansky [1] [12] to construct t-TA codes with q < t 2 and M > q. Since then, there were several papers focusing on this theme. For example, van Trung and Martirosyan [14] constructed a class of such codes by using error correcting codes with large minimum distance obtained from mutually orthogonal latin squares. In the meanwhile, Lindkvist, Lofvenberg and Svanstrom [10] found a construction without the help of large minimum distance. Unfortunately, both constructions have small sizes and the code rates tend to zero very quickly. The turning point appeared in [8, 9] , where with a probabilistic argument, Kabatiansky constructed a 3-ary 2-TA code with positive code rate. Later this result was generalized by Blackburn et al. in [2] , where they proved the following theorem, again with a probabilistic method:
There is a positive answer to Question 1.3 provided that t 2 − ⌈t/2⌉ + 1 ≤ q.
However, their method does not apply for smaller q. In the concluding section of [2] , the authors suspected that there may exist a Plotkin bound for traceability codes that forbids the existence of such codes. The aim of this paper is to give a complete positive answer to Barg-Kabatiansky's question. Surprisingly, our construction is deterministic. By concatenating an algebraic-geometry code (or AG code for simplicity) as the outer code and a simplex code (which is the dual code of the Hamming code) as the inner code, we prove the following theorem: Theorem 1.5. For all positive integers t ≥ 2 and q ≥ t + 1, there exists a q-ary t-TA code with positive code rate.
Construction
In this section we aim to prove Theorem 1.5. The idea is to use the well-known concatenating technique in the coding theory, but our treatment is very skillful.
Let us take a Q-ary (N, M, σN) code U and a q-ary (n, T, δn) code V to be the outer code and the inner code, respectively. We will first consider the simpler case when q is a prime power, since then we can make use of the existing codes over finite fields. For the non-prime power cases, the desired inner codes can be constructed by applying the subsequent Lemma 2.2.
We can always find an injective map φ : Q −→ V provided that T = |V | ≥ Q. The concatenated code C will be a q-ary (nN, M) code defined by the following map:
The following lemma establishes the minimum distance of the concatenated code C . Lemma 2.1. Let C be the code defined as above, then d(C ) ≥ σδnN.
Let n be fixed and N approximate infinity, the code rate of C is
If we let R(U ) denote the code rate of the outer code U , then M = Q N R(U ) . Substituting M into the formula (2), we get
If q, Q, n are all fixed positive integers, then R(C ) is positive if and only if R(U ) is positive. In the following we will introduce a technical lemma, which will be useful when constructing the inner code over a non-prime power alphabet. 
Proof. n 2 ) ∈ W 2 , we define the circle product:
to be
Apply this operation repeatedly for s times, we get
where
Now we can construct the desired code W as
Note that for every 1 ≤ i ≤ s and 1 ≤ j ≤ T 1 , the codeword w ij appears exactly once in the circle products formulating W . Thus it is easy to see that W is indeed a q-ary (n, T 1 ) code. It remains to verify the code W has the required minimum distance. Notice that for 1 ≤ j = k ≤ T 1 and two distinct codewords 
code (with parameters indexed by (n 2 , T 2 , δ 2 n 2 )), where k 1 , k 2 are positive integers. Then by Lemma 2.2 we can obtain a 6-ary (n, T, δn) code W such that n = n 1 n 2 ,
The above construction has two useful properties. On one hand, one can deduce 1 − δ 1 < 1/2 and 1 − δ 2 < 1/3, thus it follows that 1 − δ < 1/6. This interesting observation will be generalized and discussed in detail in the lemma below. On the other hand, if we want to make |W | = T larger than some integer M 0 , it suffices to choose sufficiently large k 1 and k 2 .
Lemma 2.4. For arbitrary positive integers t ≥ 2 and q ≥ t + 1, there exist both a Q-ary (N, M, σN) code U and a q-ary (n, T, δn) code V such that the following conditions hold simultaneously:
2 , where β = 1 − δ and α = 1 − σ,
In particular, all conditions can hold simultaneously when q = t + 1. Proof of Lemma 2.4. Let us first assume that q is a prime power. Take V to be the [
, k, q k−1 ] simplex code over F q and U to be the AG code over F Q attaining the bound (see [6] )
where k, q and Q are undetermined positive integers. To make sure that R(U ) > 0, by (4) we only need to guarantee
We can compute β directly through
It is easy to see
Therefore, setting
is sufficient for condition (b). Taking inequality (5) into account, we can pick Q as the smallest prime power larger than or equal to
One can verify that (5) holds under (7) and (8) . In the meanwhile, the code rate of U satisfies
. Now R(U ) is positive since we have assumed that q ≥ t + 1. In order to fulfill condition (c), it suffices to choose large enough k such that T = |V | = q k ≥ Q. Now it remains to verify the non-prime power cases. For a non-prime power q, let q = q 1 q 2 · · · q s be its natural decomposition, where q i , 1 ≤ i ≤ s, are prime powers based on distinct primes. For each i, let V i be a [
] simplex code over F q i , where the dimensions k i are leaving undetermined. It seems more convenient to view each V i as an (n i , T i , δ i n i ) code. Assume that T 1 ≤ · · · ≤ T s . In order to construct a q-ary code V satisfying the conditions mentioned in the lemma, let us apply the '•' operation defined in Lemma 2.2 recursively to the V ′ i s. As a consequence, it leads to a q-ary (n, T, δn) code V over some alphabet
An important feature of this construction is that
1/q i = 1/q since we have 1 − δ i < 1/q i for each i (see formula (6)). It is equivalent to say 1 − δ < 1/q, which coincides with (6) . Therefore, we can apply a similar procedure as we have done in the prime power case to produce the desired inner and outer codes. The only difference is that to satisfy (c) we should pick sufficiently large k 1 such that T = T 1 = q
Lemma 2.6. Let U and V be the codes constructed in Lemma 2.4 , then the concatenated code C defined by the maps φ and Φ has the t-traceability.
Proof. Note that C ⊆ F nN for some alphabet F . In order to show that C has the t-traceability, it suffices to show for arbitrary D = {x 1 , . . . , x t } ⊆ C and all y ∈ desc(D), it holds that It is not hard to see max x∈D I(x, y) ≥ nN/t. We claim that max z∈C \D I(z, y) < nN/t. Then the lemma will follow from this claim. Recall the parameters α, β, δ, σ defined in Lemma 2.4. To prove the claim, take an arbitrary z ∈ C \ D, let w 1 , . . . , w t , w ∈ U denote the distinct codewords of U such that Φ(w i ) = x i for 1 ≤ i ≤ t and Φ(w) = z, then it holds that
The first inequality holds since if z agrees with y in the j-th (1 ≤ j ≤ n) position, then z must agree with some x i (1 ≤ i ≤ t) in the j-th position. The second inequality holds since I(w, w i ) ≤ αN and for w j = w 
Concluding remarks
In this paper, it is shown that for arbitrary integers t ≥ 2 and q ≥ t + 1, there exists a q-ary t-traceability code with positive code rate. The newly constructed code employs a simplex code and an algebraic-geometry code as the inner code and outer code, respectively.
Naturally, there are two problems remaining open. The first one is to find codes with larger code rate. The second one is to design a faster tracing algorithm than the ordinary one that computes the distance between the descendant word and every codeword. Note that in [1] and [11] , the authors had applied the list decoding algorithm to the traitor tracing problems. However, it seems that such algorithm can not be adapted for our construction, since the minimum distance of the concatenated code is not large enough. One way to overcome this shortcoming is to make the inner code satisfying the conditions of Lemma 2.4 be simultaneously a q-ary t-traceability code (indeed, a q-ary t-IPP code is enough, see [1] ). Note that such a code (as an inner code) does not need to have positive code rate.
