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RESUMO
Este trabalho tem como objetivo mais forte formular matemá-
ticanente um método de minimizações sequenciais sem restrições para pontos
interiores, que é aplicado na resolução de problemas de programação não li.
near, que pretendem determinar um ponto x* que minimiza uma função f (x),
sujeita a restrições de desigualdade (g^  ^(x) ^ 0 , i  = 1 , 2 , __ ,m),
r,nX  e  R .
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ABSTRACT
This work has its principal objective the mathenatical for­
mulation of an unconstrained sequential minimization irethod for interior / 
points, yiich is applied to solve a nonlinear programming problem, vÆiich / 
determines a point x* v^ich minimizes a funtion f(x) subject to inequality 
constraints (x) ^ 0, i = 1 , 2 , ..., m  and x e
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CAPÍTULO I I
INTRODUÇÃO
0 objetivo inaior deste trabalho é formular matematicaniente 
um método seqüencial de minimizações sem restrições para pontos interio - 
res, que é aplicado na resolução de problemas de programação não linear / 
sujeitos a restrições de desigualdades. A  preocupação matemática está re 
lacionada a vários fatores entre os quais podemos citar o "respeito" ge­
neralizado de certos setores técnico-científicos do Brasil, por tudo o 
que é impresso por computadores, situação essa que possibilita a utiliza_ 
ção precipitada da máquina na resolução de problemas gerais de otimização 
colhendo-se ccm esta utilização dissabores, resultados errôneos (ou im - 
precisos) e perda de recursos, tão limitados no nosso pais, além de não / 
contribuir para a absorção da tecnologia em questão, tomando-nos e t e m o s  
dependentes e, consequentemente, inportadores das mesmas.
Os irétodos que discutiremos estão baseados nas transforma­
ções de um problema dado, de otimização con restrições de desigualdade em 
uma seqüência de problemas sem restrições.
Com o objetivo de facilitar a nossa discussão formularemos
o problema para então esboçarmos a idéia básica. A  pretensão é determinar 
uma solução x* do problema:
Minimizar f (x)
Sujeita a
g^(x) > 0, i = 1 , 2 , ..., m,
xe R .
A  idéia geral é transformar (A) em um problema sem restri­
ções ou em uma seqüência de problemas sem restrições da forma
m
min 0[x, u(r)] = min „f(x) + .E u.B[g.(x)],X  e  R ^  X  e  R “^  i - l  i  i
onde r é um parâmetro, {u^(r) } são pesos, que tem o objetivo de elimi - 
nar o efeito das restrições na função 0[x, u(r)], B[g.(x)], se for satis 
fatoriamente escolhida, conporta-se bem quando gj^(x) -----»-0. Geraliiente,
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o irétodo seleciona uma seqüência {r^^ } , para todo > 0 e r^ -^-- ► 0 , qdò.
k -----► e determina um mínimo sem restrições de 0 [x,u(r)] , o qual exi^
te sob condições apropriadas.
Sob as escolhas apropriadas de e B[g^(x)] o resultado
fundamental é que lim x(r, ) = x*, é ijm ponto de mínimo do problema origi
_p. oonal (A). Demonstraremos, para varias propostas de transformações c o t o  ac^ 
ma, elaborando, matematicamente, escolhas de r^ , e B[g^(x)] sob condições 
determinadas que ^ f (x*), um mínimo da função objetivo do
problema proposto (A), que
lim 0 [Xj^ í ^i^^k^^ ~ ^ f u n ç ã o ©  (chamada função a u x i M
a r ^ u  de transformação) converge para o mesmo valor da função objetivo do 
problema (A) com restrições.
Além das várias propostas de ccítio obter a função 0[x,u(r)] , 
estudaremos outras funções que utilizam apenas um parâmetro para todas as 
restrições e funções de transformações que não usam parâiretros.
Estudos suplen^tares serão feitos que contribuem satisfato 
riamente para a convergência mais rápida do método, assim cotio propostas / 
de coito selecionar matertiaticaitiente, os parâmetros r^ ,^ um ponto interior / 
inicial (necessário para o itétodo), métodos rtiais eficientes para otimiza - 
ções das funções sem restrições, propostas que, de um modo geral, contri — 
buem para a eficiência do método aqui proposto, que sob várias opiniões é 
um dos métodos que serão itais utilizados a partir de agora para a resolu - 
ção de problemas de programação não linear ccm restrições, em razão da itia- 
ior abrangência em termos de problemas, de métodos já desenvolvidos para / 
otimizações sem restrições, além da pesquisa de novos métodos. Mordacai / 
[06], por exeitplo, afirma " que estamos entrando na era da resolução de 
prcblemas de programação não linear con restrições através de problemas / 
sem restrições."
Entre as várias contribuições pessoais, citamos:
(1 ) - organização do trabalho;
(2 ) - participação na formulação matemática, além da estru- 
i:uração e demonstração da maioria das proposições matenáticas;
(3) - reunião, em um único texto, de todas as inforrrações / 
matemáticas básicas, dos métodos auxiliares e aplicações ;
(4) - a da proposta da aplicação cotputacional do método / 
que reune, no mesmo algoritmo, todos os aspectos vantajosos estudados no 
presente trabalho.
CAPÍTUID I
Introdução. - Este capítulo é composto de cinco seções; 
na primeira pretendemos organizar um histórico das idéias iniciais / 
propostas sobre o assunto; na segunda, fazer um levantamento de con - 
ceitos bãsicos sobre a topologia do Espaço Euclidiano ; na terceira, 
relacionar conceitos e teoremas, essenciais ao desenvolvimento do tra 
balho, referentes a aplicações diferenciáveis; na quarta, já com ma - 
ior rigor inátemático, estudar as condições de otimalidade para a exi^ 
tência de pontos críticos não degenerados e isolados de problemas ccm 
restrições de desigualdade; na quinta e última seção, desenvolver os / 
conceitos, menos conhecidos, de algoritmo e transformação algorítmica, 
que serão utilizados tanto na linguagem quanto nas demonstrações das 
propostas básicas do nosso trabalho.
1.1. - Histórico. - Em 1934, R Courant sugeriu, após /2estudar as condições de f (x) + t.g (x) quando t----analisar o mo -
vimento com restrições para satisfazer g(x) = 0 em termos do movimento 
sem restrições. A  sugestão foi motivada por considerações físicas e / 
não foi dada diretamente como técnica para resolver um problema de 
programação ; .matemática.
Em 1951, H. W. Kuhn e A.W. Tucker publicaram os seus re 
sultados sobre condições necessárias e suficientes de otimalidade, ca­
racterizando a solução do problema de programação convexa não linear ( 
uma estruturação do estudo realizado por Kuhn-Tucker e evoluções no / 
sentido de problemas de programação não linear gerais serão desenvol - 
vidos na seção 1.4).
Qn 1951, G.B Dantizig formulou o problema de programa - 
ção linear e ofereceu a primeira versão do método sinplex.
Em 1954 e 1955 uma série de consideraçfes foram feitas/ 
sobre a função penalidade (ou função barreira) com um procedimento ccm 
putacional.
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K. R. Frisch introduziu o "inétodo potencial logarítmi­
co" baseado na utilização do gradiente da função, no interior da re - 
gião viável,
f(x) + ^È^a^lng^(x), para obter a convergência para a 
solução do problema (A), que repetimos aqui, por conveniência.
Minimizar f (x)
sujeita a
g^(x) > 0, i = 1 , 2 , ..., m,
X e R^.
Os são constantes específicas. Ê evidente que a função barrei -
ra logarítmica representa uma das classes de propostas para resolver o 
problema (A) e constitui um dos objetos do presente trabalho(ver capí­
tulo II) .
Em 1959 surgiu a idéia de uma função barreira que faz / 
cuitprir a viabilidade, que é muito próxima da função logarítmica de / 
Frisch, proposta acima. m  _i
Esta e a funçao f (x) + t.^E^ [g^^íx)] , proposta por C.W. Carrol e uti­
lizada por ele para obter uma solução aproximada de problemas de porte 
moderado. Resolvendo o problema (A) que minimiza esta função na região
onde gj^(x) ^ 0, para todo i, tal que e tj^ --->0. Assim, obtém-se/
um ponto de mínimo correspondente x(t^), e pontos de acumulação de / 
{x(tj^)} resolvem (A), quando o procedimento for válido. A  consequên - 
cia usual, isto é, a anulação do termo barreira no limite, segue nece^ 
sariamente. A  proposta foi intuitiva, demonstrações não foram dadas, e 
os argumentos foram dados baseados em algumas indicações de resultados 
ccarputacionais. A  validação teórica e demonstração da eficiência corrpu 
tacional foram realizadas por Anthony V. Fiacco e Garth P. McCormik du 
rante vários anos culminando, em 1968, com a publicação de [04]. Fare­
mos uma reorganização do estudo acima neste trabalho (ver capítulo II).
Uma versão interessante de "um método de centros" foi / 
mostrada por Fiacco e McOormick, em 1965, para um problema de progra - 
mação convexa do tipo (A) em R^. 0 interior da região viável deve ser 
não vazio para a validade do método. A  função utilizada é
[f (Xj^ ) - f (x)]  ^ [g^(x)] onde x^ é um ponto interior e o conjun
to^íx: g^(x) ^ 0, i = 0, 1 , ..., m"^ não é vazio. 0 método é também co 
nhecido por "Método para pontos interiores sem parâmetros"(ver capítu­
lo II).
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Finalmente, a partir de uma idéia propsta por K. J. / 
Arrow e L. Hurwicz, em 1951, que evidenciava um "método diferencial" 
para resolver problemas de programação convexa, Fiacco e McCormick /
deKsnvolveram a função f + e“\| ,  [g. (x) ] ,  onde o pariiTetro é
substituido por uma função decrescente do "teirpo". Tal método é con 
veniente para ser usado em um corrputador analógico, e também serã / 
estruturado no capitulo II, do presente texto; (para um histórico / 
melhor ver [04]).
1 . 2 -  Noções sobre a Topologia do Espaço Euclidiano.
1.2.1 - 0 Espaço Vetorial.- Seja n um número natural.
O espaço Euclidiano n-dimensional é o produto cartesiano de n fato - 
res iguais a R:
r” = R  X  R X  . . . X  R.
Os pontos de R^ são todas a n-uplas /
X = (x^, X 2 , ..., x^) cujas coordenadas x ^ , yi^i__ ,x^ são .números.
reais R^ = R  é a reta, isto é, o conjunto dos números rea-
2is. R  e o plano, ou seja, o conjunto dos pares ordenados (x,y) de 
núiteros reais. R^ é o espaço euclidiano tri-dlmensional da geometria 
euclidiano tradicional, cujos pontos são os t e m o s  ordenados (x,y,z). 
As vezes é conveniente considerar R = {0 } o "espaço dimensão zero'.
No espaço vetorial R*^ , destaca-se a base canónica, / 
ou base natural { e ^ , e2 , ..., , formado pelos vetores /
e^ = (1 , 0, ...,0)'^ , e2 = (0, 1 ,...,0)'^ , ..., e^ = (0, 0, ...,1 )'^  , 
onde T significa o vetor coluna transposto.
Dado X = (x^, X 2 , __ , x^) em R^, tem-se x = x^e^ + ... + x^e^.
A  base canônica do espaço euclidiano permite estabe - 
lecer uma bijeção natural entre o conjunto cS ( r "^) das aplica -
ções (ou tmasformações lineares) A: R ™ -----R^ e o conjunto M  (m x n)
das matrizes reais (a^j) com n linhas e m  colunas. A  matriz (a^j) co 
respondente a transformação linear A  definida por:
A.Cj ~ / (1 .2 .1 )
portanto a matriz (a. .) da transformação linear A: R ^ ----> R^ tem
T ncomo colunas os m  vetores A.e^ = ^^ij' *•*' ^nj^ ^ ^ 
transformadas) por A  dos vetores da base canônica do R^.
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Reciprocamente, dada uma matriz (a^j) ccm n linhas e m  colunas, as igualdades / 
í 1.2.1) definem os valores de uma aplicação linear A: Rf”-----^ nos m  veto­
res da base canônica, o que é suficiente para definir o valor de A  em qualquer/
T -vetor X = (x^, x^, ..., x^) , ja que Ax = x^Ae^ + ... + x^Ae^.
Cada matriz real n x m  pode ser considerada como um ponto do es­
paço euclidiano R™' , escrevendo-se as suas colunas, uma após a outra, numa l_i 
nha. Então pdemos substituir o conjunto if'; r’^) das aplicações lineares de 
r "'^ em R^, pelo conjunto M(nxm) das matrizes reais com n linhas e m  colunas, ou 
pelo espaço euclidiano nm-dimensional R ™ .
Os funcionais linerares f : r" ---- ^  R representam um tipo sim -
pies de aplicações lineares. Dado o funcional linear f, sejam /o
a. = f ( e J , ..., a = f(e ) os valores que ele assume nos vetores da base canô-1 1 n n ip
nica. Para x = (x.j, ..., x^) , ccm.
X = E x^e^, logo f(x) E x^f(e^), ou f(x) = a^ jX.^  + ... + a^x^. Notar que / 
(a.j, ..., a^) é a matriz Ixn da aplicação linear f.
üma aplicação $: x r’^-----R^ chama-se bilinear quando for /
linear separadamente em relação a cada uma das suas variáveis. Portanto, temos; 
$(x + x', y) = 0 (x, y) + <í>(x', y) ;
$(x, y + y') = 'l>(x, y) + $(x, y'); 
f Kx, y) = oC <í)(x, y) ;
<I>(x,a y) = afíx, y)^
quaisquer que sejam x, x' e I^, y, y' e R^ e a^eR, se $ for bilinear então, pa-
T Tra X  = (x^_____ x^) e Y - , y^) , arbitrar ios, temos;
$(x, y) = $(E x^e^, E Yj®j) = ^ x^y^í)(e^,ej), de modo que $ fica inteira­
mente determinada pelos mn valores. <í>(e^ , e^) e R^ que assume nos pares ordena 
dos de vetores básicos (e^, e^). Notar que $(x, 0) = $(0, y) = 0  para quaisquer 
que sejam x e r"', y £ r".
1.2.2 - Produto Interno e Norma.
llti produto interno num espaço vetorial real E é uma transforma - 
ção que faz corresponder a cada par de vetores x, y eE um niõmero real, indicado 
por <^x, y ^  , de modo que, para quaisquer x, x', y e E e aeR tenhamos;
(1 ) < x ,  y >  = < y ,  x >  ;
(2 ) < x  + x', y >  = < x ,  y >  + < x ' ,  y > ;
(3) < o x ,  y >  = a < x ,  y >  - < x ,  a y > ;
(4) X  / 0, então <[x, x^> 0.
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Poderros dizer que um produto interno é uitia função real simé -
trica, bilinear, definida positiva, E x E -----^  R.
Aqui consideraremos seitpre o produto interno canônico do es­
paço euclidiano r”, <^x , = x^y^ + ... + x^y^, onde x = (x^,... ,Xj^ )'^  e 
y = (y^,...,y„)^.n'
Efedo X  e R^, escrevemos - r




=^x / 0 . 0 nijinero
r.n
/' = < x ,  y > ,
chama-se norma euclidiana ou conpriinento do vetor x e R“.
Dois vetores x, y e R^ são ortogonais quando<^x, y_]> = 0.
On caso menos banal de ortogonalidade é o seguinte: dados / 
X, y e R^, com y  / 0 e pondo-se
a = — o vetor z = x - y é ortogonal a y, pois
< Z r  y >  = < X  -  ay, y >  = <Cx, y >  -  a<^y, y >  = <^X, y >  -  a
= <Tx, Y > _ <^x, y >2 * = < x ,  y >  - < x ,  y >  - 0,
x , y E R^ temos ] <"x, y >
Teorema 1.2.1 - (Desigualdade de Cauchy-Schwarz). Para todo /
A  igualdade é válida se, e /
semente se, um dos valores x, y for múltiplo escalar do outro. 
(Para demonstração ver [01], pág. 7).
A  norma euclidiana
( 1 ) X  + y ^ X
(2 ) [ ^ x = a • X
(3) X  / 0,, então X
= /<fx, y)> tem as propriedades:
y
> 0 .
Geralmente, uma norma sobre um espaço vetorial E é qualquer/ 
: E -----R que satisfaz as propriedades acima.
Há uma grande quantidade de normas que se podem considerar / 
no espaço euclidiano R^. A  euclidiana tem a sua definição motivada pelo cál^ 
culo do comprimento de um vetor no plano em coordenadas cartesianas. Ela se 
rá seirpre a considerada neste trabalho, a não ser menção em contrário. Con­







, (norma do máximo) ; 
( norma da soma).
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1.2.3 - Bolas, Conjuntos Convexos e Conjuntos Limitados.
Definição de Bola. - Uma bola aberta de centro a £ e raio / 
r > 0 é o conjunto dos pontos x e R^ cuja distância ao ponto a é menor do /
que r. Assim, B(a;r) = { x e R*^: < r }.X  -  a
Analogamente, temos uma bola fechada B[a;r] e uma esfera / 
S[a;r], ambas com centro a e raio r, dadas por
B[a;r] = {x e R^:
nS[a;r] = {x e R  :
< r }, e
- r }, e segue que
X  - a 
x - a
B[a;r] = B(a;r) U S[a;r] .
Definição (Conjunto Convexo)- Sejam x,y e R^. 0 segmento de / 
reta de extremos x,y é conjunto [x, y] = {(1 - X)x + Xy: 0 < X á 1} .
Lín subconjunto X C R ^  diz-se convexo quando contém qualquer / 
segmento de reta cujos extremos pertençam a X, ou seja x,y e X, então /
[x, y] C  X.
Definição de Conjunto Limitado.- üm conjunto X  C  diz-se / 
liinitado quando existir uma níjiiero real c > 0 tal que | Ixj | ^ c para todo / 
x e X. Logo X está contido na bola fechada de centro na origem e raio c.
Se existir alguma bola B[a;r], de centro arbitrário, contendo
X então, para x e X, temos
x e X X  - a + a
X  - a
<
á r. Tomando c = r +





X é limitado. Assim, um conjunto X C R  é limitado se, e sonente se, estiver 
contido em alguma bola (cujo centro não é necessariamente a origem).
1.2.4 - Sequências no Espaço Euclidiano. - Uma sequência em / 
R^ é uma aplicação x : N -----*' R^, definida no conjunto N dos números naturais.
0 valor que essa aplicação assume no número k é indicado com Xj^  e chama-se o 
k-ésimo termo da seqüência. Usaremos as notações {x^^} ,{ Xj^ } ou
{x^, — , Xj^ , __ } para indicar a sequência cujo k-ésimo tenro é Xj^  e R^.
Ona subsequência de é uma restrição da sequência a um
conjunto infinito N' k^: < k2< __ < k^< ... } , N ' C  N. A  subsequência
é indicada pelas notações { x^} {xj^^} ou {xk-., ..., x^j^, ... }.
Diz-se que uma sequência {x^ }^ é limitada quando o conjunto / 
dos termos for limitado em R^, ou seja, quando existir um núitero real c > 0 / 
tal que x^ ^ c para todo k e N.
thia sequência {Xj^ } em R^ equivale a n sequências de números / 
reais, pois para cada k e N temos x^ = {xk-| ^ •••/ x^^) onde
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i-ésima coordenada de (i = 1 , 2 , ..., n) (n^ é a i-ésima projeção do /
produto cartesiano R no seu fator R ). As n- sequências /
( i = 1 , 2 , __ _ n) são chamadas as sequências das coordenadas de {Xj^} . /
Assim, por exemplo no plano R^, uma sequência de pontos = (x^ ,^ é o 
iresmo que um par de sequências {Xj^ } / íy^ ,} de núneros reais.
Imediatamente, a partir do teorema: "On conjunto X C  R  ê li­
mitado se, e semente se, suas projeções X.j = 11^  (X), X 2 = 1 2^ (X) , ..., / 
X = n (X) forem conjuntos limitados era R", temos que uma sequência {Xj^} sm 
R^ é limitada se, e somente se, cada uma das suas sequências de coordenadas 
{x]^^ ^keN = i = n) for limitada em R.
O ponto a e r ’^ é o limite da sequência de pontos Xj^  e R^ /
quando, para cada e >0, dado, for possível obter tal que V  k > k^
x^ - a < e . Dizemos então que íxj^ } converge para a, ou tende para a
e escrevemos lim x, = a, lim x, = a, lim x^  ^ = a, ou siirplesmente x,----^ a
k—«»00 keN
Quando existir o limite a = lim x^, dizemos que a sequência /
{Xj^ } é convergente. Caso contrário, que {x^ }^ ê divergente.
lina sequência {Xj^} chama-se crescente quando x.^  < X 2 < .... ; 
isto é, quando Xj^  < para todo k e N. Se tivermos x^ , ^ ^k+1 P ^ ^  todo k, 
a sequência chama-se não decrescente.
Analogamente, quando x^ > Xj^^^ para todo k, a sequência chama- 
se decrescente e, chamada não crescente quando Xj^  â Xj^^^ para todo k e N.
As sequências crescentes, não decrescentes, decrescentes e / 
não crescentes são chamadas monótonas.
Teorema 1.2.2 - üma sequência {Xj^} em R^ converge para o pon­
to a = (a^, ..., a^) se, e somente se, para cada i = 1 , 2 , ..., n, tivermos / 
lim X},^ = a . , ou seja, cada coordenada x, converge para a coordenada corres 
pondente de a.
Corolário 1.2.1 - Dadas as sequências convergentes de pontos 
Xj^ , y^  ^e R^ e e R, sejam lim Xj^  = a, lim y^ = b, lim ot^  = a. Então
(1 ) lim (Xj^  + yj^ ) = a + b;
(2 ) lim ctj^ Xj^  = 01a;
(3) liJTi <x^, y^)> = < a ,  b> ;
(4) lim
Teorema 1.2.3 - (Bolzano-Weierstrass) - Toda sequência limita­
da em r” possui uma subsequência convergente.
(para demonstração do teorena 1 .2 .2 , corolário 1 .2 . 1 e teorema
1.2.3 ver [01], pags. 15-16).
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Definição (Ponto de Acumulação)- Seja X C  R^. IM ponto / 
a e R^, chaita-se ponto de acumulação do conjuiito X quando toda bola aberta 
de centro a contém algum ponto de X, diferente de a; isto é, para todo /
X  -  a < e.e > 0, deve existir x e X tal que 0 <
1.2.5 - ^lica ç õ e s  Contínuas. - Seja f :X -----1-' r’^ uma apli -
cação definida no conjunto X C  R^. Diz-se que f é contínua no ponto a e X, 
quando para qualquer e > 0, pode-se obter 6 > 0, tal que todo ponto x e X, 
cuja distância ao ponto a seja menor do que 6, seja transformado por f num 
ponto f (x) de distância a f (a) menor que e. Eln outras palavras.
V e  > 0,3 ô > 0: x e  X, | | x - a | |  < 6 =::> | |f (x) - f (a) | ] < e.
Eln termos de bolas abertas, a continujjiade de f no ponto a, 
se exprime da í , seguinte forma: para toda bola aberta B' de centro f (a) em/ 
r’^ existe uma bola aberta B de centro a em R*^  tal que f (Bf\X) C  B ' .
Se f : X ----- ü' R^ for contínua em todos os pontos do conjunto
X, dizemos sirrplesmente que f é uma aplicação contínua.
Observamos que se f : X ----- ^ R^ for contínua, então para /
Y C  X, a restrição f |y  será uma aplicação continua.
On caso trivial de continuidade é o seguinte: - se a for um/ 
ponto isolado do conjunto X, então toda aplicação f : X ----- r ’^ será neces­
sariamente contínua no ponto a, pois existe ô >' 0 tal que B(a; 5) O  X = {a} 
(a e X C  R^ é ponto é ponto isolado de X se, e semente se,3 e > 0: /
B(a; e) X = {a} ). Assim, para qualquer e > 0 dado, tomamos este valor/ 
de ô e temos x e X ,  | | x - a | |  < 6  = ? >  x = a = : >  | [f (x) - f (a) | | = 0<e .
Teorema 1.2.4 - A  ccxtposta de duas aplicações contijnuas é
contínua; m i s  precisamente, dados X C  r’^, Y c  R^, f : X ----- ^ r ’^ contínua /
no ponto a e X, con f (X) C  Y, g : Y -----^ R ^  contínua no ponto b = f (a) , en­
tão g o f : X -----í^rP é contínua no ponto a.
Teorgna 1.2.5 - tftna aplicação f : X -----definida no con -
junto X C  I^, é contínua num ponto a e X se, e sonente se, cada \jma das co - 
ordenadas (funções) f^ = IlQf:X---- í^ R for continua no ponto a.
Corolário 1.2.2 - Dadas f : X -----R™ e g : X ------- 1" R^, seja
(f, g) : X ---—>R ™  X  R^ = r^"^™ definida por (f, g) (x) = (f (x) , g(x)). E n ­
tão (f, g) é contínua se, e soiiente se, f e g forem contínuas.
Os teoremas 1.2.4 e 1.2.5 são instrumentos de grande utilida­
de para estabelecer a continuidade de certas aplicações. Vejamos alguns 
exenplos:
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Sejam X C  e f, g : X -----e^R^^jOC :X -----p-R aplicações con­
tínuas, então são aplicações contínuas:
f + g : X ----- ^ r ’^, (f + g) (x) = f(x) + g(x);
af:X ----- >-R^, (af) (x) =a'x).f(x);
■Cf, g >  : X -----oR^, <^f, g > ( x ) = <f(x), g ( x ) >‘
Teorema 1.2.6 -üma aplicação f : X -----^ R^, definida no sub -
conjunto X C  R^, é contínua no ponto a e X se, e somente se, para toda se - 
quência de pontos Xj^  e X com lim Xj^  = a, tivermos lim f (Xj^ ) = f (a)*
{para demonstração dos teoremas 1.2.4, 1.2.5 e 1.2.6 ver [01]
pãgs. 24 a 26).
o
1.2.6 - Conjuntos Abertos. - Seja X um conjunto do espaço eu­
clidiano R^. üm ponto a e X chama-se ponto interior, a X quando for centro de 
alguma bola aberta contida em X; isto é, quando existir ô >0 tal que /
X - a < 6  = >  X e X. 0 interior de X é o conjunto Int X, ou X*^ , forma­
do pelos pontos interiores a X. Quando x e V°, dizemos que o conjunto V  é 
uma vizinhança do ponto x.
üm connunto X C  R^ chama-se aberto quando todos os seus pon - 
tos forem interiores; isto é, quando para cada x e X existir ô> 0 tal que / 
B(x; ô) C  X. Assim X é aberto se, e sorente se, X° = X.
Dados um conjunto X e um ponto a e R*^ , hã três possibilidades 
que se excluem mutuamente: ou a e X°, a e (R^ - X)° ou então toda bola aber 
ta de centro a contém pontos de X e pontos do ccarplementar de X. Os pontos / 
com esta última propriedade constituem 9X, que chamamos a fronteira de X. Os 
pontos y e 9X são chamados de pontos de fronteira de X.
1 .2.7 - Conjuntos Fechados.- Um ponto a e R^ diz-se aderente 
a um conjunto X C  R*^  quando for limite de uma seqüência de pontos desse / 
conjunto. Por exenplo, todo a e X é aderente a X, pois podemos escrever / 
a lim Xj^ , com x^  ^ = a para todo k e N. Mas a pode ser aderente a X sem / 
pertencer a X, aqui, a é necessariairente um ponto de acumulação do conjunto 
X. Por exemplo, se X = B(0; 1)C  R^ for uma bola de centro na origem e raio
1 em R^, o ponto e^ = (1, 0, — , 0) não pertence a X. Mas tonando / 
Xj, = {1-1/k, 0, — vemos que Xj^  e X para todo k e N  e lim x^ = , lo 
go e^ é aderente a X.
O conjunto X C  R^ chama-se fechado quando contém todos os se­
us pontos aderentes; isto é quando X = X. Onde o conjunto de pontos aderentes 
a X chama-se fecho de X e é indicado por X.
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Dizer que X C  é fechado significa, portanto, o seguinte: / 
se lim a e e X para todo k e N ,  então a e X. Por exeitplo, uma bola /
fechada B[a; r] é um subconjunto fechado do espaço pois se ||x|| ú r para 
todo k e lim x^ = b então b = lim x ^ r. Daí resulta que o fecho de 
todo conjunto limitado X Cl é limitado. De fato, temos X c  B, onde B é uita 
bola fechada. Logo X C  D = B, donde X é limitado.
1.2.8 - Conjuntos Compactos. - Dizemos que um conjunto K C  R^ 
é conpacto quando ele for limitado e fechado.
Em virtude do teorema de Bolzano-Weierstrass (ver 1.2.4), um 
conjunto K C  é ccítpacto se, e somente se, toda sequência de pontos Xj^e K 
possuir uma subsequência que converge para um ponto de K.
As seguintes propriedades decorrem imediatamente da definição:
(1 ) - , ..., cortpactos em I^, então U  K2 U  ... U K ^
é corrpácto;
(2) - A  intersecção de uma família qualquer de ccstpactos / 
K, C  R^  ^é um conjunto conpacto;
(3) - Se K C  e L C  R  forem conpactos, então o produto car 
tesiano KxL é um conjunto conpacto.
Teorema 1.2.7 - Seja f: X -----R^ contínua no conjunto /
X C  R^. Para todo subconjunto conpacto, sua iitiagem f (K) é ccstpacta.
Corolário 1.2.3 (Weierstrass)- Toda função real contínua / 
f:K —— R, definida num compacto K C  atinge o seu máximo e seu mínimo/ 
em K; isto é, existem pontos Xq  e x^ e K tais que f (x^) á f (x) < f (x^) para 
qualquer x eK.
(Ver a demonstração do teorema 1.2.7 e corolário 1.2.3 em /
[01], pág. 44).
1.3 - Aplicações Diferenciáveis.
1.3.1 - Definição (Diferenciabilidade de uma Aplicação). - / 
üma aplicação f é diferenciável no ponto a quando, para pequenos valores de 
h, o acréscimo f(a + h) - f(a) for, aproximadamente, uma função linear de h„
Mais precisamente: A  aplicação f : U -----^  R^/ definida no aberto U C  r’^, diz-
se diferenciável no ponto a e U quando existir uma aplicação linear /
T: R ™ -----^ r” tal que
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Aqui, supõe-se que a + h e U, para que f(a + h) tenha sentido. 
Como U é aberto, existe 6> 0 tal que h < 6, então a + h e U. A  igualdade 
acima é a definição do "resto" r(h). Una vez dada T, a diferenciabilidade de 
f no ponto a tem a sua essência na afirmação de que r(h) é um infinitésimo /
= 0]. Ou em termos ex- 
< 6 , então /
em relação a h, o que se exprime com lim [r(h)/ h 
plícitos: para todo e> 0 existe ô>0 tàl~$ie 0 < | |h
r(h)
Em alguns casos, para evitar as exceções causadas pelo deno -
minador zero, é conveniente pôr o resto sob a forma r(h) = p(h).]|hj|, onde
p é definida, para todo h tal que a + h e U, por p(h) = [r(h)/ [ |h||], se /
h/ 0 e píO) = 0 .  Então a diferenciabilidade de f no ponto a se expriire como,
f (a + h) - f(a) = T.h + p(h). | jh]|, onde lim p(h) = 0, de modo que p é
h - ^ 0continua no ponto zero.
Toda aplicação diferenciável num ponto é evidentemente, cont^ 
nua nesse ponto.
Vejamos agora uma interpretação da transformação linear /
T: R.m H» R^ que ocorre na definição acinna.
Seja f : U ----- r’^ definida num aberto U C  r'^ . A  derivada dire
cional de f no ponto a e U, relativamente a lam vetor h  e é, por defini -
ção ■ (a) = lim _f (a+ th) ^ quando o lindte existir,
t — 0
Podemos visualizar 3f/8h(a) do seguinte modo: Seja ô> 0 tal / 
que o segmento de reta aberto (a - ôh, a + 6h) esteja contido em U. 0 caminho
retilineo X: (-6, 6) ----- dado por X(t) = a + th, é . transformado, por f
/nf(a + th), no espaço R  . A  derivada direcionalno caminho fQX:t - 
3f/9h{a) ê o vetor velocidade de f^X no instante t - 0.







Quando h e^ for o j-ésimo vetor da base canônica de R^, escrevemos
9f








3 x . (a)
Supondo f diferenciavel no ponto a, para todo h e R e qual 
quer teR suficientanente pequeno, tem-se
f(a +th) - f(a) = T.th + p(th). t.h , can lim p(th) = 0. 
t —>0
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Como T.th = t.Th e 
f (a + h) - f (a)
th h  , segue-se que, para t 0,
t
8h
= Th + p(th). h , donde + h). - f(a) ^ portanto
(a) .
B:n particular, vemos que e unica a transformação linear T que 
fornece a boa"aproximação" para o acréscimo f(a + h) - f(a) na vizinhança / 
do ponto a. Ela é chamada a derivada de f no ponto a e é indicada por f '(a).
Portanto, se f : U ----- definida no aberto U C  í^, for di-
ferenciãvel no ponto a e U, sua derivada é a aplicação linear /
f  (a): caracterizada por
r(h)f (a + h) - f (a) = f ' (a) .h + r(h) , com lim
h 0 h




As vezes usa-se também a notação Df(a) em vez de f '(a).
A  transformação linear f '(a): R.iti ^ R^ possui, em relação /
ãs ba-sescanônicas de e R^, uma matriz nxm chamada a matriz Jacobiana de f 








coordenadas de f. Observar que
, onde f , f :U n 5>-R sãp as funções /
3fi
(a)





(1) - Funções Reais.- A  derivada de uma função diferenciável 
-í-R, U C  em um ponto a e U, é um elemento de (I^, R) = (r’^)*f:U -
igual o espaço dual de I^. Ou seja, f '(a) é um funcional linear. Nesse caso, 
a notação tradicional df(a) é usada, em vez de f ( a ) ,  e df(a) é chamada 
diferencial de f no ponto a.
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A  matriz jacobiana de f ' (a) = df (a) tem uma linha e m  colunas: 
Jf(a) - ^^-(a), - ^ ( a )
3^1 ......... ^"m
Os números9f/3x.(a) são as coordenadas do funcional linear /
m  ^ mdf (a) relativas â base canônica de (R ) , espaço dual de R . Recordemos que-
jri ★esta base /e-, ..., e } de (R ) e caracterizada pela propriedade de que, da
^  T mdo qualquer vetor v  = (a^, a^) e R , Podemos, portanto, /
m  gf
escrever df(a) =.Z. — (a) .e..1 —I oX. 1
Frequentemente os funcionais e^ são escritos como dx^, já que os e^ podem / 
ser interpretados como as funções coordenadas x .ir’^-----R, que a cada /
m o
X = (x^, ..., x^) fazem corresponder sua i-ésima coordenada x^ (ver 1.2.1). 
Ccao estas funções são lineares, tem-se que dx^(x) = x^ para cada x e r'^ . 
Escrevemos então
= ili
Isto significa que o funcional linear df (a) se ejç>rime como conbinação linear 
dos funcionais dx^, sendo 3f/8x^(a) os coeficientes da combinação linear. Fi­
nalmente, valendo a igualdade acima para todo a e U, podemos escrever
ro ?l-F 
= iii -lü7<^)^i-
(2) - O Gradiente de uma Função Diferenciável.- O produto in-
rn IQ *t e m o  natural induz um isomorfismo entre R e seu dual (R ) . Tal isomorfismo 
faz corresponder a cada vetor v  e r’^ o funcional v* e (R™) com v* (x) =<[^v,x> 
para todo vetor v s r’^. Se v  = , oC^) então
V*(e^) = a-, ..., V* (e^ ) = a^, logo a matriz de v* em relação â base canôni
ca é (a^, __ , 0^). A  existência deste isororf ismo é responsável pelo fato/
de que no cálculo vetorial clássico não ocorrem funcionais lineares: em vez 
de um funcional, tona-se oproduto intemo<'v,x> de um vetor fixo v  por um
vetor variável x. A  própria expressão í>(x) = c.x^ + ... + c x que dá o valor
" Tdo funcional $(x) e o produto interno de x pelo vetor v = {c^,__ ,c^) , ou
seja, $= V*.
Dada uma função diferenciável f : ü ----- s^R, definida no aberto
U C  R^, definimos o gradiente de f no ponto a e U cano o vetor Vf (a) , que / 
corresponde ao funcional df(a) segundo o isonorfismo acima descrito. Isto / 
significa, por definição, que
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Teorema 1.3.1 - Seja f : U -----► definida no aberto U C  r’^ .
As seguintes afirmações são equivalentes:
(i) - f é  diferenciável e a aplicação derivada 
f ' : ü ----- s^ cX^Ír’^, R^) é contínua;
(ii) - as funções coordenadas f ^ , — , f^^:U---- >-R da aplica -
ção diferenciável f possuem derivadas parciais contínuas 3f-j ^
(iii) - Para cada h e R^, existe a derivada dxrecional /
o ^
3f/8h(x) em qualquer ponto x e U e a aplicação 9f/3h:U-----R  é contínua. (
Para demonstração ver [01], pág. 249).
Diz-se que a aplicação f : U ---— R^ é de classe c"* no aberto /
U C  R^, e escreve-se f e C para significar que f cunpre uma das (e, portanto
todas as) condições do teorema acima.
ilSn particular, f e c"* se, e somente se, cada uma das suas co -
ordenadas for de classe C
Ona aplicação f : U -----&■ R^, definida no aberto U C  PÍ”, diz-se/
duas vezes diferenciável no ponto a e U quando existir um aberto V, ccm / 
a e V C - U ,  para o qual se currprem as condições abaixo:
(1) - f é  diferenciável em V  e a aplicação derivada / 
f ' : V ----- R^) é a diferencial no ponto a;
(2 ) - cada derivada parcial 3f^/3x^:V-----►R é uma função di -
ferenciável no ponto a;
(3) - para cada vetor h e I^, a derivada direcional / 
3f/3h:V-----s-R^ é uma aplicação diferenciável no ponto a.
Como no teorema 1.3.1 as três condições acima são equivalentes, 
de modo que f cuttpre uma delas se, e somente se, currprir todas.
Quando f : U ----- «»-R^  for duas vezes diferenciável no ponto /
a e U C  sua derivada segunda no ponto a é uma aplicação bilinear.
f ' ' (a) : pP  x.P?^ —— ^R^, cujo valor no ponto (v, w) e PÍ'^ x PÍ^  é o  vetor /
9 9f nf '' (a) .v.w = —g—■( —^ )  (a) e R  . Como é natural escreveremos
3w 3v
Ona aplicação f : U --->R^'diz-se de classe C^ no aberto U C I ^
quando for diferenciável e sua derivada f ' : U ----- ^<íç( PÍ'^ , R^) for de classe/
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Isto eqüivale a dizer que , para i e {1, ..., n} e j,k e {1, m} ar­
bitrários, existem e sáo contínuas as derivadas segundas 
.2f
i „ „ das funções coordenadas de f.: U -----> R3X 3 --
Por indução, dizemos que a aplicação f : U ----- e-R^> definida /
no aberto U C  r’^, é k vezes diferenciável no ponto a e U, quando f for dife­
renciável num aberto V, con a e V  C  U, e a aplicação derivada / 
f ; V — for k - 1  vezes diferenciável no ponto a, o que equiva - 
le a dizer que, para todo vetor h e r'^ , a derivada direcional 3f/9h é uma / 
aplicação k - 1  vezes diferenciável no ponto a, ou ainda, que as derivadas par
ciais 3f^/3x ^ : V ----- *>-R são todas funções k - 1  vezes diferenciáveis no ponto a
Quando f ; U -----i^R^ for k vezes diferenciável no ponto a, defi^
ne-se a k-ésirta derivada (ou, derivada de oredem k) de fno ponto a como a / 
aplicação k-linear
f (a): R™ X  . . .  X  r’''''-----R^, cujo valor no ponto /
(v-, ..., V, ) e F?" X ... X if' é o vetor
f ^ ^ M a ) . v --- V, = V-: ^  (a) e R^.
1 k 9^k^^k-1* *' 1
A  aplicação f : U ----- «>R^ diz-se de classe no aberto U C  r”^
quando for diferenciável e a sua derivada f ' : U ----- ^j^( R^) for uma a p M
cação de classe .
oo ^Definimos a inportante classe C das aplicações infinitamente/
diferenciáveis como sendo a intersecção de todas as classes C^;C‘^=  c°fic''n,.. 
00Assim f e C se, e somente se, possuir derivadas de todas as ordens em cada / 
ponto de U. É claro que C°°0 ... C  ... C  C  C° (C°, por conveniência,
indicará o conjunto das aplicações contínuas).
1.3.2 - Regra da Cadeia.
Teorema 1.3.2 (Regra da Cadeia)- Sejam U C  R™ e V  C  R^
conjuntos abertos, f : U ----- í>-R^  uma aplicação diferenciável no ponto x^ e U,
con f (U) C  V, g : V -----> uma aplicação diferenciável no ponto Yq  = f (Xq )eV.
Então a aplicação coiposta gof : ü -----^ é diferenciável no ponto Xq  e /
( g o f ) ' ( V  - = g'(f(Xo))of'(Xo):íf-----
Corolário: 1.3.1 - Se f : U ---- ^  R^, g : V -----R^ forem ambas/
de classe C^ e f (U) C  V, então g o f : U -----R^ será também de classe
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Corolário 1.3.2 - Sejam Jf(x^) = [9f^/3Xj(x^)], /
^ r - | | i ( f ( x ^ ) )  1 e J(g^f)(xj . ’jJ giof). (xjJgíx^) [ ^^ íx J Qf)(xQ) x^) J as matrizes jacobia-
nas das aplicações f, g e nos pontos indicados. Supondo-se f diferenciá - 
vel no ponto Xq  e g diferenciável no ponto f(x^), tem-se 
J(gof) (Xq ) = Jg(f(Xq )).Jf(Xq ).
Observar que Jf é uma matriz nxm e Jg é pxn e J (gQf) é pxm. / 
Ccmo as matrizes jaconianas são sirtplesmente as matrizes das derivadas, a i - 
gualdade J (g^^f) (Xq) = Jg (f (xq) ). Jf (Xq) é apenas a formulação da regra da cade 
ia em termos matriciais e não transformações lineares. Pela definição de mul­
tiplicação de matrizes temos, para cada i = 1 , 2 , . . . , p e  cada j = 1 , — , m,
9 (giof) n
3x. o' k =1 3y ' o ' 9x. oJ 3
Se f e g forem diferenciáveis em todos os pontos dos seus domínios, podemos / 
escrever, para quaisquer i e {1 , — ,p} e j e {1 , — , m}
9 (9^0^) n 9 g ^ gf
- , E, ( - V i  o f) . U -----R‘9x. k=1 9y, 9x. 'D J
Corolário 1.3.3 - Seja f : U ---- V  uma bijeção de classe
(k ^ 1 ) entre abertos U, V  C  I^. Se a sua inversa : V -----p- U for diferen
ciável', então f~^e C?^ . Diz-se então que f é um difeomorfismo de classe C*^ .
Quando f : ü -----► for diferenciável no aberto U C  I^, tem /
sentido, em cada ponto x e U, considerar o determinante Jf(x), da matriz / 
jacobiana Jf(x), chamado determinante jacobiano de f no ponto x. Para que f 
seja um difecmorfismo é necessário que se tenha det Jf (x) / 0 para todo xeU. •
Corolário 1.3.4 - (Regras de Derivação) - Sejam f,g:ü -----i^ R^^
diferenciáveis no ponto x ^ e ü C í f ' '  e c u m  número real. Então f + g : U -----► R^
e c f : U ---- ^  R^ são diferenciáveis no ponto x^, con
(f + g ) ' (x^) - f ' (Xq ) + g - (Xq ) e (cf)'(x^) = c f '(x^).
Quando n = 1 e g(x^) / 0 para todo x U, então f / g : ü ---- H R  é diferenciável /
no ponto a, con
(f/g) - = g ( X o ) f  (x^) - f(xp)g' (Xq ) ^
g ( x j 2
Finalmente, se ^iR’^ x  r'^-----&-rP for bilinear, então /
$(f, g ) : U -----> R^, definida por x ----- «*■ f (f (x), g(x)), é diferenciável no
ponto x ccan
[${f, g)]'(x^)h = $(f'(x^)h, g(x^)) + $(f(x^), g'(x^)h) . Se f, ge C^ 
então f + g, cf, f/g, $(f, g) e C^.
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Bn particular, quando n = 1 e RxR -----for a multiplica
ção de números reais, então
$(f, g) = f.g e (cf) ' (x^) = f'(x^).g(x^) + f(x^).g’(xj.
(para a demonstração do teorema 1.3.2 e seus corolários ver [01], págs. 257 
a 262 ou [02], págs. 1 9 a  23).
1.3.3 - Teorema de Schwarz.
Teorema 1.3.3 - Seja f : U -----&- R*^  uma aplicação de classe /
C? (u C  R^, aberto) . Para cada x e U, a segunda derivada f ' ' (x) e c1^|R’^, R’^) , 
é uma aplicação bilinear simétrica.
- TQ Jc —Corolário: 1.3.5 - Seja f : U -----► R de classe CT. Entao para
cada x e U, a k-ésima derivada f (x) e c^ÍR'^/ R^) é uma aplicação k-linear 
simétrica.
Corolário 1.3.6 - Sejam U C  r '^  e f : U ----- R^ uma aplicação /
de classe d^. Para cada inteiro a, 1 ^ a ^ k, as derivadas parciais mistas / 
de ordem a,
9f (x), 1 ^ i-, __ , :L ^  m, não dependem da ordem /3x^... 3 x ^  ' "  _ ~ 
em que forem efetuadas as derivações.
(Para demonstração do teorema 1.3.3 e seus corolários ver /
[02] págs. 53-54).
1.3.4 - Fórmula de Taylor.- Dado um vetor h e RÍ'", escreveremos 
= (h, ..., h) e X ... X r"' , para indicar a j-upla de vetores iguais
a h. Assim, se #:R'^ x  ... x -----e» for uma aplicação j-linear,
significará $ . (h, __ , h ) .
Aplicações j-lineares restritas a j-uplas da forma desem
penham o papel de polinônios homogêneos de grau j (com m  variaveis, se hel^) 
quando não se deseja usar coordenadas.
Teorema 1.3.4 (Taylor Infinitesimal) - Seja U C  r’^ aberto. Se
^  (s+1 )f for s vezes diferenciavel em U e, um ponto a e U existir f (a), entao/
f(a + h) - f (a) + f  (a)h + ... +  ^(a)h^^^''^ + r(h),
onde lim --- = 0 .(s+1 )
Teorema 1.3.5 (Taylor com Pesto de Lagrange) - Supondo /
[a, a+h] C  U, f : U ---- ► R de classe C^, p+1 vezes diferenciável no segmento /
(a, a+h), então existe 0 e(0, 1 ) tal que
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f(a + h) - f(a) + f'(a)h + 1 / ( 2 1)f "  (a)h^ + ... + ^ f P ( a )  .h^+r^íh) .
Observações;
(1) Usaremos (a) = D^f(a), então, para o teorema 1.3.5 
£ { a t h )  = +rp(h).
(2) Utilizaremos também as aproximações de uma função f(x) em
t o m o  de
T(i) f (x) r: f (Xj^ ) + V f (Xj^ ) (x - Xj^), onde Vf (Xj^ ) e o gradien­
te de f (x^) e h  = X  - x^ ;^
(ii) f(x) = f(Xj^) + v'^ f (x^) (x-xj^ ) + 1 /2 (x-xj^)'^v^f (Xj^ ) (x-xj^) , 
onde V^f (x^ )^ é a matriz Hessiana de f (x), avaliada em x^, que serã definida a 
seguir.
3 - üma aplicação f : U -----> definida no subconjunto aberto
U C  chama-se analítica em U quando for C°° em U e, para cada x e U, existe 
ô > 0  tal que h < 6  acarrete x + h e U e,
f (x + h) = . 1  D^f (x).1=0 i!
Isto é, a série de Taylor converge, na vizinhança da cada ponto de U, para
o valor da aplicação f.
1.3.5 - Pontos Críticos.
2Definição. - A  diferencial segunda D f(a) é chamada a forma / 
Hessiana da função f no ponto a, conforme a definição abaixo:
Ona forma quadrãtica H: R ^ -----> R  é uma fimção cujo valor num
T , n , ,vetor h = (h., __ _ h ) é dado por.E._.a. .h.h., onde (a. .) e uma matriz sime1 n 1 , j — 1
trica nxn. Indica-se ccm a notação
T T 2h Hh ou h V f (a)h o valor da forma quadratica H no vetor h. Dessa maneira,
rn n
h Hh = .E. , a..h.h..1 ,3=1 i: 1  :
A  forma Hessiana da função duas vezes diferenciãvel f:U---- > R
no ponto X  e U serã indicada com H (x) , Hf (x) ou V^f (x) caso seja necessário / 
ser mais ejçilícito. Sabemos que H(x) = D^f(x), portanto
=ij=i
^ ^ r 9 f0 teoreira de Schwarz, teorema 1.3.3, garante que a matriz  ^ --- (x)-9x^9xj
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chamada Hessiana de f no ponto x, é sinétrica.
Definição. - Dada uma função diferenciável f : U -----^ R, um
ponto a e U chaitia-se ponto crítico de f quando df (a) = 0  { ou Vf  (a) = 0) ; /
isto é, - = af
9x^ “' ■ (a) = 0. Diz-se que a função f tem/
um máximo (respectivamente, um míniiflo) local no ponto a e U quando existir/
6 > 0  tal que ||h|| < 6  então f(a + h) á f(a) (resp., f(a) á f(a + h ) ./
Se f possuir um máximo local ( ou mínimo local) no ponto a,/
então a é um ponto crítico de f.
0 ponto crítico a diz-se não degenerado quando a matriz /
Hessiana nesse.ponto for inversível; isto é,
2Teorema 1.3.6 - S e ^  ja f : U -----> R de classe C . Todo ponto /
crítico não degenerado a e U é um ponto crítico isolado.
0 teorema 1.3.6 é uma consequência imediata do teorema segui^
te.
Teorema 1.3.6a. - Seja F = (f^ , f ^ ) ; U -----^ R^, onde ca­
da f ^ : U -----> R (1 ^ i ^ n) é diferenciável no ponto a e U C  R^. Se a matriz
nxn y H = [9f^/8Xj(a)], tiver determinante não nulo então existe ô > 0 tal / 
que 0 < " í l x - a | | <  6 irrplica F(x) F(a) . (Para obter o teorema 1.3.6 a / 
partir de 1.3.6a, basta tomar f^ = 9f/9x^; então 9fj^/9x. = 9^f/9x. 9x^).
Corolário 1.3.7 - O conjunto dos pontos críticos não degenera
2 'dos de uma funçao de classe C e enumeravel.
Corolário 1.3.8 - Se todos os pontos críticos de uma função/
f : U ---- ► R de classe C^, não são degenerados, então em cada ccxipacto K C  U
há apenas um número finito deles.
2Teorema 1.3.7 - Seja f : U ---- R uma função de classe C , /
a e U um ponto crítico de f e H a forma quadrática Hessiana de f no ponto a. 
Então





nem de mínimo local para f.
(2 ) Se H for definida Negativa , a e um ponto de iTBximo
 Se H for i n d e f i n i d a a  não é ponto de máximo local e
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(Para demonstração de 1.3.4, 1.3.5,1.3 .6 , 1.3.6ae 1.3.7 e 
corolários 1.3.7 e 1.3.8 ver [01] págs. 150 a 158).
1.3.6 - Iteorema da Função Iirplicita. - Dna decomposição em 
sema direta do tipo = R^ + R^ significa escolher uma partição /
{e.j, ..., - { ei^,... ,ei^} U {  ej ^ ,... ,ej^} da base canônica de
Dada a partição, pcmos r’^C ccmo sendo o subespaço gerado pelos vetores/
{ej., ... ej^} . Portanto r "^^^ é a soma direta desses dois subespaços e es -
™  ■ n+m _n ^  „m crevemos R = R ©  R .
• ~ J ■ T^n+m „n „ .„mDada uma deccmposiçao em sema direta R  = R @  R  , es - 
crevemos os elementos de R^^^ ccmo pares z = (x, y ) , x e R^ e y  e r’^.
Dada uma ælicaçâo linear sobrejetiva T: exis -
te uma decomposição em soma direta do tipo R^^’^ = R^ ©  tal que /
T 1 R*^ : R^ -----6* r“^ é um isŒnorfismo. Basta observar que os vetores /
, ..., geram o r’^, portanto é possível selecionar dentre eles uma /
base (Te^^, Tei^} .
Desta forma, no teorema 1,3.8 abarxo, a decoitçosição em sota / 
direta = R^ ®  r’^ pode ser sempre tomada ccm r ’^ e r“^ gerados pelos ei -
xos coordenados.
Teoxfema 1.3.8 - (Teorema da Função Iirplícita) - Sejam ü C
e f : U -----> R^ uma aplicação de classe (k ^ 1). Suponhamos que /.
j^n+m ^ j^ n ^  ^ seja uma decortposição em soma direta tal que, para ^ /
Zq = (Xq, y^) e U, a primeira derivada parcial 3.jf(z^):R'^---- »■ R*^  seja um
isonorfismo (equivalentemente, o determinante Jacobiano /
detJf(Zq ) = (9.jf^(x )/ 9x^) é diferente de zero), então existem abertos V,Z 
(onde y^ e V  C  I^, z^ e Z C  ü) con a seguinte propriedade: Para cada y e V  há 
um único Ç(y) e r ’^ tal que ( Ç(y), y) e Z, f( Ç(y), y) = c. A  aplicação /
Ç : V ---- p- R^ assim definida é de classe e sua derivada é dada por /
Ç'(y) = -[9^f(Ç(y), y)]"^.92f(Ç(y)/ y ) • a  aplicação ^ diz-se definida implici 
tamente pela equação f(x, y) = c.
(^ 1) Dizemos que uma forma quadrática é definida positiva quando tivermos /T nh H.h >' 0 para todo h 5^ 0 em R  :
T(2) Uma forma quadrática H  é definida negativa quando tivermos h H.h <  0 pa­
ra todo h 0 em R^ ;
(3) Uma forma quadrática será indefinida quando existirem vetores em 
r ’^ tais que h^Hh^ > 0 e < 0.
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(Para demonstração ver [01], pãg. 297, ou [02] pág. 73, ou 
ainda, [03], págs. 219-220)
1 .4 - Condições de Otimalidade para Extremos com Restrições.
1.4.1 - Condições Necessárias de 1^ Ordem para Extremos com / 
Restrições de Desigualdade.
Fazemos um estudo sobre condições necessárias de 1^ ordem pa­
ra problemas com restrições de desigualdade.
Iniciamos formulando o problema de programação matemática a 
ser discutido tanto na presente seção, como em todo o trabalho:
Minimizar f(x)
^ (A) (1.4.1)Sujeita a
g^  ^(x) > 0, i = 1,2, ..., m  (1.4.2)
X  e X C  r”.
As funções f e g . , ..., g são supostas como sendo de classe /
1 nC , para as condições de 1^ ordem, sobre algum conjunto X C R .  Seja D C  X o
conjunto viável, ou donínio viável, para o problema (A) ; istò é, conjunto dos 
pontos X £ X satisfazendo (1.4.2). Os elementos que pertencem a este c o n j m t o  
são chamados pontos viáveis.
üm ponto X *  e D é um ponto de mí,rajrtQ. local do problema (A) , ou 
uma solução local de (A), se existir 6> 0 tal, que f(x) ^ f(x*), (1.4.3) 
para todo x e D n  V(x*, 6) (Bola, ou vizinhança, de centro x* e raio ô). Se
(1.4.3) for satisfeita para todo x e D então x* é um mínimo global, ou solução 
global do problema (A).
Antes de continuarmos esse estudo necessitamos de:
(i) Teorema 1.4.1 - Suponhamos que f : R ^ -----> R seja de classe
1 TC on X * .  Se existir um vetor z tal que z Vf(x*) < 0 então existe X > 0 tal
que f(x* + Xz) < f(x*) para cada X suficientemente pequeno, desde que z seja
uma direção de decrescimento de f para x*.
Demonstração. - Pela diferenciabilidade de f em x*, devemos /
ter f(x* + Xz) = f(x*) + df(x*).Xz + x||z||p(xz), con lim p(Xz) = 0. Como
X 0df(x*) = Vf(x*), podemos escrever, (ver seção 1.3),
1
X - ^ 0
f(x* + Xz) = f(x*) + Vf(x*)'^Xz + x||z[|p(xz), lim p(Xz) = 0,
ou
^ = Vf(x*)^.z + | | z 1 1 p ( X z ) ,  lim p(Az) = 0.
^ X-X)
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Desde que Vf(x*) z < 0 e lim p(Az) = 0 ,  existe X> 0, suficientemente peque
A — 0no, tal que ^ p(Xz) < 0. Como queríamos demonstrar. ca
(ii) Definição. - Seja D um conjunto não vazio, D C  fP, e se­
ja x* £ ü , ( fecho de D, ver seção 1.2.7). Um cone de direções viáveis de D 
para x*, denotado por Z, é dado por
Z = ( z:z 0, e X *  + Xz e D, para todo X e (0, ô) para algim ô> 0)}.
Observamos que a partir da definição acima, é claro que um 
pequeno moviitento partindo de x* na direção de um z e Z é guiado por pontos/ 
viáveis. Além disso, do teorema 1.4.1, se z Vf(x*) < 0, entao z e uma dire­
ção satisfatória, já que procuramos minimizar f (x); isto é, partindo de x* 
um pequeno movimento na direção de z reduzirá o valor de f. Como mostra o 
teorema 1.4.2 que segue, se x* for um ponto de míniiro local e se /
z Vf(x*) < 0, então z £ Zj isto é, uma condição necessária para otimalidade/ 
local é que toda a ''direção satisfatória não seja uma direção viável. Este / 
fato é ilustrado pela figura que segue, onde os vértices dos cones e Z / 
são tomados em x*, por conveniência.
Voltando ã nossa análise sobre as condições de otimalidade de
1 ^  ordem para o problema (A), observamos que uma condição necessária de oti­
malidade local para x* é que F ^ H  Z = é um semi-espaço aberto definido em 
termos do vetor gradiente Vf(x*), e Z é um cone de direções viáveis, que / 
não é necessariamente definido em termos dos gradientes das funções envolvi 
das.
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Como o teorema 1.4.2 seguinte indica, poderemos^ definir um cone Zq em ter - 
mos dos gradientes das restrições g^(x), i = 1, ..., m, tal que Z^C. Z. Des­
de que a condição Z = 0 deve ser satisfeita para x*, e desde que / 
Z q C  Z, então - 0 é também uma condição necessária de otimalidade. 
Daí, como Fq e Zq são definidos em tCTnos dos vetores griadientes, usaremos 
a condição F q H  z^ = 0 para desenvolver as condições de otimalidade credi­
tadas a Kxohn-Tucker.
Teorema 1.4.2 - Sejam g^: R, i = 1, ..., m  e
D C  um conjunto aberto não vazio. Consideremos o problema (A) . Seja x* um 
ponto viável, e seja I(x*) = {i:g^(x*) = 0 } .  Além disso, suponhamos que f 
e g . , para i e I(x*) sejam diferenciáveis em x* e que g^ para i i I(x*) seja 
contínua em x*. Se x* for uma solução ótima local, então F q H  Zq = 0, onde /
Fq  = {z; z"^Vf(x*) < 0 }
Zq = {z: g^(x*)'^z à 0 }, (i e I(x*)).
Demonstração. - Seja z e Zq . Desde que x* e D e D é aberto, / 
existe um ô.j > 0  tal que x* + Az e D, A e(0, ô-j). (1.4.4)
Também, desde que z e Zq, z'^Vg^(x*) ^ 0 para cada i e I(x*), e analogamente / 
ao teorema 1.4.1, existe ^2 ^ 0 tal que
g^(x* + Az) ^ g^^íx*) = 0, para Ac(0, Ô2 ) e i e I(x*). (1.4.5) 
Finalmente, desde que g^(x*) > 0 e g^ é contínua em x* se i i. I(x*), existe/
> 0 tal que g^(x* + Az) > 0, para Ae(0, ô^) e i ^ I(x*). (1.4.6)
A  partir de(1.4.4), (1.4.5) e (1.4.6) é claro que pontos da forma x* + Az / 
são viáveis para o problema (A) para cada A e(0, ô), onde 6 = min(ô^,62/63). 
Assim z e Z, onde Z é um cone das direções da região viável para x*. Ainda 
necessitamos mostrar que:
(a) Fq  n  Z = 0
(b) F q O  Zq =. 0 .
Demonstraremos (a) por contradição. Suponhamos que existe um/ 
vetor z e F q O  Z. Então pelo teorema 1.4.1, existe A> 0, suficientemente pe­
queno, tal que f(x* + Az) < f(x*), para cada A> pequeno) 
Alân disso, pela definição (ii), x* + Az e D, A > 0. (1.4.8)
A  suposição que x* seja uma solução ótima local do problema não é carpatí - 
vel con (1.4.7) e (1.4.8)(Observar ilustração anterior), e concluimos que / 
Fq H  Z = 0 .
Para demonstrarmos (b) observamos que na primeira parte da / 
demonstração a partir de
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^ £ .7^ mostramos que z e Z, ou seja Z ^ C  Z e, cano Z = 0, por (a) , te­
mos que ^o ~ ^ demonstração está completa.
Há vários casos onde as condições necessárias do teorema /
1.4.2 são satisfeitas trivialmente também por pontos não ótimos. Alguns des­
ses casos são discutidos a seguir.
Suponhamos x sendo um ponto viável tal que yf(x) = 0. Clara -ip _  ^ _
mente, F^ = {z:z \/f (x) < 0} = 0 e daí Fq O  Z^ = 0. Assim, todo ponto x /
com Vf(x) = 0 satisfaz a condição de otimalidade do teorema 1.4.2. Também,/
para todo x com Vgj_(x) = 0 para algum i satisfaz aquelas condições. Conside -
remos agora o seguinte exenplo com uma restrição de igualdade:
Minimizar f (x)o
Sujeita a g{x) =0.
A  restrição de igualdade g(x) = 0  pode ser trocada pelas desigualdades / 
g^ (x) = g(x) > 0 e g2 (x) = -g(x) > 0. Seja x um ponto viável qualquer. Então 
g^(x) = g 2 (x) = 0 .  Notar que vg^(x) = -Vg2 (x) e, portanto, não existe z tal/ 
que Vg^ (x)'^z > 0 e Vg2 (x)'^z > 0. Portanto Zq = 0 e, daí F^Pi Zq = 0. Por ou­
tro lado, a condição necessária do teorema 1.4.2 é satisfeita por todas as 
soluções viáveis e daí a sua fraca utilidade.
Necessitamos de mais alguns conceitos antes de tratarmos das / 
condições de otimalidade de Kuhn-Tucker.
(1) Definição - On hiperplano H em é uma coleção de pontos
T - — nda forma {x:p x = a} , onde p e um vetor nao nulo de r  e a e R* 0 vetor p e
chamado o vetor normal do hiperplano. lln hiperplano define dois semi-espaços
+ T — Tfechados H = {x:p x ^a} e H = {x:p x <«} e dois semi-espaços abertos /
T T{x:p X > a} e {x:p x < a} •
Observamos que se x g então x e H^, ou x e H~, ou ainda /
X £ H’*n  H~. Também, um hiperplano H e o correspondente semi-espaço podem /_ _ _ ip_ ^
ser escritos em relação a um ponto x e H. Se x e H, então p x = a ^ e daí to-
T T— T _do X  £ H  deve satisfazer p x - p x = a - a = 0 ,  isto e, p (x - x) = 0 .  Dax te-I fTt __
mos H = { x:p ( x - x ) ^ 0 >  e H - { x:p (x - x) < 0 } . A  figura que se - 
gue mostra um hiperplano H passando por x e possuindo um vetor normal p. / 
(Figura 1.4.2)
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Figura 1.4.2
(2) Definição. - Sejam S^ e S2 conjuntos não vazios em [R . 
IM hiperplano H = {xip^x = a} é dito separador de S^ e S2 se p^xla para/ 
cada X e S^ e p'^x á a para cada x e S2 . As figuras abaixo, seguintes, mos 
tram tipos de separações.
•; (a) separação ittprópria.
T(p x >a para cada x e e 
p'^x < apara cada x e S^)
Figura 1.4.3.
(p X >a +e , para cada x e e
T  \p x < a, para cada x e S )
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(3) Observações.- Dados um conjunto S C  R^, não vazio e um / 
ponto y ^ S, devemos ter:
(3.1) - Existe um hiperplano que separa estritamente S e y,ou
(3.2) - Existe um hiperplano que separa fortemente S e y.
(3.3) - Existe um vetor p tal que p'^y > sup{p'^x: x e S }, ou
(3.4) Existe um vetor p tal que p"^y< inf {p”^x: x e S}.
Notar que (3.1) e (3.2) são equivalentes somente se y for um ponto.
(4) - O  teorema de Farkas foi extensivamente usado na formu - 
lação das condições de otimalidade de problemas de programação linear e não 
linear. 0 teorema pode ser formulado ccmo segue:
Seja A  uma matriz mxn e c e üm e somente um dos seguin­
tes sistemas possui solução:
Sistema 1. Ax á 0 e c^x > 0, para qualquer x e r"^ ;
Sistema 2. A'^y = c e y ^ 0, para algum y e r '^ .
Demonstração.- Suponhamos que o sistema 2 tenha solução; is­
to é, existe y ^ 0 tal que A^^y = c. Seja x •:tal que Ax á 0. Então / 
c'^x = y^Ax ^ 0. Daí o sistema 1 não possui solução. Formemos o conjunto / 
S = {x: x = A^y, y ^ 0 }.Notar que c S. A  partir da observação (3), supo — 
nhamos que exista um' vetor p e R^ e escalar a tal que p'^o a e p^x < a ,
~ mpara todo x e S. Desde que 0 e S, então 0 e daí p  c > 0.
Tairbém p'^ A'^ y = y'^Ap ^ a para todo y ^ 0. Desde que y ^ 0 pode ser tcmado ar­
bitrariamente grande, a última desigualdade inplica que á 0. Logo, cons - 
truimos um vetor p e R tal que Ap á 0 e p"^c > 0. Daí o sistema 1 possui uma' 
solução, e o teorema está demonstrado.^
Observamos que se as colunas de A  forem a.j, a^, ___ a^, en­
tão o sistema 2 possui uma solução se c permanecer no cone convexo gerado / 
por a - , a.,, ..., a . O sistema 1 possui uma solução se o cone fechado /i ^  III
{x: Ax á 0 } e o semi-espaço aberto {x: c'^x > 0 }  possuirem uma intersecção / 
não vazia. Observe as fig\aras: (fig. 1.4.4)
Definição: - Definimos a função lagrangiana associada ao pro
blema (A), ccmo m





(b) o sistema 2 tem solução.(a) o sistema 1 tem solução.
Figura 1.4.4 o '
Teorema 1.4.3 - (Existência dos Multiplicadores de Lagrange). 
Suponhamos que x* e D d X .  Então Fq  H  Zq  = 0 se, e somente / 




V L(x*, u*) = Vf(x*) - .E. u*Vg.(x*) = 0;X  i —I 1  X
u|g^(x*) = 0,i- 1 ,..., m;
(1.4.9)
Demonstração. - A  princípio relembremos que ,
Fq = {z: Vf (x*) < 0 }  e Zq ={z: z^ ^^ V g^^(x*) ^ 0, i e I(x*) . O conjun 
to Zq nunca é vazio, jã que a origem serrpre pertence a ele, e F ^ H  Zq = 0 / 
se, e somente se, para todo z satisfazendo
(a) z'^Vg^(x*) S 0, i e I(x*), tivermos
(b) z'^Vf(x*) S 0.
Segue do teorema de Farkas (sistema 2) que (b) é verdadeira 
para todo z que satisfaça (a), se, e sanente se, existir um vetor u* â 0 / 
tal que m
Vf(x*) = ^E^u*Vg^(x*) ou Vf(x*) - E^.^  u*Vg^(x*) = 0.
Fazendo u^ = 0 para i j. I (x*), concluímos que Fq(x*) O  Z^(x*) = 0 se, e 
semente se, (1.4.7) a (1.4.9) forem satisfeitas. O
É preciso saber, na aplicação do teorema 1.4.3, detenninar / 
se o conjunto F q H  = 0 . Claramente, supondo-se que as funções sejam di­
ferenciáveis, F q H  Zq = 0  é condição necessária e suficiente para a exis­
tência do vetor u*, chamado variável dual ou multiplicador de Lagrange. 
Observantos também que o teorema 1.4.3 reduz a condição necessária geonétri- 
ca de otimalidade F q ^  Zq = 0, do teorema 1.4.2, a uma formulação em ter -
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dos gradientes da função objetivo e das restrições correspondentes.
várias condições foram iirpostas para garantir = 0 /
para um mínimo local. Primeiro formularemos uma condição que restringe as / 
funções restrições por uma condição de regularidade chamada qualificação / 
das restrições, introduzidas por Kulm-Tucker (1951).
Atualmente essas condições de regularidade são chamadas con 
dições de 1^ ordem. Iniciamos nossa discussão introduzindo a noção de "Co — 
ne das Tangentes."
Definição. - (Cone das Tangentes). - Se S C  não vazio, e 
seja X* e O cone das tangentes de S para x*, denotado por T, é o conjun 
to de todas as direções z tais que z«= lim Xj^ (x, - x*), onde 0 , /
x^ e S para cada k, e Xj^  -----► x*.
Lema 1.4.1 - (Qualificação de 1^ Ordem das Restrições).- Seja
S C  R^, não vazio, e x* e S. Além disso, suponhamos que f: r’^-----► R seja
diferenciável para x*. Se x* resolver localmente o problema:
Minimizar f (x)
Sujeita a X  e S,
então Fq H  T = 0 , onde F^ = {z: z'^Vf(x*) < 0 }  e T é o cone das tangentes / 
de S para x*.
Demonstração.- Seja z e T; isto é, z = lim^  _^ 00de > 0, Xj^  e S para cada k, e x ^ -----► x*.
(Observar que se z pertencer ao cone das tangentes então existe uma sequên - 
cia viável {xjJ convergindo para x* tal que as dir,eções das cordas Xj^  - x* 
convergem para z).
Por diferenciabilidade de f para x*, temos 
f(Xj^) - f(x*) = 't?£(x*)'^ (xj^  - X*) + l|xj^  - x*|| p(Xj^ - X*),
lim ~ seção 1.3).
Xj^-X* — >00
Notando que a otimalidade local de x*, para k convenientemen 
te grande, temos f (x^ )^ ^ f(x*), e a partir da expressão acima
Vf (x*)'^(x^ - X*) + I |xj^  - x*| I p(Xj^ - X*) ^ 0.
Multiplicando por A, > 0 e fazendo o limite quando k -----^ a desigual —
Tdade acima irrplica que z Vf(x*) ^ 0. Logo mostramos que z e T irrplica que /
Tz Vf(x*) ^ 0, e daí F ^ H  T = 0, e a demonstração está corpleta.^
No t e o r e m  1.4.4, que segue, formularemos as condições de / 
Kuhn-Tucker sobre a qualificação das restrições T.
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Teorema 1.4.4 - (Condições Necessárias de Ordem de Kuhn- 
Tucker) . - Se as funções f , g y  "  ‘ fo^^m diferenciáveis para x* e se /. 
a qualificação de 1? ordem das restrições for satisfeita para x* T - 0),
então a condição necessária para que x* seja um ponto de mínimo local do pro 
b l e m  (A) é que exista u* tal que (x*, u*) satisfaça:
g^(x) è 0, i = 1, 2, ..., m, (1.4.10)
Uigi(x) = 0 ,  i = 1, 2, ..., m, (1.4.11)
u^ è 0, i = 1, 2, ..., m, (1.4.12)
VL(x, u) = 0. (1.4.13) -
Demonstração. - Do lema 1.4.1 F ^ O  T = 0, onde
F^ = {z: z'^Vf(x*) < 0 }  e T = {z :z'^Vg^(x*) > 0, para i e I(x*)} é o cone 
das tangentes da região viável para x*. Pôr outro lado o seguinte sistema / 
z"^Vf(x*) < 0, z"^Vg^(x*) ^ 0, para i e I(x*) não possui solução, pelo teore 
ma de Farkas; Além disso, pelo teorema 1.4.3, existe u* tal que (1.4.10) a
(1.4.13) sejam satisfeitas, e a demonstração está corrpleta. ^
As condições de Kuhn-Tucker foram desenvolvidas por muitos / 
autores sob várias qualificações das restrições. J^resentamos, a seguir, / 
uma das mais inportantes.
Definição: (Qualificação de 1^ Ordem das Eestrições).- Seja /
x* um ponto satisfazendo g. (x) ^ 0, i = 1 , 2 , __ _ m, e suponhamos que as /
^ 1 _funções gj^(x) sejam de classe C . Entao a qualificaçao de 1? ordem das res -
trições é satisfeita para x* se para algum valor não nulo de z, tal que /
T 1z Vg^^íx*) > 0 para todo i e I(x*), z for tangente a um arco de classe C , /
arco partindo de x* e contido na região viável.
Para este fim um arco é um caminho de ferenciável a(0) em
pararretrizado pela variável 0 ^ 0 no intervalo [0, e] , e ^ 0, então temos
a(0) - X  e ^g(0) - a(0)  ^ Denotaremos esta tangente por Da(0) e a /
sua derivada segunda por D^a(0), se for duas vezes diferenciável.
Paira concluir esta subseção relembramos o teorema,(ver seção
1 . 2 ) .
Teorema 1.4.5 - (Condições Necessárias de 1 ^  Ordem para um MÍ 
nlmo sem Restrições). - A  condição necessária para que uma função diferenciá 
vel tenha um mínimo local sem r^^estrições em um ponto x* é que V f  (x*) = Ò.
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O estudo realizado até aqui dá uma caracterização de Or­
dem para um mínirro local, que envolve as derivadas parciais de ordem / 
das funções do problema. Não examina, contudo, a curvatura das funções, / 
que é examinada pelas derivadas parciais de 2? ordem. Curvatura é a distin 
ção entre as funções lineares e não lineares. As condições necessárias de 
primeira ordem indicam que x* é um candidato a ponto de mínimo. Mostrare - 
mos a seguir que as condições de 2f ordem dão a infomação adicional para 
que X* seja um ponto de míniito local do problema (A).
1.4.2 - Condições Necessárias e Suficientes de 2^ Ordem.- / 
Os resultados seguintes foram obtidos por Fiacco e McCormick [04] .
Na discussão que segue vamos supor que as funções f e g ., /2i = 1, 2, ..., m, do problema (A) sejam de classe C . Ona qualificaçao de 
2? ordem das restrições será formulada primeiro. Seja x e X e definamos
2q {x *) = {z; z^l^Vg^íx*) = 0, i e I(x*)} (1.4.14)
üma qualificação de 2? ordem das restrições é satisfeita para x e D C  X se 
todo z £ 2q(x*), não nulo, for tangente a um arco duas vezes diferenciável 
contido na fronteira D; isto' é, para cada z e 2q {x *) existe caminho de 
classe C^ definido sobre [0, e ] C R  com imagem em tal que a(0) = x*,
g^(a(0)) = 0, i e I(x*), (1.4.15)
para cada O á 0 < e ^ e > O , e
(1.4.16)d0
para À > 0. Temos então
Teorema 1.4.6 (Condições Necessárias de 2^ Ordem). - Seja / 
X* uma solução do problema (A). Suponhamos que as qualificações de 1 a e 2? 
ordens das restrições sejam satisfeitas e que exista u* tal que (1.4.10) e
(1.4.13), (ver teorema 1.4.4), sejam satisfeitas por (x*, u*), então a con 
dição necessária para x* ser de mínimo local do problema (A) é que para / 
z / 0 tal que z e 2q(x*), tenhamos
np O ^  9z M  V^f(x*) - ^|.,u*V^g^(x*)]z > 0 .  (1.4.17)
Demonstração. - Seja z / 0, z e 2q(x*), e a(0) o caminho de­
finido na qualificação de 2? ordem das restrições; isto é, a(0) = x*, /
d'a(0)/ d0 ==z (desde que 2q(x*) é um ccne, podemos supor sem perda de gene 
ralidade, que ,A=l). Fazendo d2 g(p) = w, a partir de (1.4.15) e da regra '
V '  _ d 02
da cadeia, (ver subseção 1 .3 .2), segue que:
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da(0)-J:------- = Vg. (x*). = 0 e,
d0 d 0
.  v \ . ( x . ) . * i M  á ç - M  , áJíio) ^ 0 .
d0- d0 d0 d0 ^
como da(O)/d0 = z e d2a(O)/d02 = w, obtemos
d z^V^g. (x*)z: + w-Vg. (x*) = 0 .  (1.4.18)
d0'^- ^
De (1.4.7) a (1.4.9) do teorema 1.4.3 (Existência dos multiplicadores de La 
grange), e da definição de 2q(x*), obtemos
^ zTyf(x*) = zT[ u*Vg^(x*)] = 0. (1.4.19)
Desde que x* é de mínimo local e
(df a(0))/ d0 = 0, segue que d^f(a(0))/d0^ ^ 0, isto é,
d^.^ a ( O n  = zTy2j(^*j^ ^ ^ (1 .4 .20)
d0^
Multiplicando (1.4.18) pela correspondente u*, subtraindo de (1.4,20) e /
usando (1.4.7) a (1.4.9) do teorema 1.4.3, temos
m y m  ^
zT[V^f(x*) - ^E^u*V g^(x*)]z> 0 .
Que é exatamente (1.4.17), e o teorema está demonstrado. ^
As dificuldades em se verificar a qualificação de 2? ordem / 
das restrições são equivalentes ãquelas encontradas na verificação de 1 f / 
ordem. Há, entretanto, lama situação relativamente sirrples que implica as 
qualificações de 1? ordem e 2? ordem das restrições. Se os vetores Vg^(x),
i e I(x) = {i: g^(x) = 0} forem linearmente independentes, então os / 
dois tipos de qualificação das restrições estarão satisfeitas para x e D 
(Ver [04]).
0 desenvolvimento seguinte estabelece um teste de suficiên­
cia, envolvendo derivadas parciais de 2? ordem, que garante quando um ponto 
será de mínimo local do problema (A).
Denotando por I(x*) o conjunto dos índices i para os quais / 
g^(x*) = 0 e u^g^íx*) = 0, VL(x*, u*) = 0 sejam satisfeitas por u| > 0 (es­
tritamente positivo). Assim í(x*) é um subconjunto de I(x*). Fazendo 
2q(x*) = {z: z^^Vg. (x*) = 0, i e í(x*), z'^Vgj^(x*) > 0 , i e I(x*) },
~ ^ rn _observamos que Zq (x *) C  Z ^ íx*) = {z: z Vg^(x*) 0 }. Temos, então, as se - 
guintes condições de suficiência, demonstradas por Mc Cormick.
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Teoreira 1.4.7 - (Condições Suficientes de 2^ Ordem) - Seja x* 
um ponto viãvel para o probleira (A). Se existir um vetor u* satisfazendo: /
utg^(x*) = 0 ,  i = 1, 2, ..., m, (1.4.21)
u| â 0, i = 1, 2, ..., m, (1.4.22)
VL(x*, u*) = 0 (1.4.23)
e se para todo z / 0 tal que z e Zq(x*), seguir que
z'T[\ZL(x*, u * ) ] z  > 0, (1.4.24)
então x* é um ponto de mínimo local isolado (localmente único) do problerra / 
(A).
Demonstração. - Vamos supor que (1.4.21) a (1.4.23) sejam sa- ■  ^
tisfeitas por x* mas que ele não seja de mínimo local isolado. Então existe/ 
uma sequência {z^ }^ de pontos viáveis z^  ^/ x* convergindo para x* tal que pa­
ra cada Zj^
f(x*) ^f(Zj^). (1.4.25)
Fazendo Zj^  = x* + onde Aj^ > 0 e y = 1,sem perda de-
generalidade podemos supor que a sequência y^  ^ converge para (0 , y), lí?'j=l 
Desde que os pontos viáveis, por diferenciabilidade, terros
gi(zJ-gi(x*)=A^y^Vgi(x*)+X^| ]y I 1p(Aj^ Y J  ^ 0/ onde lim p ( ^  y ) = 0.
Ak 0
(1.4.26)
e a partir de (1.4.25),
f(Zj^)-f(x*)=A^yJvf(x*)+Aj^||y^llp(Aj^.yj^) < 0, onde lim = 0.
A ^ - ^ O
(1.4.27)
Dividindo (1.4.26) e (1.4.27) por Aj, e calculando o limite, obtemos /
yTVg^(x*) ^ 0 ,  i e I(x*) (1.4.28)
yI'Vf(x*) á 0. (1.4.29)
Suponhamos que (1.4.28) seja seja satisfeita com a estrita desigualdade pa­
ra algum i e I(x*). Então ccínbinando (1.4.23) e (1.4.28),
y  Tvf(x*) = uíyTvg^(x*) > 0  (1.4.30)
contradizendo (1.4.29). Portanto, y^Vg^(x*) = 0 para todo i e I(x*) e des - 
de que y e Zq(x*) , a partir do teoreira de Taylor (ver seção 1.3.4) , temos /
gi(\)=gi(x*)+Aj^y^Vgi(x*)+1 /2AjyJv\^(x*+0k^Aky 3^) è 0, 9 e (0 , 1 ), i= 1 ,... ,m
3 (1.4.31)
f(z^)=f(x*)+A3^yJvf(x*)+1^A^y^V^f(x*+03^A3^y^) < 0 ,  0e(O,1). (1.4.32)
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Multiplicando (1.4.31) pelo correspondente ut e subtraindo de (1.4.32), vem
rp m  9 T ■? mA^Yj^íVf (X*) - (X*) } +1 /2X^y^ [V^f u|g^ (x*+0kiXj^Yj^] Yj^^O.
A  expressão entre chaves é anulada por (1.4.23). Dividindo a porção restante 
por ^ / 2  e calculando o limite (?^ -----» 0), obtemos
YT[V^f(x*) - uív\^(x*^y á 0. (1.4.33)
Desde que y não é nulo e pertence a Zq (x *), segue que (1.4.33) contradiz / 
(1.4.24). O
Observar que (1.4.24) é simétrica definida positiva (ver se - ■
ção 1.3.4).
Corolário 1.4.1 -As condições suficientes, para que um ponto /
« * 2 seja de mínimo local, isolado, sem restrições de uma função f de classe C , /
sao que V f  (x*) - 0 e
rp 9  _Y V’f(x*)y > 0, para todo y nao nulo.
1 . 5 -  Algoritmos e Transformações Algorítmicas.
Consideremos o problema: - minimizar f(x), sujeita a x e D, / 
onde f é a função objetivo e D é a região viável. On procedimento para a so - 
lução ou um algoritmo para resolver este problema pode ser visto ccmo um pro­
cesso iterativo que gera uma sequência de pontos de acordo ccm um conjunto / 
ordenado de instruções, juntamente com um critério de parada.
A  Transformação Algorítmica. - Dado um vetor Xj^  e aplicando as 
instruções do algoritmo, obtemos um novo ponto • Este processo pode ser / 
delineado por uma transformação algorítmica A., Esta é geralmente de ponto a 
conjunto e designa para cada ponto do domínio D um subconjunto de D. Assim, / 
dado um ponto inicial x ^ , a transfomação algorítmica gera uma sequência / 
x^, x^, ..., onde Xj^^^ e A(x^) para cada k. A  transformação de x^  ^em /
constitui uma iteração do algoritmo. Apresentamos aqui um exeirplo dado em [5] 
Exerrplo 1.
Consideremos o problema:
. . 2Mi nimizar x
sujeita a X ^ 1,
onde a solução ótima é x* = 1. Seja a transformação algorítmica de ponto a 
ponto dada por A(x) = (x + 1)/2. Pode-se verificar facilmente que a sequência 
obtida pela aplicação da transformação A, para qualquer ponto de partida, con
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verge para a solução ótima x* = 1. Com x^ = 4, o algoritmo gera a sequência 
{4, 2,5, 1,75, 1,375, 1,1875, ...} como ilustrado na figura (1.4.5a) que/ 
segue.
Para o mesmo problema, consideremos a transformação A  de pon­
to a conjunto, definida por:
[1, 1/2(x + 1)] , se X â 1
A(x) = <
[1/2 (x + 1), 1], se X < 1
Como mostra a figura (1.4.5b), a imagem de um ponto x qualquer é um interva­
lo fechado, e qualquer ponto do intervalo pode ser escolhido cotkd o sucessor 
de X. Partindo de qualquer x^ o algoritmo converge para x* = 1 . Con x^ = 4,/ 
a sequência {4, 2, 1,2, 1,02, ...} é \m resultado possível do algoritmo.
De forma diferente do exemplo anterior, outras sequências podem resultar / 





1.5.1 - O Conjunto Solução e a Convergência de Algoritmos. - 
Consideremos o problema de programação não-linear: 
minimizar f (x) 
sujeita a X e D.
Ona propriedade desejável num algoritmo para resolver o pro­
blema acima é que ele gere uma sequência de pontos que convirjam para a so 
lução ótima global. Em muitos casos, entretanto, podemos obter tal solução/ 
com resultados menos favoráveis. De fato, em consequência da não convexida­
de, do porte do problema, ou de outras dificuldades, pode ocorrer de o pro­
cedimento iterativo parar quando for alcançado algum ponto do conjunto solu
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ção S. Seguem alguns conjuntos típicos de soluções para problema mencionado;
1. S = {x*:x* é uma solução ótima local do problema};
2. S = {x*x* e D, f(x*) ^ b} , onde b é um valor aceitável da 
função objetivo;
3. S - {x*:x* e D, f(x*) < L.I + e} , onde e > 0 é uma tole­
rância aceitável, e L.I é o limite inferior da função objetivo;
4. S = {x*:x* e D, f(x*) - f(x) < e} , onde f(x) é um mínimo 
global, e e > 0 estiver especificado. Assim, em geral, a convergência de / 
algoritmos é feita em relação ao conjunto solução. Em particular, uma trans
formação algorítmica A : X -----^ X é convergente sobre Y C  X, se, partindo de
algum ponto inicial x^ e Y o limite de qualquer subsequência convergente da 
sequência x ^ , x^, ..., gerada pelo algoritmo, pertence ao conjunto solução/ 
S. Fazendo S ser o conjunto de soluções ótimas globais no exenplo 1., é ób 
vio que os dois algoritmos formulados são convergentes sobre a reta real.
1.5.2 - Transformações Fechadas e Convergências. — Introdu­
ziremos aqui a noção de transformações fechadas e então o teorema da conver 
gência. O  significado do conceito de fechanento tomar-se-á claro a partir/ 




sujeita a X ^ 1 •
Seja o conjunto S, o conjunto de soluções ótimas globais, isto é, S = { 1^  . 
Consideremos a transformação algorítmica definida por;
[3/2 + lx/4, 1 + 1x/2], se X  > 2
A(x) <
[1/2(x + 1), se X  < 2
A  transformação está ilustrada na figura que segue. Obviamente, para algum 
ponto inicial x^ ^ 2, qualquer sequência gerada pela transformação A  conver 
ge para o ponto x = 2. Notar que x ^ S. Por outro lado, para x^ < 2, qual - 
quer sequência gerada pelo algoritmo converge para x* = 1. Nste exeitplo o 
algoritmo converge para o intervalo (-°°, 2) mas não converge para um ponto/ 
no conjunto S sobre o intervalo [2, «>).
O exeitplo acima mostra a iriportáncia do ponto inicial x^ on­
de a convergência para um ponto em S ê determinada se x^ < 2 nas não ocor­
re no caso contrário.
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Figura 1.4.6
Notar que cada um dos algoritmos dos exemplos 1. e 2. satsifazem as condi - 
ções seguintes:
(1) dado um ponto viável Xj^  S 1, todo ponto sucessor é 
também viável; isto é, x^^^^ à 1;
(2) dado um ponto viável x^ , S, todo todo ponto sucessor / 
Xj^^^ satisfaz f ) < f(x^), onde f (x) = x^. Por outro lado, a função ob-
"k mjetivo é decrescente para x^^-----^ x
(3) dado um ponto viável x^  ^ e S; isto é, Xj^  = 1, um ponto su 
cessor está também em S; Xj^^^ = 1.
í ^ s a r  das similaridades acima mencionadas entre os algorit­
mos, os dois algoritmos do exertplo 1, convergem para x* = 1, enquanto que o 
exertplo 2, não converge para x* = 1 para nenhum ponto inicial t 2. A  ra­
zão disto é que a transformação algorítmica do exenplo 2, não é "fechada", / 
para x = 2. A  noção de uma transformação fechada, a qual generaliza a dee. 
urra função contínua, é dada a seguir:
Definição. (Transformação Algorítmica Fechada). - Sejam X e
Y conjuntos fechados, não vazios,' em R^, respectivamente. Seja A:X —s»Y
uma transformação de ponto a conjunto. A  transformação A  é dita fechada pa-
ra x e X se X|^  e X, ---- >x e yj^  e Y ^ A(x).
A  transformação A  é dita fechada sobre Z C  X se ela for fechada para cada / 
ponto em Z.
O  exerrplo 2. mostra uma transformção de ponto a conjunto que 
não é fechada para x== 2. Bn particular a seqüência con Xj^  = 2 - 1/k /
converge para x= 2, e a seqüência {y^ }^ com y^  ^ = 3/2 - 1/2k converge para / 
y = 3/2, mas y?!A(x) = {2} . O exertplo 1 mostra duas transformações algorít 
rrdcas que são fechadas.
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Teorema 1.5.1 - (Teorema da Convergência de Transformações - 
Algorítmicas). - Seja X um conjunto fechado, não vazio, em R^, e seja S C  X,
não vazio, o conjunto solução. Seja A : X ---- > X uma transformação ponto a
conjunto. Dado e X, a sequência {xj^ } é gerada iterativamente, como segue:
Se x^ e S então para; caso contrário tonar x^^^ e ' subs­
tituir k por k+1 e repetir. Suponhamos que a sequência x.j, X2 , — , gerada / 
pelo algoritmo esteja contida num sijbconjunto conpacto de X, e que exista uma 
função contínua a, chamada função decrescente, tal que a(y) < a(x) se x e S 
e y e A(x). Se a transformação A  for fechada sobre o ccarplementar de S, então 
ou o algoritmo pára em um número finito de passos com um ponto em S ou gera / 
uma sequência infinita tal que:
° 1. - Toda subsequência convergente de {x^^} possui um limite / 
em S; isto é, todo ponto de acumulação de {Xj.} pertence a S;
2. - a(Xj^) ---- a(x) para algum x e S.
Demonstração. Se para alguma iteração um ponto x^  ^em S for ge­
rado, então o algorimto para. Agora suponhamos que uma sequência infinita {Xj^ } 
seja gerada. Seja ^ I g ™ ®  subsequência convergente ccm limite x e X. /
Desde que a ê contínua, então para k  e L, a(Xj^) -----e>a(x). Assim, para um
dado e >0, existe um k' tal que,(k' e L)
a(Xj^) - a(x) < e, para k â k' com k e L. (1.5.1)
Agora para k' > k. Desde que a é uma função decrescente, a(Xj^) < a(Xj^,), e a 
partir de (1.5.1), temos:
a(Xj^) - a(x) = ~ a(Xj^,) + a(x^,) - a(x) < 0 + e = e.
Desde que isto vale para todo k > k', e desde que e > 0, arbitrário, então / 
lim a(Xj^) = a(x). (1.5.2)
^ Mostraremos agora que x e S. POr contradição, suponhamos que
X ^ S, e consideremos a sequência Esta sequência está contida num /
subconjunto de X, e daí possui uma subsequência limite x* em X.
Notando (1.5.2), é claro que a(x*) = a(x). Desde que A  ê fechada para x, e
para k e L, x ^ ---- a- x, e ® ^ + 1  ---- ^ t ã o  x* e A(x), pela
defijiição de transformação fechada. Portanto, a(x*) < a(x), contradizendo o 
fato que a(x*) = a'x). Assim, x e S e a parte 1 do teorema está demonstrada. 
Isto, juntamente com (1.5.2), mostra que a parte 2 do teorema mantém-se váli - 
da, e a denonstração está conpleta. &
Corolário 1.5.1 - Sob as condições do teorema, se S for uni - 
tário {x*}, então toda sequência {Xj^ } converge para x*.
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Notar que se o ponto não estiver próximo do conjunto solu 
ção S, então o algoritmo gera um novo ponto , tal que ^ a(Xj^).
A  função a é chamada urta f-unção decrescente. Em muitos casos, a é escolhida 
como a própra função objetivo, e assim o algoritmo gera uma seqüência de / 
pontos com valores da função objetivo. No entanto, se f for diferenciável.
a pode ser escolhida como a(x) = 
sem restrições.
Vf(x) para um problema de otimização /
1.5.3 - Corrposição de Transformações.
Definição.- Sejam X, Y e Z conjuntos fechados não vazios em
I^, e respectivamente. Sejam B : X ---- > Y e C : Y ---- Z transforma -
ções de ponto a conjunto. A  transformação algorítmica A  = CB é definida como
uma transformação de ponto a conjunto A : X -----^ Z, can
A(x) U {C(y): y e B(x) }.
A  figxnra seguinte^1.4.7, ilustra a definição.
Teorema 1.5.2 - Sejam X, Y e Z conjuntos fechados não vazios 
em e respectivamente. Sejam B : X -----> Y e X : Y -----í* Z transforma­
ções de ponto a conjunto, e consideremos a tmasformação coiposta A  = CB. / 
Suponhamos que B seja fechada para x e que C seja fechada sobre B(x). Além /
disso, suponhamos que se Xj^---- x e y^  ^e ' então existe uma subse -
quência convergente de {y, • Então A  é fechada para x.K  Li
- 49 -
Demonstração.- Sejam Xj^---- e-x, e A(x^) e --- »  z. Nece^
sitamos mostrar que z e A(x). Pela definição de A, para cada k, existe um 
e B (Xj^ ) tal que ^ C (y^). Pela hipótese existe uma subsequência /
com limite y. Desde que B é fechada para x, então y e B(x) . Além disso, / 
desde que C é fechada sobre B(x) ela é fechada para y, e daí z e C(y) . Assim, 
z e C(y) e CB A(x) e consequentemente, A  é fechada para x.
CAPÍTULO II
Introdução.- Este capítulo é ccmposto por quatro seções. Na 
primeira seção, fazemos um estudo geral sobre as técnicas de minimização sem 
restrições para pontos interiores formulando, de maneira geral, uma classe / 
de algoritmos que se aplicam a problemas com restrições de desigualdade, / 
transformando-os em problemas sem restrições. Além disso, demonstraremos a 
convergência dos mesmos. Na segunda, estudaremos"extrapolações"em técnicas / 
de minimizações sem restrições, que serão básicas para o desenvolvimento das 
"fórmulas de extrapolação" (Ver capítulo III), que aceleram a convergência / 
dos algoritmos acima citados. Na terceira, relacionaremos conceitos fundamen­
tais sobre progranação convexa, de interesse na continuidade do trabalho.
Na quarta, apresentaremos outras técnicas de minimizações sem restrições que 
podem ser empregadas na resolução do problema (A).
2.1 - Técnicas de Minimizações sem Restrições para Pontos Inte 
riores. - Diversos algoritmos para resolver problemas de programação não line 
ar podem ser deduzidos das condições de suficiência dadas na seção 1.4.2 pa­
ra um ponto ser de mínimo local sem restrições. Esses algoritmos, incluindo / 
os discutidos neste capítulo, podem ser estudados a partir daquelas condições
O presente capítulo trata de problemas onde não há restrições- 
de igualdade; isto é, problemas da forno.:
Minimizar f (x)
Sujeita a
g^(x) ^ 0 ,  i = 1, 2, — , m.
Suponhamos, teirporarianente, que em t o m o  da solução local x* do problema (A) 
exista uma vizinhança na qual as restrições (g^ (x) ^ 0) podem ser estritairen-
te satisfeitas; isto é, existam pontos x tais que g^(x ) > 0 ,  i =1, __ , m.
Também que a estrita coiiplementaridade (1.4.21); isto é, uŸ > 0, se g^(x*)=0.
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Procedendo formalmente, consideremos uma pertiorbação das con- • 
dições suficientes (1.4.21) a (1.4.24) para x* ser de mínimo local.' Suponha­
mos que as seguintes condições sejam satisfeitas, para um ponto [x(r),u(r)] 
próximo de (x*, u*) para r pequeno:
g^(x) > 0, i 1, 2, ..., m, (2.1.1)
Uig^(x) = r, i = 1, 2, m, ' (2.1.2)
u^ ^ 0, i 1, 2, ..., m, (2.1.3)
Vf(x) - u^Vg^(x) - 0, (2.1.4)
e para cada y tal que ,
y'^Vg^[x(r)] = 0, para todo i e I (x*) = {i:g^(x*) 0} ,
(sob as condições da nossa suposição I(x*) = í(x*) ={ i:u^^> 0}).
y"^  {V^f[x(r)] - }y > 0. (2.1.5)
Determinando cada u^ em (2.1.2) e substituindo em (2.1.4), vem
Vf[x(r)]- J ^  Vg. [x(r)] = 0. (2.1.6)
A  equação (2.1.6) determina que o gradiente da função (chamada penalidade lo­
garítmica ou barreira logarítmica)
m
P(x,r) = f(x) - Ing^(x) (2.1.7)
se anula para x(r); isto é, a condição necessária de 1^ ordem, (ver teorema 
1.4.4) para x(r); ser de mínimo local sem restrições de P(x, r) é satisfeita.
A  matriz das derivadas de 2? ordem de P é:
V^P(x,r)= V^f[x(r)] - |  v\.[x(r)] + J  Vg [x(r)] v \ [ x ( r ) ] .
^i g^[x(r)]
(2.1.8)
O subsequente resultado segue, sob condições convenientes, especificado pela /
teoria agora desenvolvida. Tacitamente, suponhamos que r ---- > 0, x(r) --- »> x*.
Então — p—7—^, e —~----  tendem a zero para todo i i. I(x*); isto é, /g^Lxtr)] g^[x(r)]
todo i onde lim g.[x(r)] = g.(x*) > 0. Ignorando estas restrições, as quais
- * 2 nao tem irrportancia para V P(x,r) , ja que r ---- ► 0. Da condição de 2? ordem"
perturbada" (2.1.5) aplicada em (2.1.8) vem que
y'^V^P[x(r), r]y > 0, para todo y tal que y\g^[x(r)] = 0, para todo iel(x*).
(notar que isto também cobre a possibilidade que I(x*) = 0 ) .Desde que
lim —~ ^ --- = +°o , para todo i e I(x*) segue de (2.1.8) /
r —1» 0 gi [x (r) ]
que se I(x*) = 0, y‘^V^P[x(r), r]y > 0 onde r é suficientemente pequeno, para
Tpara todo y tal que y Vgj^[x(r)] ^ 0.
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2 -Assim V P[x(r), r] é uira m t r i z  definida positiva satisfazendo a condição de 
suficiência de 2^ ordem (1.4.24) para x(r) ser de míniino local sem restrições 
de P (x, r) .
Indicamos até aqui que as condições de 1? e 2? ordens para / 
que P(x, r) tenha um múnimo local sem restrições para x(r) são inplicadas pe­
la perturbação daquelas condições, que são satisfeitas por x*. Isto não é ri­
goroso. Em particular não demonstramos que x(r) existe satisfazendo (2.1.1) a
(2.1.5). Un rigoroso estabelecimento deste fato sob suposições de continuida­
de e conpacidade é dado na subseção 2.1.2 para uma classe geral de funções / 
sem restrições.
Ona outra função sem restrições resultante da "perturbação" 'é2 “  ~  obtida fazendo-se u^ = X^, i = 1, 2, ..., m, satisfazendo, assim a nao nega-
tividade exigida em (2.1.3) para os u^. Claramente u^g^ (x) = 0 é equivalente
a A.g. (x) = 0. A  perturbação possível A g (x) = r > 0, i = 1, 2, ...i,> m, e aX I  X X
solução para A. = ----, substituída em (2.1.4) dá1  g- vxj
m  ^2
Vf[x(r)] - ---- . V g j x ( r ) ] = 0 ,  (2.1.9)
gf[x(r)]
que é o gradiente de
P m  1
P^ (x, r) = f(x) + r ""^7[xT' (2.1.10)
que se anula para x(r). A  análise para esta f\mção é análoga ã feita para a 
f m ç ã o  barreira logarítmica P(x, r ) , indicando que as condições de 1? e 2^ / 
ordens, para x* ser de mínimo local sem restrições, inplicam que x(r) (para r 
pequeno) satisfaz as condições de 1? ordem e 2? ordem para x(r) ser de míniiro 
local sem restrições de P(x, r ) .
Os algoritmos para minimizações sem restrições oriundos desses 
ccnientários são sumarizados a seguir. Determinar um mínimo local sem restri - 
ções de P(x, r) ou P^(x, r) na região onde as restrições do problema (A) são 
estritaiifânte satisfeitas. Se r for muito pequeno devemos i -mostrar que um nú 
nimo local sem restrições de uma ou outra dessas funções é um mínimo local do 
probleita com restrições.
Técnicas de minimizações sem restrições da classe representada 
pelas funções P(x, r) e P^ (x, r) são chamados métodos para pontos interiores. 
Esses processos movimentam-se no interior da região viável rumo a solução. 
Observar que a classe de técnicas de minimizações sem restrições também po­
de ser descrita para pontos exteriores; isto é, processos que convergem para 
um mínimo local por pontos não viáveis. Esses processos não serão abordados 
neste trabalho (Ver [04]).
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2.1.1 - Formulação Geral de Algoritmos de Minimização por Pon­
tos Interiores. - Considerar o problema:
Minimizar f(x)
Sujeita a
g^(x) s 0, i = 1, 2, — , m.
litia classe geral de algoritmos de minimizações sem restrições para pontos in - 
teriores aplicados ao problema (A) é dada a seguir.
Seja B um funcional de x ccm as propriedades:
(1) que B(x) seja contínuo na região D°= {x:g^(x)> 0,i =1,__ ,}}
(2) se {X|^ } for uma sequência infinita de pontos em D° conver 
gindo para x^ tal que = Of para pelo menos um i, então lim B(x, ) = +°°.
^ o ' k —f»oo
Seja s' v(r). um funcional, de r com a'seguinte propriedade: - se 
r^ > r2 > 0, então s (r.^ ) > s(r2 ) > 0 e se {r^} for uma sequência infinita / 
tal que lim r, = 0, então lim s(r ) = 0.
Definição.- O m  técnica de minimização para pontos interiores 
é formulada ccmo segue:
(1) definir a função U(x, r.^ ) = f (x) + s(r.j)B(x), onde r.^  é um 
número positivo. Iniciar determinando um ponto x^ e D  . Se tal ponto não esti 
ver disponível imediatamente, mostraremos na seção 3.2, que ele pode ser obti 
do por repetidas aplicações do método que estamos formulando agora;
(2) partir de x^ para o ponto x(r^) que é um mínimo local de 
U{x, r^) na região viãvel, D ={ x:g^(x) ^ 0, i = 1, 2, ..., m}. Presumivelmen 
te x(r.j) será de mínimo sem restrições desde que pertença a D°; caso contrá - 
rio ü(x, r) = +00 , contradizendo que x(r^) seja de mínimo local sem restrições 
de U em D;
(3) prosseguir de x(r^) para um mínimo local de U(x, ^2  ^'
r^ > r2 > 0;
(4) continuar assim, até um mínimo local de U(x, r^ )^ a partir / 
de x(rj,_.j), para uma sequência monótona decrescente (Ver seção 1.2.4).
A  conjectura ( a ser provada) é que, sob condições apropriadas 
a sequência de míniiros locais sem restrições existe e que seu ponto limite é 
a solução local do problema (A).
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Idéia Subjacente. - 0 termo s(r)B(x) pode ser considerado um 
termo "penalidade" sanado ã função objetivo f (x), garantindo que o ponto de 
mínimo da função U(x, r) pertence ao interior da região viável. Isto pode / 
ser visto intuitivamente. Consideremos a trajetória de decrescimento de / 
ü(x, r^) (é iirportante a velocidade de decrescimento) partindo de x^. Por 
suposição 9 j_(Xq ) > 0, para todo i, e, assim ü(x, r.^) existe e terá um valor 
finito. Desde que a mencionada trajetória define uma curva ao longo da qual 
ü(x, r^) é continuamente decrescente, nenhum ponto da trajetória pode produ­
zir um valor de U(x, r^) excedendo Uíx^, r^). Desde que a fronteira é defi -
nida por g^^(x) = 0 para pelo menos ura i, U(x, r^) -----> “ para todo ponto da
fronteira. Consequentemente, a fronteira nunca pode ser atingida pela traje-o
tória descrita (supondo a sua existência) e o ponto de mínimo de U(x, r^) de­
ve ser tm ponto interior.
Em geral, quando r for reduzido como prescreve o método, o 
"peso" do fator penalidade { ou barreira) está diminuido, enquanto o "peso"/ 
da função objetivo está aumentado. Logo, progressos podem ser realizados na 
minimização de f(x), senpre mantendo a viabilidade.
Ona característica da motivação dessa aproxinração será agora - 
sugerida. A  função objetivo pode ser reduzida em valor, simultanemente asse_ 
gurando a não violação das restrições.
Outra motivação para a transformação do problema original (A), 
com restrições, em uma sequência de problenas sem restrições é que muitos mé­
todos, para mininaizações sem restrições, são conhecidos e muitos mais serão / 
ainda desenvolvidos. Assim, se a transformação for válida, t o m a - s e  possível 
resolver muitos problemas com restrições utilizando-se estes procedimentos.
Para ilustrar um algoritmo sem restrições para pontos interi­
ores, consideremos o seguinte exenrplo, dado em [04] , can alguns detalhes.
Exerrplo 1.
Minimizar x.^  + X2
Sujeita a
2(x^, X 2 ) = - x^ + X 2 ^ 0, 
g2(x^, X 2 ) = x^ > 0 .
Para a função U(x, r) usaremos a função barreira logarítndca apresentada ante
m
rioremente. Assim s(r) = r e B(x) = -^E^lng^(x). As escolhas de s e B satis -
fazem as exigências estabelecidas acima. Então
2P(x, r) = x^ + x-, - r.ln(-x.j + X 2 ) - r.lnx^.
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Este problema sirrples pode ser resolvido analiticamente usando-se o fato que 
a função P(x, r) é duas vezes diferenciável. 
üsaiido a condição necessária de ordem temos;
= 1 + -------^  = 0, (a)
■  ’-x2.x2 
®  = 1 -  r . —4 —  = 0. (b)
*"2 ■Resolvendo, obteinos:
17 2 2= 1 = »  -X. + x„ = r x„ = r + x . , de (b).2 “ I —~-y \ '*'*'2 ” “ 2 ■^'1
-X^ +X2
Substituindo em (a), vem
r 2 2 , ^ 2  , 2  2. _ .x^ [-X.J + X.J + r] + 2rx^ - r (-x^ + r + x^ ) = 0  = >
2 2 2 rx^ + 2rx^ - r = 0, ou 2x.^  + x^ - r = 0
, , - l i  /I + 8r ‘
=' 1 «  = — 4----------
■ , - , . , í \ -1 v^1 + Br 'Desde que x^ deve ser nao negativo, soinente x^ (r) = --- —^----
+ ré de interesse. Então como X2 = r + x ^ , temos X2 (r) = ------ yg-
Que estes valores de x^ (r) e X 2 (r) determinam um mínimo local segue imediata­
mente da observação que eles satisfazem as condições suficientesVP(x, r) = 0  
e y'^  V^P(x, r)y > 0 para todo y não nulo, (ver 1.4.2). Na tabela 2.1.1 que 
segue são mostrados os valores de x.^  (r) e X 2 (r) para quatro valores diferen­
tes de r.
i r.1 x^ (r) X 2 (r)
1 1,000 0,500 1,250
2 0,500 0,309 0,595
3 0,250 0,183 0,283
4 0,100 0,085 0,107
Tabela 2.1.1
Na figura 2.1.1 abaixo, o problema é mostrado gecmetricamente
e são indicados os pontos correspondentes para aqueles valores de r. No limi
T T ' -te, para r ^ -----^ 0, [x^ (r^^), X 2 Írj^ )] tende para (0, 0) , que e a solução do
problema.
Neste problema há soitente um mínimo local sem restrições para 
cada valor de r e o mesmo possui solução única. PAra outros problemas, que
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possuem vários mínimos locais, há uma sequência de mínimos locais sem restri­
ções convergindo para cada conjunto de mínirrtos locais sem restrições. 0 esta­
belecimento preciso e provas desse fato são dados na seção seguinte.
X l
Figura 2.1.1. - A  região hachurada é viável.
2.1.2 - Demonstração da Convergência do Algoritmo para Pontos 
Interiores. - Aqui é demonstrada a existência do mínimo da função U(x, r) sem 
restrições do problema (A), sob certas propriedades topológicas.
Lema 2.1.1 - Se f for una f\mção contínua de x sobre um conjun 
to ccmpacto não vazio V, (Ver seção 1.2.8), então existe um escalar v* finito 
e um ponto x* e V, onde f (x*) = v* = min f (x)
(Para demonstração ver 1.2.8)
Corolário 2.1.1 - Suponhamos que D seja um conjunto fechado, S 
um conjunto ccnpacto, e D°f\ S / 0, onde D^ ê o interior de D. Se F(x) for 
uma função contínua sobre D*^ri S com a propriedade que para toda sequência / 
{xj^ } ccm Xj^  e (D°Pl S) e x^^-----> y, y e [ (D-D°) C\ S] , lim F(x^) = +<» ; /
^ — - - Q  ^  - J». QQentão existe um escalar v, finito e \jm ponto x e (D ST tal que
F(x) = V  = min F(x) •
d Q is
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Eieiiionstração. - Seja algum ponto de D°n S e  /
W  = {x:F(x) ^ F(Xq ) , X e S }. Se {x^ ,} for uma seqüência na qual cada /
Xj^  e W, então se x ^ ---- >  Y, Y ^ (D°n S) ou y e [ (D-D°)ns] pois /
y e (or\ S), desde que D O S  seja coirpacto. Entretanto se y e[(D-D°)nS], /
F(X|^) ---- &• ° de modo que x^e W  para k grande, o que é uma contradição. Por
tanto y e (D°r\ S) . Além disso, desque que = Fíx^), para todo k, a
continuidade de F em D°0 S implica em F(y) ^ ^  ® fechado e
também limitado; isto é, compacto. Assim F(x) atinge um mínimo em W. A  conclu
são segue do fato que inf F(x) = min F(x).
D°n S W  ®
Definição. - Uníi ponto x*e D é de mínimo local finito do pro - 
blema (A) se x* pertencer ao interior do conjunto ccsrpacto V  fiàra o qual /
f(x*) = V *  = min f(x) (Ver 1.4).
D O V
Definição.- Seja U(x, r) uma função para minimizações sem res - 
trições para pontos interiores. Então um ponto x(r) é de mínimo local sem re£ 
trições, finito, de U(x, r) se existir um conjunto compacto V  tal, que
U[x(r), r] = min U(x, r ) , e x(r) pertencer ao interior do conjunto V.
VOD°
Antes de demonstrarmos a convergência do algoritmo, ura teorema 
fundamental relativo a conjuntos corrpactos de raíniraos locais é necessário.
Teorema 2.1.1 - (Existência do Conjunto Conpacto) - Se um con­
junto de mínimos locais A* do problema (A) for um conjunto catpacto, isolado 
(Ver subseção 1.2.5), não vazio, então existe um conjunto coirpacto S tal que 
A* C  S°, e para todo y e D H  S, se y  ^ A*, então f(y) > v*, onde v*=min f(x).
D n  s
Demonstração. - Desde que A* é um conjunto ccsrpacto, isolado, 
existe um conjunto fechado E que contém A* tal que E° n A  = A*, onde A  é o 
conjunto de todos os mínimos locais com valor v*. Também existem conjuntos / 
ccírpactos onde lim Sj^  = A* e A* C  C  Se a conclusão do teorema 
for falsa então existe,^ara cada k, x^  ^e Dí^Sj^ tal que f (Xj^ ) á v* e Xj^  e A*, 
para todo k, desde que A* é fechado e desde que {xj^ } deve ter uma subseqen 
cia {xj^j} tal que xk^ -----e A* (Ver 1.2.4).
Se f (xkj) < V *  = f (x) para todo j , as observações acima irtpl_i 
cam que x não é de mínimo local do p r o b l e m  (A), em contradição à definição / 
de A*. Se f (xkj) = v* para algum j = j", então, por construção de {S^^>, deve 
existir e ser o valor mínimo de f (x) em D n  Sj^^, j ^ j . Mas desde que /
X|^  E Skj para k suficientemente grande, x^  ^é de mínimo local de f (x) em D 
ccm valor v*. Assim Xj^  e A  para k grande. Mas Xj^  pertence também a S^ C  E°. / 
naí X, e E°r\ A  = A*.K ^
- 58 -
Para uso (xurputacional é necessário relacionar o conjunto S 
mais diretamente com as funções do problema. Se elas forem contínuas pode- 
se mostrar que definem S = {x:g^(x) ^ -X, i = 1, — , m, f(x) ^ v* + X} de­
monstrando ser A> 0 suficientemente pequeno.
Estamos agora em condições de demonstrar a convergência dos / 
algoritmos para solução do problema (A).
Teorema 2.1.2 (Convergência do Conjunto Ccarnpacto de Mínimos / 
locais do Algoritmo para Pontos Interiores).
Se: (a) - as funções f, g ^ , ..., g^ forem contínuas,
(b) - a função U(x, r) = f(x) + s(r)B(x) f o r ,uma função para minimização sem 
restrições para pontos interiores (B e s satisfazem as propriedades dadas em 
2.1.1), (c) - Um conjunto A* de pontos que são de mínimos locais corresponden 
tes ao mínimo local de valor v* for um conjunto não vazio, isolado e coirpacto 
(d) - Se pelo menos um ponto de A* for do fecho de D°, e, (e) {r^^} for uma 
sequência estritamente convergindo para 0, então:
(i) existe um conjunto coirpacto S, como dado no teorema 2.1.1, 
tal que A* C  S° e para r^ pequeno existe um ponto de mínimo sem restrições de 
U(x, r) sobre D°D S° e todo ponto limite de alguma subsequência {Xj^} de pon 
tos de mínimos de U(x, r) pertence a A*;
(ii) lim s(r, )B[x(r, )] = 0; 
k —*■ “
(iii) lim f[x(r, )] = v*; 
k ^  ^
(IV) lim U[x(r^), r ] = v*;
k —p. oo
(v) {f[x(rj^)]} é uma sequência não crescente, e
(vi) {B[x(rj^)]> ê uma sequência monótona não decrescente.
Demonstração. - Da hipótese (c) e do teorema 2,1,1 temos que 
existe um conjunto compacto S tal que A * C  S°, f(y) > v* e y ^ A * . Mostrare­
mos que para este conjunto S, (i) a (iv) são satisfeitas.
Definamos x, de forma que U(x, , r, ) = min U(x, r, ).k K K j^Opj g k
A  existência de x^ é garantida pela continuidade das funções do problema e a 
continuidade da função barreira B(x), as quais inplicam a continuidade da fun 
ção U(x, r) em D°0 S, por (b) e pelo corolário 2.1.1. Deste, também conclui­
mos que cada Xj^  e (D*^0 S ) .
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Seja Yq um dos pontos limites da sequência convergente {xj^} . 
Claramente, y^ e D O S .  Denotemos a subsequência que converge para Yq também 
por {Xj,} . Necessitamos mostrar que e A*. Primeiro mostraremos que y^e D.
Se Y ^  D, então g. (x, ) = 0 para algum i, e assim lim inf U(x, r) = +o° . MasO  - 1  K  ,
pela hipótese (d) existe pelo menos um x^ e (D sf para o qual o /
lim U(Xq , rj^ ) = í (Xq ) < +“, o que contradiz a suposição que x^  ^minimiza /
5(x^ r) para k grande. Assim, y^ e ( D O S )  e, portanto y^ e D.
Agora mostraremos que y^ e A*. Suponhamos também que Yq ^ A*.
Então pela propriedade bãsica do conjunto S, f(Yq ) > v*. Pela hipótese (d) /
existe X  e D° n S, onde v* < f (x ) < f (y ) . Então lim inf U(x^, r, ) ^ f (y )> ° o o  k _ ^ o o k K O
f(x ) = lim U(x , r ), que contradiz a suposição que x, minimiza U(x, r)o -t _ o jc Jck —► °
para k grande. Mas desde que A* C  S , para k convenientemente grande Xj^  de­
ve pertencer a D H  S e daí determinar o mínimo de U(x, r ) , o que prova (i) .
Definamos U(x, , r, ) = mín U{x, r ). Mas pela definição dada 
^ tí°n S ^
no início de 2.1.2 mín U(x, r, ) = ü[x(r, ), r, ] . De (i), vem:
D°n S ^ K X
V *  =  f ( Y Q )  =  l í n '  i r i f  
k —► “
lim inf U(x^, r, ) = lim ü{x, r, ) = lim U[x(rj,), r, ] , então
k —> «> k — D°r> S k —> «>
lim U[x(r, ), r, ] = v * , o que é exatamente (iv) ;
— p. OO
Também temos de (i), f (y^) = v* = lim f (Xj^).
k —» 00
Mas lim f(x, ) = lim f[x(r )]. Portanto, lim f[x(r, )] = v*, o que demonstra
k - ^ o o ^  k - > o o  ^ k - ^ o o
(iii);
De (iv), temos lim U[x(rj^), r^ ]^ = v*. Mas 
k —► °o
lim U [x (r ), r ] = lim {f [x (r^) ] + s (r^ )^ B [x (r^ )^ ]} =
k —B- oo k —»• oo
lim f[x(r, )] + lim s(r )B[x(r )]. Coro, por (iii) lim f[x(r, )] = v*, então 
k - >  00 ^ k - ^ o o  ^ ^ ^
lim s(r, )B[x(r )] = 0, e (ii) estã demonstrada, k —> 00 ^ k
Para demonstrar (v) e (vi) seja s(rj^) > ®(^k+1^ ^ pela hipó 
tese (e). Desde que B[x(rj^)] ^ 0  se g^[x(rj^)] > 0, i = 1, 2, — , m, então: 
f[x(r^^)]+ s(rj^)B[x(rj^)] ^ f[x(rj^)] + s (r^^^ )B[x(r^) ] , para cada x(r^^)e (D°ns). 
Assim, observando (i), existem x(r^^) e x(r^^^^) tais que:
(a) f [x(rj^)]+s(rj^)B[x(r^)] á f[x(rj^^^)] + s (rj^)B[x (r^^^ ) ] e,
(b) f [x(rj,^^)]+s(rj^)B[x(rj^^^)] < f [x (r^ )^ ]+s (r^^^ ) B[x (r^ ^^  ^) ] ; somando membro a 
membro (a) e (b), vem:
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f [x (rj^ ) ] +s (rj^ ) B [x (r^ )^ ] +f [x ) ] +s ) B[x ] á f [x ) ] +s (r^^).
B [x ) ] +f [x (r^ )^ ] +s ) B [x (rj^ ) ] , e reorganizando obtemos:
s (r^) B [X  (rj^ ) ] -s (rj^ ) B [x ^ s ) B[x (r^ )^ ] -s ) B [x (r^^^) ]
ou
s(r^) I {B[x(rj^)] - B[x(rj^^^)]} ^ s(r^^^) {B[x(rj^)] - B[x(rj^^^)]} .
Daí, [s(rj^) - s(rj^^^)] {B[x(rj^)] - B[x(rj^^^)]} á 0. Como [s (rj^)-s (r^^^) ] >  0,
então B[x(rj^)] ^ B[x(rj^^.j) ]. Logo, {B[x(rj^)]} é uma sequência monótona não / 
decrescente, e (vi) fica demonstrada.
Agora, retomando as desigualdades (a) e (b) acima e reorga­
nizando-as, temos:
f[x(rj^)] -  f[x(rj^^^)] á s(rj^){B[x(rj^^.j)] -  B[x(rj^)]}
e
f[x(rj^^^)] - f[x(rj^)] < s(r^^^){B[x(r^)] - B[x(r^^^)]} .
Multiplicando a segunda desigualdade por s (r^ ,) /s ) > o que é possível em 
razão da suposição que s(r^) > s(r^^^) > 0, obtemos:
{ £ [ x ( r ^ ^ ^ ) ] - £ [ x ( r ^ ) ] } . - | i ^  < s (r]^ ) {B [x (r,^ l ] - B(x(r,^^,) ] }.
Somando membro a membro esta desigualdade com (a), acima, vem:
- £[x(r^)l) ■ - 1) S 0. Como 5 7 ^  '  ^ ^
tão f[x(rj^^^)] - f[x(rj^)] ^ 0. Logo, f[x(rj^^.j)] < f[x(rj^)], e (v) está demons 
trada. E3
Fiacco Mc Cojonick [04] utilizam o exeirplo que segue para mos - 
trar uma aplicação do teorema 2.1.2.
Exeirplo.
Minimizar
Sujeita a ^2 - sen x^ - x^/2 ^ 0.
Considerando a função barreira loagarítmica para a função / 
U(x, r ) : P(x, r) - ~ ^1 “ ^-j/2) . Desde que esta função é
duas vezes diferenciável usaremos recursos analíticos para determinar o(s) / 
mínimo(s) local (is) de P(x, r ) . Então:
a) r t o s  XI 1/2)---- ^  ^
(X2 - sen x^ - x.j/2)
b) 1 - -7------------------ 7õT = 0.(X2 - sen x^ - x^/2)
São dois os conjuntos de soluções viáveis, pois de (a), r(cos x^+1/2) = 0 / 
temos, cos x^ = -1/2 o que irrplica, x^ = 2II/3 i 2nII; n = 0, 1, — , ou
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= 4II/3 - 2nII; n = 0, 1, e si±istituindo em (b), vem
= sen(2n/3 ± 2nJl ) - Jl/3 ± nll + r; n = 0, 1, ou,
= sen(4n/3 - 2nJl ) - 2JI/3 - nll + r; n = 0, 1, ..., Para determinar a ma­
triz das derivadas de 2? ordem de P(x, r) usaromos:
(a')- 3P'3x = cos x^ + 1 / 2 (b')-
3P'
3x.
xy - sen x-| - x-]/2 logo.




3x1 3x, 3x 23x .j
=  1/r ( - C O S  x^-1/2).3x^ 3X2 
3^P'Mas calculando -;r— r—  , para os valores de x. (r) acima, vem, para:
^2 2 
x^ (r) = 2n/3 ± 2nn; n = 0, 1, ..., = 1/r[-cos (2n/3Í2nn -1/2] = 0, e.2^-1
para x^ (r) = 4II/3 ± 2nII , n = 0, 1, ...,
= 1/r[-cos (4n/3 ± 2nII) - 1/2] = 0 ,  então3^P' 3x 2 3x^
V P(x, r) =
-sen[x^(r)]
1/r
Para x.j (r) = 2II/3 - 2nII, V P(x, r) não é uma matriz definida positiva. Para 
x^ (r) = 4II/3 ± 2nII, ela é definida positiva e, portanto, satisfaz as condi - 
ções de suficiência para um mínimo local. Assim, existem infinitas "trajetó­
rias, uma para cada mínimo local do problema. Duas delas são mostradas na f^ 
gura 2.1.2 e quatro dos seus elementos estão na -tabela abaixo:
3Tr -f (x) = 2 4 tt
f(x
2tt f (x) =2, 2it
decresce








Figura 2.1.2 - Convergência dos mínimos locais sem restrições.
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i r.1 x^ (r)
n=0 , V 
^2 X^ (r) X 2 (r)
1 2.0 4H/3 ( 1 .0 2 7 ) n - 2 n / 3 (0 . 028)n
2 1.0 4 n/3 (0.709)n - 2 n / 3 ( - 0 . 2 9 ) n
3 0 .5 4n/3 (0.550)n -2 H /3 (-0 .4 9 9 )n
4 0.1 4 n/3 (0.423)n - 2 n / 3 ( -0 .5 7 6 )R
Tabela 2.1.1 - Valores de quatro pontos que peírtencem a dmas trajetórias.
Corolário 2.1.2 - Se x* for um ponto de mínimo local, isolado, 
correspondente ao mínimo local de valor v * , e as hipóteses (a), (b) e (c) do 
teorema 2.1.2 forem satisfeitas então a sequência {xír^^)} converge para x*.
Demonstração. - Da hipótese (e) do teorema 2.1.2 {r^} é •uma
sequência estritamente: decrescente convergindo para zero. Devemos mostrar /
que lim x(r ) = x*. Suponhamos que o lim x(r ) / x*. Então f (x*) / v* e 
r]^  -i. 0 ^ r^ 0 ^
f(x*) ^ lim f[x(r, )], que contradiz (iii) do teorema 2.1.2 (Observar que / 
rk 0 ^
r, -----»■ 0 quando k ---- > oo). Portanto, lim = x* e {_x(r^)} converge/
+ rr, —«• 0para x*. k
2.2 - "Extrapolações" em Técnicas de i Minimizações sem Restri­
ções.
Observando a figura 2.1.2 nota-se que quando um conjunto de mí 
nimos locais contém um único ponto, existe uma trajatória única de mínimos ló 
cais sem restrições convergindo para aquele ponto. Além disso, espera-se, ao 
examinar alguns pontos da trajetória, dar uma informação a respeito do ponto/ 
final, o mínimo local para o qual ela está convergindo.
A  nossa intenção, agora, é explorar trajetórias de mínimos sem 
restrições convergindo para conjuntos de pontos isolados de mínimos sob / 
certas condições de diferenciabilidade das funções do problema. Os resultados 
desta seção têm irrportantes aplicações conputacionais, que serão tratadas no 
capítulo final.
2.2.1 - Análise da Trajetória de Mínimos Locais sem Restrições 
em Técnicas para Pontos Interiores.
As condições necessárias para definir-se uma trajetória única/ 
de iranimos locais sem restrições são fortes e é necessário provar a existên - 
cia de pontos convergindo para o mínimo local. Não insistiremos literalmente
- 63 -
restrições de U-1[x, r) = f (x) + r.B[g(x)], definida em 2.1.1^em D°, convergin­
do para x*.
Demonstração. - A  parte (i) é uma e j ^ s i ç ã o  do que foi demons­
trado no teorema 1,4.7. A  independência de todas as restrições ativas produz
o resultado que x e D°; isto é, há pontos em D° arbitrariamente próximos de / 
X * , Daí todas as hipóteses do corolário 2.1.2 estão satisfeitas, e existe, pa 
ra r suficientemente pequeno, pelo menos uma trajetória x(r) de mínimos loca­
is sem restrições convergindo para x*. Que existe uma função definindo uma / 
trajetória isolada, isto é, a função é contínua e todo ponto da trajetória é 
um mínimo sem restrições e isolado, será demonstrado em vários estágios.
(1) Os uí para os quaisVf(x*) (x*) =„0, como formu­
lado no teorema 1.4.7 são únicos. Isto segue diretamente da condição que os 
Vg^(x*) são linearmente independentes para i e I(x*). De fato, / 
u* = (c'^G)~^G'^Vf (x*) , onde G = {Vg^(x*) }, i e I(x*).
(2) para todo xír^^),
V^U[x(rj^), r^ l^ = V^f[x(rj^)] + V^B{g[x(rj^) ] }.rj^  = 0, (2.2.1)
pois todo x(rj^) e D° é ponto de mínimo local sem restrições de U(x, r) , as 
funções do problema são diferenciáveis em x, B é diferenciável em g^ para / 
g > 0, e também da condição necessária de 1? ordem para mínimos locais sem 
restrições. Usando a regra da cadeia ( ver 1.3.2),
V^f[x(r^^)] + V^g[x(r^)] .VgB{g[x(rj^)] }.rj^ = 0 .  (2.2.2)
(3) Definamos,
u^(rj^) -------i = 1, 2, ..., m. Então o lúnite de
u. (r, ), quando r, -----> 0, é único e igual a u*, i = 1, ..., m. Para demons-
1 K K 1
trar isto, notar (2.2.2) que pode ser escrita
m
Vf[x(r^)] - u^(r^)Vg^[x(r^)] = 0 .  (2.2.3)
Claramente, para todo i onde g. (x*) > 0, lim existe e é igual a zero.1 T i iCm  k — »-oo
Seja d|^  = • Agora, se m  ^ 1, então d^ > 0, (se m:=0
estaremos lidando ccm ura problema sem restrições e (3) é sa_-tisfeita trivial
ment_e). Seja ainda
V. (r, ) = — , i = 1, 2, ...,m, e d  = lim inf d^. Se d = +«>, en-
K k —? <»
tão dividindo (2.2.3) por dj^  e calculando o limite para k -----^ °°, vem
i6?(x*)'^i'^^i ^  conjunto de v^ não negativo onde l •
Mas isto contradiz a independência dos Vg^(x*) (para todo i e I(x*)).
- 63a -
jia unicidade da trajetória, mas antes, se é isolada, ou localmente única.^ 
teremos que considerar o parâmetro r \jma variável contínua para a qual 
U(x,r) será minimizada, em vez de nos restringirmos a valores discretos de 
, o que vinha sendo feito até agora.
Definição. Una função vetorial x(r) definida em (0,^^) é una 
trajetória isolada de mínimos locais sem restrições de U(x,r) em
D° = {x: g]^(x)>0,i = 1 , __ , m} se x(r) for. contínua e x (r) for de míni­
mo local sem restrições isolado de U(x,r) para qualquer f e(0,rQ).
Também modificamos as exigências feitas sobre B(x) e s ( r )  . 
Em vez de ser sinplesmente uma função de x (ver 2.1.1), B é agora defini­
da ccmo função de x através das funções restrições g =(g 2^, ..., gjjj). Seja 
B(g) definida por B(g) B^íg^^) uma função de classe de g^/ onde ca 
da gj^>0 tem as seguintes propriedades:
Se {gj^  [x (r^ ,) ] } for uma sequência infinita de pontos . cnde 
gj^[x(rj^)] > Ó para cada k, e lim gi[x(rj^)]= 0, então lim B^{g^[x(rj^)]
k  ^ - K->«> , .
M ê m  disso, se g^[ x(r^)]> 0, então 9%{'^i[^ ^o ] }< 0, o ] } >0, e
2 ^^i 3g29 Bi  ^ ^
„ é uma fijnção monótona decrescente de g ..
8
Z -L
_  . . .Para sijrplificar a apresentaçao da generalidade na fimçao 
s(r) faremos s(r) = r. Observamos que estas condições para B[g(x)]e s (r) 
satisfazem as propriedades dadas em 2.1.1, para U(x,r) ser uma função.pa­
ra minimizações sem restrições por pontos interiores, e consequentenrente 
todos os teoremas demonstrados até aqui continuam válidos.
Teorema 2.2.1 - (Existência da Trajetória Isolada). Se: /
— 2(a) as funções {g^ }^ e f forem de classe C ;
(b) para x* existir u* tal que as condições suficientes / 
(1,4.21) a (1.4.24), para x* ser de mínimo local can restrições do proble 
ma (A), forem satisfeitas, e I(x*) = í(x*) = {i: uf>0};
l[c) os vetores V g^ (para todo i e I (x*)) forem linearmente 
independentes; e
(d) B(g) satisfizer as condições já exigidas, então
(i) X* é um pcnto de mínimo local isolado con restrições do 
problema (A), (seja v* = f(x*));
(ii) as variáveis u* ,(i = 1 , ___ m) são ijnicas e são expli
citamente geradas por qualquer técnica de minimização sem restrições por 
pontos interiores;
(iii) existe uma trajetória x(r) isolada, de classe C^, de 
mínimos locais sem
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Se d < +00 , e uír^) representar qualquer ponto de acumulação da sequência / 
{u (r^ )^ }, então de (2.2.3),
Pela independência dos \^j^(x*), (para todo i e I(x*)). 0 que /
conpleta a demonstração, .de (ii) do teòrema.
(4) Para todo i onde u| > 0,
lá„ Inf r, .
k ^
Para facilitar, seja g^[x(rj^)] escrita como ^ B^[g^(Xj^)]. Seja /
j = j (k) < k um índice disponível para todo k de modo que r^ > 2r^^, /
g. (x.) > g. (x, ), e lim r. = 0 .  Desde que {r, } é uma sequência decrescente 
^ D i k  k - ^ o o ^
que tende a zero, tal índice está seirpre disponível quando k for suficiente- 
temente grande. Agora,
2 2usando a monotonicidade sobre "è B^/ 3g^ . Tairibem ^
_ r ^  . 9Bi[gi (xj^)],. (x^ )_l^ > 2r^, < 0) .
Daí, 0 < u*/2 = lim inf [1/2.r.. .^ ^1  ^ _ -r ^.^ilSiJScll ] ^
^ k oo ^ ^^i k 3g^
2
lim inf [g^(x.) - g(xj^)]rj^.-^-5iÍ2iiSili .
k —Ï* oo J 3g^
(leiTÍbrar que j = j (k) ) . A  parte (4) segue da última desigualdade.
2(5) Para r^  ^suficientemente pequeno a matriz Sf U[x(r^), r^ ]^ 
é definida positiva. Usando a r^egra da cadeia, 2
9g
^ (2.2.4)
(Xj^  representa x (r^ )^ ) • Ignorando em (2.2.4) todas as matrizes / 
V^g^ (X]^ ) ' i onde u| = 0, desde que têm uma contribuição desprezível pa­
ra V^U(Xj^,rj^) quando r ^ ---- > 0, observando z'^V^U(x^,r^)z, onde z é um vetor
normalizado tal que z^Vg.(x*) ^ 0 para algum i inde u* > 0, vem /
T 2 ^ -z V U(Xj^,rj^)z >■'0, quando rj^  for suficientemente pequeno, já que a contribui
ção do 39 termo de (2.2.4) ê
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(r, ) ^r, . ^-^íISíJBcL^  ^ que tende a +00 (ver (4)) e claramente domi-1 JC JC « ^
® ina todos os outros terr^os.
TPara aqueles valores de z, onde z Vg^(x*) = 0 (para todo i tal 
que u^ >0), desde que as condições de suficiência do teorema 1.4.7 são supo^ 
tas satisfeitas, entãa para r^  ^suficientemente pequeno
z'^{V^f [x(rj^)] - u^(rj^) V^gj^[x(rj^)l z > 0.
Se todo u| = 0, notar que as condições implicam que x* é de mínimo local sem
restrições de f(x). (o 3? termo de (2.2.4) senpre dá . valor positivo quando2 2 2 multiplicado por z , desde que 8 B^[g^ (x^) ] seja positivo quando /
q.(x ) > 0, i = 1, 2, .... m). Portanto, (5) está demonstrada.1  o
(6) Para r^  ^suficientemente pequeno, qualquer x(rj^) é de mini 
mo local isolado sem restrições de ü(x, r^ )^ . Isto segue diretamente da parte
(5) de 2.2.3) e do corolário 1.4.1.
(7) Para r^  ^suficientemente pequeno, em relação a qualquer / 
x(rj^) existe uma única função x(r), uma vez diferenciável, tal que x(r^) é 
de mínimo local isolado sem restrições de U(x, r^). Além disso, x(r) é defi­
nida para rj^  â r > 0.
A  existência de x(r) numa vizinhança de r^  ^pode ser demonstra
da a partir do teorema da função irrplícita, (ver 1.3.6), como segue. Para /
x(r, ), de (2.2.3),
^ m
Vf[x(rj^)] - = 0 *  (2.2.5)
Este é um sistema de n equações a n+1 variáveis. A  matriz Jacobiana de /
(2.2.5) em relação a x é a matriz em (2.2.4). Ein (5) foi demonstrado que,/2para r^  ^suficientemente pequeno, V U[x(r^), r^] e definida positiva e, por - 
tanto, tem inversa. 0 teorema da função irrplícita pode ser usado desde qae
o Jacobiano de (2.2.5) não seja nulo. Então numa vizinhança de r^  ^há uma úni 
ca função x(r), ijma vez diferenciável, passando através de xír^^) escolhido e 
tal que
Vf[x(r^)] - u^Vgj^[x(r)] = 0.
Para r ---- > r^ ,^ x(r) — ^ ' V^U[x(r), r] é definida positiva e x(r)
define uma trajetória, continuairente diferenciável, de mínimos locais para /
todo r, ^ r > o. Seja r^ = inf r, para o qual x(r) descreve uma trajetória /K  O
de mínimos locais sem .'restrições. Seja x(r ) um ponto de acumulação de x(r)
quando r -----r^. A  existência de x(r) está garantida pelo teorema 2.1.1 {
já que pertence ao conjunto corrpacto dado pelo teorema) . Desde que as fun - 
ções envolvidas sejam contínuas, claramente (2.2.3) é satisfeita para x(r^).
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Que V^U[x(r ), r ] é definida positiva pode ser visto supondo-se que r, se- O O
ja suficientemente pequeno já que para todo vetor unitário z tal que /
z'^Vg^(x*) = 0 (para todo i onde uí >0),
z^{V^f[x{r^) ] - u^(rj^)v2g^[x(r^)]}z > > 0,
e tal que z'^{V^Ü[x(rj^), r^ ]^ }z é dominado pelo 39 termo de (2.2.4) para qual­
quer outro z. Claramente, então V^U[x(r^), r^] é definida positiva, demons - 
trando que x(r ) é também de mínimo local isolado sem restrições. Daí existe 
uma vizinhança de r^ e a função x(r) pode ser estendida e definida para r 
nesta vizinhança, desde que r não seja o ínfimo de todo 0 < r < r , para oO JC
qual x(r) define uma trajetória isolada, uma vez diferenciável, de mínimos / 
sem r^estrições. Isto contradiz a nossa suposição e, portanto, mostramos que 
existe uma trajetória isolada para r^  ^ â r S 0. ^
2.2.2 - Análise da Trajetfoia Isolada.
J ^ s  estabelecer que sob certas condições há uma trajetória / 
isolada de pontos convergindo para um mínimo local, isolado, sem restrições. 
Mostraremos que sob as mesmas condições aquela trajetória terá uma ordem de 
diferenciabil idade em relação a r  { r >0). A  partir de agora suporemos que 
estamos tratando com pontos de mínimos locais sem restrições sobre uma tra­
jetória isolada.
É possível ser ej<plícito quanto as derivadas de x(r) em rela­
ção a r para r >0. Desde que (2.2.1),
V^U[x(r), r] = V^f[x(r^)] + rV^B{g[x(r)} = 0,
é uma igualdade em r, podemos diferenciá-la obtendo
V^U[x(r), r] = V^f [x(r)]Dx(r)+V^B[x(r)]Dx(r)r+VB[x(r)] = 0,
o u , p P P
V"'U[x(r), r] ={V f[x(r)]+rV B[x(r)] }Dx(r)+'7B[x(r) ] = 0, que irrplica,
y~U[x(r), r]Dx(r)+VB[x(r)] = 0. (2.2.6)
Sob condições do teorema 2.2.1, a matriz que multiplica Dx(r) em (2.2.6) /
2 —1possui inversa e então Dx(r) = -{V U[x(r), r ] } B[x(r)]. Então a deriva 
da de x(r) em relação a r, existe para r >0. Se diferenciarmos (2.2.6) nova- 
ment e em relação a r, temos
2
V'U[x(r), r]D^x(r) + dV-^ xír) ^ V^B[x(r) ]Dx(r) = 0.
Também para D^x(r) a existência da inversa de V^U[x(r), r] é exigida, assim 
cano a existência das derivadas parciais de ordem de f e g em relação a x, 
e as derivadas parciais de 3^ ordem de B em relação a g-|, ..., gj^ .
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Continuando desta maneira, é possível obtermos explicitamente,
k—1 itodas as derivadas D x(r) em termos das derivadas D x(r), (i = 1,...,k-2) ,
e derivadas parciais das funções do problema até no máximo de grau k ( isto é 
garantido pelo teorema da função inplícita, ver 1.3.6, desde que as funções / 
do problema sejam de classe C^). Un possivel uso deste fato será tentar apro­
ximar a solução de x*= x(0>as.ando-se umaaproximação finita da série de Tay - 
lor (ver 1.3.4),
, ( 0 )  .  D M x l r , ) l ( r i ) N - 1 ) ^  _
Exatamente miniinizando para r = r^ e usando a técnica iterativa, descrita a- 
ciraa, para gerar as derivadas sucessivas de D \ ( r )  pode-se obter uma aproxi­
mação da solução usando o desenvolvimento em série de potências (2.2.7) . 
Chamamos a atenção para os fatos:
(a) f e {g^} dever ser analíticas, assim como B deve ser ana 
lítica de g (ver definição 1.3.4), para que x(r) seja analítica numa vizinhari 
ça de r^ > 0 ,  onde x(r) é uma trajetória isolada de mínimos locais sem restri 
ções de U(x, r ) ;
(b) Devemos ter garantia de que r ^ , sendo convenientemente pe­
queno, o dcxnínio de analiticidade de x(r) em t o m o  de r^ inclua r = 0.
Estes fatos serão explicitados na análise que será feita a se­
guir, para a "nossa" função barreira logarítmica.
Mostraremos agora que o exertplo dado na seção 2.1.1 pode ser 
resolvido, por apenas uma minimização sem restrições, usando (2.2.7).
0 exemplo seguinte:
Minimizar x^ + X 2 
Sujeita a 2
g^(x^, X 2 ) = -x^ + X 2 ^ 0,
g2(x^, X 2 ) = x^ > 0 .  
íç)roveitando os resultados obtidos ccm a 1? minimização sem restrições da se­
ção 2.1, ou seja
x^ (r) = 0,0500 , (r = 0,055)
2
X 2 (r) =  ^.1 .t .n  ^ + r = 0,0575, (r = 0,055).
Claramente, as funções do problema são infinitameaite diferenciáveis. As deri­
vadas, para r = 0,055, são dadas na tabela 2.2.1 ccm as avaliações baseadas / 
nelas. Derivando x^(r) e ^2 ^  relação a r, sucessivamente, obtemos:
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(a) Dx^ (r) - 0 + 1/4.1/2(1 + 8r) - 1 / 2 .8 - (1 + 8r) - 1/2
(b) Dx^ir) - 2/16 (-1 + V T 7 ^ ) .  1/2(1 + 8r) ^^^.8 + 1 =
r U L j Ç Z E d  , 8r)-l/2 ^ ^
De (a) e (b), vem
(c) D^x^ (r) = -4(1 + 8r)~^^^ e D^x^(r) = 2(Dx^)^ + 2x^d\^ 
D^x^ (r) =48(1 + e 0^X2 (r) = 5Dx^d\^ + 2x^D^x^.
e, de (c)
Derivada Expressão Valor num. Aval.solução
Dx^ (r) (1+8r)“^ /^ 0,8333
0
0,00417
DX2 (r) 2x^Dx^ + 1 1,0833 -0,00208
D^x^ (r) -4(1+8r)"^/^ -2,3145 0,00067
0^X2 (r) 2(Dx^)^+2x^D^x^ 1,1573 -0,00033
(r) 48(1 + 8r)“^ /^ 19,2875 0,00014
D^X2 (r) 6 ( D x ^ ) V x ^  + 2x^D^x^ 7,7153 -0,00054
Tabela 2.2.1
Observamos que as estimativas do ótimo estão convergindo. A  / 
convergência não é rápida. Se tivéssemos coneçado com um valor menor de r, as 
estimativas teriam convergido mais rapidamente.
Análise da Trajetória para a Função Barreira logaritmica para 
r = 0.
Mostraremos que sob condições apropriadas, existem trajetórias 
com diferentes ordens de diferenciabilidade (em relação a r) convergindo pa­
ra pontos de mínimos locais isolados. A  questão é se existem ou não os li­
mites dessas derivadas para r = 0. Una hipótese adicional é necessária para / 
provar que esses limites são finitos. Isto porque quando eles forem finitos/ 
é possível desenvolver um esquema baseado no uso dos valores de x(r) ao lon­
go desta trajetória para fazer uma estimativa de x* = x(0), corretamente, / 
(ver seção 3.4 para aplicações computacionais).
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Entre as análises possíveis desses limites para alguma fun -
ção de minimização sem restrições por pontos interiores, a escolha precisa /
de r para o qual d[x(0)]/dr ( e todas as derivadas sucessivas) seja finita 
*3 ^ m
depende da particular escolha de B(x). Agora, seja B(x) = -^E^lng^(x). Nossa
função para minimizaçis sem restrições é então
m
P(x, r) = f(x) - r. ^l^lng^(x). (2.2.8)
Retomando os resultados do teorema 2.2.1 as duas igualdades / 
em r que são satisfeitas para x(r), aplicadas ã função barreira logarítmica
(2.2.8), nos dão m
Vf[x(r)] - u^(r)Vg^[x(r)] = 0, (2.2.9)
u^(r)g^[x(r)] = r, i = 1, 2,_, ..., m. (2.2.10)
(Para formas diferentes de B(x), (2.2.10) deve ser modificada. Para a funçãom
p. (x, r) = f(x) + r . l/g.(x) a igualdade (2.2.10) será substituída por 
1/2 1 - I 1
u^ (r)g^[x(r)] = r, e as derivadas em relaçao a r calculadas de maneira
similar c o i t o  a seguinte). Consideremos x e u como funções de r. Diferencian­
do em relação a r vem
T m o  m
V f [x(r) ]Dx(r)-^g^ u^(r)V g^[x(r) ]Dx(r)-^|^Vgj^[x(r) ]Du^(r) = 0
S m
u^(r)V g^[x(r)]Dx(r) + g^[x(r) ]Du^ (r) = 1, ou em forma matricial
V f - S u ^ V ^ g ^ , - ^ ^ 1 ...... -^ ^ m  “ Dx(r) 0


















Onde a matriz em (2.2.11 ) é avaliada; para [x (r), u(r)]. Para demonstrarmos que
lim [Dx(r), D u (r)] existe é ’suficiente demonstrarmos que as m+n equações de 
k —^ 0°
(2.2.9) e (2.2.10) em (x, u, r) para r = 0 são unicamente satisfeitas por / 
(x*, u*); isto é, a matriz Jacobiana de (2.2.9) e (2.2.10) em relação as m+n 
variáveis, conponentes de (x, u ) , possui uma inversa para r = 0. Essa matriz 
can valor em (x*, u*) é a mesma que a matriz dada em (2.2.11), quando calcula 
mos o limite-para r ---- ^ 0. Este fato exige o seguinte teorema.
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Teorema 2.2.2 -(Existência de Dx(0), Du(0)). - Se;
(a) - as funções f e forem duas vezes diferenciáveis;
(b) - os gradientes {Vg^(x*)} (para todo i e I(x*)) forem li­
nearmente independentes;
(c) - a estrita corrplementaridade se mantém para u|g^(x*) = 0,
i = 1, 2, __ , m; isto é, u| > 0 se g^(x*) = 0, e
(d) - as condições de suficiência (1.4.21) a (1.4.24) para que 
X* seja ponto de mínimo local sem restrições do problema (A) forem satisfei - 
tas por (x*, u*); então existe uma única fianção [x(r), u(r)], continuamente / 
diferenciável, satisfazendo (2.2.9) e (2.2.10), para a qual ( quando r > 0) / 
x(r) descreve uma trajetória isolada de mínimos locais de P(x, r ) , x(r) — ►x* 
e u (r) -----u * . Alóan disso se as funções f e {g. } forem diferenciáveis /
até a ordem k, então as funções [x(r), u(r)] possuem derivadas de ordem k-1 
(D^“^ x(r), u(r)) numa vizinhança de r = 0.
Demonstração. - Necessitarros somente mostrar que a matriz em /
(2.2.11) é não singular para (x*, u*) e então aplicarmos o teorema da função / 
irrplícita, (ver 1.3.6), para obtermos a função diferenciável [x(r) , u(r)]. 
Desde que ela é única e satisfaz (2.2.9) e (2.2.10), x(r) deve ser uma traje­
tória isolada (quando r > 0) cuja existência foi demonstrada no teorema 2.2.1; 
isto é, sob as condições de complementaridade estrita, há semente uma trajeto 
ria isolada convergindo para x*. Para deiionstrarmos a existência da inversa / 
necessitamos somente mostrar que não há solução além da trivial (nula) do 
sistema, (ver [07], pág. 25),
V“f (x)
m  9 
-iliuív g^(x*). -Vg^ (x*), -Vg^(x*)
"l 0











(2 . 2 . 12)
TObviamente Z2 ^ = 0, para todo i tal que g^(x*) > 0. Taitibem uíV g^(x*)z^ = 0,
para todo i tal que g.(x*) = 0 ( para todo i e I(x*)). (2.2.13)
Mas desde que a estrita conplertentaridade foi suposta satisfeita, (2.2.13) / 
Tirrplica V gj^(x*)2  ^ = 0 (para todo i e I(x*)). É claro então que 
V^f(x*) - u*v\^(x*) = y2f(x*)- i|i(^*)^iv\^(x*).
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Pré inultiplicando (2.2.12) por [z^, , obtemos
z^[V^f(x*) - i | i ( ^ - . Y Í v \ ( x * ) ] z ^  + J ^ ( z 2 ^ ) ^ g ^ ( x * )  = 0.
2Mas quando g. (x*) = 0, (Z2^) g^(x*) = 0, e, a partir da igualdade aciira; 
Z2j^ = 0, para g^(x*) > 0. Assim
(2.2.14)zíf[V^f(x*) - = 0.
Mas
mdesde que z^ é ortogonal a todoVg^, i e I(x*), veja Ç2.2.13).
T„2De (1.2.24) temos z^V P(x*, u*)z^: > 0, se z^ ^ 0. Assim z^ = 0. Então de
(2.2.12), vem
(2.2.15)
Já que osVg^(x*), para i e I (x*), foram supostos linearmente independentes, 
Z2^ = 0 para todo i £ I(x*). Mas acima foi mostrado que Z2^ = 0 para todo /
i i I(x*). Assim z^ = 0 para todas as soluções de (2.2.12), igualmente 2^=0.
A  última parte do teorema segue diretamente do teorema da fun­
ção irrplícita dada na subseção 1.3.6.
A  necessidade da estrita conplementaridade para irtplicar a e - 




2-x^ + X 2 ^ 0,
x^ ^ 0.





a) u* ^ 0;
b) u*g^ (x*) = 0; u*g2 Íx*) = 0, e
c) VP(x*, u*) = 0.
u*.0 = 0, então u* e R (qualquer), e 
u*.0 = 0, então u* e R (qualquer).
VP(x*, u*) = Vf(x*) - u*Vg^(x*) - u*Vg2 (x*) = 0, então
0 0 1 0
1 -  “ Î 1 - 0 0
ou. -u*(0) - u*.1 = 0  u* e
1 - U 2f  - O.u^ = 0
R
> u* = 1.
e u* = 0
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Logo, {u*, u*) = (1, 0). Chairainos a atenção para o fato que a hipótese (c),
estrita ccmplerrentaridade, do t e o r e m  2.2.2 não está satisfeita. A  função ba
reira logarîtirnica aplicada neste problema transforma-o em
2P(x, r) = X2 - r.ln(-x^ + X2 ) - r.lnx^.
Aplicando a condição necessária para a existência de ponto estacionário, te - 
mos :
2x-|r r 9P  ^ r ^
 ^ ■
2 , 2 , ^  ^ 2 _ 22x^r - r(-x^ + X 2 ) = 0
2-x^ + X 2 - r = 0 ou.
2x^r + rx^ - rx2 = 0 
2X2 = x^ + r
que implica, 3rx^ - r(x^ + r) = 0, ou 2rx^ - r = 0 .
Daí, i >/r7^, e ccmo x^ è 0, então x^ (r) = (r/2)^^^ e X2 (r) = 3r/2.
Ainda que d^x (r-i )/drí" existam.para todo r, > 0, o valor li -
—T /2mite quando r^ -----p- 0 é + °°, pois dx^ (r)/dr = (1/4). (r/2) . Portando, /
há necessidade da estrita corrplementaridade (uŸ > 0, se g^(x*) = 0 ) ,  para a 
existência de d[x(0)]/dr (e todas as derivadas sucessivas). m
A  analiticidade da função P(x,r) = f(x) - r.^E^lng^(x) mantém- 
se para r = 0 sob estas mesmas condições, quando as funções do problema forem 
analíticas (ver 1.3.4).
Corolário 2.2.1 (Analiticidade de x(r) para r = 0)- Se incluir 
mos nas hipóteses do teorema 2.2.2 que as funções e {g^} sejam reais analíti 
cas, há uma única função analítica x(r) numa vizinhança de r = 0, a qual, pa­
ra r > 0, define uma trajetória de mínimos locais sem restrições, que conver­
ge para x* = x(0).
Demonstraçaõ.- A  demonstração segue a partir da existência da 
inversa da matriz em (2.2.12), da analiticidade das funções envolvidas, e da 
forma apropriada do teorema da função irrplícita, já r^eferenciado.
&
2.3 - Programação Convexa.
Não faremos aqui um desenvolvimento airplo da teoria de progra­
mação convexa e dualidade, pois a literatura, sobre elas é vasta, ccaro por / 
exeirplo [05] ou [05]. Necessitamos apenas de alguns conceitos para continuar­
mos o nosso desenvolvimento.
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Até qui a condição mais forte sobre as funções do problema / 
foi a ordem de suas derivadas. Os teoremas foram demonstrados em t o m o  de mí­
nimos locais; isto é, dando informações numa vizinhança daqueles pontos. Para 
a irrportante classe de problemas, chamados de programação convexa, informa - 
ções locais são tanibém globais. Onna propriedade forte é que mínimos /
locais são globais.
Desenvolveremos conceitos básicos sobre a teoria da dualidade 
e mostraremos que as propriedades básicas de convexidade transferem-se para 
algoritmos de minimizações sem restrições.
vários resultados adicionais iirportantes sobre convexidade es­
tão a seguir:
(i) uma solução local x* é solução global do problema (A);
(ii) a função usada para transformar o problema (A) em uma se­
quência de minimizações sem restrições preserva as propriedades de convexida­
de, desde que seja feita uma restrição adicional (ver teorema 2.3.5 a seguir).
(iii) üma relação entre o "primai" e o "dual" será evidenciada 
e explorada pelos métodos dados a aqui.
2.3.1 - Convexidade: Definições e Propriedades.
Corteçaremos reapresentando a definição de conjunto convexo, da­
da na seção 1.2.
Definição. - ün conjunto T C  é um conjunto convexo se toda a 
coTibinação convexa de pontos em T pertencer também a T, (ou equivalentemente, 
todo segmento de reta que une dois pontos de T pertence também a T ) ; isto é , ,■ 
para todo A e [0, 1], e para todo x ^ , X 2 e T, [Ax^ + (1 - X)x2] e T.
Lema 2.3.1 - A  interseção de um número finito de conjuntos con
vexos é um conjunto convexo; isto é, se cada S. (i = 1, — , m) for um conjunm  _ 1  ~
to convexo, então S ® convexo.
Demonstração. - Se S for unitário ou vazio o lema é trivial.
Se x^ e X 2 forem dois pontos de S, então pela definição de intersecção x^e S*
((i =1, ..., m) , x_ £ S. (i = 1, ..., m), e, também [Ax. + (1 - A)X t ] C S.z 1  m  I z 1
(i = 1, ..., m), daí [Ax^ + (1 - A)x2] e
es
Definição:- üma função f é convexa de x sobre um conjunto con­
vexo não vazio S se para todo par de pontos x ^ , X 2 e S, e todo A e [0,1], 
f[Ax^ + (1 - A)x2] á Af(x^) + (1 - A)f(x2 ). (2.3.1)
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A  função é estritamente convexa se a desigualdade (2.3.1) for 
estrita quando 0 < A < 1 e x, x„. 1Se f for de classe C para x e S, entao uma definição equxva - 
lente de uma função convexa é:
f(x2 ) è f(x^) + (X2 - x^)'^Vf(x^), (2.3.2)
para todo x ^ , X2 e S; f é estritamente convexa em S se a desigualdade (2.3.2) 
for estrita, serrpre que x^ ^ ^ 2 '
Lema 2.3.2 - Se f (x) for uma função convexa sobre um conjunto
S, então, para todo k e R, S, = {x:f(x) ^ k, x e S} sera um conjunto convexo.JC
Demonstração.- Se S^ for unitário ou vazio o lema é trivial. / 
Se x^ e X2 forem dois pontos em S^ ,^ então' Xx^ + (1 - À)x2 e S, /
f[Àx^ + (1 - X)X2 ] á Xf(x^) + (1 - X)f(x2 ) á Ak + (1 - A)k = k. Assim,
[Ax^ + (1 - A)x 2] e ^k' g
Lema 2.3.3 - Se f ., ..., f„ forem funções convexas sobre um /----------- m l  ™
conjunto S, então f (x) = função convexa em S. (S convexo).
Demonstração.- Se x^ e X2 forem dois pontos em S, 
m  m
f[Ax^ + (1 - A)x2] = + (T - ^)^2^ = + (1 - A)f(x2 )] =
m  m
= A,E. f . (xj + (1 - A).E.f, (x„) = Af(xJ + (1 - A)f(x_). _1 = I 1  I 1= i X z I z fga
Definição. - Ona função g(x) é côncava sobre um conjunto conve 
xo S se -g(x) for uma função convexa sobre S.
vários fatos seguem da definição de concavidade e dos lemas de 
monstrados para as funções convexas.
Se g(x) for uma função côncava sobre um conjunto convexo S, en
tão:
(i) g[Ax^ + (1 - A)x2] è Ag(x^) + (1 - A)g(x2), onde Ae [0, 1], 
x^, X 2 e S; (2.3.3)
(ii) g(x^) ^ g(^2^ ^^1 ~ X 2 )"^Vg(x2 ), onde x ^ , X 2 e S, quando 
g for de classe c\* ' (2.3.4)
(iii) T|^  = {x:g(x) ^ k ,  x e S j é u m  conjunto convexo (possive^ 
menthe vazio), para todo k e R; (2.3.5)
(iv) se g^, i= 1, ..., p, forem funções côncavas em S, então / 
g(x) = jg^{x) será uma função côncava em S. (2.3.6)
- 75 -
2.3.2 Programação Convexa.
Definição: - IM problema, ccm restrições de desigualdade, de 
programação convexa é escrito:
Minimizar f(x)
Sujeita a (C)
g^(x) > 0, i=l,...,m, (2.3.7)
onde f(x) ê uma função convexa e cada g^(x) côncava.
A  forte propriedade que todo mínimo local de (C) ê mínimo glo 
bal é demonstrada pelo teorema seguinte.
Teorema 2.3.1 - (Propriedade da Convexidade: Local é Global). 
Toda solução local x* do prcblema de programação convexa (C) é uma solução 
global.
Demonstração. Segue da concavidade das propriedades e lemas 
da subseção 2.3.1 que D = {x: g. (x) "^0, i=l,...,m} é um conjunto convexo, e 
que se x^, satisfazem {2.3.1) , então Xx^ + (1 - X ) x ^  satisfaz (2.3.7)para 
todo X e ê mínimo local, segue da definição de mínimo lo
cal que existe um conjunto corpacto S, tal que x* e S°, e 
f (x*) = v* = min f (x).
D n S
Seja X algum outro ponto em D, mas não necessariamente em S. 
Seja X tal que [Xx* + (1 - X)x^] e (DflS), e X e (0,1), então pela convexida 
de de f, f [X* + (1 - Xf(x*) + (1 - X) f(x^)/ o que iirplica /
f [Xx** (l-X) x ] - . ,Xf (x*) f(x*) . Xf(x*)
f(x^)
1 - X 1 - X
(x* é de mínimo local em D S) , ou
f(xj ~ = f(x*). Logo, x* , é
também global. 1 - X0
Para problemas de programaçao convexa quando as funções forem 
de classe C^ as condições de Kunh-Tucker de if ordem (teorema 1.4.4), são 
também suficientes para que x*, satisfazendo (2.3.7), seja mínimo local sem 
restrições, e pelo teorema 1 acima, também global do problema (C).Este resul 
tado é sumarizado pelo teorema que segue.
Teorema 2.3.2. ' (Teorema de Suficiência de Kuhn-Tückèr). Se 
as funçces f e {g^ }^ forem de classe C^, então a condição suficiente para que 
X * ,  satisfazendo (2.3.7), seja uma solução do problema de programação conve­
xa (C) é que existam escalares uj, ..., u^, tais que:
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u|g^(x*) = 0 ,  i = 1, m, (2.3.8)
u* ^ 0, i = 1, ..., m, (2.3.9)
m
Vf(x*) - u*g^(x*) = 0. (2.3.10)
Demonstração. - Seja x*, x^ satisfazendo as restrições do
problema (2.3.7). Então.m  ' m  rn m
f(x^) > f(x^) - “ ^|^u*g^(x*) + (xQ-x*) [1® (x*)-^Ziji|Vg^(x*) ]
(A última desigualdade deve-se ã convexidade d e f ,  (2.3.2), e â  concavidade
das g^'s, (2.3.4)); e daí f(x^) ^ f(x*), por (2.3.8)a (2.3.10). ^
Desde que a qualificação de 1f ordem das restrições■lema 1.4.1
e (2.3.8) à (2.3.10) do t e o r e m  2.3.2 sejaig satisfeitas, as condições necessã
rias e suficientes, para x* ser de mínimo local sem restrições ficam estabele
cidas, con referência ao problema (C).
É de interesse observar que autonaticamente as condições de /
2 11^ 22? ordem ficam satisfeitas, pois a matriz V f (x*) - g^(x*) e semi-de -
finida positiva (ver 1,3.5) quando f for convexa e as g^'s côncavas (supondo- 
se a diferenciabilidade de 2^ ordem).
Teoria da Dualidade.
Para problemas de programação convexa foi desenvolvida a teo­
ria da dualidade, ou programação dual. Este estudo é baseado no fato que /
(2.3.10), que estabelece uma das condições para que x* seja a solução do pro­
blema (C) , também estabelece que x* é de mínimo sem restrições da função La- 
grangiana convexa L(x*, u*). Esta proposição é uma propriedade scxrtente de / 
problemas de programação convexa. Chamaremos o problema (C) o problema primai 
usando exatamente (2.3.9) e (2.3.10), ignorando a exigência ou viabilidade / 
do primai ( g^ (x) S 0, i = 1, ..., m) , e as condições de COTiplerrentaridade /
(2.3.8). A  forma diferencial básica do dual é para se determinar (x^ ,^ u^^), / 
que resolve o problema:
Maximizar L(x, u)
(D)Sujeita a
V L(x, u) = 0, (2.3.11).X
u^ è 0, i = 1, ...m. (2.3.12)
Este problema é o dual de (C).
- 77 -
Teorema 2.3.3 - Se f e -{g^} forem funções convexas, y e D, / 
for algum primai viável, e (x^, u^) qualquer ponto dual viável, então / 
f (y) ^ L(x^, u^).
Demonstração.-
m  m m
f (y) ^ f (y)- i|-|Uo^gj^ (y^) ^ f (x^ ) ^^o^" i l l ^ í ^ i  ^ ^o^ ^
m
= f(x^) - iliUOigj, (x„) = L(x^, u j .  ^
üna das aplicações do teorema 2.3.3 é que se pontos duais viá­
veis forem gerados por algoritmos que resolvem (C) então o limite inferior v*,
o valor ótimo de (C), estará disponível (Veja observação (ii) a seguir).
Teorema 2.3.4 - (Existência da Solução Dual). - Se a qualifi­
cação de ordem das restrições for satisfeita para x* (lema 1.4.1), uma so­
lução do problema (C), então existe uma solução do problema (D) , e o valor má 
ximo de L é igual ao valor mínimo de f para x e D.
Demonstração, - Seja u*, cuja existência para x* está garantida 
pelo teorema 1.4.4, da seção 1.4 (Condições Necessárias de Kuhn-Tucker). Pelo 
teorema 2.3.3 L(x*, u*) = v*. Usando (2.3.8) (uíg^(x*) = 0, i = 1, ..., m ) , / 
L(x*, u*) = V*, e assim (x*, u*) deve ser uma solução de (D).
Em certos casos é possível modificar (D) e eliminar a dependen- 
cia de X .  0 problema (D) pode ser formulado somente em termos da maximização / 
do problema em u, dando correto "sabor dual" ao rremso. No entanto, não trata­
remos destes fatos no presente^, trabalho (Ver [05] ou [06]) .
Teorema 2.3.5 - (Convexidade da Função sem Restrições). - Se B
Tfor uma função convexa decrescente de g = (g^, — , g^) para g > 0, onde cada 
g^ é uma função côncava, então B[g^(x)] será uma função convexa de x em / 
D° = {x:g(x) > 0} . Além disso, se f for uma função convexa de x, então /
U(x, r^) = f(x) + rj^B[g(x)] será uma função convexa em D° ccxn rj^> 0.
Demonstração.- Suponhamos que x ^ , x^ e D°, então para 0 ^  1 
g[Ax^ + (1 - À)x2] S Ag(x^) + (1 - A)g(x2) > 0. (Concavidade de cada conpo — 
nente de g) . Daí B{g[Ax^ + (1 - A)x2]} á B[Ag(x^) + (1 - A)g(x2 )], (B é uma/ 
função decrescente de g, por hipótese), e
B[Ag(x^) + (1 - A)g(x2 )] ^ B[Ag(x^)] + (1 - A)B[g(x2 )], (2.3.13)
(Convexidade de B em g, por hipoótese).
Já que f é convexa, por hipótese, B[g(x)] convexa, por (2.3.13) 
e a scma das funções convexas é convexa, pelo lema 2.3.3, então
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U(x, r) = f(x) + rj^B[g(x)] é uma função convexa de x em D° com 
r, > 0 ,  e a demonstração está conpleta.K
Observações;
m  m
(i) as funções .E.l/g. (x) e - .E.lng.(x) são definidas decre£1 — I 1  1 — I ZL
centes e convexas em g, guando g > 0;
(ii) em relação ã função barreira logarítmica e a propriedade / 
do dual dada no teoreira 2.3.3, é possível determinar a diferença entre os valo 
res da função objetivo primai e dual para o mínimo do priitieiro r, e assim resol 
ver o problema em apenas uma minimização sem restrições. Suponhamos que se de­
seje conhecer o valor ótimo da função objetivo que seja menor do que e. Seja /
r- = e/m. EntãoI m
= f[x(r^)] - e/m = f[x(r^)] - e; Assim, o valor ótimo é / 
determinado menor do que e.
2.4 - Outras Técnicas para Minimizações sem Restrições, por Pon­
tos Interiores.
2.4.1 - Substituição de r}^  pelo vetor (ry-[, ..., r;cm) ♦ - ün 
bom algoritmo para minimizações sem restrições possui muitas propriedades. Pri­
meiro, ele deve ser capaz de tirar vantagem da escolha inicial de r. Assim, se 
a própria escolha do valor do parâmetro irrplicar que x^ (ponto inicial) seja um 
mínimo sem restrições da função U(x, r ) , o algoritmo deve iniciar determinando/ 
esse ponto. Também, se x^ estiver próximo ■ da solução com restrições, então o 
algoritmo seleciona os parâmetros de modo que os pontos que minimizam a função 
U(x, r) estejam também próximos da solução do problema original. Um algoritmo / 
ideal antecipará quaisi restrições não são importantes para a solução, ignoran­
do-as no procedimento ccíiputacional. Se a solução para um problema com restri­
ções for no momento, sem restrições, será interessante que o algoritmo dê a 
solução do problema em apenas uma minimização sem restrições da função U(x, r ) . 
Para esse fim, modificamos o algoritmo para minimizações sem restrições, desen­
volvido em 2.1.1, cano a seguir. Selecionamos valores não negativos de {rj^ ^^ }, /
i = 1, — , m, tais que a função auxiliar seja da foinnam
V(x, {ri^ j^ } ) = f(x) + [g^(x)] . (2.4.1)
Esta é uma funçãode miniinização sem restrições para pontos interiores, que é 
aplicada ao problema (A) , como definida em 2.1.
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. Um algoritmo "revisado" é dado a seguir:
(1) usando algum critério selecionamos valores r^^^ , i=l,—  ,m, 
onde r^ ^^  0, para todo i ;
(2) minimizamos V(x, { r^j^}) em D°. Se durante o curso da mini- 
mização alguma g^ t o m a m - s e  inviável e o correspondente rj^ j^  - 0/ fixamos para 
ele um valor estritamente positivo e continuamos minimizando a função / 
V(x,{r]^^}) , partido do último ponto viável em D°, que foi obtido;
(3) suponhamos que V(x,{rij^^}) seja minimizada. Para toda g^, 
1^' i ^ m  e r 3^ ^ >0, o "peso" T2 ^ sobre (g^) ê selecionado tal que 0<r2p^ij^. 
Para os outros valores ^ 2 ^  ^li”
(4) aplicamos algum método para a minimização de V(x,{r2 j^ }) 
(ver seção 3.1);
(5) continuamos o processo pela seqüência { r}r / k = 1, —  , 
onde lim r^- = Of __ ^ > 0, e Xj^  ê de mínimo sem restrições
k -i' oo 
de V(x,{r]^^}) era D°.
Este algoritmo modificado converge para soluções locais do pro 
blema (A) sob as mesmas condições do algoritmo apresentado na seção 2.1. Isto 
ocorre porque, comQ antes, a escrita viabilidade é mantida em D°.
üma questão interessante é com relação ao critério de seleção 
dos valores "pesos", que podem reduzir as exigências cuitputacicnais para re­
solver o problema de programação. Oferecemos duas sugestões de ccmo selecio­
ná-los e mostramos exenplos da eficiência na escolha.
Critério 1.
Seja x^ um ponto dado. Procedendo de acordo com o algoritmo, 
quando alguma g^ ( l < i < m )  for violada, um > 0 é atribuído ã correspcnden 
te Bj^ (gj^ ) de acordo com a "regra de cãlculo", definida abaixo, e o algoritmo 
prossegue do "último ponto interior viável". Se a "regra de cálculo" determi­
na 0, para algum i, então este parâmetro é substituído por algum valor 
"pequeno", positivo.
Critério 2 .
Regra de Cãlculo. Se para algum ponto y um subconjunto de va­
lores de { rj^ j^ } deve ser escolhido, escolhem-se valores não negativos que min^ 
mizam a norma do gradiente da função V(x, { para aquele ponto.








Escolhendo de acordo com a regra de cálculo devemos resol
ver o problema de programação convexa acima, onde a função objetivo é uma for­
ma quadrática definida positiva e as restrições são sinplesmente negativas. 
Expandindo (2.4.2), temos 
l b - A s | |  = < ^ b - A s ,  b - A s >  . 2Sejam Vg^, i = 1, ..., m  os vetores colunas de A  e f(s) = b - As . Entao
V f  (Sj^ ) = 2 ^-Vg^, b - Vg^Sj^^ e aplicando a condição necessária 
para a existência de ponto crítico, obtemos:
2 <^-Vg^, b - Vg^s^)> = 0, que implica
. -b'^g^ + = 0 e daí
s. =
VTg.Vg. (2.4.3)
O  exeitplo seguinte, dado em [04] , ilustra o algoritmo aqui pro­
posto.
Minimizar x^ 
Sujeita a 2g^(x^, X 2 ) = -x^ + X 2 + 2 ^ 0, 
g2(x^, X 2 ) = -x2 - X 2 + 2 à 0,
g^(x^, X2 ) = -x^ - X2 + 3 S 0.






(A região hachurada é o danínio viável)-
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Vairos supor que o ponto de partida seja = (0, 0), e a função
auxiliar a função barreira logarítmica, ou seja,
2 2
V  (x, {rkj^  }) = x^ ^  ("^-1 +^2"^^  ^~ ^ 2 ^  ^“^1 “^2"^^  ^  ^‘
Tentando minimizar f (x), suponhamos que escolhemos dar um pas -
Tso decrescente na direção do seu gradiente (1, 1) , usando algum processo para 
governar o "tamanho" do passo; eventualmente alcançamos um ponto que viola a 
restrição g ^ . Selecionamos algum ponto interior viãvel ao longo da reta, por / 
exeitplo (-1 + e, -1 + e), onde e> 0. Seja e = 0,1 dando g^ (x^, X2 ) =0,29; / 
= (1,8; 1,0), pois = (-2x^, 1,0) e (-0,9; 0,9) = (1,8; 1,0). A r e  - 
gra do cálculo exige minimização da norma do gradiente da função V(x, .










temos que r-i. resolve este problema com valor 0,38, usando (2.4.3). Nossa f m -
- 2ção sem restrições e agora V{x,r-|^) = x^+X2-(0,38)ln(-x^+X2+2) .Usando ireios a
nalíticos usuais, determinamos o ponto mínimo de V(x,ri,) ,x(0,38) = -0 , 5 0 ,  /
T - 'X 2 = -1,37; desde que (-0,50; -1,37) e viavel em relação a g2 e g^. Se V  for 
minimizada por meior numéricos (Ver capítulo III) r -12 e r-j^ nunca seriam intro 
duzidos. Assim o esforço computacional é consederavelmente reduzido, se conpa- 
rado con o método proposto Inicialmente, o qual havia assegurado valores posi­
tivos e minimizado uma função mais difícil.
A  escolha do "último ponto interior viável" ao longo da reta que 
fura a "restrição fronteira" não é arbitrária ccíto pode parecer.
Se V(x, {r-|^}) = V^ (x) denotar a forma corrente para o método / 
da função barreira, a denotar o índice da restrição a ser considerada para V ^ , 
z denotar o ponto onde a reta emanando de algum ponto x interior para g fura
_ O a
sua fronteira e se x denotar o último ponto interior viável, então /
X = x^ + X(z - x^), onde A é suposto tendendo a 1.




' " i W  -
ObviaiTiente, para x  numa vizinhança de z, desde queVv^ (z) é supostamente finito
2 é dado poi
(i) fazendo
o r-|^ ótimo, que r:
M=
3. ã ã
(ii) aplicando a condição necessáriaVM(r- ) = 0 ,
V M ( r i J  = 2. < ; ^ , v g ^ ( x ) ,  W ,  (xl- g^(x) >  = 0, e-  ’^1,g j x )
Vg (x)'^  _
9 a ® '




g j x ) , (2.4.4)
deve ser positivo. Isto ocorre porque, se o produto interno no numerador de /
(2.4.4) fosse negativo, a corrente função sem restrição geralmente - seria mini 
mizada para xjm ponto interior a g e ela não poderia ser adicionada â função /3,
barreira. Está claro de (2.4.4) que o raio r-i (x)/g (x) tende a uma constante3. 3.
quando x -► z(X ■ 1). A  constante é :
W ,  (z)Tvg^(z)I ã
Vg, (z) ã
(2.4.5)
(desde que g seja côncava, isto s e V g  (x) = 0  para todo x, para um ponto onde a ^
g(x) = 0 ,  não existe interior para a região g (x) > 0 .  Daí podermos supor /
Vg (z) 0, e assim W  fica bem definida) .3  3
Para a função barreira logarítmica, como observado no final da 
seção 2.3, é possível determinar a diferença entre os valores da função objet^ 
vo primai e dual para o primeiro mínimo sem restrições fazendo-se a apropriada 
seleção de r ^ . Obviamente a mesma observação deve ser feita para a seleção dos 
diferentes r-|^, um para cada restrição. Assim a escolha do último ponto inte­
rior deve ser tal que não viole a fronteira (g = 0) e possibilite uma estima- 
tiva do valor da solução ótima para o primeiro mínimo sem restrições. Suponha­
mos que a tolerância seja e> 0. Então será aproximada (todo ponto próximo / 
de z dará uma aproximação para (2.4.5)), X escolhido tal que
^ a ®  = g[x + A(z - X )] = e/m .
"a
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Então r-i é dado ccmo: = g (x)W . Logo a contribuição do a-ésimo termo /a ' a a a
barreira para a diferença entre os valores primai e dual será:
— 7— (x.) = g (x. )W = --- , onde x é um mínimo sem restrições(x^ / 3. I a l a  m  ici I
de V(x, {r-i^}).
Usando o critério de seleção no problema analisado, vemos ccmo/ 
a escolha do próximo r inicial leva a eficiências corrputacionais. O problema é: 
Minimizar
Sujeita a 2 9
g^(x^, x^) = -(x^+1) - X 2 + 4 > 0,
g2(x^, X2 ) = -(x^-1)^ - X 2 + 4 > 0,
g ^ ( x ^ , X2 ) = -  x^ -  X2 + 2 à e.
O  ponto interior de partida é x^ = (0, -1). Notamos que, desprezando qual fun­
ção berreira será usada, o algoritmo de programação quadrática associado é in­
dependente delano_seguinte sentido. 0 problema é
Minimizar Vf (x^) - N(x )W ^ o o
Sujeita a
onde N(x^) é a matriz dos gradientes das restrições calculados para x^. Se
for a solução do problema, então
-W.
Suponhamos que um algoritmo para pontos interiores seja aplicado para todas as 
restrições. Então para o exeitplo devemos resolver o problema de progração qua­
drática.






Wi, W 2 , W 3 S 0.
’ -2 ' : Vg^(x^) = ' 2 ■; Vg3(x^) = ' -1 e Vf(x^) = ' 0 '
2 _ 2 _ _ -1 _ . 1
Pois, Vg^ (x^) ='■
A  escolha ótiina dos é {1/4, 1/4, 0), (Ver (2.4.3) ou (2.4.5). Se usarmos a 
função barreira logarítmica para as três funções, então desde que /
dB^/dg^ = -1/g^, teremos
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^1i = = 2. (1/4) = 1/2,
ri2 = [g2(x^)]. (1/4) = 2. (1/4) = 1/2, 
ri3 = [go(x )] .0 = 0.
- 9 b * 1Se usarmos a função = 1/9^^/ e então = -------logo
(gf)'
= tg^(x^)]^.(1/4) = 4. (1/4) = 1, 
ri2 = [g2(x^)]^. (1/4) = 4. (1/4) = 1,
^i3 "
Vãrios resultados interessantes seguem independentemente de qual 
seja a função usada.
A  terceira restrição, que não é necessãria para a solução, pois
o peso associado é nulo, não entrará nos cálculos.
Neste exeitplo a escolha do r^ dá o valor zero para norma do gra 
diente da função sem restrições. Desde que ê um problema de programação convexa 
temos um mínimo sem restrições para começar, e assim um ponto dual viável.
As duas funções barreiras dão um valor dual de f - Assim,
se V* for um valor ótimo já o temos detectado, desde que
f - = -1 - (1/4) .2 - 0,1 = -2 < V* ^  -1 = f. A  solução para este problema
(valor) é aproximadamente -1,732. Neste problema a selação do r inicial usando 
programação quadrática é muito eficaz. Estas vantagens são maiores para proble 
mas grandes.
2.4.2 - AlgoritfTK) de Minimização sem Restrições para Pontos In­
teriores se Parãmtros.




g^(x) à 0, i= 1, ___ m, onde
D° = {x: g^(x)> 0, i= 1, ..., m} é um conjunto não vazio, é possível descre­
ver uma classe geral de algoritrros para pontos interiores que possuem as pro­
priedades :
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(a) a seleção da seqüência estxitairente decrescente {rj^ } de pa­
râmetros não negativos usados como pesos, não é necessária;
(b) cada minimização sem restrições (por exenplo para a itera - 
ção k) depende somente do valor da função objetivo para o ponto de partida, / 
Xj^_^;um minimo sem restrições da iteração k-1;
(c) a seqüência de pontos interiores viáveis possui valores da/
função objetivo f , f ., __ , f, , os quais formam uma seqüência estritamente deo 1 K —
crescente, partindo do ponto inicial x^.
Sob as condições usuais esses valores convergem localmente.
É crucial para o desenvolvimento a caracterização da função, a
partir de agora chamada função Q, definida ccítio segue.
T ~Seja z= (z^, ..., z^) um vetor positivo de dimensões m + 1 . A
função Q(x) ê uma função Q quando:
(i) Q(z) for contínua para z > 0, e
(ii) {z^} for uma seqüência infinita de vetores, onde z^ > 0 ,  / 
para todo i, e z ê o limite de íz^} cem a propriedade que z^ = 0, para algum / 
j, então lim inf Q(z.) =cC (possivelmente infinito), onde a > Q(z) para todo z>0.
i oo ^
Os passos do algoritmo estão a seguir.
(1) seja x^ e D° o ponto de partida para o processo;
(2) seja = {x: f (x) ^ f ^ e D};
(3) definir (x) = Q[-f(x) + f(x^)]/ (x), ..., gj„(x)], onde 
Q é uma função Q;
(4) determinar um mínimo local de (x) em . Todo mínimo local 
se existir, será sem restrições, desde que todo ponto na fronteira de dá ma­
ior valor de (x) do que pontos interiores de ;
(5) se = {x: f (x) S f{x^^_^); x e D}, minimizar / 
Q^(x) = Q[-f(x) + f(Xj^_^), g^ (x), ..., gj^(x)] em para k = 1, ..., m, assim 
gerando uma seqüência de mínimos {x^,};
(6) claramente, se D° / 0, então f (Xj^ ) < ®  processo a- 
proxirrará algum mínimo local de f em D.
On exeitplo de uma função Q  é
1 m
° iii
Observa-se que a função Q  acima está estritanente relacionada /2com a funçao (x,r) = f(x) + r 1/g^(x).
As condições sob as quais o algoritmo converge são similares / 
ãquelas para algoritmos de minimizações sem restrições para pontos interiores 
dados na seção 2.1, teorema 2.1.2.
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Teorema 2.4.1 - (Convergência de Algoritnos para Pontos Interio­
res sem Parâmetros, para Conjuntos Compactxjs de Soluções Locais). Se',
(a) as funções f , g^ / — , g^  ^forem contínuas;
(b) D° não for vazio;
(c) A * 0  D° ^ 0 ( A* é definido a seguir);
(d) A* for um conjunto não vazio e ccrrpacto de pontos que são de 
mínimos locais dô problema (A), can o mínimo v * ;
(e) a função [-f (x) + f (x^_^), g^ (x) , g^^íx)], para / 
k = 1, __ _ é uma função Q. Então
(i) se D° ^ 0, existirá um ponto x^  ^que é de mínimo local de Qj^  
em D°, e todo ponto limite da seqüência {x^ ,} limitada, será de mínimo locs?l / ' 
ccm valor v*, e
(ii) se D° = (j) para algum k finito, ser a de míniino local 
can valor v*; isto ê, ê uma solução sem restrições de (A).
Demonstração. - Seja x^ ponto inicial pertencento ao interior/ 
de DP\ S, onde S é o conjunto coiipacto dado no teorema 2.1.1. A  não ser que 
f(x ) = V*, D° n S não é vazio. Por uma modificação trivial do corolário 2.1.1 
e a definição de (x), existe um ponto de mínimo x^ e (D° O  S) . Desde que / 
( D° S )  C  D°, x^ é de míniino local sem restrições de (x) em D°. A  mesma ob­
servação mantém-se para todo k para o qual D° ^ 0._
Se, para algum k, = 0, então existe x tal que x e S) e
f (x) < f ) / ccm Xj^_^ e D . Então deve ser de mínimo local sem restri­
ções de f em D. Desde que x^^_^ e D°, ele é de mínimo local sem restrições de / 
f(x), e Xj^_^ B S, do teorema 2.1.1, temos f(Xj^_^) = v*.
A.cotpacidade de S inplica que {Xj^} possui uma subsequência / 
convergente CVer seção 1.2.4), a qual será denotada também por Portanto,
podemos supor que -----> x e D O  S.
Se / 0 para todo k, então f (x^ )^ < f(Xj^_^). Assim a sequên - 
cia de valores {f^ }^ é uma seqüência estritamente decrescente e tem limite / 
v* ú V. Devonos mostrar que v  = v*.
Suponhamos v > v*. Já que o valor de para este mínimo é / 
Qj^(x) = Q[-f(Xj^) + f(x^_-]). g-,/ ^ ^ quando
k -----► a>, gj^ (Xj^ ) -----^ gj^(x), para todo i, pela definição da função Q(x) se -
gua que lim inf Q)^ (Xj^ ) = «, onde a> Q]^(x^) / todo x^ e (D°0 S) . Seja x^
tal que x^ ~^ e°° (D°0 S) e v* < f (x^) < v. Tal x^ existe pela nossa presente / 
5uposiçãoe pela hipótese (c) .
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Notar que e D° para todo k. Assim, se v  > v*, existe um ponto em S que
dá para um valor menor que quando k for grande. Isto contradiz o fa­
to que X|^  minimiza em E^r\ S. Então v = v*. ^
A  seguir um exerrplo deste algoritmo dado em [04].
Sujeita a x^ > 0,
x_ > 0.
TVamos supor que x = (1/2, 2) seja um ponto interior inicial. Incluimos a re^
trição f(x ) - X x„ = 1 - X x„ ^ 0, e aplicamos a função barreira logarítmica/ 
O  \ A I Z  / J
para as tres restrições, obtemos entao = -ln(1 - yL^ -x.^  - In(x^) - ln(x2 ),
como a função a ser minimizada. Diferenciando e resolvendo, vem
9Ql ^ X2 _ _1_ = 0; ^  ^3x, 1 - x^x1 ■ " " 1""2 ^1 """2 '  " " 1""2 ^2 
x^ / 0 e X2 / 0. Igualando as duas equações acima . obtemos
8X 2 1 - X^X2 X , = 0, com 1 - x^X2 0, /
-?-2 ■ _ 1
1 - X^X2
11 X^X2 ^2
(2x^x2 - 1) (1 - 3C^X2)x2 =(-Xj^X2-l) (1- Xj^X2 )Xj^ , que implica
[(2x^x2 - 1)(1 - x^X2 >](X2 - x^) = 0, ou 2x^x2 - 1 = 0, ou X 2 - x^ = 0; então
X2 = x^ e x^ = ± /(274I = i v ^ 2 ,  mas ccmo x^ > 0 ,  só x^ = ■/7:/2 interessa. Logo
X 2 = x^ = /2^!2 e o ponto x^ = (/572, /Í'12)^.
Agora incluimos a restrição: 1/2 - x^X2 ^ 0, pois
f(/T/2, /Î/2) = 1/2, ccm a qual tertos, Q 2 (x) = -ln(1/2 - x^X2 ) - In(x^) -ln(x2 ).
A  solução é x„ = (1/2, 1/2)'^, (para obter x„ basta repetir o processo para m i m
—k/2 —k/2 Tmizar (x)). Continuando assim, obtemos = (2 , 2  ) , que tende a 
(0, 0)"^ quando k ---- ^ «>, o que é mostrado geometricarrente a segiiir.
X, -, e daí
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2.4.3 - Versão Contínua das Técnicas para Pontos Interiores.
Uma variação natural das técnicas sem . restrições para pontos / 
interiores é fazer o parâmetro r mudar continuamente como função decrescente / 
do terrçxD e resolver uma equação diferencial da forma dx/dt = -V U(x, t) . Movi- 
mento análogo ao método de Cauchy chamado de decrescimento máximo (ver seção/
3.1). Este método é bem adequado a coiputadores analógicos.
-t ™Sejam r =. e e U(x, r) = f (x) + r. . E l/g. (x). Então .
P(x, t) = f(x) + e J^1/g^(x), e dx/dt =-[Vf(x) - e (x) ].
(2.4.6)
Pode-se, sob certas condições gerais do teorema 2.1.2, demonstrar 
que resolvendo-se (2.4.6) obtemos'uma geração de pontos satisfazendo as condi - 
ções de 1§ ordem (1.4.10) a (1.4.13). Isto é realizado pelo teorema 2.4.2 que / 
segue. Felizmente as condições necessárias de 1^ ordem são suficientes para / 
que um ponto de mínimo local seja uma solução global se o problema for de pro - 
gramação convexa.
Teorema 2.4.2 - (Estabilidade dos Pontos Estacionários da Função
Lagrangiana).- Se,
(a) f, __ _ g^ forem funções continuamente diferenciáveis;
(b) D° não for vazio;
(c) o fecho de D° for D, e
(d) o conjunto de pontos A* que são de mínimos locais correspon - 
dentes ao valor v*, for um conjunto coirpacto, isolado e não vazio, então existe 
ura conjunto N * 3  A* e um t > 0  tal que, para o ponto inicial (x^, t^), onde /
X  e N*, todo ponto limite x* da solução de (2.4.6) satisfaz (1.4.10) a (1.4.13) 
(onde o ponto u* correspondente é também gerado pela equação diferencial). No - 
tar que u* não é necessariamente finito.
Demonstração. - Pela regra da cadeia,
r^ P —t ^  —t 9^  Vf(x)dx/dt - e . ^E^1/g^(x) - e • |^-] Víg^^íx)] Vg^(x)dx/dt.
-•I- ^  9G:.mo, dx/dt = -V^P(x, t) =-[Vf(x) - e j^ E^j 1/[g^ (x) ] Vg^(x)], temos
= -[Vf(x)-e“\ E  --- ^ V g  (x)].[Vf(x)-^-\l _ L _  Vg (x) ] ^ " \ e ,dt 1-1 1 1-1 1 1-1
logo
= -lvP[x(t), t]|2 - e-\|, < 0, (2.4.7)
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quando x(t) e D°. Assim, se x(0) e D°, a trajetória gerada por (2.4.6) nunca / 
sai da região viável, desde que P possua nela infinitos valores, contradizendo 
a propriedade da inonotonicidade estritairente decrescente assegurada por /
(2.4.7).
Seja agora S um conjunto cortpacto (S D  A*) cuja existência é ga 
rantida pelo teorema 2.1.1 (em relação ã nossa hipótese (d)) . Pela continuida­
de e pela definição de P(x, t) pode-se supor que P(x, t) ^ v* + X sobre a fron 
teira de S H  D para todo A > 0. Seja N* = S D° OÍx:f (x) < v* + X/2}. 0 con - 
junto N* não é vazio, pelas nossas condições (a), (b) e (c) (a equação (2.4.6)
—t/~vé bem definida pela hipótese (a)). Seja t^ tal que e Vg^(x^) á A/2. De^
de que P[x(t), t] decresce estritamente, x(t) pode não existir no compacto / 
S n  D. Expandindo P(x, t) através da série de Tay lor (ver 1.3.4), temos /
P[x(2t), 2t] - P[x(t), t] = t{-|VP[x(Ç), a r  - e -^
^ (2.4.8)
onde t < Ç < 2t.
Desde que o termo do 1? membro tende a zero quando t ----9^, ca
da termo entre chaves do 29 membro de (2.4.8) deve tender a zero. Seja
-t
u. (t) = --- ^---- 5- , i = 1, ..., m. (2.4.9)
gi[x(t)]^
Então todo ponto limite de [x(t), u(t)] satisfaz as condições necessárias de / 
1? ordem (1.4.10) a (1.4.13), para todo ponto de mínimo local ccm restrições.
Eln geral (2.4.6) pode atingir somente um ponto estacionário / 
(em x) da função Lagrangiana L(x, u) = f (x) - Eu^g^(x).
Para problemas de programação convexa este fato é suficiente pa 
ra assegurar a convergência para a solução global.
CAPÍTULO I I I
Introdução.- Este capítulo é conposto de cindo seções; na pri - 
ineira, faremos um estudo sobre alguns rtétodos de otimização sem restrições, os 
quais serão usados no nosso algoritmo, proposto na seção 3.5, para resolver os 
problemas considerados neste i trabalho; na segunda, formularemos uma proposta/ 
de como se obter um ponto interior viãvel inicial; na terceira, evidenciamos / 
as "fórmulas de extrapolação" baseadas no estudo realizado em 2 .2  que são de 
grande eficiência para acelerarmos a convergência do método; na quarta, deter 
minaremos critérios para obtenção do valor inicial de r; na quinta, proporemos 
procedimentos coirputacionais, de forma ordenada e sequencial, além deum sumãrio 
dos mesmos.
3.1 - Otimização sem Restrições.
A  otimização sem restrições trabalha com problemas que minimi­
zam ou maximizam funções na ausência de restrições. Nesta seção discutiremos/ 
a minimização de uma função de uma variãvel e de uma função de várias variáve­
is. Ainda que muitos problemas práticos de otimização possuam restrições que / 
devem ser satisfeitas, o estudo das técnicas para otimização sem restrições é 
iirportante por várias razões. Muitos algoritmos resolvem um problema ccm restri 
ções convertendo-o em uma sequência de problemas sem restrições (um dos quais é
o objetivo deste trabalho). Além disso, outra classe de métodos baseia-se em 
determinar uma direção e então minimizar ao longo dela.Esta busca \anidiinensio- 
nal é equivalente a minimizar uma função de uma variãvel sem restrições ou ccm 
restrições sirrples, tais como o limite superior e inferior da variãvel.
3.1.1 - Busca Unidimensional sem Usar Derivadas.
A  busca unidimensional é a espinha dorsal de muitos algoritmos/ 
para resolver um problema de programação não linear. Dado um ponto determi 
nar uma direção e então um "coiiprimento conveniente" do passo obtendo /
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um novo ponto = Xj^  + o processo e então repetido. Para obtermos o
CQnrprimento do passo necessitamos resolver um subproblema: Minimizar / 
f {X|^  + XSj^), o qual é uma busca unidimensional na variável A . A  minimização / 
pode ser para todo A,A não negativo, ou tal que + A ^  seja viável.
Consideremos a função 0 de uma variável. A, a ser minimizada. / 
Uma tentativa para minimizar 0 é fazer a sua derivada 0 * igual a zero e então/ 
determinar A. Notar, entretanto que 0 é usualmente definida inplicitamente em
termos da função f de várias variáveis. Em particular, dados os vetores x e s
- _ T0(A) - f(x + As). Se f for diferenciavel, entao 0 ’(A) = s Vf(x + As). Portanto,
- Tpara obter A ccm 0' (A) = 0 ,  devemos resolver a equação s Vf (x + As) 0, que / 
não é linear em A. Além disso, A  satisfazendo 0' (A) = 0  não é necessariamente/o
de mínimo; ele pode ser de mínirro local, da máximo local, ou ainda um ponto de 
sela. Por estas razões, e exceções feitas a algims casos especiais, evitamos / 
minimizar 0 igualando a sua derivada a zero. E:n lugar disto, recorremos a algu 
ma técnica numérica para resolver tal problema.
A  seguir discutiremos um método que não usa derivadas para mini 
mizar uma função 0 de uma variável sobre m  intervalo fechado e limitado. Mas, 
antes porém, necessitamos de algumas noções preliminares.
Intervalo de Incerteza.- Consideremos o problema de busca unid^ 
mensional: minimizar 0(A) , sujeita a a á A á b. Desde que a locação exata do 
mínimo de 0 sobre [a, b] não é conhecida, este intervalo é chamado intervalo/ 
de dúvida, ou de incerteza. Durante o procedimento da busca, procuraremos ex­
cluir porções desse intervalo que não contenham o ponto mínimo; em geral, / 
[a, b] é chamado intervalo de incerteza, se um ponto de mínimo local A perten 
cer a ele, embora o seu valor não seja conhecido.
0 teorema 3.1.1 a seguir, mostra que se a função 0 for convexa/ 
n m  intervalo, então o intervalo de incerteza pode ser reduzido avaliando-se/ 
para dois pontos do intervalo.
Iteorema 3.1.1 - Seja 0 : R ---- s>> R convexa sobre o intervalo /
[a, b ] . Sejam A,y e [a, b] tais que A < y. Se 0(A) > 0(y), então 0 {z) ^ 0 (y) 
para todo z e [a. A) . Se 0(A) ^ 0(A), então 0 (z) > 0(A) para todo z e (y, b ] .
Demonstração. - Suponhamos que 0(A) > 0(y) e seja z e [a. A). / 
POr contradição vamos supor que 0(z) < 0(y). Desde que A pode ser escrito co­
rro ccmbinação linear convexa de z e y, pela suposição que 0 seja convexa, /
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(pontos da forma: mx^ + (1 - m)x2 , onde m e  [0, 1] são chamados conbinações 1^ 
neares convexas de x.^  ® ^2 ' ^ ^2 conjunto convexo), temos
0(X) = 0[mz+(1-^)y] = 0(mz) + 0[(1^)y] = m0(z) + (1^n)0 (y), onde m  e [0, 1]. 
Caio estamos supondo 0(z) < 0(y), temos: G(X) < m0(y) + (1 - m)0(y) = 0(y), o 
que contradiz 0(A) > 0(y). Logo, 0(z) â 0(y). A  segunda parte do teorema pode 
ser mostrada similarmente. ^
A  partir do teorema 3.1.1, se 0(A) > 0(y), o novo intervalo de 
incerteza será [A, b ] . Por outro lado, se 0(A) á 0(u), o novo intervalo será / 





3.1.2 - 0 Método de Fibonacci.
Antes de desenvolvermos o método necessitamos de algumas propri 
edades da sequência de Fibonacci que agora apresentamos.
Entre os assuntos tratados ro trabalho "Liber Abacci" (Livro do 
Âbaco), escrito em 1202 pelo matemático italiano Fibonacci (abreviatura de / 
filius Bonacci, ou seja, filho de Banacci) ,encontraiTos a sequência numérica / 
F.J, ..., F^, na qual todo termo, a partir do terceiro, é igual a soma dos dois 
anteriores, e daí para N  >-2, temos
(3.1.1)
Observamos que a relação (3.1.1) não permite por si só calcular 
os termos da sequência. Infinitas sequências podem ser encontradas que satis - 
fazem esta condição, por exenplo,
2, 5, 7, 12, 19, ...,
-1, -5, -6, -11, ...,
1, 3, 4, 7, 11, ..., etc
Daí, para determinar univocamente a sequência é preciso alguma/ 
condição adicional. Consideremos o caso especial inportante: A  sequência quando 
F.J = 1 e F2 = 1. A  condição (3.1.1) nos fornece a possibilidade de calcular / 
todos os outros termos da sequência, Ê fácil ccnprovar que os primeiros termos 
são: 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, —
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Eïti memória ao autor esta sequência é chamada de sequência de 
Fibonacci e seus elenentos números de Fibonacci.
Vamos definir a sequência por
='n  = '^n -1 * ''n -2' "  = 13-1-2)
Mas, também, ela pode ser obtida diretamente como função de seu índice. Para /
esse fim estudemos as sequências distintas. F . , F „ , — , F , —  que satisfazemI z 1^
a equação
''n  = '■n -1 * ^N-2 •
Diremos que todas as sequências são soluções de (3 .1.2a).
A  partir de agora indicaremos por V, V , V ' ' as sequências /
v.^, ^2' •••» '^1' ^2*^ "**
Demonstraremos, primeiro, dois lemas elementares.
Lema 3.1.1 - Se V  for uma solução da equação (3.1.2a) e c uma / 
constante, a sequência cV (ou seja cv^, <^2 ' —  ^ também é uma solução desta / 
equação.
Demonstração. - Multiplicando por c os dois membros de ^
obtemos cv^ = + o V ^ 2 ‘ „
Lema 3.1.2 - Se as sequências V  e V  ' forem soluções da equa - 
ção (3.1.2a), a soma V' + V  ' também é solução desta equação.
Demonstração.- Por hipótese, temos ^N-2 ^
v ' ' = v ' ' + v ' ' . Satando membro a membro, encontramos N N-1 N-2
^nÍi^ ^ ^^N-2 ^ ^n12^ . logo o  lema está demons
trado.
Sejam agor§._ V' e V' ' duas soluções não proprocionais da equação 
(3.1.2a); isto é, duas soluções da equação tais que qualquer que seja a constan 
te c existe um número N para o qual / c. Mostraremos que toda sequên -
cia V, solução.da equação (3.1.2a) pode ser representada por
V  = c ^ V  + C2V " ,  (3.1.3)
onde c^ e c^ são constantes. Por essa razão pode-se dizer que (3.1.3) é a solu 
ção geral da equação (3.1.2a).
Demonstraremos primeiro que sendo V  e V ' duas soluções não pro 
porcionais da equação (3.1.2a), temos
v'/v:|' ^ v ^ v ^ '  (3.1.4)
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(ou seja, que a não proprocionalidade se manifesta jâ nos primeiros termos das 
sequências V  e V  ') •
Por absurdo. Suponhamos que para duas soluções não proprocionais
V  e V ' da equação (3.1.2a) tenhamos
v^/v'- = v y v - .  (3.1.5)
Formando a proporção
v' + V 2 ^2
--------- = ----- , (V e V '  são soluções da equação (3.1.2a)^
vjj ' + '
então
v^/v^' = ® = V 2 + v^). Analogamente, por indução, cortpro- 
vaiTOS que v^/ v^' = v|/ v^' = ---  = ^
Portanto, de (3.1.5) resulta que as sequências V' e V ' são proprocionais, o / 
que contradiz nossa hipótese e daí a relação (3.1.4) é válida.
Tonemos agora a sequência V, solução da equação (3.1.2a). Cano/ 
vimos na introdução, esta sequência fica perfeitamente determinada se os seus 
dois primeiros termos v^ e forem indicados.
Detenninamos os valores de c^ e C2 de modo que 
CiV' + C2V-' = e c^v^^+ C2v'- = V 2 .
Neste caso, a soma c ^ V  + coincidirá, devido aos lemas 3.1.1 e 3.1.2, con
a sucessão V.
Em virtude da condição (3.1.4), o sistema de equações ton solu - 
ção em relação a c^ e C2 quaisquer que sejam v^ ^ ^ 2 ' 
c = Viv3 ' - v 2vi ' ' e c = v-jv^ - vp'vi
( da condição (3.1.4) temos que o denominador das frações é diferente de zero). 
Introduzindo em (3.1.3) os valores obtidos para c^ e C2 encontramos a represen 
tação exigida da sequência V.
Daí, para descrever todas as soluções não proprocionais da equa 
ção (3.1.2a) basta encontrar duas soluções não proprocionais da mesma. Busque­
mos estas soluções entre as progressões cujos primeiros termos são iguais a 1.
2Tonemos, pois a progressão 1, v, v , .... Para que tenhamos uma solução da / 
equação (3.1.2a) ê suficiente que para todo N a igualdade
v^~^ + v^~^ = v^, seja satisfeita. Dividindo por v^ ^ obtemos 1 + v  = v^.
As raizes da equação, são v^ = [1 + i/^/2 e V 2 = [1 - >^5^/2. O número /
1 + ys“
^ 1 “ 2 -1,618 é conhecido como razão da seção áurea, tida pelos gregos 
antigos como a proporção mais estética entre dois elementos adjacentes [13].
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(2) 0{Aj^) < 0(yj^).
De (3.1.9) e fazendo N = n-k em (3.1.7), vem
= l^ k - ^  \  = ' ' ' n - k > / V k + l ' \ - \ ' -
(3.1.11)
Logo, para os dois casos, o intervalo de incerteza é reduzido pelo fator 
/^n-k+1’
Mostraremos agora que para a iteração k+1, ou
\ + 1  “ desde que 0(X^) > 0 (y^,). Então pelo teorema 3.1.1, e observando /
(3.1.9), segue que
Similarmente, se Q(Xj^) á 0(yj^), pode-se verificar facilirente. que = Xj^ . /
Assim, nos dois casos, somente uma observação é necessária para a iteração k+1.
an sijma^para a primeira iteração são feitas duas avaliações e, / 
para cada iteração subsequente, somente uma é necessária. Assim, para a itera­
ção n-2 cortpletamos n-1 avaliações funcionais. Além disso, a última observação 
pode ser feita para o médio entre X^ _.j e yj^ _-j / desde que 1/2 (b^_^ - a^_-|) seja 
o ccrtprijnento do intervalo de incerteza [a^, b^] .
A  Escolha do Número de Observações.
0 método de Fibonacci exige que o número total de observações n 
seja escolhido de antemão. Isto porque as avaliações são dadas por (3.1.8) e
(3.1.9) que dependem de n. A  partir de (3.1.10) e (3.1.11), o corrprimento do 
intervalo de incerteza é reduzido, para a iteração k, pelo fator ^j.^_k/^n-k+1" 
Daí, para o final de n  - 1 iterações, onde n é o total de observações a serem/ 
feitas, o conprimento do intervalo é reduzido de b.j - a.^  para b^ - a^, onde / 
b^ - a^ = (b^ - a.j)/F^. Daí, n deve ser escolhido tal que (b^-a^)/F^ reflita a 
exatidão exigida.
Sumário do Método da Busca de Fibonacci.
Passo Inicial. - Escolher m  coirprimento final admissível do 
intervalo de incerteza £ > 0 e uma constante e >0. Seja [a^, b.^ ] o intervalo / 
de incerteza inicial. Escolher o número de observações n tal que /
F^ > (b - a /S, ."P
SejaA^ ~ ^1 (b.j-a.j) = + 0,382 (b^—a^) e
n
1 = + " F ^  (b.^ -a.j) = a + 0,6l8(b^-a^), por (3.1.6a). 
n
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Avaliar 0(X.^) e 0{]i^), fazer k = 1 e ir para o passo principal.
Passo Principal.
(1) se 0(Xj^) > 0(Uj^)/ ir para (2) e, se 0 (X^) á 0 (y^) , ir para(3);
(2) seja e = b,^ . Além disso^ e 
^k+1 " \ + 1  ^^n-k-1 ^ / ^ ^n-k^ ^ ^  ? ^^^o contrá­
rio, avaliar 0(y]^^-j) ^ ir para (4) ;
(3) seja ® \ + i  = disso, = Xj^ , e
\ + l  = ®k+l + >''n-k-2'/<''n-k> = "-2' “ <5); caso contrá-
rio, avaliar ©(^^+1^ ® ^  para (4);
(4) si±)stituir k por k+1 e ir para (1);
(5) seja X^ = X^^ _^  ® ^n-1 ^  ^ ®^^n^' fazer /
a = X e b = b .. Caso contrário, se 0{X ) á 0(y )., fazer a =a . e b = X . n n n n-1 n n ' n n-i n n
Pare; a solução ótima pertence ao intervalo [a^, b^].
Bazaraa [5] ilustra o Método de Fibonacci com o seguinte exem -
pio: 2Minimizar X + 2X 
Sujeita a
-3 < X < 5.
Observar que a função é estritamente convexa sobre o intervalo 
e que o mínimo ocorre para X= -1. Reduziremos o intervalo de incerteza para ijon 
cujo cortprimento seja no máximo 0,2. Daí, devemos ter F^ > 8/0,2 = 40, desde / 
que n = 9. Adotamos a constante e- 0,01.
As duas primeiras avaliações são feitas para 
X^ = -3 + F ^ F g . S  = -3 + 0,328 x 8 = 0,054545 e,
y^ = -3 + Fg/Fg.8 = -3 + 0,618 x 8 = 1,945454.
Notar que 0{X^) < 0(y^). Daí o intervalo de incerteza é [-3,0; 1,945454].
0 processo é repetido e os resultados obtidos estão reunidos na tabela 3.1.1.
Os valores 0 que são coiputados para cada iteração estão indicados por um *. 
Observar que para k = 8, \  ~ ^k_1 ' necessárias avaliações
funcionais para esse estágio. Para k = 9, Xj^  = Xj^ _^  = -0,963636 e /
y^ = Xj^  + e= - 0,953636. Já que ©(y^^) > ° intervalo de incerteza final
[ag, bg] é [-1,109091; -0,963636], cujo conprimento Z= 0,145455. Um ponto de 
mínimo aproximado pode ser o ponto itédio -1,0 3S364.
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1 -3,000000 5,000000 0,054545 1,945454 0,112065* 7,675699*
2 -3,000000 1,945454 -1,109091 0,054545 -0,988099* 0,112065
3 -3,000000 0,054545 -1,836363 -1,109091 -0,300497* -0,988099
4 -1,836363 0,054545 -1,109091 -0,672727 -0,988099 -0,892892*
5 -1,836363 -0,672727 -1,399999 -1,109091 -0,840001* -0,988099
6 -1,399999 -0,672727 -1,109091 -0,963636 -0,988099 -0,998677*
7 -1,109091 -0,672727 -0,963636 -0,818182 -0,998677 -0,966942*
8 -1,109091 -0,818182 -0,963636 -0,963636 -0,998677 -0,998677
9 -1,109091 -0,963636 - -0,963636 -0,963636 -0,998677 -0,997850*
Tabela 3.1.1 - Sumário dos resultados para o Método de Fibonacci.
Observamos acima que o corprimento final £ do intervalo final 
de incerteza, que reflete o grau de exatidão desejado, o número de observações 
n pode ser obtido satisfazendo a condição F^ ^  (b.j - a^)/£ ; então, o número de 
observações n necessárias é uma função do raio (b^ - a^)/£ .
3.1.3 -Fechamento da Transformação AlgorElmica para Busca Unidi-
mensional.
Desde que buscas unidimensionais são conponentes de muitos algo­
ritmos de programação não linear, mostramos agora que procedimentos de busca / 





onde 0{A) = f (x + As) , e L é um intervalo fechado em R. Este problema de busca
„nunidimensional pode ser definido pela transformação algor€imica M:R xR ^  r"]
definida por: M(x, s) = {y:y=x + Ãs, para algum Ã  e L e f (y) á f (x+ As),VA e L}. 
Notar que M  é geralmente uma transformação de ponto a conjunto que pode ter ma­
is que um mínimo y. 0 teorema abaixo mostra que a transformação M  é fechada. / 
Assim, se a transformação D que determina a direção s for também fechada, então 
pelo teorema 1.5.1 a transformação algorEimica A  = MD é fechada.
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Teorema 3.1.2 - Sejam f: ---- >-R e L um intervalo em R. Consi
deremos a transformação de busca unidimensional M: R^x r’^---- R^ definida /
por M(x, s) = {y: y=x + Ãs, para algum Ãe L e f(y) < f(x + Xs) para cadaXeL}. 
Se f for continua para x, e s / 0 então M  é fechada para (x, s).
Demonstração. - Suponhaitos que (Xj^ , Sj^ ) ---- s» (x, s) e que,
y^^---- > y, onde y^ e M{Xj^, s^^). Devemos mostrar que y e M(x, s) . Primeiro no­
tamos que Y}r = Xj, ^ Desde que s^O, então s^  ^/ 0 para k con­
venientemente grande, e daí
Xj^  = I l^k ~ , Fazendo o limite quando k -----e*- », então Xj^---- ^  X,
^k
onde
_  y. — x _  ,X = I -----L , e daí y = x + Xs. Além disso, desde que Xj^  e L, para cada k,
|s| 1
e desde que L é fechado, então X eL. Agora para Xe L e notando que 
f (yj,) < f (Xj^  + ASj^), fazendo o limite quando k ---- &■ e notando a continui­
dade da f, concluimos que f(y) < f(x + Xs). Assim y e M(x, s) e a demonstração 
está ccínpleta. sa
3.1.4 - Busca Multidimensional Usando Derivadas.
Um problema geral de programação não linear sem restrições é:
Minimizar f(x)
Sujeita a X e
onde f(x) é a função objetivo. Vamos considerar agora c o t o resolver este pro— 
blema por algoritmos que fazem uso da 1? e 2§ derivadas de f(x). Discutiremos/ 
alguns métodos que usam derivadas na determinação das direções procuradas. Sn 
particular, o método do decrescimento máximo e o método de Newton.
3.1.5 - 0 Método do Decrescimento Máximo.
Sabemos que o gradiente da função objetivo f(x) para todo ponto 
X é um vetor que indica a direção do maior crescimento^ (local) da f(x). Clara 
mente, então, um deslocamento na direção oposta ao gradiente da f(x), isto é,- 
na direção do decrescimento máximo, para o ponto x^  ^é ortogonal as curvas de 
nível de f(x) para Xj^ . Podemos definir a direção do decrescimento máximo norma 
lizada(ou unitária), por
V f  (x) (3.1.12)
Vf(x)
Então a transição de Xj^  para é dada por




onde é um escalar tal que AXj^ = jâ que ~ ^
0 método determina a direção para a otimização mas não tamanho 
do passo dacko, de modo que o passo da escolha de X. Em razão de apenas um pa^ 
so na direção do decresciirento máximo nem seitpre atingir um pcnto miniono de 
f(x), a equação (3,1.13) deve ser aplicada repetidamente até que o pcnto de 
mínimo seja atingido, Para o ponto de mínimo o  valor de cada eleirento de ve­
tor gradiente será igual a zero (ver 1.4). Uti caso especial de uma função /
T ~objetivo, se f (x) 2 1/2.x Ax, entãoVf{x^) = pode ser substituído em /
em 3.1,13).
0 método do decrescimento máximo pode parar qualquer tipo de 
ponto crítico, isto é, para um ponto onde os elementos gradiente de f (x) são 
nulos, que é a condição necessãria para a existência do ponto crítico. 0 pcn 
to crítico pode ser testado examinando-se a matriz Hessiana da função objeti­
vo (ver subseção 1.3.5).
Se o ponto determinado usando-se (3.1.13) , então f (x)
pode ser minimizada formaltiente ccmputando-se X na solução de 
df(x + As ) ^
---- ------ —  = 0. Para um exenplo especifico, suponhamos que f (x) seja umadA
função quadrática. Usando a aproximação da função cbjetivo f(x) pela série de 
Taylor (truncada)em t o m o  de (ver 1,3.5):
(a) f (x) = f (x )+Vf (x )'^(x-x, ) , ou a aproximação quadrática,k k ^
(b) f(x) ^ f(Xj^)+Vf(Xj^)^(x-Xj^)+l/2. (x-x^)'^.v^f(xj^) (x-xj^) , tro­
cando-se (x-x^) por ASj^  em (b) , obtemos:
df(x,+As.)
(c ) 0 = Vf(x^)"sj^+As^"Hs^, pois
f(x^^^l) = f(Xj^)+Vf(x^)^ASj^+l/2A^ V^f(x^)As^ = f(Xj^)+Vf(x^)^ASj^+l/2A^ ^f(Xj^)As^^ 
= f (Xj^)+Vf (Xj^)'^ASj^+l/2s^V^f (Xj^ ) A^s^, por (b), e
^^k+1^ T T 2
= 0 + <-k'




önna característica interessante do procedimento de otimização / 
para a função quadrática é que Vf(x^^^) seja ortogonal a s^, demonstrada a
seguir.
e:
T Tobservar que se f(x) = a+x b+1/2.x Hx, então o gradiente de f(x)
Vf (x) = b + Hx, de inodo que Vf (x^) = b + Hx^
Vf (Xj^ ) = b + HXj^ .
Introduzindo cada expressão de Vf (x, ) em (c), acima, vem 
fp ip




Bn outras palavras, o gradiente calculado em Xj^^^ é ortogonal a
Se um valor do escalar X for fixado ou a^justado para o método/ 
do decrescimento máximo, o valor de X deve ser controlado cuidadosamente para 
evitar outro crescimento inesperado de f (x) ou um número excessivo de passos /
<
para se atingir a solução. 0 primeiro evento ocorrera se X for muito grande, e
o segundo se X for muito pequeno, ou seja se X for tão grande que resulta uma/ 
oscilação em torno do ponto mínimo (ilustrado na figura 3.1.2).
Figura 3.1.2 - Oscilação no método do decrescimento máximo.
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Assim, o valor de X deve ser reduzido para que o mínimo seja a- 
proximado. Un método possível de controle do X envolve um critério baseado no 
ângulo 0 entre direções sucessivas na minimização. Por exeitplo, se o ângulo / 
for menor que um valor dado, então X será multiplicado por alguma constante / 
pré-determinada a; se o ângulo for maior, então X será dividido por a.
Sumário do Algoritmo do Decrescimento Máximo.
Dado um ponto inicial x^, o algoritmo efetua uma busca unidimen 
sional ao longo da direção -V£(x^), ou equivalentemente, -Vf(xp)______
lín sumãrio é dado a seguir.
Vf(Xo)
Passo Inicial.- Seja e >0. Escolher um ponto de partida x^; fa­
zer k = 1 e ir para o passo principal.
Passo Principal. - Se ]|Vf(x^)|| < e; pare; Caso contrário, seja 
= -Vf(x^) e uma solução ótima do problema:
Minimizar f (Xj^  + As^ )^
Sujeita a
0.
Tonar Xj^^^ = Xj^  + XSj^ , trocar k por k+1 e repetir o passo principal.
Bazaraa [05] utiliza o exeitplo a seguir para ilustrar o método/ 
do decrescimento máximo.
Minimizar (x^ - 2)^ + .
Seja x^ = (0,000; 3,000) o ponto inicial. Os resultados numéri­
cos obtidos são dados na tabela 3.1.2 abaixo. Após sete iterações, o ponto /
TXg = (2,28; 1,15) é determinado. O algoritmo para ja que Vf(Xg) = 0,09 e 
pequeno. Observar que o ponto que minimiza o problema é (2,000; 1,000).
Exeitplo do procedimento para uma iteração. 
f(x^, x^) = (x^ - 2)^  ^ + (x^ - 2X2 )^, então
8f/9x^ = 4(x.^  - 2)^ + 2(x^ - 2X2 ) e, ~ 2 (x^-2x2 ) .-2,
[9f/8xJ = -32 -12 = -44,00; e [9f/9x^]^ = 24,Vf(x^) = (-44,0; 24,0)^,1 Xq  Z Xq  o
Vf(x^)l| = >/257T? - 5,012 e s^ = -24,0)"^. Como
então para obtermos X.jnecessitamos resolver o problema:
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O  A. que resolve este problema é 0,062 (ver em 3.5 uma boa pro
Tposta para resolver este problema) e dai = (2,70; 1,51) . A  partir de re 
petir o p r o œ s s o  para e assim sucessivamente, para obter os outros valores.
Mátodos que Usam Derivadas de 2^ Ordem.
A  busca da direção do decrescimento máximo pode ser interpretada 
cato \jma aproximação linear da função (veja figura 3.1.3). Por outro lado, mé­
todos que utilizam derivadas de 2? ordem, entre os quais está o método de New­
ton, originam-se da aproximação quadrática de f(x) dada por
(a) f(x) - f (Xj^)+Vf (Xj^)'^{x-Xj^)+1/2.. (x-Xj^)'^V^f (Xj^ ) (x-x^), (ver 1.3,4), fazem uso 




(a) Decrescimento máximo 
(aproximação de 1§ ordem-li- 
nearização de f(x) em x^).
Figura 3.1.3
(b) Método de Newton (aproximação de 
2? ordem-quadrática de f(x) em x^).
3.1.6 - Método de Newton.
A  direção s para o método de Newton é obtida coro segue. Se 
(x-xj^ ) da equação (a) acima for substituido por Ax^ = X^^^-Xj^, a aproximação/ 
quadrática de f(x) em termos de a x , será:
f(x^^^) = f(Xj^)+Vf(Xj^)^AXj^+1/2Zbí^V^f(Xj^)Ax^. (3.1.16)
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0 ponto de mínimo de f (x) na direção de AXj^ é obtido diferen - 
ciando-se f (x) em ; relação a cada uma das conponentes de A x  e igualando-se o 
resultado a zero, ou seja, diferenciando (3.1.16) obtemos 
Vf(x^^^) = 0 + Vf(x^) + V^f(Xj^)AXj^ = 0
ou,
\rf (x^ )íüix, ) = -Vf(x^), e finalmente,
1 9 —1= -[V^f (Xj^ ) ]~ Vf(Xj^), onde [V ^ ] é a inversa da matriz 
Hessiana definida em 1.3.5.
Introduzindo A'Xj^  como acima em Xj^^^ ~ \  obtemos
x^^^ = Xj^ - [v^f(xj^)]"''vf(xj^). (3.1.17)
Se f(x) for quadrática, somente uita iteração será necessária pao
ra detenninar um ponto de mínimo de f (x). Mas, para uma função objetivo não li^  
near genérica, um mínimo de f (x) não será determinado em apenas uma iteração,/ 
pois a equação (3.1.17) é siirplesmente modificada para
X , -  X ,  X ...  —, introduzindo-se parâmetro X, /■k+1 -k k ||vf(Xj^)|l
que determina o tamanho do passo, na equação (3.1.11) e então
\  - V  ----. (3.1.18)
0 raio ---- í------------------- é justamente um escalar Xje a equação (3.1.18).
l[V^f(x^)r'vf(x^)l|
é mais frequentemente usada como Xj^   ^ ‘ (3.1.19)
Observar que a direção buscada s é agora dada por s^ = -H“^ (Xj^ ) Vf (x^^).
A  equação (3.1.19) é aplicada iterativanente, como é (3.1.13), até que algum / 
critério deparada seja satisfeito. Também observar que na equação (3.1.19) é ne 
cessario inverter-se a matriz Hessiana, e deve-se ter cautela no uso de alguma 
técnica que garanta uma matriz inversa definida positiva e que derivadas par - 
ciais de 2? ordem analíticas devem ser avaliadas ou, aproximadas, o que pode / 
não ser prático em alguns casos. 0 critério para garantir a convergência do 
método de Nev\rton, supondo-se que a função f (x) seja duas vezes diferenciável,/ 
é que a inversa da matriz Hessiana de f (x) seja definida positiva.
Se a equação (3.1.17) for usada, d  método de Newton autcmatica- 
mente proporciona uma sequência de coirprimentos dos passos correspondentes ãs/ 
distâncias de f (x) para sucessivos valores de x^ .^
Bazaraa [05] utiliza o exanplo seguinte para ilustrar o método 
de Newton, o qual foi também usado o método do decrescimento máximo.
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4 2Minimizar (x, - 2) + (x. - 2x ) .
' ' ,2lln sumário dos resultados numéricos obtidos é dado na tabela /
3.1.3. Para cada iteração x^,^^ é dado por x^^^^ ~ ~ H ( x ^ ) V f  (Xj^ ) . / ^ s  seis 
iterações, o ponto = (1,83; 0,91)'^ é determinado. Para esse ponto Vf(x^)
= 0,04, e o processo está terminado.
Convergência do Método de Newton.
Há casos em que a sequência de pontos gerados pelo método de / 
Newton pode não convergir. A  razão para isto é que H(x^) pode ser singular e 
daí Xj^^^ não ser bem definido. Ainda que exista H(Xj^)'" , f(x^^^) não é necessa 
riamente menor que í{x^). Entretanto, se o ponto de partida est4yer convenien 
temente próximo de x* tal que Vf(x*) = 0 e H(x*) for não singular, então o mé­
todo de Newton é bem definido e converge para x*. Isto é demonstrado no teore­
ma 3.1.3 que segue, que demonstra que todas as condições do teorema 1.5.1 (con 
vergência de transformações algorfimicas) são satisfeitas quando a função de­
crescente a for dada por a(x) = x - x*
Teorema 3.1.3 - (Convergência do Método de Newton) - Seja
f:
/
-^►R continuamente diferenciável. Consideremos o algoritmo para o mé-
-1.todo de Newton definido pela transformação A(x) = x - H(x) Vf (x) . Seja x* tal 




Vf(x*) -Vf(x) - H(x)(x* - x)
zendo x - x* x  -  X *_1 'tambem supondo que H  (x) existe.
á k 2 , para cada x satisfa
X *  - x
, então o algoritmo converge para x*. Estamos /
Demonstração. - Seja o conjunto solução S = {x*} e seja /
X  -  X* x^ - x’* }. Demonstraremos a convergencia usando o teore
ma 1.5.1. Notar que X é compacto e que a transformação A  é fechada sobre X. A-
gora mostraremos que a(x) = X - V* é uma função decrescente. Seja x e X, e
suponhamos que x x*. Seja y e A(x) . Então, pela definição de A  e desde que/ 
Vf(x*) = 0, temos:
y-x*= (x-x*) - H ( x ) [ V f  (x)-Vf (x*) ] = H ( x ) [ V f  (x*)-Vf (x) -H(x) (x*-x) ].
Observando (1) e (2) segue que:
y-x* H(x) 
^^1^2
[Vf (x*)-Vf (x)-H(x) (x*-x)] ^ H(x) Vf (x* ) -Vf (x) -H (x) (x*-x)
x-x* Isto mostra que a e sem duvida uma função 
decrescente e, de acorodo com o corolário 1.5.1 para o nosso conjunto /
S = {x*}, {Xj^} converge para x*
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Uma Modificação do Método de Newton.
Discutiremos aqui uitia modificação do método de Newton que garan 
ta a convergência independentemente do ponto inicial. Dado x, consideremos a 
direção s -BVf (x), onde B é uma matriz simétrica definida positiva a ser de­
terminada posterioremente. 0 ponto sucessor é y = x + ^s, onde 'k é uma solu - 
ção ótima do problema:
Minimizar f(x + As)
Sujeita a A ^0.
Seja a matriz B definida por (el + H) , onde H = H(x). O  esca 
lar e >0 é determinado ccmo a seguir.
Se j asa 6 > 0 , e e à 0 u m  escalar pequeno que t o m a  todos os auto 
valores da matriz (el + H) menores ou iguais a ô. Desde que os autovalores / 
el + H sejam todos positivos, el + H é definida positiva e inversxvel. Em 
particular, B = (el + H)~”' é também definida positiva (um escalar AeR é um au 
tovalor de uma matriz quadrada A  se, e somente se, A for uma raiz do polinô 
mio característico det(xl - A), ver [07] pãg. 177). Desde que os autovalores / 
da matriz dependem continuamente das seus elementos,è é uma função contínua de
X ,  e daí a transformação algor£imica de ponto a ponto D:R*^ -------------e- R^x defin^
da por D(x) = (x, s) é contínua. (Ver 1.5.2). Portanto, a transformação algo - 
r£imica A  = MD, onde M  é a transformação unidimensional usual sobre{A:A ^ 0 }  
(ver teorema 3.1.2).
Sejam S = {x*: Vf(x*) = 0 }  e x  S. Desde que B é definida po­
sitiva, s = -BVf(x) 0, e pelo teorema 3.1.2 (fechamento' da transformação al. 
gorítmica para busca unidimensional), segue que M  é fechada para (x, s) . Além/ 
disso, D é uma funação contínua e pelo teorema 1.5.2 (convergência de trans­
formações compostas), A  = MD é fechada sobre o complementar de S.
Para coirpletar a demonstração necessitamos; especificar uma fun
ção decrescente contínua (teorema 1.5.1). Suponhamos que x e í S, e y e A ( x ) .  /
T TNotamos que Vf (x) s = -Vf (x) BVf (x) < 0, desde que B seja definida positiva e 
Vf(x) / 0. Assim, s é uma direção decrescente de f para x, e f(y) < f(x). Por 
tanto, f é sem dúvida uma função decrescente. Supondo que a sequência gerada / 
pelo algoritmo estã contida num conjunto compacto, pelo teorema 1.5.1, segue 
que o presente algoritmo œnverge.
É preciso notar que se um pequeno autovalor de H(x) for menor / 
ou igual a 6, então como os pontos {Xj^} gerados pelo algoritmo tendem a x*, e^  ^
serã igual a zero. Assim, s^  ^= -H (Xj^ )-1 Vf (x^^), e o algoritmo se equivale ao 
de Newton.
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3.1.7 Ifetcxlos que Usam Direções Conjugadas.
Discutiremos procedimentos que são baseados no inportante con - 
ceito de conjugacidade. Alguns desses procedimentos usara derivadas e entre eles 
daremos atenção ao método de Davidon-Fletcher-Powell. A  noção de conju
gacidade definida a seguir é muito útil para a minimização sem restrições. Em 
particular, se a função objetivo for quadrática, então pesquisando-se ao longo 
das direções conjugadas, o ponto de mínimo será obtido em, no máximo, n itera­
ções.
Definição.- Seja H uma matriz siirétrica nxn. Os vetores, /
s., ..., s, são chamados H-conjugados ou siirplesmente conjugados se eles forem
Tlinearmente independentes e se s^Hs^ = 0, par i / j.
O exenplo a seguir ilustra a noção de conjugacidade e o signif^
cado de otimizar ao longo de direções conjugadas para funções quadráticas.
Considerar o problema:
2 2Miniitdzar -12x2 + 4x^ + 4x2 “ '^^1^2'
Primeiro vamos determinar a matriz Hessiana.
2 2De f(x^, X2 ) = “’^2X2 + 4x^ + 4X2 - 4x^X2 obtemos:
3f/3x^ = 8x^ - 4x 2 ; 3f/9x2 = -12 + 8X 2 - 4x^;:8^f/3x^ = 8 ; = 8 ;






Agora geramos duas direções s^ ® ®2‘ • Então ^ 2 - (a, b)
deve satisfazer
0 = s ^HS2 = ( 1 , 0 )
8 -4 
-4 8
= 8a - 4b.
E m  particular, podemos escolher a = 1 e b = 2. Notar que as direções conju -
gadas não são únicas. Se minimizarmos a função objetivo f partindo de /
T Tx^ = (-1/2, 1) ao longo da direção s^ , obtemos o ponto x^ = (1/2, 1) ; agora
partindo de X 2 e minimizando ao longo de S2 obtemos _X2 = (1, 2)'^ . Notar que X 2
é o ponto que determina o mínimo de f.
EXaas curvas de nível da função objetivo e o caminho percorrido
para atingir o ponto ótimo são mostrados na figura 3.1.4. Pode-se verificar /
que partindo de algum ponto e minimizando ao longo de s^ e S2 , o ponto de ó-
timo é obtido em apenas dois estágios.
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Figura 3.4.1 Ilustração de duas direções conjugadas para o problema.
Otimização de Funções Quadrãticas; Convergência Finita.
0 exerrplo anterior mostra que uma função quadrãtica pode ser /
minimizada em, no máximo, n estágios, desde que pesquisemos ao longo de dire -
ções conjugadas da matriz Hessiana. Este resultado é seirpre válido para fun -
ções quadráticas, ccmo demonstra o teorema 3.1.4 que segue. Isto, juntamente /
ccm o fato que uma função qualquer pode ser > representada por sua aproximação
quadrática na vizinhança do ponto ótimo, t o m a  a noção de conjugacidade muito
útil para otimizar funções quadrãticas e não quadráticas.
T TTeorema 3.1.4.-Seja f(x) = c x + 1/2x Hx, onde H é a matriz si 
métrica nxn. Sejam s ^ , ...., s^ H-conjugadas, e x^ um ponto de partida arbitra
rio. Para k = 1, __ , n, seja uma solução ótima do problema:
Minimizar f + As^ )^
Sujeita a
A e R ,
e seja Xj^^^ = x^ para k = 1, ..., n, devemos ter:
T(i) Vf ) Sj = 0, para j = 1, ..., k;
(ii) Vf(x^)"^s^ = Vf(Xj^)Sj^;




X — x^ eL(s^, Sj^ ),
onde L(s^, s^) é um subespaço linear gerado por Sj^ ; isto é, /
L(s., s, ) = { .E.y.s.: y . e R p a r a  cada j }. Em particular x . é um ponto1 -K 3-' 3 3 3 ~
de mínimo de f sobrê
Demonstração.- Para a demonstração de (i) primeiro devemos notar
Tque f(Xj + As.) encpntra um mínimo para A sonente se7f(Xj+ X^s^) s^ = 0; is 
to é, se Vf(x. ■ )'^ s. = 0. Assim (i) vale para j = k. Para j < k, notar que
k ^
Vf(Xj^^l) = c + Hx^^^ = c + Hx.^^ + H( A.s.) . Vf(x.^^)+H(.E.^^A.s.).
(3.1.20)
(X2 = x '  + X^jS^, x^ = x^ + A^s^ * ^1®1 ■'■^2^ 2'
Por conjugacidade, sT^Sj= 0 para i = j+1, ..., k. Assim, de (3.1.20) segue que
Vf >T(Xj^ l^) Sj - 0, pois
(Xj^^, para j ú k. minimiza f e Vf(x^^^) = 0), e (i) está satisfeita.
Substituindo k i3or k-1 e fazendo j = 0 em (3.T.20), temos 
k-1 TVf(x^) =Vf(x^) + H( X^s^), para k â 2. Multiplicando por s^ e notando que
s^Hs^ = 0, para i = 1, ..., k-1, s^Vf (x^ )^ = s^Vf(x^) + s^H( |^!| A^s^) , que im-
*P -plica Vf(Xj^) - Vf (x^)Sj^ e (ii) está demonstrada (observar que (ii) e satis -
feita trivialmente- por k = 1).
TPara (iii), desde que s^Hsj 0, para i j, temos /
= *'='1 '=^*1 - V '  = * i %  f  j' =
f(x^) +Vf(x^)'^( AjSj) + 1/2AjSjHSj, (3.1.21)
já que f é convexa, por hipótese, e (3.1.21) é a aproximação de f(x^^^^) pela / 
série de Tay lor dada em 1.3.4. Suponhamos agora que (x - x^) e L(s^, ..., s^,). 
Então X pode ser escrito como + ^E^A^s^. Como em (3.1.21), temos
f(x) = f(x^) + Vf(x^)^( y ^ s j  + 1/2. jl^y^s^Hs^. (3.1.22)
Para coitpletar a demonstração necessitamos mostrar que f (x) t f  ) • Por con 
tradição, vamos supor que f (x) < f(x^^^). Então por (3.1.21) e (3.1.22) devemos 
ter
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Vf(x^)^( J,PjS.) + 1/2. P?S^HS.< Vf(x,)^( J,X.s.)+1/2. jliXjSjHs..
(3.1.23)
Pela definição de X ., notamos que f(x^ + X^s^) < f(x^ + yj^j) para cada j. Por 
tanto, f(Xj) + XjVf^(Xj)'^Sj + 1/2XjSjHs^ < f(x^) + yjVf(Xj)’^s^ + ^/2^^s^HSy
Por (ii) Vf(x.)'^s. = Vf(x^)'^s. e substituindo na desigualdade aciita, obtemos/ 
D D  D
XjVf (x.j)'^ Sj + 1/2XjSjHSj S y^Vf(x.,)^Sj + 1/2y^SjHSj • (3.1.24)
Supondo (3.1.24) vãlida para j = 1, ..., k, isto contradiz (3.1.23). Assim, /
i um ponto de mínimo sobre os inúltiplos x^ + L(s.j, — , Sj^ ) . Em particular 
desde que s.^ , ..., são linearmente independentes, então L(s.j,... ,s^) = 
e daí x^^^ é um ponto que minimiza f sobre r ’^. Isto coirpleta a demonstração.
13
Geração de Direções Conjugadas.
Estudaremos um método para a geração de direções conjugadas de
formas quadrãticas. Este método devido a Davidon-Fletcher-Powell, fornece um /
poderoso algoritmo para a otimização de funções quadrãticas e não quadrãticas.
(
3.1.8 - 0 Método de Davidon-Fletcher-Powell.
Este método foi proposto originalrænte por Davidon (1959) e de­
pois desenvolvido por Fletcher e Powell (1963). Ele é também conhecido coto o 
método variãvel métrico. Pertence a uma classe geral de procedimentos quase / 
Newtonianos, onde as direções procuradas são da forma -D^ Vf(y). A  direção do 
gradiente é assim desviada pré-multiplicando-a por -D^, onde o D^ é uma matriz 
nxn simétrica e definida positiva que aproxima a inversa da matriz Hessiana. / 
Para a determinação do passo seguinte, D^^^ é formada adicionando-se a D^ du­
as matrizes simétricas, cada uma de posto um. Por esta razão este esquema é 
algumas vezes chamado correção de posto dois. (Seja uma matriz nxn. 0 posto de 
A  é o número máximo de colunas literalmente independentes da matriz A ) .
Sumário do Método de Davidon-Fletcher-Powell.
Faremos um sumário do método que otimiza uma função diferenciá­
vel de várias variáveis. Em particular, se a função for quadrática, então como 
mostraremos depois, o método produz direções conjugadas e para após uma itera­
ção cCTtpleta, isto é,após pesquisar uma vez ao longo de cada uma das direções 
conjugadas.
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Passo Inicial. - Seja e >0. Escolher um ponto inicial e
uma matriz siitétrica definida positiva . Fazer = x ^ , k = j = 1 e ir para
o passo principal.
Passo Principal. -
(1) - Se llvf(y^)l| < e, pare; caso contrário, sejam Sj=-DjVf(y^) 
e Àj uma solução ótima do problema:
Minimizar f(y^ + As^)
Sujeita a XàO.
Fazer y^^^ = Yj + ^j®j* < n, ir para o passo 2. Se j = n, fazer /
y^ = x^^^ = y^^^, substituir k por k+1, fazer j 1 e repetir o passo 1.
(2) - Construir D. como a seguir.
m  r p  D
(3.1.25)
q^D.q.
onde Pj = ÀjSj 
qj = - Vf(yj).
(3.1.26)
(3.1.27)
Substituir j por j+1 e repetir o passo 1.
Bazaraa [05] utiliza o exertplo seguinte para ilustrar o método 
de Davidon-Fletcher-Powell.
Considereitos o problema:
Minimizar (x^ - 2) + (x^ - 2X2 ) .
Os resultados numéricos são dados na tabela 3.1.5. Para cada i- 
teração, para j = 1 ,  2, s^ é dado por -DjVf(yj), onde D^ é a matriz identidade 
e D2 é obtida de (3.1.25) a (3.1.27). Para a iteração k = 1, temos:
p^ = X^s^ = (2,7;-1,49)^ e = V f  ( y ) - V E ( y .) = (44,73;-22,72)^ 
pois, partindo de x^ = (0,00;3,00)^ - y ^ , obtemos
Vf(y^) =
-44,00 ' 'l 0 ' ’-44,00'
e s^ = -D^Vf(y^)= - •
. 24,00 _ 0 1 ^ _ 24,00
, logo.
J.s^ = (44,00;-24,00) . Fazendo X 2 = x^ + X^s^ temos que resolver o problema: 
M i n i m z a r  f(X) - (44,00X - 2)^ + [44,00X -2(3,00 - 24,00X )]^
Sujeita a X ^ 0. 






‘ 0,00 ' ’ 44,00 ’ ' 2,70 '
+ 0,062 =
3,00 -24,00 1,51 ,
^1 =
' 0,73 ' _ -44,00 '
1,28 24,00
= (44,73;-22,72) . 




’ 2 , 7 ' i o' 4 4 , 7 3  ' ’i o'
. ( 2 , 7 ; - 1 , 4 9 ) ( 4 4 , 7 3 ; - 2 2 , 7 2 )
-1  ,49. 0 1 ■22,72 0 1
( 2 , 7 ; - 1 , 4 9 )
■ 4 4 , 7 3  ' ’i o'
( 4 4 , 7 3 ; - 2 2 , 7 2 )
- 2 2 , 7 2  _ _0 1 .
4 4 , 7 3





Para a iteração 2 temos p = (0,1; 0,05) e q. = (-0,7;0,8) , e finalmente paraI m • m
a iteração 3 p^ = (-0,02; 0,02)-" e q^ = (-0,04; 0,24)"^. 0 ponto é ccxnputa
do otimizando-se ao longo da direção s . partindo de y ., para j = 1, 2. O  p r o œ
1 D T - /dirrento está terminado para o ponto = (2,115; 1,058) na quarta iteraçao, /
já que I1 Vf (y2 )I1 = 0,0006 é suficientemente pequeno.
0 lema 3.1.3 que segue mostra que cada matriz é definida po­
sitiva e Sj é uma direção de crescimento.
Lema 3.1.3 - Sejam y.^  e e uma matriz simétrica definida / 
positiva inicial. Para j = 1, ..., n, seja y^^.^ = y^ + Xs^, onde Sj=-DjVf (y^) , 
e Aj resolve o problema:
Miniitdzar f (y^ + Xs^ )
Sujeita a ^ ^
Além disso, para j = 1, ..., n-1, seja dada por (3.1.25) a (3.1.27). Se 
Vf(y^) / 0 para j = 1, ..., n, então , ..., são simétricas e definidas / 
positivas desde que s.j, — , s^ sejam direções decrescentes.
Demonstração - Demonstraremos o resultado por indução. Para j=1
- - - - T TD.J e simétrica e definida por hipótese. Alem disso, Vfíy^) s.^ = -Vf(y.j) D^Vf (y.^)<0,
desde que D.^  é definida positiva. Então s.^  é uma direção de decresciiænto. Su­
pondo-se que os resultados se mantêm satisfeitos para j á n - 1, mostraremos / 
que eles são satisfeitos para j + 1. .'i Seja x um vetor não nulo em R^; então por
(3.1.25), temos:
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00,___ „___ s. LO
T— CM r- T— ro lO o
LO CM CM T— T~* O•• •» %. Í —
r“ r - t— T— t— r— •  ^• •k • «» LD
O LO LO LO CM
LO CM CM r- T ~
k. •fc'




















































































































































































































m m (x'^p.)^ (x'^D.q.)^
x^D, ,x = x^D.x + -------- (3.1.28)
^ p^q. q^D.q.^3^3 ^3 3^3
Desde que D. é uitia matriz simétrica definida positiva, existe uitq matriz simé^
trica definida postiva D.^’'/^^q. tal que D = Seja a = d P ^ ^ ^ x
(1/2) - ^ ^ J J J Je b = D:  ^ q . . Entao,3 ^3
x"^D.x = a"^a, qTo.q. = b"^b e x'^D.q. = a'^ b. Substituindo em (3.1.28), temos:
3 3 3^3 rj, 2
.■r„. .  (a^aXb^M -(a^b)^_  ^ ,3.,23,
b^b pjqj
Pela desigualdade de Schwartz (teorema 1.2.1) , (a"^ a) (b^b) ^  (a"^b)^. Assim, pa­
ra mostrarmos que x"^Dj^^x> 0, é suficiente mostrar que pTq^ > 0 e que b'^b > 0.
A  partir de (3.1.26) e (3.1.27), segue que
Pjqj = X.s^LVf(yj^^) - Vf (y.)].
Notar que sTvf(y^^^) = 0, (ver teorema 3.1.4) e, por definição, Sj=-D^Vf (yJ . 
Si±)Stituindo na equação acima, vem
p^q^ = XjVf (yj)'^DjVf (y^) . (3.1.30)
Nbtar que Vf(y.) / 0 por hipótese e que D. é definida positiva, então
m J  3 ^  ^ _
Vf (y.) D.Vf(y.) > 0 (ver definição 1.3.5). Alem disso, s. e uma direção de de-
3 3 3 T ^crescimento e daí X. > 0. Portanto, de (3.1.30), p.q. > 0.D rp 3 3
Mostraremos agora que x D. .x > 0 (definida positiva).Por^contra
T - r T T T 2^dição, suponhamos que x D .‘ x = 0. Isto somente é possível se (a a)(b b)=(a b ) .
T T T 2Primeiro notamos que (a a) (b b) = (a b) S Œ æ n t e  se a = ^ b ;  isto e, /
dP'^^^x =A.Dp^^^q.. Assim x = A q . .  Desde que x ^ 0, X ^ 0. Agora 0=pTx=pTq.3 rj.3 ^3 ^  T /  ^ y
contradiz Pj^j ^ 0 e A /  0. Portanto, x ^j^-]X > 0, e 0^^^ é definida positiva.
Como Vf(y.\.) ^ O e D . ^ é  definida positiva, /
T Í^t'Vf(y^^^) Sj^^ = -Vf (y^ _^  ^) Vf (y^^^ ) < 0 e s^^^ é uma direção decrescente.
O
Caso Quadrático.
Se a função f for quadrática, então pelo teorema 3.1.5 seguinte 
as direções s^, ..., s^ geradas pelo método de Davidon-Fletcher-Powell são con 
jugadas. Portanto, pelo teorema 3.1.4 (Otimização de Funções Quadráticas; con­
vergência finita) na sua parte (iii), o método para após uma iteração coiple- 
ta. Aléra disso, a matriz obtida para a últi,Tia das iterações é precisarren-
te a inversa da matriz Hessiana.
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Teorema 3.1.5 - Seja H uma matriz sinétrica definida positiva e 
consideremos o problema:
T TMinirru-zar f (x) = c x + 1/2x Hx
Sujeita a
X e
Suponhamos que o problema seja resolvido pelo método de Davidon-Fletcher-Powell. 
Seja o ponto inicial e D.^  uma matriz simétrica definida positiva. Em particu 
lar, para j =1, ..., n, seja iira solução ótima do problema:
Minimizar f(y^ + >Sj)
Sujeita a
A ^ 0,
e tomando y^^^ ^j ^ ^ j ^  ^ °j determinada por (3.1.25)
a (3.1.27). Se Vf(y.) ^ 0 para cada j, então as direções s.^, ..., s^ são H-con 
jugadas e D^^^ = H~^. Além disso y^^^ é uma solução ótima para o  problema.
Demonstração. - Primeiro mostraremos que para algum j com 1;g:j^ n, 
devemos ter as seguintes condições:
(1) s ^ , __ , Sj são linearmente independentes;
(2) sTh Sj, = 0 para i / k; k ^ j;
(3) Dj^^Hpj^ = Pj^ , ou equivalentemente, D^^^jHSj^ = s^ para T^k^j, 
onde Pj^  = ^ ^ k ^  Demonstraremos por indução. Para j =1, {s^} é linearmente in­
dependente e s^Hs^ = 0 para i / 1 (pela definição de conjugacidade) e, portanto
(1) e (2) estão satisfeitas para j = 1. Para (3), primeiro notamos que para to­
do k, temos Hpj^ - qj^  pois f ÍYk+i) " ^ ^k+1 ^ ^^^^k+l^^k+1 ' iirpüca 
V£(y^^,) = c + Híy,^ + X^s^), ou + X^s^, ou
Vf (yk+i) - c + Hyj^  + Hp^, (Pj^  - Aj^ Sj^ ) . Como Vf (y^ ) = c + Hy^, temos
Hpj^ = Vf(yj^^.|) - Vf(yj^) = q^  ^ (ver 3,. 1.27) (3.1.31)
Qn particular, Hp^ = q ^ . Assim, fazendo j = 1 em (3.1.25) obtemos
D^Hp^ = [ D.J + ]q^ = P-j- ê satisfeita para j=1.
p,qi q,D,g,
Agora vamos supor que (1), (2) e (3) sejam satisfeitas para /
j á n -1. Para mostrar que elas são verdadeiras para j +1, primeiro relembremos
Ta parte (i) do teorema 3.1.4 - (Vf(yj^.j) s^ = 0, para i áj) . Pela hipótese da 
indução de (3), s^ = D^^..jHs^, para i < j. Assim, para i < j, temos
0 = s^£(y.^^) = s > . ^ , V £ ( y , ^ , )  = -s^Hs .
Em razão da hipótese da indução na parte (2), a equação acima mostra que (2^ 
também mantém-se para j +1.
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Agora mostxaremos que (3) mantém-se para j+1. Fazendo k í-j + 1,
' , ^j+i^j+i ^j+1 j+i^j+i 
Observando (3.1.31) e fazendo k = j+1 em (3.1.32) segue que = Pj+ 1 '
Agora tomando k á j. já que (2) mantém-se para j+1 ^ então
Pjti^Pk = “•
Notando a hipótese da indução em (3), (3.1.31) e a hipótese da indução em (3), 
temos
= ‘íj+ A  = Pj*i% = = “•
SuSstituindo (3.1.33) e (3.1.34) em (3.1.32) e notando a hipótese da indução / 
em (3), temos = °j+i^Pk ^k* mantém-se para j+1.
Para terminar o argumento da indução, necessitamos somente mos-
j+ltrar que (1) é verdadeira para j+1. Suponhamos que “i^i “ Multiplican­
do por e notando que (2 ) é verdadeira para j+ 1 , segue que /
“j+T^j+1^Sj+1 = hipótese, Vf(y^^^) 5^ 0 e pelo lema 3.1.3 é defini­
da positiva, então sT\,Hs. . 0 e daí a. . = 0. Isto iitplica que /j D+' D+i D+>
^í^a^s^ = 0 e s ^ , ..., Sj são linearmente independentes pela hipótese da indu­
ção, = 0, para i = 1, __ , j. Assim, s^, ____ _ s^^^ são linearmente indepen
dentes e (1) mantém-se para j+1. Então a indução está corpleta. Bn particular, 
a conjugacidade de s^, ..., s^ segue a partir de (1 ) e (2 ) fazendo-se j = n.
Agora seja j = n em (3). Então = Sj^  para k = 1, — , n.
Se fizermos D inversível, então = I, o que é possível, se e sonente se,
= H'"\ Finalmente, é uma solução ótima, pelo teorema 3.1.4. ^
3.2 - Método para Determinar um POnto Interior Inicial.
T^licando o próprio método aqui desenvolvido, fazemos agora uma 
proposta para obtenção de um ponto inicial - que deve estar no interior do do­
mínio viável - caso o mesmo não seja disponível. 0 desenvolvimento deste proce 
dimento foi realizado por Fiacco [09] e é, ccm pequenas modificações, revisto/ 
aqui.
O problema é determinar um ponto que satisfaça o conjunto de desi 
gualdadesg^ (x) > 0, i = 1, ...,m, como exige o método das barreiras. Para de­
terminarmos tal ponto seguimos o seguinte caminho:
Passo Inicial.- Vaitos supor que x^ seja dado, mas que não satis 
faça todas as restrições. Fazendo k = 0 vamos para o passo principal^.
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Passo Principal.
(1) Seja I = {i: g^(x) > 0}. Se I = { 1, 2, ..., m}, parainos; / 
com satisfazendo > 0 para todo i. Caso contrário, selecionamos j ^ I 
e vamos para (2);
(2) usamos o método da função barreira para resolver o proble­
ma seguinte, partindo de
minimizar g^(x)
sujeita a
g^(x)> 0, para todo i e I .
Seja a solução ótima. Se g^íXj^^^) > 0 ,  e se o conjunto {x:g^(x) á 0, con
i = 1, ..., iii} for vazio, paramos. Caso contrário, substituimos k por k+1 eo
repetimos o passo 1.
Este é um problema auxiliar. A  cada iteração um novo ponto é ccan 
putado no processo de otimização de g^(x), o qual satisfaz uma ou mais restri­
ções previamente violadas. Se após m  iterações o conjunto {x:g^(x) á 0} não / 
tomar-se vazio não existe tal ponto e, consequentemente, o problema é conside 
rado inviável.
Exeirplo: Usar o procedimento acima para determinar um ponto, /
2satisfazendo g.^  (x^, X 2) = + X 2 + 2 > 0 e g2 (x.|, X 2 ) = x.^  + X 2> 0, partin­
do do ponto (3,0). Verificamos que (3,0) = -1 < 0 e g^{3,0) = 9 »  0.
Então formulamos o problema:
Minimizar g.^  (x)
Sujeita a g 2 (x) > 0 .
^ l i c a n d o  o método da função barreira, temos:
2P(x, r) := + X 2 + 2 - r.ln(x^ + X2 ).
Resolvendo para r, = 1,
2P(x, r^) = -x.| + X 2 + 2 - ln(x^ ^2  ^*
Aplicando a condição necessária de 1^ ordem, obtemos:
3P/3x^ = -1 - 2x.j/(k^  + X 2)= 0 e aP/3x2 = 1 - 1/^^ + X2) = 0. Daí,
2-x^ - X 2 - 2x^ = 0, que irtplica x.^  = -1/2 e X 2 = 3/4.
x^ + X2 - 1 = 0
Logo obtemos x^ = (-1/2, 3/4) e verificamos que g.^  (x.^ ) = 1/2 + 3/4 + 2 > 0, / 
(g2 (x.j) = 1/4 + 3/4 > 0, permanece não violada), então g^(x^) > 0 para i=1, 2, 
e, portanto um ponto inicial interior é x.j = (-1/2, 3/4).
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3.3 - Determinação do Valor Inicial de r .
Na seção 2.4 foram resolvidas maneiras para a escolha de pesos 
para cada termo da função sem restrições. Aqui vainos supor que o mesmo valor / 
de r seja aplicado para todas as restrições. Este estudo foi proposto inicia]^ 
mente por Fiacco e McCojonick [11] e avaliado, experimentalmente, por Himelblau
[12]. Procuramos detalhar este estudo com o objetivo de facilitar aplicações / 
práticas.
O valor inicial de r, r . , e o fator c > 1 que reduz o valor de1 m
r após cada minimização (ver seção 3.4) de P(x, r) = f (x) - r. ^j:^lng^(x), aqui
considerada, "são parâmetros que devem ser dados numericamente. Teoricamente, a
convergência está assegurada para r.^  > 0 e c > 1. A  questão principal é saber/
quais ■ valores desses parâmetros reduzem o total de cálculos conputacionais/
para se obter a solução do problema.
Nesta seção várias escolhas de r.^  são discutidas. A  primeira a 
ser olhada é a seleção de r.^  = e > 0, onde e é pequeno. Isto, quase seirpre, 
mostra que o ponto de mínimo P (x, r) está próxirro do ponto de mínimo com re^ 
trições X* da função objetivo f(x), isto é, a solução do problema original pode 
ser aproximada em apenas uma rtdnimização da função P(x, r ) .
Entretanto, experiências carrrputacionais mostram que os 
valores de são melhores quando obtidos a partir da condição necessária para 
a existência de pontos críticos, ou seja r.^  é uma função do ponto inicial x^. 
Formulamos agora um critério baseados nessas considerações.
Critério 1. - Desde que a condição necessária para que P(x, r)/ 
seja minimizada é anularem-se as derivadas parciais de 1^ ordem, uma escolha 
natural de r^ serã dada pelo r que minirrãza a norma do gradiente de P(x, r) / 
para x , isto é,
2 ni 2
min VP (x , r) = min Vf (x ) - r . .. E. ----— r-o '  ’ r i ' o 1 1=1
' m
Para determinar r.^  faremos^convenientemente, M(x^) = ^E^lng^(x^). Então
2 2 min VP(x^,r.j) - min Vf (x^) - r^VM(x^)
Como, Vf (x^)-r^jVM(x^) = <  Vf (x^)-r^ VM(x^) , Vf (x^)-rVM(x^) >  , 
Derivando em relação a r^ e igualando a zero, obtemos:
2. -VM(x^), Vf (x^)-r^VM(x^) ^  = 0 ,  que irrplica 
2[-Vf (x^)'^VM(x^) + r^VM(x^)'^VM(x^)] = 0,
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ou, ^1 =
VE(x ) \M(x ) o o
W(x^)
(3.3.1)
Critério 2 . - Himelblau [12] sugere a escolha inicial de r^ = 1, 
o que é muito prático.
Redução de r . - Ein relação a ccmo reduzir r ap5s cada minimiza­
ção da fvinçâo P(x, r ) , fazemos duas observações:
(1) é vantajosa a mudança de r por um fator constante, e
(2) o esforço necessário para se obter uma solução ótima do pro 
blema (A) praticamente independe da escolha do fator redutor de r.
0 primeiro ponto aparece a partir das fórmulas de extrapolação/ 
de 1? ordem (ver 3.4). Daí, nossa escolha de r para a iteração k+1 é sirtples - 
mente dada por r^^^ = onde c > 1.
"O fator usado para reduzir r após cada minimização não tão im-
portante quanto o método para selecionar o valor inicial de r.^ „(1)
3.4 - Aceleração por Extrapolação.
Demonstramos na seção 2.2 que existe uma trajetória local única, 
continuaitente diferenciável, que produz para o valor de r um valor de x para o 
qual P(x, r) é minimizada. Isto sugere a possibilidade de estimarmos valores / 
que tendam para a solução do problema, além da estimativa para x* que minimiza 
P quando r -----e» 0.
Fiacco-McCormick propuseram este estudo em [10] .
Una ferramenta computacional muito poderosa está disponível / 
quando as condições que garantem a existência de D^ [x (o) ] são satisfeitas coto 
desenvolvidas na seção 2.2. Na discussão seguinte aquelas condições são supos­
tas satisfeitas.
Suponhamos que a função P seja minimizada univocamente por 
> Tp > 0 para os correspondentes x ^ , ..., x . üm polinônio em rr^ > r2 >
que produz x.j, ..., x^ é dado por um conjunto de equações da forma
^  j-0 ^j^^k^^' k = 1, ..., p, 
onde os vetores a^ são vetores com n corrponentes.




(1) Fiacco McCormick - [11]
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(Chamado determinante de Wandermonde), é igual a (^j “ desde que /
r. j^r. ( i j i í j ) , R é  não singular. Assijn, os vetores a. são univocamente deter
 ^ i -  ^~ minados por (3.4.1). Entao aj(rj)-’ e uma aproximaçao de x(r) no intervalo
[0, r^] e x(0) = X *  (uma solução) é aproximada por a^. Que esta aproximação /
converge para a solução e o fato que as estimativas são melhoradas ccm cada /
mínimo determinado é visto a seguir.A; exata ejqsansão em série de Taylor de /
x(r, ) em t o m o  de x(0) é:
^ E>-1
'  jlo  ^k* j l  ^




CottD (3.4.1) é igual a (3.4.2) temos
j h  “j"k
n /
a.r? = r?.jéO "k- j! O U




(p-D ! ■" 1^
r°x(0) + (p-D !
•••' ^p-1^




= (x(0),.. E)P~^x(0),T ■' (í^D! ^
•
;p-1
- ^ 1 '•
+ (£j, ..., £p).
Fazendo A  = (a^, a ^ , — , a ^ ^ )  ,
r. o 1\ rp
£= (e^ , . . . , £ ) ,  temos
;p-1 ^ 1  L r^ ,...,r^ j
d P~ x(0) TAR = (x(0), __ , — jy-j—) .R + e, que iitçilica
[A - (x(0), ..., e





[a^-x(O), a^- pP~^x(0),T _ (p-D! ^
r
;p-i
L 1 ' • * • ' p  J
.P-1Portanto, a^ - x(0) = + ... + . Claramente, então, a diferença entre
a^ e x(0) é da ordem de r^. Assim, quando r.^  -----0, -------e> x (0) . Mais impor
tante, as estimativas usando p mínimos são melhores que as que usam p-1 mínimos.
Quando r, = r,/c (c > 1), uma estrutura particular dessas equações prepara o K + 1  K
desenvolvimento de um esquema iterativo simples baseadas no uso de um número / 
dado de termos do polinôtâo. Observamos que a. não precisa ser calculado para /o j
se obter estas estimativas.
Vamos supor que a trajetória x(r) seja aproximadamente linear / 
■ 0^; além disso, que determinamos k mínimos (k=1,... ,p) de 
P(x, r ) , então
1 /o
(3.4.3)
1/2em r quando r
x(rj^) - x(0) + a^r^J./^,
1/2x(rj^/c) - x(0) + a^ (rj^/c) , (3.4.4)
onde x(0) é o valor de x(r^^) quando r^^-----» 0. A  estimativa da solução do pro­
blema de programação não linear é dada resolvendo-se as equações (3.4.3) e /
(3.4.4) parax(O); Assim,
x(0) - x(r^) - a.^r^'^^ ou. x(0) - x(r^)-c^'^\(rj^/c) + c^'^^x(O);
Logo, x(0) - c^^^x(rk/c) - x(r^)
c V 2  . T
(3.4.5)
Observando este resultado, temos a confirmação de que os a^ não precisam ser / 
determinados, cóno afirmamos acima. Além disso, também importante, que a partir 
de x(r^^) podemos fazer uma estimativa do mínimo seguinte P(x, r ) , após reduzir-
c > 1), utilizando as equações (3.4.3) e (3.4.4), temos:mos
x(r^^) - x(0) + a.j (r^ )^ 1/2
x(r^/c) - x(0) + a^(r^/c) 1/2 , e para o novo mínimo
x(rj^/c^) - x(0) +
Dais temos, subtraindo a 2? da 3^ equação,
x(rj^/c^) - x(rj^/c) - a^[ { r ^ / c ^ ) ^ , que irrplica
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x(rj^/c2)r x(r,^/o) + a,[ -i------ ^ ■ ----  1 •
Goiio a.| não foi calculado explicitamente podemos usar as equações (3.4.3) e /
(3.4.4) para eliminá-lo da expressão acima, subtraindo (3.4,3) de (3.4.4) obte
nos '3“®
x(rj^/c) - x(rj^) c [x(rj^/c) - x(r^^)]
“l ' _ ,1/2 = (1 - •
Substituindo este valor de a. na equação acima, encontramos;
ou, k
x(rj^/c^) - x(rj^/c) + ^/c^^^[x{r^/c) -x(rj^)]. (3.4.6)
Ê claro que após a estimativa do novo mínimo de P(x, r) ser realizada, podemos 
fazer uma estimativa nova do ótimo, x(0), utilizando (3.4.5) para x(rj^/c) e 
x(rj^/c^).
3.5 - Procedimentos Coirputacionais.
On teste vital para a justificação da presente organização teó­
rica para resolver os problemas propostos neste trabalho é a viabilidade de / 
sua irrplementação ooirputacional. Nesta seção as questões corputacionais inplí- 
citas no desenvolvimento teórico são discutidas con detalhes.
O algoritmo que será desenvolvido visa minimizações sequencias 
sem restrições para pontos interiores, como definido no capítulo II, seção 2.1. 
Para defini-lo vamos supor que a função barreira logaritmica seja aplicada pa­
ra todas as restrições. 0 problema a ser resolvido é:
Minimizar f(x)
Sujeita a
g^(x) ^ 0, i = 1, ..., m. (3.5.1)
A  função sem restrições, usando o método desenvolvido neste trabalho, tem a 
forma m
P(x, r) = f(x) - r^. líig^(x). (3.5.2)
Muitos dos resultados conputacionais são gerais e podem ser aplicados para mi­
nimizar outras funções sem restrições.
Os passos a seguir, são passos gerais do algoritmo ccaiputacional.
1/2
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Passo 1.- Obter um ponto e ={x:g^(x) >0, i=1, —  ,m }. / 
Se tal ponto não estiver imediatamente disponível podemos, como na seção 3.2,/ 
determinã-lo através da utilização do próprio método das funções barreiras. /
Passo 2 .- Determinar r ^ , o valor inicial de r. Para a função / 
P{x, r) (3.5.2), vamos supor que um valor de r funciona cano pesojpara todas// 
as restrições. Como discutido anteriormente na seção 2.4, há vários critérios/ 
para a escolha de pesos diferentes para cada restrição. A  discussão, quando // 
exatamente, um valor de r for usado, está contida na seção 3.3, e também, uma/ 
proposta para a redução de r após cada iteração.
Passo 3 .- Determinar o mínimo sem restrições de P(x, r^ )^ para/ 
o corrente valor de r^. Este passo constitui-se no inaior trabalho exigido para 
algoritmos sem restrições. Na seção 3.1 desenvolvemos métodos para minimizações 
sem restrições, con os quais faremos nossa proposta:
(3.1) A  direção, na qual P(x, rj^ ) decresce, é obtida a partir / 
das direções propostas: -(a) pelo método do decrescimento máximo (oposta ã do 
gradiente de P(x, ); -(k>) pelo método de Newton (oposta ã do gradiente de 
P (x, rj^ ) multiplicado pela inversa da matriz Hessiana de P (x, r^^)); - (c) pelo 
método de Davidon-Fletcher-Powell (a direção do gradiente é desviada multipli­
cando-a por -Dj^, onde D^  ^é uma matriz simétrica, definida positiva, que aproxi 
ma a inversa da matriz Hessiana). Métodos que foram tratados na seção 3.1.Mais 
explicitamente,
(a) s,_ = - ------  ou, Sj^  = -W(x,rj^), (3.5.3)k VP(x, r^)
(b) Sj^  = -[V^P(x, ic^ )] ^ ( x ,  r^), (3.5.4)
(c) Sj^  = - D^VP(x, rj^). (3.5.5)
(3.2) J ^ s  uma das direções ser determinada, nosso método errpre 
ga o método de Fibonacci (busca midimensional) estudado na seção 3.1. O obje­
tivo de (3.2) é con a escolha e cálculo do esclar X, onde
^ * 1  = \
0 método determinará X  tal que
’'k* = * ^ k '  * ^ k ^
Este é um problema de otimização midimensional. Quando P for estritamente con 
vexa um mínimo local em X será um mínimo global. Desde que a função P não cres 
ça indefinidamente quando a fronteira da região viável é aproximada, as minimi 
zações aqui permanecem sem restrições e necessariamente confinadas ao interior 
da região viável.
- 125 -
Estudamos na seção 3.1 como avaliar X através de um procedi - 
mento de busca unidimensional que utiliza as propriedades da sequência de Fibo 
nacci. .Z^resentamos aqui uma adaptação sequencial de passos baseados naquele / 
estudo.
Seja "X o ponto que determina um mínimo de P sobre /
um intervalo que contém X , então:
Passo a .- Primeiro é determinada uma cota superior para X (pa­
ra a 1? cota inferior, fazemos a^ = 0); b^ é determinado avaliando-se a função 
P para sucessivos pontos onde os valores de X estão no limite do raio de Fibo 
nacci, 1,618 - (1 + S )  12 (ver seção 3.1); isto é,
b^ = (1,618)^, onde T  é \jm irtteiro, pequeno e não negativo, tal que
P[Xj^ + í Io (1,618)^Sj^ ] 1 P(x^, rj^),
por exeitplo T  sendo o menor inteiro positivo que satisfaça a desigualdade ac^ 
ma.
Passo b. - 0 intervalo que contém X é reduzido cotputando-se / 
dois valores X^ e que pertencem ao intervalo,
X.J = a^ + 0,382 (b^ - a^)
e,
y.^ = a^ + 0,618(b.j - a.^).
Passo c .- Os valores de P dos pontos (interiores) corresponden 
tes a X^ e y.j são ccítparados.
C . 1  -  Se P ( X j ^  V '  = / ^ r
Em razão da propriedade dos números de Fibonacci 0,328/0,618 = 0,618, fazemos 
b 2 = y.j, y2 = X^ e a2 = a^ e recalculamos X2 ccmo X2 = a2 + 0,382 (b2 - a.2 ) e 
repetimos o passo c.
c.2 - Se P(x^ + ^k^ ^ ^ 1 ^ '  ' então fazemos /
a2 = X^, X2 = y^ e b2 = b ^ , computámos ^ 2 ~ ^2 ^ 0,618(b2 - ^ 2 ) e repetimos/ 
o passo c.
c.3 - Se P(Xj^ + X^Sj^, rj^ ) - P(x^^ + y.jSj^ , r^ )^ , fazemos t>2 - X^,
^2 ~ ^ retornamos ao passo b.
Passo d . - Quando b^ - a^ for aceitavelmente pequeno, X serã
aproximado por
X =  (b^ + a^)/2, e
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Modificações désse procedimento são feitas no passo (a) quando/
o ponto testado não for do interior- da região viável. Neste caso, o valor de/
P a ser considerado terá valor inifinito e o correspondente X será um limi-/ 
te superior de X~. Taitibém para o passo (b) tiramos vantagem computacional quan 
do um ou mais pontos interiores forem computados no passo (a). (Para funções / 
não convexas, se o valor de P para o ponto interior da esquerda for muito gran 
de então o ponto final da esquerda torna-se imediatamente o ponto final da di­
reita e o processo é retomado no passo (b)).
Na introdução da subseção 3.1.1 foram feitos comentários a res­
peito de por que não minimizar + Xs^) fazendo a sua derivada igual a zero.
Passo 4. - Consideramos aqui a acejeração por extrapolação desen 
volvida na seção 3.4. A  não ser que algum processo que acelere a convergência/ 
seja aplicado, o método das funções barreiras converge para um extremo can re£ 
trições, mas muito lentamente; isto é, próximo a fronteira o processo é lento. 
Daí vários valores sucessivos de r^ ,^ como propostos na seção 3.4, são usados/ 
para a obtenção de mínimos sucessivos de P(x, r^ )^ e sucessivos Xj^  corresponden 
tes. Para aplicação deste procedimento utilizar as fórmulas desenvolvidas na 
seção 3,4, para k > 1 ,  ou seja, fazendo = r^^/c (c > 1),
x(rj^) - x(0) + , xír^^/c) - x(0) + , onde o valor_3ç(0)
é o valor de x  (r, ), quando r, -----► 0, Para uma estimativa da solução do pro-
1/2blema, tenras c x(r /c) - x(r, )
^  ■
Passo 5 . - Aqui tratarenos do critério de parada do método. Se 
um dos três métodos propostos na seção 3.1, e sugeridos para laso no passo (3), 
for utilizado, então as conputações estarão terminadas se 
VP(x, r^ )^ < e, para e> 0, e suficientemente pequeno.
Se a estimativa x(0) dada no passo (4) satisfizer este critério 
de parada, então x(0) miniinizará também, aproximadamente, o problema original,
ccm e > 0, aceitável, já que x(0) é o valor de xír^^) quando r^^---- ^ 0. Se não,
ir para o passo seis.
2
Passo 6 . - Selecionamos ^-^^2 ~ ^ • Fazemos uma esti­
mativa do ponto de mínimo de x(rj,^2 ) através de (3.4.6),
x{r^/c?) - x(rj^/c) + 1/c^^^[x(rj^/c) -x(r^)].
A  partir desta estimativa podemos fazer uma nova estimativa de x(0) usando /2x(rj^/c) e x(rj^/c ) como no passo 4.
- 127 -
Se a estimativa satisfizer o critério de parada (passo 5), o / 
problema está resolvido. Caso contrário, continuar o processo a partir do pas­
so 3.
Sumário do Algoritmo Ccarputacional.
O  algoritmo resolve o problema:
Minimizar f(x)
Sujeita a à 0, i = 1, ..., m,
X e I^.
Aplicando uma das funções sem restrições propostas neste traba
lho ao problema, por exeirplo a função barreira logarítmica, temosm
P(x, r^ )^ = f(x) - rj^ . j^l^lng^(x).
Passo 1. - Obter um ponto inicial x^e D° = {x:g^(x) > 0,i=l,...,m}. 
Se tal ponto não estiver disponível pode-se obtê-lo aplicando-se o próprio mé­
todo das funções barreiras (ver seção 3.2);
Passo 2 .- Determinar r ^ , o valor inicial de r (ver seção 3.3.);
Passo 3 . - Determinar o mínimo sem restrições de P(x, r^^), para 
o corrente valor de r , usando um dos métodos propostos na seção 3.1. Reduzir
JC
o valor inicial de r^ dividindo-o por uma constante c > 1. Determinar o míni­
mo local sem restrições de P(x, r^ )^ para r^^^ =
Passo 4. - Fazer uma estimativa do ótimo usando a fórmula de ex-1 /2trapolação c x(r,/c) - x(r, )
x(0) - -------y t õ------------  seção 3.4)
c'/^ -  1
Passo 5 . - Seja e >0, e aceitávelirente pequeno. Se VP(x,rj^) |<e, 
para o ótimo estimado acima, parar; caso contrário ir para o passo 6.
2Passo 6 . - Selecionar ^-^^2 ~ e^stimativa do pon
to de mínimo através da fórmula de extrapolação
x(r^/c?) - x(r^/c) + 1/c^'^^[x(rj^/c) - x(r^^)], (ver seção 3.4).
Fazer uma nova estimativa do ótimo, x(0), ccmo no passo 4. Se esta estimativa/ 
satisfizer VP(x, r^ )^ < e, parar; caso contrário r e t o m a r  ao passo 3.
[01] - LIMA, Elon L., Curso de Análise - Vol. 2 . CNPQ-Projetx) Euclides Brasí -
lia, 1981
[02] - LIMA, Elon L . , Análise no Espaço Edit. Univ. Brasília. Brasília, 1970.
[03] - RUDIN, Walter, Princípios de Análise Matemática. Ao Livro Técnico S/A e
Edit. Univ. Brasília. Brasília,1971.
[04] - FIACCO & McCORMICK, Anthony and Garth P . , Nonlinear Programming: Sequen­
tial Unconstrained Minimization Techinics. John Willey and Sons,/ 
Inc., McLean. Virginia, 1968.
[05] - BAZARAA & SHETTY, Mokhtar S. and C. M . , Nonlinear Programming,Theory and
Algorithms- John Willey and Sons. New York, 1979.
[06] - AVRIEL, Mardacai, Nonlinear Progranming:Analysis and Methods. Prentice-
Hall, Inc. Englewood Clifs. New Jersey, 1976.
[07] - HOFMANN & KUNZE, Keneth and Ray, Álgebra Linear. Editora da USP, Edit.-
Polígono,Sáo Paulo, 1971.
[08] - VOROBIOV, M. N . , Números de Fibonacci. Editorial MIR, Moscou, 1974.
[09] - FIACCO, A. V., Comments on The Paper of C. W. Carroll. Operations Res,,
9:184-185, 1961.
[10] - FIACCO & McCORMICK, A. V. and G. P., E>ctensions of Sumt for Nonlinear /
Programming: Equality Constraints and Extrapolation. Management / 
Science, Vol. 12, n9 11, pp. 816 - 828, 1966.
[11] - FIACCO & McCORMICK, A. V. and G.P., Canputational Algorithm for The Se­
quential Unconstrained Minimization Techinique for Nonlinear Pro­
gramming. Management Science, Vol. 10 n? 4, pp. 601-617, 1964.
[12] - HlMI)®IiBIjAy,D. M . , Applied Nonlinear Programming. McGraw-Hill Book Con -
pany. New York, 1972.
[13] - NOVAES, Antônio G . , Métodos de Otimização - Aplicações aos Transportes.
são Paulo, 1978.
B IB L IO G ^ IA
