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Abstract— Inexpensive sensing and computation, as well as
insurance innovations, have made smart dashboard cameras
ubiquitous. Increasingly, simple model-driven computer vision
algorithms focused on lane departures or safe following dis-
tances are finding their way into these devices. Unfortunately,
the long-tailed distribution of road hazards means that these
hand-crafted pipelines are inadequate for driver safety systems.
We propose to apply data-driven anomaly detection ideas from
deep learning to dashcam videos, which hold the promise
of bridging this gap. Unfortunately, there exists almost no
literature applying anomaly understanding to moving cameras,
and correspondingly there is also a lack of relevant datasets.
To counter this issue, we present a large and diverse dataset
of truck dashcam videos, namely RetroTrucks, that includes
normal and anomalous driving scenes. We apply: (i) one-
class classification loss and (ii) reconstruction-based loss, for
anomaly detection on RetroTrucks as well as on existing static-
camera datasets. We introduce formulations for modeling object
interactions in this context as priors. Our experiments indicate
that our dataset is indeed more challenging than standard
anomaly detection datasets, and previous anomaly detection
methods do not perform well here out-of-the-box. In addition,
we share insights into the behavior of these two important
families of anomaly detection approaches on dashcam data.
I. INTRODUCTION
Smart dashboard cameras have become ubiquitous in recent
years, and several model-driven accident warning systems
have been proposed for these cameras, e.g. lane departure
warning (LDW) and forward collision warning (FCW) [1], [2].
Unfortunately, these approaches are limited to specific modes
of accidents, whereas the problem is long-tailed, i.e. most
anomalies cannot be explicitly modeled. Yet other approaches,
especially in the advanced driver-assistant system (ADAS)
literature, require sensors that are significantly more expensive
than a monocular camera [3], [4]. In this paper, we study the
problem of detecting anomalies on road scenes from dashcam
videos in a purely data-driven setting. Our objective is to
explore machine learning models that can prevent a broader
class of accidents than those addressed by explicit models.
We have seen great progress in video understanding tasks
such as action recognition and activity detection in recent
years. Much of this progress can be attributed to large-scale
datasets [5]–[7]. Unfortunately, anomaly detection in videos
remains a sparsely explored problem. To our knowledge,
existing video anomaly detection literature is limited to
surveillance in static-camera scenes [8]–[11]. Often the
anomalies of interest are characterized by relatively simple
visual phenomena, such as sudden motion in a region of the
video frame, or by visual artefacts or objects not present
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in the training data. In contrast, driving scenes exhibit
continuous motion, and anomalies are often characterized
by complex interactions between traffic participants. Thus,
we propose a large and diverse dataset of truck dashcam
videos curated from YouTube, that we name RetroTrucks.
Our dataset includes a variety of driving scenes including
normal driving, collisions, and near-misses. Moreover, truck
videos lend a novel viewpoint which has not been explored in
the literature. We choose truck examples, because dashcams
have an even greater penetration in commercial vehicles than
private ones. We expect this dataset to present new challenges
to the anomaly detection community, and draw their attention
towards traffic accident understanding.
We note that it is significantly easier to collect normal
driving videos than accident ones. We leverage this imbalance
by emphasizing approaches that do not require anomalous ex-
emplars for training. In particular, we explore two families of
approaches: (i) one-class classification and (ii) reconstruction-
based. One-class classification [12]–[14] refers to methods
which learn a manifold for normal data while constraining
the manifold to be as compact as possible. At test time, any
data mapped outside the learned manifold are classified as
anomalous. In particular, we use 3D convolutional neural
networks (CNNs) to learn a manifold for normal video clips.
Reconstruction-based approaches [15]–[18] use autoencoders
to learn to reconstruct the input data through a bottleneck
representation. They are trained exclusively on normal data
and poor reconstruction of the input data at test time is
used as a cue to detect anomalies. More specifically, we use
3D convolutional autoencoders for learning reconstruction of
normal video clips. Furthermore, we inject object interaction
priors into the above approaches to model accidents which
are often caused by collisions between traffic participants.
We evaluate this novel idea in both one-class classification
and reconstruction-based settings.
We find that one-class classification methods fail to perform
anomaly detection reliably in driving scenarios. In addition,
reconstruction-based approaches outperform one-class classi-
fication ones, however, they fail to replicate their performance
seen on standard datasets [8], [10] to our dataset. We study
failure cases and show that reconstruction-based approaches,
although great at detecting anomalies characterized by novel
visual artefacts, fail to detect anomalies involving complex
interactions of objects. We discuss these observations in
details in Sec. V. In summary, our contributions include:
• We propose different data-driven approaches for anomaly
detection in dashcam videos, including modeling object
interactions and exploring motion features.
• We contribute RetroTrucks — a new dataset for dashcam
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anomaly detection, which is useful for tasks such
as traffic accident detection, ADAS, and road scene
understanding in general [19], [20].
• Our evaluation reveals insights on the performance of
various anomaly detection methods on static-camera
datasets [8], [10] and the proposed dashcam dataset.
II. RELATED WORK
Model-Driven Anomaly Detection: Model-driven methods
for anomaly detection and ADAS have garnered great research
interest. Song et al. [21] proposed a stereo vision based system
for lane detection and forward collision warning, whereas Liu
et al. [3] used radars to detect vehicles in the blind spot of the
ego-car and generate warnings to avoid collisions. Recently,
Matousek et al. [22] proposed to model driving behaviors
using neural networks to detect accidents. Similarly, Fang
et al. [23] proposed to use gaze estimation as a proxy for
driver attention to detect accidents. Note that all of the above
methods work for specific cases of anomalies but may fail
to detect others.
One-Class Classification Approaches: These methods train
machine learning models on an one-class classification objec-
tive, i.e. the models learn a manifold for the normal class only,
as opposed to methods learning a hyperplane to distinguish
between the two classes, i.e. normal and anomalous. These
methods have a long history in classical machine learning [12]
but have only recently been adopted to deep learning. An end-
to-end support vector data description (SVDD) objective for
deep neural networks was first introduced in [13], where the
network was trained to map normal data into a hypersphere
and simultaneously minimize the volume of the hypersphere.
The distance from the center of the hypersphere represents
the anomaly score. Perera et al. [14], on the other hand, used
deep neural networks as feature extractors only and fed the
extracted features to a classical one-class classifier.
Reconstruction-Based Approaches: These methods learn to
reconstruct from a compact representation of normal data and
use poor reconstruction of the input data at test time as a cue
to detect anomalous examples. The underlying assumption
is that the representation capability of the learned models
is so adjusted that they can only explain the variation in
normal data and therefore fail to accurately reconstruct the
anomalous examples. An and Cho [15] were the first to use
autoencoders for reconstruction-based anomaly detection in
images. Zhao et al. [16] used 3D CNNs to simultaneously
reconstruct the input frames and predict the future frames
for anomaly detection in videos. Liu et al. [17] on the
other hand only predicted the future frames from the input
frames for detecting anomalous events. Gong et al. [18],
however, noted that autoencoders generalize well even to
unseen objects at test time and therefore introduced a memory
module to regularize the representation capacity of the learned
autoencoders. Reconstruction-based approaches, although
effective, can model only “visual” aspects of the scenes
and cannot exploit the more subtle contextual cues for real-
world anomaly detection. We show how reconstruction-based
approaches perform worse in such scenarios in Sec. V.
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Fig. 1: Overview of one-class classification approaches.
In (a), we train a 3D CNN with one-class classification
objective on normal video clips. In (b), we augment (a) with
object interaction reasoning by adding RPN and RoIAlign
modules for detecting objects and extracting object features
respectively, and a GCN module for reasoning about temporal
object dependencies.
Weakly-Supervised Approaches: Sultani et al. [11] intro-
duced a large-scale dataset for real-world anomaly detection,
with temporal annotations for anomalous videos. Since their
method used both normal and anomalous examples at training,
it was a departure from the above approaches which require
only normal examples for training, i.e. one-class classification
and reconstruction-based. We emphasize that normal driving
data on roads are several orders of magnitude more frequent
than accident data, which is why we focus on approaches that
require only normal exemplars for training. Yet, we provide
additional anomalous videos with temporal annotations in our
dataset to facilitate research in weakly-supervised approaches.
III. DATA-DRIVEN ANOMALY DETECTION FOR DASHCAM
VIDEOS
We first explore two approaches for anomaly detection
in dashcam videos: (i) one-class classification and (ii)
reconstruction-based in Secs. III-A and III-B respectively.
Next, we propose to incorporate object interaction priors,
using graph convolutional networks (GCNs), in both of the
above approaches in Sec. III-C. Figs. 1 and 2 provide an
overview of our one-class classification and reconstruction-
based approaches respectively.
A. One-Class Classification Approach
One-class classification approach learns a manifold from
normal data and any sample mapped outside the manifold at
test time is classified as anomalous. In particular, we train
a 3D CNN to encode normal video clips to a hypersphere
while minimizing its volume. Intuitively, the latter acts as a
regularization which forces the network to learn the minimal
variation in normal clips. Thus, it will not be able to explain
the large variation in anomalous clips, which will then be
encoded outside the hypersphere. We employ the one-class
deep SVDD objective from [13].
Formally, let F (x;W ) : RX −→ RZ , implemented by a
3D CNN with weights W , map the input x from the video
clip space RX to a point in the feature space RZ . Here,
X = T ×H ×W ×C is the dimension of the T -frame input
clip x, constructed by sampling T consecutive frames from
a video, with each frame having a height H , width W , and
C channels. In addition, the feature dimension Z is much
smaller than the input dimension X . To minimize the volume
of the hypersphere enclosing the normal clips encoded in the
feature space, the one-class deep SVDD objective is defined
as below:
min
W
1
N
N∑
i=1
‖F (xi;W )− c‖2 + λ
2
‖W‖2F , (1)
where c ∈ RZ is the center of the hypersphere. The first
term penalizes the L2 distance between the feature point
encoding the input clip and the center of the hypersphere,
which encourages the network to encode the normal clips
to a hypersphere that is as compact as possible. The second
term is a standard regularization on the weights of the
network, controlled by the parameter λ. At test time, for
any x ∈ RX , the anomaly score can be computed as the
distance between the feature point F (x;W ) and the center c
as ‖F (x;W )− c‖2.
B. Reconstruction-Based Approach
Here, we use reconstruction as a proxy task to perform
anomaly detection. Intuitively, the idea is that an autoencoder
trained on normal clips will be able to reconstruct normal
scenes accurately but will fail on anomalous scenes due
to the change in the data distribution. The autoencoder
consists of two networks, i.e. an encoder and a decoder.
The encoder takes as input a video clip and generates
a bottleneck representation. The decoder then takes this
bottleneck representation as input and reconstructs the video
clip. We describe each component below:
Encoder: Let Fe(x;We) : RX −→ RZ be the encoder which
encodes an input clip x ∈ RX to a bottleneck representation
in the feature space RZ . Next, instead of applying the one-
class classification objective as in Sec. III-A, we reconstruct
the input clip using the below decoder.
Decoder: The decoder Fd(x;Wd) : RZ −→ RX takes
the bottleneck representation in the feature space RZ and
reconstructs the input clip x ∈ RX .
In summary, we have:
h = Fe(x;We), xˆ = Fd(h;Wd), (2)
where h is the bottleneck representation and xˆ is the
reconstruction of x by the network. We minimize the L2
loss between the input x and the reconstructed xˆ to train the
autoencoder as follows:
L =
1
N
N∑
i=1
‖xi − xˆi‖2 (3)
C. Modeling Object Interactions
Most real-world anomalies are due to unusual interactions
among objects. Therefore, we seek to infuse object interaction
priors directly into the above networks in Secs. III-A and III-
B. Inspired by the recent success of [24] in action recognition,
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Fig. 2: Overview of reconstruction-based approaches. In (a),
we use a 3D convolutional autoencoder to learn reconstruction
of normal clips and use the reconstruction error as a score for
anomaly detection at test time. In (b), we augment (a) with
object interaction reasoning by adding RPN and RoIAlign
modules for detecting objects and extracting object features
respectively, and a GCN module for reasoning about temporal
object dependencies.
we first detect objects and extract object features in individual
frames using region proposal network (RPN) and RoIAlign
modules [25], [26] respectively, and then build a similarity
graph which is fed to a graph convolutional network (GCN)
module so that it can reason about object dependencies across
time. The idea is that by giving the network strong priors in
the form of a graph encoding object interactions over time, the
network should be able to learn the normal object interaction
modes. It would then be able to distinguish between object
interactions in normal and anomalous scenes.
We use the same encoder and/or decoder as in Secs. III-
A and III-B. Let us denote the dimension of the bottleneck
representation output by the encoder as Z = T ′×H ′×W ′×d,
where T ′ is the number of feature frames, and H ′, W ′, and
d are the height, width, and number of channels respectively
for each feature frame.
Region Proposal Network (RPN) and RoIAlign: Along
with the encoder, an RPN module [25] is used to extract
M object proposals for each feature frame in the bottleneck
representation. Given the object proposals, we use RoIAlign
[26] to extract object features with dimensions 3 × 3 × d
for each object proposal. We then use max pooling to get
a 1 × 1 × d feature vector for each object proposal. Since
there are T ′ feature frames and M object proposals for each
feature frame, we get the total object features with dimensions
(T ′ ×M)× d.
Graph Convolutional Network (GCN): Given the object
proposals with corresponding object features, we construct a
similarity graph where each object proposal is treated as a
node. The graph will have strong edges for object proposals
that are visually similar or highly correlated for normal scenes.
We then use a GCN module [27] to reason over the similarity
graph. A GCN is a natural fit for this task as it can account
for an arbitrarily defined neighbourhood as opposed to a
CNN which works over a fixed locality. Formally, let P =
{p1, p2, . . . , pK} (with K = T ′ ×M ) be the set of object
features for the object proposals generated by the above
RPN and RoIAlign modules. The similarity among the object
proposals can then be defined as below:
S(pi, pj) = φ(pi)φ
′(pj), (4)
where φ(.) and φ′(.) are single-layer networks. Next, we per-
form softmax normalization to get the normalized similarity
as follows:
Gsimi,j =
expS(pi, pj)∑
j S(pi, pj)
. (5)
The graph is then fed into a two-layer GCN. This allows
the network to reason about object dependencies across time.
The output from GCN is then combined with the output of
the encoder. Overall, we have:
henc = Fe(x;We), hrpn = Frpn(x;Wrpn),
hgcn = GCN(hrpn), hrich = [henc, hgcn].
(6)
The combined representation, hrich, is then used in the
one-class classification loss or provided to the decoder
for reconstructing the input clip as in Figs. 1(b) and 2(b)
respectively.
IV. RetroTrucks — A NEW DATASET FOR DASHCAM
ANOMALY DETECTION
A. Previous Datasets
Most existing datasets are aimed at understanding anoma-
lies in surveillance videos. Li et al. [8] proposed two datasets
of video recordings of pedestrians walking on UCSD campus,
i.e. UCSD Ped1 with 70 videos and UCSD Ped2 with 28
videos. The anomalies in these videos are characterized by the
presence of non-pedestrian entities such as cars, trucks, etc.
Avenue dataset [9] consists of 37 two-minute videos captured
from a static camera in a fixed scene. The anomalies include
running, throwing waste, etc. However, all the videos are
captured from one fixed camera position. To introduce more
variation in the data, Lu et al. [10] proposed ShanghaiTech,
which includes 13 different scenes. The anomalies, however,
still mostly include appearance of non-pedestrian entities
like cyclists, skaters, etc. whereas real-world anomalies are
characterized by context rather than visual aspects of entities.
Sultani et al. [11] proposed a large-scale dataset, i.e. UCF-
Crime, to alleviate this issue. UCF-Crime includes 1900
videos collected from the Internet. However, their dataset
only includes static-camera scenes. Recently, Herzig et al.
[28] introduced a dashcam dataset for accident recognition,
which predicts a single label (i.e. normal or anomalous) for
the entire input video, as opposed to our task of accident
detection, which temporally localizes the accident frames in
the input video. Chan et al. [29] proposed a dataset of dashcam
(a) (b)
(c) (d)
Fig. 3: (a) and (c) are examples of normal scenes in UCSD
Ped2 and ShanghaiTech respectively. (b) and (d) are the
corresponding anomalous examples. (b) is anomalous due
to the presence of a vehicle and similarly (d) is anomalous
because of the appearance of a bicycle. Thus, both datasets
comprise of mostly visual anomalies.
videos for accident prediction. However, their dataset consists
of only 620 video clips (each only 5 seconds long) and the
accidents do not involve the ego-car. More recently, Che et al.
[30] introduced a new dashcam dataset, i.e. D2-City, however,
it focuses on general road scene understanding and hence
contains very few accident videos for anomaly detection.
B. RetroTrucks
Anomaly detection can be very useful in moving-camera
scenarios such as dashcams, bodycams, and embodied vision
scenarios such as robot mounted cameras. However, to the best
of our knowledge, all of the contemporary anomaly detection
datasets are based on static scenes. Moreover, majority of
anomalies in these datasets are caused by visual artefacts
which have never been seen during training. For example,
as shown in Fig. 3, UCSD Ped2 treats the appearance of
a car as an anomaly and there is no car shown during
training. This makes reconstruction-based methods a better
fit as such methods struggle to reconstruct visual artefacts
not seen during training. On the contrary, most real-world
anomalies occur in situations where already seen objects are
interacting in an abnormal manner, e.g. a car accident. This
calls for reasoning beyond the visual appearance of the data.
Such reasoning has been prevalent in many problems such
as action recognition, video classification, etc. However, no
literature exists on incorporating such reasoning in anomaly
detection. We, therefore, present a new and large-scale dataset
of truck dashcam videos, curated from YouTube to motivate
the development of anomaly detection methods that reason
beyond the visual appearance of the scenes, especially in
moving-camera scenarios. Our dataset is particularly different
in mainly three aspects:
• All the videos are recorded from truck mounted dash-
cams. This introduces a new challenging camera view-
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 4: Example scenes from our dataset RetroTrucks: (a)-(d) show the varying weather and lighting conditions in our dataset
including snow (a), overcast (b), sunny (c) and night (d). (e)-(h) show a diverse set of anomalous examples including collision
in snowy conditions (e), ego-vehicle rollover (f), near-miss (g) and collision at night time (h).
point which has not been explored in any other dataset.
• All the anomalies involve the ego-vehicle. This is in
contrast with existing dashcam datasets, e.g. [29], which
only show accidents between other traffic participants.
• All videos are relatively long, ranging from 7 seconds
to 2 minutes.
Our dataset1 includes abnormal driving scenarios such as
collisions, near-misses, road departures, and vehicle rollovers.
Any driving scene which does not include such a scenario is
included in the normal set. The driving scenes encompass a
diverse set of weather and lighting conditions including rural
and urban, day and night, and sunny and overcast scenes. A
few examples of the driving scenes included in the dataset
are illustrated in Fig. 4.
We follow standard conventions from UCSD Ped2 and
ShanghaiTech to organize our dataset. We train using only
normal driving scenes and test on abnormal driving scenes.
Data Collection: We downloaded the videos from YouTube,
and spliced them into normal and anomalous. We collected
474 videos, of which, 254 are normal (our training set) and
220 are anomalous. Further, 56 of the anomalous videos are
annotated with temporal localization of the accidents in the
videos and are used as our testing set, while the rest are
provided to enable the development of weakly-supervised
approaches which use both normal and anomalous videos at
training. All videos have 25 FPS.
V. EXPERIMENTS
Here, we test our one-class classification and reconstruction-
based approaches on RetroTrucks. We also evaluate our object
1RetroTrucks is available at https://drive.google.com/
open?id=1VxFG1jHBiep4R3i_MmvMfKWH11AEFFhu
interaction modeling. These methods are also evaluated on
popular anomaly detection datasets, i.e. UCSD Ped1, UCSD
Ped2, and ShanghaiTech, to show a comparison between
the performance of these methods on datasets with static
background and on RetroTrucks. We find that although one-
class classification is an interesting approach, it achieves
sub-optimal performance on all the datasets we experiment
with. On the other hand, reconstruction-based approaches
achieve decent performance on all the datasets, including
RetroTrucks. However, we will discuss some caveats of using
reconstruction-based loss for real-world anomaly detection.
A. One-Class Classification Approach
1) Implementation Details: We implement our one-class
classification approach (Sec. III-A) using the 3D CNN
architecture known as inflated 3D convnet proposed based
on Resnet-50 in [31], namely I3D. The input to I3D is of
dimensions 32× 224× 224× 3 and it outputs a feature map
of dimensions 4× 7× 7× 2048. We add an average pooling
layer followed by a linear layer to map the output to a Z-
dimensional feature vector as discussed in Sec. III-A. We
train the network using the Adam optimizer with a learning
rate of 10−4 and mini-batches of size 4. The rest of the
training procedure remain the same as in [13].
We also experiment with incorporating object interaction
modeling as described in Sec. III-C. Specifically, we use a
pre-trained RPN from [25]. We extract 25 object proposals
for each feature frame of the bottleneck representation. Using
RoIAlign followed by max pooling, we get the object features
of dimensions (4× 25)× 2048. These features are then fed
into a GCN which reasons for object interactions and outputs
features with dimensions (4× 25)× 2048. We apply average
pooling to get features with dimensions 1× 2048. Similarly,
we also apply average pooling on the output of I3D to get
features with dimensions 1× 2048. Both the above features
are then concatenated to get the combined representation. We
then use a linear layer to map the combined representation
to a Z-dimensional feature vector, which is fed into the one-
class SVDD objective explained in Sec. III-A. We denote
this approach as I3D+GCN.
2) Evaluation: The trained network is used to map 32-
frame clips to the RZ space, where Z = 128. This embedding
is then used to calculate the L2 distance from the center c. We
treat this distance as the anomaly score. We use the trained
network in a sliding-window fashion to get anomaly scores
for all 32-frame clips corresponding to each frame (16 from
each side). Following [10], we normalize the anomaly scores
for each video as below:
si =
ai −mini ai
maxi ai −mini ai , (7)
where ai is the anomaly score of the ith frame. We then use
the frame-wise AUC-ROC metric as an evaluation criterion.
3) Results: The results for one-class classification on
video anomaly detection are given in Tab. I. We note
that one-class classification gives sub-optimal performance
across all datasets. The I3D architecture trained with one-
class classification loss achieves 0.546, 0.543, and 0.536
AUC-ROC on UCSD Ped1, ShanghaiTech, and RetroTrucks
respectively. This may be because the method cannot learn
discriminative/representative features. Since, for one-class
classification, the objective is to learn common features of
variation across all videos in the training set. But, there is no
constraint for what the common features could be. However,
adding GCN gives a performance gain of 0.009, 0.053, and
0.011 on the three datasets respectively. This shows that the
object interaction modeling is useful for anomaly detection.
Method UCSD Ped1 ShanghaiTech RetroTrucks
I3D 0.546 0.543 0.536
I3D + GCN 0.555 0.596 0.547
TABLE I: AUC-ROC of one-class classification methods on
UCSD Ped1, ShanghaiTech, and RetroTrucks.
B. Reconstruction-Based Approach
1) Implementation Details: We adapt the 3D CNN in
[31], i.e. I3D, as an encoder and design a decoder with
a similar architecture. The encoder takes an input clip of
dimensions 32× 224× 224× 3 and produces the bottleneck
representation of dimensions 4 × 7 × 7 × 2048. All the
experiments are performed using a mini-batch size of 4 and
the Adam optimizer with a learning rate of 10−4.
We also incorporate object interaction modeling, and find
encouraging results in line with those seen for one-class
classification. As done in the previous section, we use RPN
and ROIAlign followed by GCN to reason for object-object
relationships. The GCN outputs features with dimensions
(4× 25)× 2048. We apply average pooling to get 1× 2048
features. Let these features be represented by f . We then use
two linear layers of 2048× 7 neurons each to get f1 = fW1
and f2 = fW2, each with dimensions 1 × 7 × 2048. We
then use outer product of f1 and f2 to get 1× 7× 7× 2048
features and then repeat 4 times (since there are 4 feature
frames in the bottleneck representation) to get 4×7×7×2048
features. The output from the outer product and the output
of the encoder are then concatenated to get the combined
representation, which is fed into the decoder to reconstruct
the input. We denote this approach as I3D+GCN.
2) Evaluation: We use the trained autoencoder to re-
construct 32-frame clips of a video in a sliding-window
fashion. We use the L2 distance between the input x and the
reconstruction xˆ as the anomaly score. We then normalize
the anomaly scores for each video as in Eq. 7 and similarly
use the frame-wise AUC-ROC as an evaluation criterion.
(a) (b)
(c) (d)
Fig. 5: Qualitative results of I3D+GCN from Tab. II. (a)
shows the predicted frame-wise anomaly scores. In (b) the
ego-car is moving normally. (c) and (d) show the ego-car’s
collisions with another vehicle. As is evident from (a) the
model outputs high anomaly scores for the two collisions.
However, it is unable to detect the skidding motion between
the two collisions. We show further analysis in Sec. V-D.
3) Results: The results of reconstruction-based methods are
summarized in Tab. II. The best result on RetroTrucks, 0.715
AUC-ROC, is achieved by I3D+GCN. However, adding GCN
for object interaction modeling only gives an improvement of
0.003 as opposed to an improvement of 0.011 in Sec. V-A. We
show an example of the qualitative performance of I3D+GCN
in Fig. 52. We also evaluate two state-of-the-art reconstruction-
based methods on our dataset, i.e. [17] and [18]. Both these
methods perform well on UCSD Peds2, with 0.954 and 0.941
AUC-ROC respectively. Similarly, on ShanghaiTech both
achieve 0.728 and 0.712 AUC-ROC respectively. However,
they give worse results on our dataset, 0.606 and 0.636 AUC-
ROC respectively. This shows that due to moving camera
and contextual anomalies RetroTrucks is more challenging
than the current anomaly detection datasets.
2Supplementary video is at: https://youtu.be/AplU3JC6bjA
Method UCSD Ped1 UCSD Ped2 ShanghaiTech RetroTrucks
N
on
-R
ec
. Unmasking [32] 0.684 0.822 - -
AMDN [33] 0.921 0.908 - -
FutureFrame [17] 0.831 0.954 0.728 0.606
R
ec
. MemAE [18] - 0.941 0.712 0.636
AbnormalGAN [34] 0.974 0.935 - -
AE-3D (MemAE) [18] - 0.921 0.701 0.640
I3D 0.732 0.700 0.689 0.712
I3D + GCN 0.740 0.693 0.694 0.715
TABLE II: AUC-ROC of different methods on UCSD Ped1, UCSD Ped2, ShanghaiTech, and RetroTrucks. ‘Rec.’ denotes
reconstruction-based methods, while ‘Non-Rec.’ represents all other methods which do not have a reconstruction-based loss.
Method AUC-ROC
I3D 0.712
I3D + GCN 0.715
I3D + Flow 0.699
I3D + Flow + GCN 0.696
TABLE III: Ablation of our methods on RetroTrucks.
C. Ablation Study
We also perform an ablation study to show the importance
of each component of our model. Specifically, we compare
the performance of the followings:
• I3D: This is the reconstruction-based model described
in Sec. III-B.
• I3D + GCN: We combine the I3D model with GCN as
presented in Sec. III-C.
• I3D + Flow: We concatenate RGB images with optical
flow in the channel dimension and train a joint autoen-
coder which simultaneously reconstructs RGB images
and optical flow.
• I3D + Flow + GCN: We add GCN on top of the I3D +
Flow model described above.
The results of the ablation study are summarized in
Tab. III. The results show that the autoencoder with I3D
achieves a decent performance of 0.712 AUC-ROC on
RetroTrucks. Further, we achieve a marginal improvement
of 0.003 by adding GCN for object interaction modeling.
We also experiment with optical flow, which is generally
helpful for other parallel tasks such as video recognition [6].
However, we find no performance improvement with optical
flow as I3D+Flow achieves a lower AUC-ROC of 0.699.
D. Discussion of Reconstruction-Based Methods
In this section, we summarize the results of reconstruction-
based methods and also discuss a few failure cases. We get
decent anomaly detection performance of 0.712 AUC-ROC
on RetroTrucks using an I3D-based autoencoder. However,
we could not replicate the good results of reconstruction-
based methods on other datasets including UCSD Ped2 and
ShanghaiTech. We also add optical flow as input along with
RGB frames but do not achieve any boost in performance.
However, we notice two caveats of using reconstruction-
based methods for anomaly detection. Firstly, the
reconstruction-based objective is not aligned with the evalua-
tion metric for anomaly detection, i.e. better reconstruction
(a) (b) (c)
Fig. 6: Effect of increasing bottleneck size for reconstruction-
based methods. (a) is the input image. (b) is the reconstruction
generated with bottleneck size of 4× 7× 7× 2048. (c) is the
reconstruction generated with bottleneck spatially doubled to
8× 14× 14× 2048.
(a)
(b) (c)
Fig. 7: Qualitative analysis of reconstruction-based methods.
(a) is the frame-wise anomaly scores. (b) shows a car colliding
with the ego-car. (c) shows a visual aberration, i.e. the camera
is occluded by the front wiper of the ego car. As shown in
(a), the model gives a higher anomaly score to (c) but a lower
anomaly score to (b).
performance does not translate to better anomaly detection
performance. As we can see in Tab. IV, the network having
bad reconstruction performance, i.e. I3D-A, has much better
anomaly detection performance on RetroTrucks. An example
of the reconstruction prowess of both networks can be
seen in Fig. 6. I3D-A has much better anomaly detection
performance but mediocre reconstruction performance. On
the other hand, I3D-B can reconstruct the input very well
but has significantly lower anomaly detection performance.
Secondly, reconstruction-based approaches can accurately
detect visual anomalies, i.e. artefacts which are absent/rare in
the training data, however, they fail on contextual anomalies.
One example of this behavior can be seen in Fig. 7, where
the model gives a higher anomaly score on the appearance
of a wiper than that of the actual collision in the clip.
Network AUC-ROC Rec. Error
I3D-A (Bad Rec.) 0.712 0.344
I3D-B (Good Rec.) 0.637 0.244
TABLE IV: Effect of improving reconstruction on
RetroTrucks. I3D-A is the same model as I3D from Tab. II
whereas I3D-B has bottleneck representation spatially doubled
to 8× 14× 14× 2048. ‘Rec.’ stands for reconstruction.
VI. CONCLUSION
We present a new challenging dataset of anomaly detection
in dashcam videos with a diverse set of accidents and road
scenes. We evaluate our new dataset with two data-driven ap-
proaches, i.e. one-class classification and reconstruction-based.
The experimental results show that although reconstruction-
based methods work well for datasets in which anomalous
examples are characterized by visual artefacts, they do not
perform as well on our dataset since the anomalies are
characterized by contextual information rather than visual
aberrations. Moreover, we also experiment with feature
representations for modelling object interactions and observe
improvement in the performance. Our future work will explore
more effective techniques for RGB images and optical flow
fusion, e.g. cross-channel fusion [35], or deep supervision, e.g.
object detection as an intermediate task [36], [37]. Another
direction for future work is to remove visual artefacts, e.g.
radial distortion [38], rolling shutter effect [39], and text [40],
from the input video before processing.
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