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Throughout literary history, the ability to travel in time has been a source of wonder and amusement. Why
this fascination with moving through time? One reason may be that people are especially attuned to the
concept of time travel because we each possess our own personal mental time machine: episodic memory.
Through episodic memory, we transport ourselves back in time to re-live experiences from our past. This
allows us to reflect on our own self-knowledge, effectively placing ourselves in context of our lives. This
dissertation investigates how our brains accomplish this highly sophisticated cognitive operation. Using a
laboratory model of episodic memory (free recall) and a particularly powerful neuroimaging tool (intracranial
EEG), I document the changes that occur in the brain as episodic memories are first formed and then later
retrieved. I find that the episodic memory system is best conceptualized as stage-wise process consisting of
distinct brain regions that activate at highly conserved times relative to memory formation/retrieval. These
discrete activations are used to construct a novel neurological model of episodic memory, the Neurological
Stages of Episodic Retrieval and Formation (N-SERF) model. Future work should be aimed at verifying the
hypotheses put forward by the N-SERF model, we well as relating the N-SERF model to prominent
computational models of episodic memory.
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ABSTRACT
SPATIOTEMPORAL DYNAMICS OF NEURAL ACTIVITY DURING HUMAN
EPISODIC MEMORY ENCODING AND RETRIEVAL
John F. Burke
Michael Kahana, Ph.D.
Throughout literary history, the ability to travel in time has been a source of won-
der and amusement. Why this fascination with moving through time? One reason
may be that people are especially attuned to the concept of time travel because we
each possess our own personal mental time machine: episodic memory. Through
episodic memory, we transport ourselves back in time to re-live experiences from
our past. This allows us to reflect on our own self-knowledge, e↵ectively placing
ourselves in context of our lives. This dissertation investigates how our brains ac-
complish this highly sophisticated cognitive operation. Using a laboratory model
of episodicmemory (free recall) and a particularly powerful neuroimaging tool (in-
tracranial EEG), I document the changes that occur in the brain as episodic memo-
ries are first formed and then later retrieved. I find that the episodicmemory system
is best conceptualized as stage-wise process consisting of distinct brain regions that
activate at highly conserved times relative to memory formation/retrieval. These
discrete activations are used to construct a novel neurological model of episodic
memory, the Neurological Stages of Episodic Retrieval and Formation (N-SERF)
model. Future work should be aimed at verifying the hypotheses put forward by
the N-SERF model, we well as relating the N-SERF model to prominent computa-
tional models of episodic memory.
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Chapter 1
Introduction
In the 1913 novel “In Search of Lost Time”, Marcel Proust describes a memorable
scene that is often simply referred to as the Episode of the Madelaine (Proust, 1913).
The Madeleine refers to a small cake that is characteristic to a particular region
of France (Figure 1.1A). The protagonist in the scene, upon tasting a Madeleine
cake for the for the first time in many years, is overcome with a sudden change
in his thoughts, emotions, and overall internal mental state. Initially, he struggles
to define the change that has occurred. Given that nothing peculiar has happened
in the environment around him, he reasons that this powerful force must have
originated from inside of his head. But where? And, how? Soon, and with
conscious mental e↵ort, he is able to identify what change has overcome him: he
has retrieved an episodic memory.
In this case, upon tasting the Madeleine, the protagonist was transported back
to his youth, when his Aunt used to serve him the small cake at her kitchen
table. In the novel, the entire childhood experience was immediately re-lived: the
protagonist was able to remember details about the smells of the kitchen, the sights
and sounds of the local scenery, and his own emotional state from that past time.
1
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Figure 1.1: Early descriptors of episodic memory. A: The Madeleine cake that was the inspiration
for Proust’s famous episode. B: Endel Tulving, the first to formalize the concept of episodicmemory
in a scientific framework.
Indeed, given the correct cue (the Madeline cake) and conscious mental e↵ort, he
was able to travel back in time to re-experience a personal episode
Five decades later, episodic memory was formally described by Endel Tulving
(Tulving, 1972) (Figure 1.1B). In his view, episodic memory involved remembering
personal experiences as opposed to rote facts. Tulving noted that episodic mem-
ory is accompanied by a feeling of “mental time travel” (Tulving, 1983). Once
formalized in this manner, it is trivial to recognize the episode of the Madeleine as
particularly salient example of the retrieval of an episodic memory. Indeed, every
person has similar examples from his or her own life—such memories form the
building blocks of our own personal history.
As a novelist, Proust used the episode of the Madeleine as a literary tool in
order to construct a work of fiction. If Proust were a scientist, however, he likely
would have followed up on his insight with more rigorous investigation. In par-
ticular, the key question that Proust, and many memory researchers, have raised
is, what changes occur in the brain during the formation and retrieval of episodic
memories? Indeed, the ability to mentally travel back in time and vividly re-live
certain experiences is a remarkable behavior, and it is natural to wonder how our
brains are able to support such a sophisticated mental operation. Beyond scien-
2
tific intrigue, understanding the neural substrate of episodic memory will also
help us more adequately treat pathological processes that disproportionately af-
fect episodic memory, most notably Alzheimer’s disease and the cognitive decline
that accompanies aging, which carry an enormous social cost (Hurd, Martorell,
Delavande, Mullen, & Langa, 2013).
This dissertation is driven by a desire to more completely understand how
the brain supports episodic memory formation and retrieval. In e↵ect, we can
imagine ourselves as Proust the scientist. Instead of writing a novel, we will
instead attempt to follow an episodic memory through the brain, from its initial
formation until its ultimate retrieval. In order to accomplish this, we will need two
laboratory tools. First, we need a method to simulate episodic memory formation
and retrieval in a shortened amount of time, so we can observe both processes in
the research setting. Second, we need a way to assay brain activity. Each of these
important methodological considerations are briefly summarized in the following
two sections.
1.1 Episodic memory in the laboratory: Free recall
It may seem di cult to recapitulate the formation and subsequent retrieval of
episodic memories in the laboratory setting. How is it possible to induce people
to engage in mental time travel? And, more importantly, how could one reliably
determine if such mental time travel actually took place?
Fortunately, free recall is a memory task that addresses both of these questions
and is easily implemented in the research setting. During free recall (Figure 1.2A),
a person is shown a list of items during the encoding period and is subsequently
asked to freely recall as many items as possible in any order during the recall
3
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Figure 1.2: Free recall task. A: In the delayed free recall task, participants are given a list of words,
and are then asked to retrieve/vocalize thewords in themost recent list. B: Example behavioral data
from one participant across four sessions of delayed free recall. A trial beganwith an orientation cue
(green squares); a list of words was then presented, one after the other (red and blue circles during
encoding). After a 20 sec distraction task, the patient was asked (black star) to recall as many words
as possible from the list in any order. Words recalled from the most recent list were considered
correct retrievals (red circles). Recalled words that were not on the most recent list were intrusions,
which were either presented to the patient in a previous list (prior-list intrusions; yellow-circles) or
not presented to the patient at all (extra-list intrusions; gray-circles). C: Given a word from a certain
list position was retrieved, the probability (y-axis) that the next retrieval was from a word from a
nearby list position (lag; x-axis). Errorbars represent ±1 SEM across 98 patients.
period. During a typical test, a person may be shown 10 or more such lists in
one sitting, allowing the experimenter to collect a su cient amount of data to
thoroughly investigate the person’s memory performance (Figure 1.2B).
Free recall is only one method used to test memory; researchers investigate
the memory system using a variety of tests including judgements of frequency (of
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which recognition memory is a special case), cued recall, autobiographical recall,
etc. However, free recall is a particularly powerful method to study episodic mem-
ory because the recall portion is unconstrained, placing an emphasis on internal
memory search (Kahana, 2012). Specifically, by carefully studying how partici-
pants transition from one retrieval to the next, it is possible to infer how a person
is searching through their memory (Polyn, Norman, & Kahana, 2009). Using this
technique, it has been shown that participants tend to search theirmemory based on
how close in time that items were presented during encoding. This finding, termed
the law of contiguity (Kahana, 1996), suggests that participants jump backward in
time (after retrieving an item) to the time period when the itemwas first presented.
Once the participant has mentally travelled back in time in this manner, they are
then more likely to recall words that were presented surrounding the original item
(Figure 1.2C).
The law of contiguity suggests that during free recall participants form episodic
memories during the encodingperiod and retrieve these samememories during the
recall period. Thus, the task is a microcosm of the episodic memory system that we
use in our daily lives. Importantly, free recall allows the entire span of an episodic
memory to be observed in the laboratory setting. If there were a way to assay
brain activity during a free recall test, it would then be possible to achieve our goal
of observing the neural changes that occur as episodic memories are formed and
retrieved. In the next section, I describe how intracranial electroencephalography
can be used in precisely this manner.
5
1.2 Assaying brain activity: intracranial EEG
There are many methods to assay brain activity during a cognitive task. One of the
earliest methods, scalp electroencephalography (EEG), involved placing an elec-
trode on the surface of the skull, and recording the voltage di↵erence between that
electrode and a neutral reference electrode. Indeed, the first electrophysiological
correlate of human behavior was found using this method (H. Berger, 1929). Later
studies similarly recorded scalp EEG during other behaviors, such as memory
tasks. These studies examined the amplitude/potential of the recorded EEG signals
during the encoding of items, and compared the EEG amplitudes recorded during
items that were later recalled versus later not recalled (Sanquist, Rohrbaugh, Syn-
dulko, & Lindsley, 1980)1. Based on these “event related potentials” (ERP), these
studies could thus infer which areas of the brain were, in general, active during
the formation of a memory. A similar method was used to investigate which ar-
eas were active during episodic memory retrieval (Rugg & Wilding, 2000; Curran,
2000; M. D. Rugg & Curran, 2007).
Orthogonal to the aforementioned studies of episodic memory, scalp EEG has
been used in the clinical setting to diagnose epilepsy for many decades (Engel Jr
& Pedley, 2008). Epilepsy is a disease characterized by periodic and uncontrolled
seizure activity that a↵ects over three million people in the United States2. In
roughly one in four cases of epilepsy, traditional pharmacological interventions
fail to control or stop seizures from occurring, and such patients are candidates
for a procedure in which an area of the brain is surgically removed (J. J. Engel,
2001). Ideally, the resected brain area is responsible for seizure generation and
1This analysis was referred to as the di↵erence in memory (Dm) e↵ect and, later, as the subse-
quent memory (SM) e↵ect (Paller & Wagner, 2002). SM analyses are the most common method to
investigate episodic memory formation.
2http://www.epilepsyfoundation.org/
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supports no other cognitive function. This theoretical brain area is referred to
as the epileptogenic zone (Lu¨ders, Najm, Nair, Widdess-Walsh, & Bingman, 2006).
Even though the epileptogenic zone may only be partially realized in a patient’s
brain, if the resected tissue su ciently approaches the idealized epileptogenic zone,
surgical intervention may be curative. Thus, a large emphasis is placed on finding
the putative epileptogenic zone for every given patient. In order to accomplish
this, scalp EEG is recorded continuously for many days in order to capture the
onset of a seizure. If the seizure can be localized with a high degree of accuracy
using scalp EEG, then the patient proceeds to surgery.
Although the clinicians and memory researchers that make use of scalp EEG
rarely interact, they are both equally a↵ected by the laws of physics. In particu-
lar, recording a radiating electrical source through a non-conductive medium (the
skull), severely limits the spatial resolution of scalp EEG (Nunez & Srinivasan,
2006). For memory researchers, the poor spatial resolution of scalp EEG is usually
the end of the story—to investigate the neural substrate of memory with higher
spatial resolution, researchers turn tomodalities other than EEG, such as functional
magnetic resonance imaging (fMRI). Limited spatial resolution a↵ects clinicians as
well; specifically, scalp EEG fails to localize the epileptogenic zone in roughly 25%
of patients who are candidates for epilepsy surgery (Sperling, 1993). However,
clinicians, unlike memory researchers, must find the anatomical origin of the puta-
tive epileptogenic zone, which cannot be accomplished using fMRI due to limited
temporal resolution. Thus, the only option for these patients is to place electrodes
intracranially, beneath the skull. Such electrodes record intracranial EEG (iEEG),
which is often referred to as electrocorticography (ECoG)3. iEEG records electrical
3The term ECoG (pronounced /ee-kag/) is often used to refer to intracranially recorded EEG.
However, technically, ECoG refers exclusively to electrophysiological activity recorded on the cor-
tex; hippocampal depth electrodes that record from archicortex should be referred to as electrolim-
7
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Figure 1.3: Intracranial electroencephalography. A: Patients with pharmacologically resistant
epilepsy undergo a neurosurgical procedure in which in which subdural electrodes are placed
in order to map the region of the brain responsible for seizure generation. A, S, I, and P refer
to the anterior, superior, inferior, and posterior directions. B: After implantation, electrodes are
localized using post operative CT’s (left panel) and MRI’s (right panel). Electrodes can either be
placed on the surface of the brain in strip/grid configurations (left panel) or inserted deep into the
brain parenchyma, in order to sample activity from medial structures (right panel). C: Heat map
corresponding to number of patients with electrodeswithin 12.5mmof each point of a standardized
brain.
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activity without the typical signal loss through the skull, and thus has spatial res-
olution on par with functional imaging studies. Critically, iEEG also maintains the
very high temporal resolution of scalp EEG. Thus, iEEG maximizes neural infor-
mation on a spatiotemporal scale, and is a very powerful tool to assay brain activity
(A. K. Engel, Moll, Fried, & Ojemann, 2005; Jacobs & Kahana, 2010).
The typical procedure during intracranial monitoring for seizure localization
(also referred to asphase IImonitoring) is that the surgeonplaces electrodes beneath
the patient’s duramater (Figure 1.3A). The patient is then allowed to rest overnight,
after which the required post-operative imaging is obtained (Figure 1.3B), and the
patient is then “hooked-up” to the clinical amplifier and iEEG is recorded. iEEG
is recorded continuously for a period ranging from 3 days to 2 months. During
this time, the patient often sits idly on the epilepsy monitoring unit, watching
television, reading books, receiving visitors, etc. As soon as the physicians feel
that they have recorded a su cient number of seizures to properly localize the
epileptogenic region, the patient proceeds to surgery.
iEEG has the potential to aid both memory researchers and epileptologists
alike. However, whereas epileptologist have leveraged iEEG for many decades
for seizure localization (Crandall, Walter, & Rand, 1963), memory researchers have
only recently begun to realize the power of iEEG to localize memory phenomenon
(Fernandez et al., 1999; Fell et al., 2001; Sederberg, Kahana, Howard, Donner, &
Madsen, 2003). More specifically, as patients with intracranial electrodes wait for
seizures to occur, they may participate in research oriented, cognitive testing. In
this way, iEEG can be safely and ethically recorded during memory tasks (Jacobs &
Kahana, 2010). In this study, we take this approach and ask patients to perform 10-
bography (ELoG) or electroarchicorticography (EACoG). Because these terms have no meaning in
the scientific community, I will use the more general iEEG in this text.
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16 lists of a free recall task (Figure 1.2B). As mentioned previously, this task allows
the episodic memory system to be observed in the laboratory setting. Therefore, by
recording iEEG from epilepsy patients during free recall, it is possible to observe,
with unmatched spatiotemporal resolution, the neural changes that occur during
the formation and retrieval of episodic memories. In addition, because we have
collected data from a large number of patients (Figure 1.3C), we can assess the
activity in many di↵erent brain regions.
1.3 Overview
In summary, episodic memory is not simply an academic concept. It represents the
uniquely human ability to re-live previous experiences, and has been documented
by artists, scholars, and philosophers long before it was scientifically formalized.
Episodic memory forms the building blocks of self-knowledge and consciousness
of our own personal history (Tulving, 2002). It is often characterized by “mental
time travel” and can be reproduced in the laboratory setting using tests of memory,
particularly a free recall test. Uncovering the the neurological underpinnings of
episodic memory is the first step toward (1) developing better therapies to treat the
pathological decline of episodicmemory and (2) sparing episodicmemory function
when planning neurosurgical procedures. One way to investigate the neural basis
of episodicmemory is to record iEEG fromepileptic patients performing a free recall
task. iEEG maximizes spatiotemporal information in human neural recordings,
and can be used to trace an episodic memory in the brain from its formation until
its ultimate retrieval.
Taking this approach, I have characterized the neurological substrate of episodic
memory encoding and retrieval. In this dissertation, I synthesize these findings and
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propose amodel of episodicmemory based on the spatially and temporally discrete
activations that occur during encoding and retrieval. This model, the Neurological
Stages of Episodic Retrieval and Formation (N-SERF) model, suggests that these
activation patterns represent a dynamic superposition of functional networks that
collectively give rise to episodic memory. In the following chapters, I present three
papers in support of this model, and synthesize these findings in the final chapter
of the dissertation.
Chapter 2 presents a paper that examines the nature of the information that can
be extracted from intracranial EEG data. Traditionally, scalp studies focused less
on the localization of the brain regions responsible for episodic memory, and in-
stead isolated particular oscillatory frequency bands that co-varied with particular
mnemonic states (Nyhus & Curran, 2010). Indeed, entire theories regarding the
neural mechanism of episodic memory are centered on the fact that oscillations in
EEG co-vary with a variety of memory phenomenon (Fries, 2009; Du¨zel, Penny, &
Burgess, 2010; Fell & Axmacher, 2011). However, more recent work has suggested
that EEG activity, especially in the high-frequency band, represents asynchronous,
non-oscillatory changes (Miller, Sorensen, Ojemann, den Nijs, & Sporns, 2009).
Because these two signals have vastly di↵erent implications about the types of
information that can be extracted from EEG, this first chapter is devoted to deter-
mining which of these processes, oscillatory vs. non-oscillatory, predominates in
iEEG data during memory formation.
Chapter 3 is a direct follow-up of the work from the previous chapter. Namely,
the conclusion from the work in Chapter 2 is that non-oscillatory activity largely
shapes the power spectrum during memory formation. This conclusion implies
spectral activations in iEEG are most usefully interpreted through an activation
framework, and not an oscillatory framework. As such, the information in iEEG
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about memory formation is encoded by the time and location of spectral activity,
and not the existence of spectral activity. This is the approach taken in this chapter.
In Chapter 4, I use a similar strategy to understand the spatiotemporal pattern
of activations that constitute episodic retrieval. In particular, I find that retrieval
can be understood through a series of three electrophysiologically distinct stages
relative to the onset of recall, and each stage has a unique spatiotemporal (and
spectral) fingerprint. I relate each of these three stages to a prominent psychological
framework of episodic memory, which o↵ers standardized concepts and novel
insight into the electrophysiological correlates of retrieval.
Finally, in Chapter 6, I synthesize these findings by presenting the N-SERF
model. In addition, I discuss the electrophysiological meaning of these spectral
activations. I also summarize two specific future directions: brain computer inter-
face technology for real-time experimental design and electrical stimulation studies
yolked to memory testing. I have already implemented these methodologies, and
preliminary results are briefly presented and discussed.
12
Chapter 2
Synchronous and asynchronous theta
and gamma activity during episodic
memory formation
John F. Burke, Kareem A. Zaghloul, Joshua Jacobs, Ryan B. Williams,
Michael R. Sperling, Ashwini D. Sharan, and Michael J. Kahana (2013).
The Journal Neuroscience, 33(1), 292–304.
2.1 Abstract
To test the hypothesis that neural oscillations synchronize to mediate memory en-
coding, we analyzed electrocorticographic (ECoG) recordings taken as 68 human
neurosurgical patients studied and subsequently recalled lists of common words.
To the extent that changes in spectral power reflect synchronous oscillations, we
would expect those power changes to be accompanied by increases in phase syn-
chrony between the region of interest and neighboring brain areas. Contrary to the
hypothesized role of synchronous gamma oscillations in memory formation, we
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found that many key regions that showed power increases during successful mem-
ory encoding also exhibited decreases in global synchrony. Similarly, cortical theta
activity that decreases during memory encoding exhibits both increased and de-
creased global synchrony depending on region and stage of encoding. We suggest
that network synchrony analyses, as used here, can help to distinguish between
twomajor types of spectral modulations: 1) those that reflect synchronous engage-
ment of regional neurons with neighboring brain areas and 2) those that reflect
either asynchronous modulations of neural activity or local synchrony accompa-
nied by global disengagement from neighboring regions. We show that these two
kinds of spectralmodulations havedistinct spatiotemporal profiles duringmemory
encoding.
2.2 Introduction
Studies examining the electrophysiological correlates of memory encoding have
demonstrated power fluctuations in theta (3–8Hz) and gamma (> 40Hz) frequency
bands that reliably co-varywith episodicmemory formation (Kahana, 2006; Nyhus
& Curran, 2010). One interpretation of these changes in spectral power is that
they reflect oscillatory activity that mediates memory formation through phase
synchronization (Axmacher, Mormann, Ferna`ndez, Elger, & Fell, 2006; Jensen,
Kaiser, & Lachaux, 2007; Jutras & Bu↵alo, 2010; Fell & Axmacher, 2011).
Despite experimental support in humans (Weiss & Rappelsberger, 2000; Fell
et al., 2001; Summerfield & Mangels, 2005), the interpretation that episodic mem-
ory formation is mediated through phase synchronization is complicated by two
observations. First, although localized increases in theta activity have been demon-
strated in the temporal cortex and hippocampus (Klimesch, Doppelmayr, Russeg-
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ger, & Pachinger, 1996; Mo¨lle, Marshall, Fehm, & Born, 2002; Sederberg et al.,
2003; Hanslmayr et al., 2011; Lega, Jacobs, & Kahana, 2011), memory encoding is
also associated with an extensive decrease in theta power (?, ?; Guderian, Schott,
Richardson-Klavehn, & Duzel, 2009). Second, the observed increases in gamma
power during successful memory encoding occur across a wide range of frequen-
cies extending from 30 to 100 Hz (Sederberg et al., 2007b). Such broadband activity
is inconsistent with a mechanism that relies on precise narrow-band phase syn-
chronization (Ray & Maunsell, 2010). An alternative hypothesis that has gained
traction outside of the memory literature is that the observed increases in gamma
activity often reflect an arrhythmic and intrinsically asynchronous process (Miller,
Zanos, Fetz, den Nijs, & Ojemann, 2009; Manning, Jacobs, Fried, & Kahana, 2009;
Ray & Maunsell, 2011).
To disentangle whether the observed changes in spectral power reflect oscil-
latory or asynchronous activity, it is necessary to directly measure phase syn-
chrony during successful versus unsuccessful memory encoding. In particular, if
oscillations serve to bind a spatially distributed memory representation, overall
synchrony should increase. Conversely, if asynchronous activity dominates the
changes in spectral power, synchrony will likely decrease. Previous studies ex-
amining theta and gamma functional connectivity during memory formation have
limited the search for phase synchrony to specific anatomical circuits hypothesized
to participate in memory encoding (Fell et al., 2001). Power fluctuations dur-
ing memory formation, however, appear across widespread cortical and subcor-
tical regions. Determining whether these spatially distributed power fluctuations
represent synchronous oscillatory activity requires the implementation of analy-
sis techniques specifically designed to aggregate large-scale network connections
(Varela, Lachaux, Rodriguez, & Martinerie, 2001; Bullmore & Sporns, 2009; Siegel,
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Donner, & Engel, 2012).
Here, we use recordings from intracranial electrodes implanted in 68 partici-
pants engaging in a free-recall task to simultaneously investigate changes in spec-
tral power and phase during successful and unsuccessful memory encoding. We
use a region-of-interest approach and a graph-theoretic metric of phase synchrony
to localize both oscillatory and asynchronous activity in order to interpret the ob-
served changes in spectral power. We find specific time intervals and anatomical
locations that exhibit changes in both theta and gamma synchrony during mem-
ory formation. By separating phase-synchronous oscillations from asynchronous
changes, our results help clarify the role of rhythmic neural activity in the memory
system.
2.3 Methods
2.3.1 Participants
76 participants with medication-resistant epilepsy underwent a surgical procedure
in which platinum recording contacts were implanted subdurally on the cortical
surface as well as deep within the brain parenchyma. In each case, the clinical
team determined the placement of the contacts so as to best localize epilepto-
genic regions. Data were collected at four di↵erent hospitals: Boston Children’s
Hospital (Boston, MA), Hospital of the University of Pennsylvania (Philadelphia,
PA), Freiburg University Hospital (Freiburg, Germany), and Thomas Je↵ersonUni-
versity Hospitals (Philadelphia, PA). Our research protocol was approved by the
institutional review board at each hospital and informed consent was obtained
from the participants and their guardians. We restricted our analysis to include
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only those patients who were left-hemispheric language dominant, as assessed by
either the patients’ handedness, a clinically administered intracarotid injection of
sodium amobarbital (Wada test), or functional MRI using a verb generation task
(Thomas Je↵erson University Hospitals). Our final participant pool consisted of 68
patients (27 female; green rows; Table 2.1).
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Hosp ID Sex Age FSIQ #Sess LL #Items %Rec %PLI %ELI #BPE Lang Domin
BW
1 F 33 — 1 20 300 18.3 8.7 4.0 71 Left
2 F 51 — 1 20 300 22.0 2.7 0.3 35 Left
3 M 32 — 3 15 585 36.2 1.0 1.2 28 Left
4 M 40 — 2 15 285 28.8 12.6 10.5 116 Left
5 M 44 — 2 15 300 19.3 3.7 6.7 14 Left
6 M 26 — 2 15 300 25.3 3.0 2.0 96 Left
CH
1 F 13 — 1 20 240 24.6 0.8 0.4 88 Left
2 F 12 — 1 20 300 13.0 0.0 0.7 163 Left
3 M 15 — 3 20 600 15.0 1.7 1.7 184 Right
4 M 17 — 3 20 900 19.8 2.4 2.4 88 Left
5 M 15 — 1 20 300 28.7 2.0 1.0 200 Left
6 M 11 — 2 20 600 17.3 0.3 0.5 171 Right
7 F 14 — 1 20 300 34.7 2.3 1.7 95 Left
8 F 8 — 2 20 600 26.5 2.8 1.8 99 Left
9 M 17 — 1 20 280 10.7 3.2 4.3 105 Left
10 F 20 — 2 15 360 31.7 2.5 1.1 184 Left
11 M 14 — 3 15 450 20.9 2.9 4.0 128 Left
12 F 19 — 2 15 255 18.4 3.1 1.2 172 Left
13 M 16 — 1 15 240 31.7 1.7 0.4 232 Left
14 M 12 — 2 15 300 17.3 3.0 9.3 116 Right
15 M 13 — 4 15 600 33.3 0.5 0.5 103 Left
FR
1 M 33 — 1 20 180 23.9 0.0 0.0 108 Left
2 M 25 — 1 20 180 25.0 0.6 1.1 131 Left
3 M 31 95 1 20 180 13.3 2.2 0.0 72 Left
4 F 41 93 1 20 140 16.4 8.6 2.1 110 Left
5 F 34 — 1 20 140 27.1 3.6 2.1 42 Left
6 F 45 — 1 20 160 16.9 12.5 1.9 152 Left
7 F 46 85 1 20 300 16.7 2.0 2.3 20 Left
8 M 20 86 1 20 300 14.0 2.0 0.7 124 Left
9 F 53 104 1 20 300 16.3 7.0 7.0 44 Left
10 M 50 112 2 20 600 19.3 6.0 2.5 90 Left
11 M 28 86 1 20 300 12.3 0.3 0.3 171 Left
12 F 30 112 1 20 300 22.3 3.3 0.7 67 Right
13 F 37 90 1 15 300 21.7 24.3 14.0 39 Left
14 M 18 124 1 15 300 40.3 4.0 4.3 34 Left
15 M 23 97 4 15 1050 34.5 4.0 2.9 77 Left
16 M 21 94 1 15 150 32.7 6.7 2.0 144 Left
17 F 28 81 1 15 150 24.0 2.7 4.0 86 Right
18 F 35 100 2 15 300 18.0 2.0 2.0 181 Left
19 F 37 107 4 15 525 30.7 5.5 5.3 69 Left
20 M 19 98 2 15 450 35.1 3.6 1.8 96 Left
21 F 41 92 1 15 225 8.4 1.8 1.3 44 Left
22 F 21 82 1 15 225 22.2 1.3 1.8 112 Left
23 F 43 130 1 15 225 10.2 4.9 4.0 65 Left
24 M 19 104 2 15 375 32.0 1.3 1.6 44 Left
25 M 21 104 5 15 915 51.7 1.0 1.9 59 Left
26 F 35 104 1 15 225 19.6 7.1 7.6 87 Left
27 M 25 112 2 15 450 32.2 0.7 0.4 134 Left
28 M 47 112 1 15 225 26.2 5.8 6.7 88 Right
29 F 41 112 1 15 150 28.7 2.0 0.0 92 Left
TJ
1 M 25 100 3 15 720 32.2 0.8 0.1 60 Left
2 F 40 93 4 15 960 17.1 4.4 5.7 88 Left
3 M 39 100 1 15 240 22.1 3.3 8.3 43 Right
4 F 34 105 7 15 1680 22.0 5.4 1.5 81 Left
3 15 630 22.7 1.9 1.1 95
5 M 44 111 1 15 195 15.9 3.6 3.1 110 Left
6 M 43 113 4 15 960 24.2 6.9 3.5 68 Left
7 M 21 89 3 15 720 20.1 3.3 7.6 129 Left
8 M 56 116 3 15 720 16.7 11.0 8.6 43 Left
9 F 57 88 2 15 420 10.0 3.6 9.0 81 Left
10 M 20 105 1 15 240 24.6 2.1 4.2 139 Left
1 15 240 28.3 0.4 0.8 50
1 15 150 26.7 1.3 1.3 139
Table 1 continued next page
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Hosp ID Sex Age FSIQ #Sess LL #Items %Rec %PLI %ELI #BPE Lang Domin
TJ
11 M 41 97 2 15 480 20.8 3.8 1.2 84 Left
12 F 34 68 4 15 765 26.7 3.8 1.8 95 Left
13 F 52 106 1 15 240 36.7 0.8 1.2 95 Left
14 M 44 112 3 15 720 45.0 6.0 4.9 92 Left
15 M 33 123 4 15 960 32.0 2.0 1.7 105 Left
16 F 23 100 4 15 435 29.2 2.3 1.1 109 Left
17 F 48 88 2 15 480 35.0 5.2 1.9 84 Left
18 M 33 96 3 15 720 37.6 1.7 0.8 46 Left
19 M 45 106 4 15 960 22.6 2.7 3.8 85 Left
20 M 23 126 4 15 855 37.2 0.7 4.3 78 Left
21 M 53 87 2 15 450 12.2 8.4 8.4 102 Left
22 M 53 74 2 15 480 18.1 5.4 7.3 83 Left
23 M 29 120 2 15 480 48.3 0.8 3.3 63 Left
24 M 35 89 3 15 720 22.8 10.1 16.9 90 Left
25 F 48 75 3 15 450 20.4 2.0 2.9 133 Left
2 15 480 15.6 4.0 2.7 130
26 F 20 115 8 15 1740 43.7 0.6 0.7 126 Left
27 M 35 91 1 15 242 11.2 5.0 13.6 118 Right
1 15 240 17.9 5.4 5.0 87
28 M 20 75 4 15 960 32.4 1.7 0.5 140 Left
5 15 1200 29.6 2.9 1.2 63
29 F 52 97 3 15 315 25.7 15.9 29.5 47 Left
30 F 26 97 3 15 570 24.7 1.2 1.2 44 Left
31 F 20 79 2 15 480 29.8 3.5 1.9 74 Left
32 M 31 80 2 15 480 16.9 2.7 3.1 76 Right
UP
1 M 38 — 4 15 600 22.5 6.7 8.7 69 Left
2 M 30 — 2 15 300 18.0 7.3 7.3 72 Left
3 M 43 — 3 15 270 11.5 2.2 14.4 97 Left
4 M 36 77 4 15 600 11.7 14.0 13.3 75 Left
5 M 25 — 4 15 600 22.5 0.2 0.3 53 Left
6 F 18 76 3 15 450 23.1 1.1 0.9 64 Left
7 F 27 — 2 15 480 21.7 7.3 5.8 40 Left
8 F 55 — 2 15 480 16.9 11.7 6.0 69 Right
9 M 18 — 3 15 720 35.1 1.0 0.6 86 Left
10 F 38 77 1 15 240 20.0 1.2 30.4 114 Left
11 M 40 109 4 15 960 31.7 1.1 1.2 47 Left
12 M 27 112 2 15 480 28.1 5.2 16.2 68 Left
13 M 20 92 3 15 600 22.2 2.0 4.2 130 Right
14 M 37 95 3 15 720 25.1 2.6 6.0 123 Left
15 F 30 79 3 15 720 20.7 0.8 0.6 58 Right
16 M 40 104 1 15 240 12.9 12.5 7.1 46 Left
Table 2.1: Patients included in all studies. For each patient, the tables lists the hospital (Hosp),
identification number (ID), Sex, Age, number of free recall sessions (# Sess), the number of items
in each list (List Length; LL), the total number of items seen (# Items), the percentage of correctly
recalled items (% Rec), the percentage of items that were recalled from previous lists (error type 1;
prior-list intrusions;%PLI), the percentage of items thatwere recalled and not previously presented
(error type 2; extra-list intrusions;%ELI), the number of bipolar electrodes in eachpatient’smontage
(bipolar electrodes; # BPE), and the presumed language dominance of each patient (see methods;
Lang Domin). BW: Brigham & Women’s Hospital CH: Children’s Hospital Boston) FR: Freiburg
University Hospital TJ: Thomas Je↵erson University Hospital UP: Hospital of the University of
Pennsylvania
Free-recall task
Each patient participated in a delayed free-recall task (Figure 1.2A). In each trial of
this task, participants are instructed to study a list of words and are then asked to
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freely recall as many words as possible. Lists were composed of either 15 (54/68
patients) or 20 common nouns, chosen at random and without replacement from a
pool of high-frequencynouns (http://memory.psych.upenn.edu/WordPools). Words
were presented sequentially and appeared in capital letters at the center of the
screen. Each word remained on the screen for 1600 ms, followed by a randomly
jittered 800–1200 ms blank inter-stimulus interval (ISI). The random duration of
the ISI served to decorrelate the physiological responses from successive word
presentations.
Following the final word in each list, participants were given a distraction task
designed to attenuate any advantage in recalling the most recently studied items
(Kahana, 2012). The distraction taskwas a series of arithmetic problems of the form
A+B+C = ??, where A, B, and Cwere randomly chosen integers ranging from 1 to
9. The distraction interval lasted at least 20 seconds, but patients were allowed to
complete any problem that they started, resulting in a variable distraction interval
(average duration was 22.7 seconds).
Following the distraction period, participants were given 45 seconds to recall
as many words as possible from the list in any order. Vocalizations were digi-
tally recorded and subsequently manually scored for analysis. Words that were
presented during the encoding period and successfully retrieved during the recall
period were considered successfully encoded (e.g., the words CAR, FENCE, and
PEN in Figure 1.2A). Likewise, words that were not retrieved during the recall
period are considered unsuccessfully encoded (e.g., the words FLAME and PASTE
in Figure 1.2A).
20
ECoG recordings
Data from our 68 patient database were collected over a 13-year period in collab-
oration with 4 di↵erent hospitals. Whereas each hospital used the same general
implantation procedures and data-acquisition techniques, our analysis had to ac-
count for technical details that varied by institution. Electrocorticography (ECoG)
data were recorded using a Bio-Logic, DeltaMed (Natus), Nicolet, Grass Telefactor,
or Nihon-Khoden EEG system. Depending on the amplifier and the discretion of
the clinical team, the signals were sampled at 256, 400, 500, 512, 1000, 1024, or 2000
Hz. Signalswere referenced to a common contact placed either intra-cranially or on
the scalp or mastoid process. All recorded traces were re-sampled at 256 Hz, and a
fourth order 2 Hz stopband butterworth notch filter was applied at either 60 Hz or
50 Hz to eliminate electrical line noise. The experimental laptop sent ±5 V analog
pulses, via an optical isolator, into a pair of open lines on the clinical recording
system to synchronize the electrophysiological recordings with behavioral events.
We collected electrophysiological data from surgically implanted subdural and
depth recording intracranial contacts. Subdural contactswere arranged inbothgrid
and strip configurations with an inter-contact spacing of 10 mm. Depth contacts
(6-8 linearly arranged contacts spaced 8 mm apart) were placed in 46/68 patients;
all depth contacts were placed in the medial temporal lobe except for one patient
whose depths were placed in the superior temporal gyrus near auditory cortex
(TJ-17; see Table 2.1). Contact localization was accomplished by co-registering
the post-op CTs with the post-op MRIs using FSL Brain Extraction Tool (BET)
and FLIRT software packages. Pre-op MRI’s were used when post-op MR images
were not available. The resulting contact locations were mapped to both MNI
and Talairach space using an indirect stereotactic technique and OsiriX Imaging
Software DICOM viewer package (Figure 1B). Details regarding each patient’s
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montage and behavioral performance can be found in Table 2.1.
Two concerns when analyzing bi-variate interactions between closely spaced
intracranial contacts are volume conduction and confounding interactions with
the reference line. We use bipolar referencing to eliminate such confounds when
analyzing the neural signal (Nunez & Srinivasan, 2006). We defined the bipolar
montage in our dataset based on the geometry of ECoG electrode arrangements.
For every grid, strip and depth probe, we isolated all pairs of contacts that were
positioned immediately adjacent to one another; bipolar signals were then found
by di↵erencing the signals between each pair of immediately adjacent contacts
(Anderson, Rajagovindan, Ghacibeh, Meador, & Ding, 2010). The resulting bipolar
signals were treated as new virtual electrodes (henceforth referred to as electrodes
throughout the text), originating from themid-point between each contact pair (red
circles in Figure 2.1C). All subsequent analyseswere performedusing these derived
bipolar signals. We excludedpairs sharing a commoncontactwhen calculating syn-
chrony in order to remove all confounding interactions due to shared information.
In total, our dataset consisted of 6,946 electrodes (3,237 left-hemispheric; 3,709 right
hemispheric).
2.3.2 Data Analysis and Spectral Power
To quantify memory related changes in spectral power and synchrony, we con-
volved the downsampled (256 Hz) bipolar ECoG signals with complex valued
Morlet wavelets (wave number 10) to obtain magnitude and phase information
(Addison, 2002). We used six wavelets with center frequencies spaced 1 Hz apart
within the theta (3-8Hz) frequency range, and elevenwaveletswith center frequen-
cies spaced 5 Hz apart within the gamma (45-95) frequency range. Each wavelet
was convolved with 3750 ms of ECoG data surrounding each word presentation,
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A B C
Figure 2.1: Bipolar electrode montage. A: Example radiographic image of a participant’s elec-
trode arrangement. B: Electrodes from each participant were co-registered to a standardized
brain in Talairach space. Bipolar signals (red circles) were found by di↵erencing the voltage
traces from immediately adjacent electrodes (black circles). C: Colored dots represent electrodes
from 15 di↵erent participants clustered within a spherical region of 12.5 mm radius centered at
x =  32.00, y =  52.38, z =  16.25 in Talairach space (Fusiform gyrus).
from 1000 ms before word onset to 2750 ms after word onset (a 1000 ms bu↵er
was included on both sides of the clipped data). We subsequently binned the
continuous time transforms into 1000 ms epochs with 75% overlap, yielding 12
total temporal epochs surrounding each word presentation. 1000 ms epochs were
chosen so that each window contained at least three cycles of the lowest frequency
analyzed (3 Hz).
To assess memory related changes in spectral power within theta and gamma
frequencies, we squared and log-transformed the magnitude of the continuous
time wavelet transform to generate a continuous measure of instantaneous power.
For eachword presentation, we averaged the instantaneous power across each time
epoch, and separately across theta and gamma frequencies. To account for changes
in power across sessions, we z-transformed power values separately for each ses-
sion with the mean and standard deviation for a set of baseline events, which were
1000 ms windows spaced every 60 ± 10 seconds during the testing session. For
every electrode and for every temporal epoch, we assessed the di↵erence in spec-
tral power duringmemory formation by calculating aWelch’s parametric t-statistic
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on the distributions of average power values during successful and unsuccessful
encoding for both theta and gamma frequencies.
Synchrony and Functional Connectivity
To obtain an estimate of the synchrony between two electrodes, ep and eq, during a
single time epoch for a given frequency, f , we calculated the phase locking value
(Rpq) between their continuous time phase signals,  p(t, f ) and  q(t, f ) (Lachaux,
Rodriguez, Martinerie, & Varela, 1999):
Rpq( f ) =
1
N
|
NX
t=1
ei( p(t, f )  q(t, f )) | (2.1)
where N is the total number of samples within the temporal epoch of interest. We
averaged Rpq( f ) across all theta and gamma frequencies to generate a theta and
gamma phase locking value, Rpq(✓) and Rpq( ), for each temporal epoch during
each word presentation for every electrode pair, ep, eq 8 p , q and p, q 2 {1, 2, . . .P},
where P is the total number of electrodes in the montage.
To assess the di↵erence in phase locking value during memory formation for
an individual participant, we used a parametric t-test to compare the distribution
of phase locking values during successful and unsuccessful memory encoding
for each temporal epoch, frequency band, and electrode pair. Electrode pairs
exhibiting statistically significant (p < 0.05) increases or decreases in phase locking
value in an individual participant were visualized by rendering red and blue lines,
respectively, between each electrode (Figure 2.6A).
To more precisely localize memory related changes in synchrony, we identified
electrodes that either increased or decreased their total connections to all other elec-
trodes during successful encoding using a metric derived from graph theory. We
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defined every electrode as a node, ep, in a network, and every possible connection
between that node and every other node, eq, as an edge, Kp,q. Every edge can take
on one of three values, depending on whether there was a statistically significant
change in the phase-locking value, R, between any two nodes, ep and eq, during
successful encoding:
Kp,q =
8>>>>>>><>>>>>>>:
+1 statistically significant increase in R
0 no change in R
 1 statistically significant decrease in R
For a given node, ep, we then define the change in degree,  dp, as the net change in
the value of all edges connected to that node:
 dp =
PX
q=1
Kp,q 8 q , p (2.2)
where P represents the total number of electrodes in the montage.  dp quantifies
the extent to which one electrode or node changes its functional connections to
all other electrodes during successful encoding. If an electrode, ep, participates in
many connections with statistically significant increases or decreases in R, then the
subsequent change in degree,  dp, would be very positive or negative, respectively.
Anatomical localization
In order to identify whether a particular anatomic area exhibited task-related
changes in power or phase-synchrony, we grouped spatially similar electrodes
from di↵erent participants using both a region of interest and a voxel based ap-
proach.
In the region of interest (ROI) approach, we segregated electrodes into five
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anatomical lobes (frontal, temporal, parietal, occipital, and limbic) and one hip-
pocampal region from each hemisphere to generate 12 mutually exclusive ROIs
(Lancaster et al., 2000; Manning, Polyn, Baltuch, Litt, & Kahana, 2011). For the
hippocampal ROI, a clinician experienced in neuroanatomical localization manu-
ally reviewed post-OP CT andMRI images to accurately identify all depth contacts
located within the hippocampus (Lega et al., 2011; Serruya, Sederberg, & Kahana,
In Press.). A bipolar pair was categorized into the hippocampal ROI if at least one
contact within the pair was determined to lie within this structure, yielding 361
hippocampal electrodes from 44 patients.
In the voxel based approach, we divided Talairach space into 5,484 overlapping
12.5mm radius spheres evenly placed every 6.25mm in the x-, y-, and z- directions.
Only spherical voxels and ROIs with electrodes from 5 or more patients were
included in statistical analyses (Figure 2.1C). We averaged statistics within each
individual so that a single region was not over-represented by a participant who
happened to have many electrodes within that region.
Statistical Analyses
Weassessedwhether changes in spectral powerwere significant across participants
for a given ROI or spherical voxel using a non-parametric permutation procedure.
We calculated a t-statistic on the distribution of log-power values during successful
and unsuccessful encoding for both theta and gamma frequencies during a single
temporal epoch for every electrode and from each participant. We then permuted
the labels for the conditionsN times (N = 2,000 for spherical voxels andN = 20,000
for ROIs) to generate a distribution of N shu✏ed t-statistics. We averaged the true
and permuted t-statistics across all electrodes within each ROI and within each
spherical voxel for each participant. For each region, we then summed the true
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and permuted averaged values across all participants (Sederberg et al., 2003, 2007,
2007b). To generate a p-value for changes in spectral power for a given region,
we determined the position of the summed true t-statistics in the distribution of
summed permuted values. Given the relatively small number of regions in the
ROI power analysis, multiple comparisons were Bonferroni corrected across time,
frequency band, and ROI.
To assess changes in phase-synchrony between ROIs, we used a similar non-
parametric permutation procedure. For every ROI pair containing electrode pairs
from 5 or more patients, we calculated the average phase locking value, R, across
all electrode pairs spanning the two ROIs (or across all electrode pairs within a
single ROI) for a given participant. We calculated a t-statistic on the distribution
of average R’s during successful and unsuccessful encoding for both theta and
gamma frequencies during every temporal epoch. We then permuted the labels for
the conditions 20,000 times to generate a null distribution for each t-statistic. For
each ROI pair, we summed the true and permuted t-statistics across all participants
and determined the position of the true t-statistics in the distribution of summed
permuted values. To correct for multiple comparisons across time, frequency
and ROI pairs, a false discovery rate (FDR) procedure was applied using both a
conservative (Q = 0.05) and more liberal (Q = 0.1) threshold (Genovese, Lazar, &
Nichols, 2002). ROI pairs exhibiting a statistically significant increase or decrease
in phase-synchrony were visualized by rendering red and blue lines, respectively
(Figure 2.5).
To assess whether more precisely localized changes in phase-synchrony were
significant across participants, we used a similar non-parametric permutation pro-
cedure to examine changes in degree ( d), or functional connectivity, for each
spherical voxel. For a given electrode, ep from a single participant, we calculated
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the change in degree,  dp, between successful and unsuccessful encoding for both
theta and gamma frequencies during a single temporal epoch. We then permuted
the labels for the conditions 2000 times to generate a distribution of 2000 shu✏ed
 dp’s. We averaged the true and permuted changes in degree across all electrodes
within each 12.5 mm spherical region for each participant. As for power, for each
region, we then summed the true and permuted averaged changes in degree across
all participants, and determined the position of the summed true values in the
distribution of summed permuted values to generate a p-value.
Topographic plots
To plot spatial changes in spectral power and synchrony, we identified spherical
voxels that exhibited a statistically significant (p < 0.001) increase or decrease in
poweror functional connectivity acrossparticipants. At each locationof each spher-
ical voxel, we calculated the percentage of spherical voxels with centers within a
surrounding region of 12.5 mm that exhibited identical encoding related e↵ects.
We translated these percentages to color saturation and rendered these values onto
cortical and sub-cortical topographical plots using a standard Montreal Neurolog-
ical Institute brain with information from the WFU PickAtlas toolbox (Maldjian,
Laurienti, Kraft, & Burdette, 2003). Increases in power and functional connec-
tivity were rendered with red colors while decreases were rendered with blue.
Colored values were smoothed using a three dimensional Gaussian kernel (radius
= 12.5mm;   = 6.25mm). The maximal color saturation in either direction corre-
sponded to 25% of local spherical voxels. All regions with fewer than 5 patients
were colored black and were not analyzed. Grayscale rendering in other regions
represented the percentage of spherical voxels surrounding a given location with
at least 5 patients, and thus represented regions that were analyzed but that did
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not exhibit significant e↵ects.
2.4 Results
We set out to determine whether power fluctuations that accompany successful
memory encoding represent phase-synchronous neural oscillations. We investi-
gate this issue in two data-analytic stages. First, we characterize the anatomical
distribution and timing of spectral power changes that correlate with successful
encoding. Second, we characterize the degree to which ECoG activity recorded in
a given brain region is synchronous with ECoG activity recorded elsewhere in the
brain. Of particular interest is whether regions that show increased spectral power
in our first analysis show increased or decreased synchrony in our second analysis.
We briefly note that we have operationalized successful encoding by contrast-
ing the ECoG signals measured during encoding of items that are subsequently
recalled (24.9% of studied items in our delayed free recall task) with those items
that are not subsequently recalled. Whereas this method has been widely used
to investigate the neurological basis of memory formation in a number of studies
(Paller & Wagner, 2002), we recognize that this operationalization is limited inso-
far as retrieval factors will account for much of the variation in subsequent recall
(Kahana, 2012).
Changes in spectral power during encoding
We examined changes in theta (3-8 Hz) and gamma (45-95 Hz) power following
word presentation during successful and unsuccessful memory encoding. We
used 5,484 identical three-dimensional spherical regions uniformly placed across
Talairach space to group spectral activity from nearby electrodes for each partic-
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Figure 2.2: Change in theta and gamma power across anatomical location. For two representa-
tive time epochs, 0-1000 ms (early word presentation) and 500-1500 ms (late word presentation),
all spherical regions that exhibited a significant (p < 0.001) change in theta (A) and gamma (B)
power with successful memory encoding are displayed on a standardized three-dimensional brain.
Increases (R > N) and decreases (N < R) in power are shown in red and blue, respectively. The
color scale reflects the percentage of nearby ROI’s exhibiting identical encoding related e↵ects. The
horizontal dashed line on the sagittal views corresponds to the level of the axial cut in the third
panel (the z =  13.0 plane in Talairach space). Grayscale rendering represents the percentage of
spherical voxels surrounding a given location with at least 5 patients.
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ipant (Figure 2.1C). For each frequency band, we calculated an average t-statistic
for all electrodes in each region by comparing theta and gamma power between
successfully and unsuccessfully remembered items during each temporal epoch
following word presentation. To assess whether spectral changes are statistically
reliable across participants, we used a permutation procedure to map encoding re-
lated changes in theta and gamma power to each region (seeMaterials andMethods).
We visualized spherical voxels that exhibited a statistically significant (p < 0.001)
change in theta and gamma power during successful memory encoding on a stan-
dardized three-dimensional brain (Figures 2.2A and 2.2B) during two representa-
tive temporal epochs, 0-1000 ms (early word presentation) and 500-1500 ms (late
word presentation).
We found a reliable decrease in theta power following the presentation ofwords
that were successfully remembered compared to words that were not remembered
across several brain regions (Figure 2.2A). The decreases in theta power were
more prominent in posterior temporal regions during early word presentation,
but expanded to include frontal and anterior temporal regions during late word
presentation. Whereas decreased theta power with successful encoding was by far
the most prevalent pattern observed across cortical and medial temporal regions,
smaller increases in theta power were observed in the right anterior temporal lobe
and in the left anterior frontal lobes immediately after word presentation.
When we examined changes in gamma power (Figure 2.2B), we found that
memory encoding had a very di↵erent e↵ect on gamma power as compared to
theta power. Specifically, a large number of regions exhibited a reliable increase
in gamma power following the presentation of words that were successfully re-
membered compared to words that were not remembered. As with theta power,
the changes we observed in the gamma band were more prominent in posterior
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Figure 2.3: Temporal evolution of changes in theta and gamma power. A: The total number
of regions exhibiting a significant decrease (left panel) or increase (right panel) in both theta (A)
and gamma (B) power are displayed across time. Yellow circles represent the early and late word
presentation intervals shown in Figure 2.2. Chance level (p = 0.001) is represented by the horizontal
dashed line. The percentage of the regions in each hemisphere is proportional to the area of the
light- and dark-colors, as indicated.
cortices early after item presentation and expanded anteriorly during later inter-
vals. In addition, the increases we observe in the gamma range lateralized to the
left hemisphere; gamma activations in the right hemisphere were more spatially
discrete and co-occurred alongside pockets of decreased gamma power. The left
hemispheric bias of gamma activations likely reflects the language comprehension
component of our task.
To investigate the temporal evolution of these e↵ects, we separately counted
the number of spherical voxels that exhibited a statistically significant change in
power in each time bin (Figures 2.3A and 3B). Given our significance threshold
(p < 0.001) and that our analysis was conducted over 5,484 spherical regions and
two frequency bands, we expected to find 11 total regions showing a significant
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Figure 2.4: Examples of theta and gamma power fluctuations during successful memory forma-
tion. For four di↵erent electrodes, raw log-transformed power in the theta (3-8 Hz) and gamma
(45-95 Hz) bands is shown for all subsequently recalled (R; red), subsequently not-recalled (NR;
blue), and baseline (B; gray) events. Error bars represent the 95% CI. A: Patient: TJUH-11, Elec-
trode location: Left lateral temporal lobe, Brodmann area 20, time epoch: 500-1500 ms; B: Patient:
TJUH-19, Electrode location: Right posterior parahippocampal gyrus (depth electrode), time epoch:
250-1250 ms. C: Patient: TJUH-23, Electrode location: Right lateral temporal lobe, Brodmann area
20, time epoch: 500-1500 ms. D: Patient: TJUH-24, Electrode location: Right lateral temporal lobe,
Brodmann area 21, time epoch: 500-1500 ms.
change in power during any given time epoch by chance (5.5 regions in each tail of
the distribution; dashed line, Figures 2.3A and 2.3B). Figure 2.3 demonstrates that
decreases in theta power and increases in gammapower duringmemory formation
far exceeded this expectation and are also tightly-linked to item presentation. The
precise timing of these e↵ects suggests that the observed changes in power are
driven specifically by item presentation as opposed to more non-specific cognitive
processes, such as global shifts in attention.
For each electrode in our database, we also visually examined the raw log-
transformed power values during successfully encoded, unsuccessfully encoded
and baseline events. Four representative examples of electrodes that individually
show the e↵ects described in Figures 2.2 and 2.3 are shown in Figure 2.4, and
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highlight two important features in our data. First, the simultaneous increase in
gamma power and decrease in theta power that accompany memory formation
can be detected even at the level of individual electrodes. Second, compared
to baseline, theta power tends to decrease and gamma power tends to increase
during the presentation of all items, but these changes are amplified during the
presentation of successfully encoded items.
Changes in phase-synchrony during encoding
In order to assess whether the observed memory-related power fluctuations rep-
resent phase-synchronous oscillations, we spatially localized changes in phase-
synchrony during memory formation to specific anatomic areas using both a re-
gion of interest (ROI) approach and a voxel based graph theoretic metric. Both
approaches reduce the complex feature space of pair-wise electrode interactions in
order to extract memory specific information, and complement each other to build
a more complete picture of phase-synchronous activity during memory encoding.
To assess temporospatial changes in phase-synchrony associated with success-
ful memory encoding, we defined ROIs based on anatomical lobes of the brain
and calculated phase-synchrony between each ROI pair (see Materials and meth-
ods). We compared thesememory-related changes in phase-synchrony tomemory-
related changes in spectral power in each ROI (Figure 2.5). During successfulmem-
ory encoding,we found that theta phase-synchronydemonstrated significant initial
increases in the occipital and temporal lobes that subsequently rapidly spread to
a distributed set of ROI pairs and eventually concentrated in the left frontal lobe.
This initial increase in theta synchrony was immediately followed by a decrease in
both theta synchrony and power that spatially progressed in a similar posterior to
anterior manner. Significant changes in gamma synchrony during encoding were
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Figure 2.5: Change in theta and gamma lobe-wise synchrony during memory encoding. A: Inter-
and intra-lobe synchrony was calculated across all patients for Frontal (F), Temporal (T), Occipital
(O), Limbic non-hippocampal (L), hippocampal (H), and Parietal (P) lobes. Lobe-pairs with fewer
than 5 subjects (gray lines) were not analyzed. The resulting lobe-wise synchrony is displayed
separately for theta (B) and gamma (C) frequency bands. Increases and decreases in synchrony are
shown in red and blue, respectively. Thick and thin lines correspond to a conservative (Q = 0.05)
and liberal (Q = 0.10) false-discovery rate correction for multiple comparisons. Analogous changes
in power for each lobe are displayed by filling each circle using an identical color scheme. ROIs
exhibiting a significant change in intra-lobe synchrony are displayed by coloring the outline of
each circle. Power changes could occur either in the presence (+Sync) or absence (-Sync) of such
intra-lobe synchrony.
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limited to small areas of decreased gamma phase-synchrony, which was surpris-
ing given the widespread increase in gamma power that occurred simultaneously
during memory formation.
Using such ROIs to spatially aggregate phase-synchronous interactions across
patients clearly demonstrates that memory encoding modulates oscillatory phase-
synchrony, particularly in the theta frequency band. However, a drawback of
this approach is that it fails to leverage the principal advantage of ECoG over
other modalities such as scalp EEG or MEG: very high spatial resolution. This
is particularly important when investigating gamma phase-synchrony, which is
correlated on amuch finer spatial scale than theta activity (N. K. Logothetis, Kayser,
& Oeltermann, 2007).
In order to circumvent this problem, we aggregated pair-wise network connec-
tions using precisely defined spherical voxels and a graph theoretic metric. As
illustrated for a single participant (TJUH-11; Figure 2.6), we first compared the dis-
tribution of phase locking values observed during successful versus unsuccessful
memory encoding between each electrode pair. We used significant increases and
decreases in phase-synchrony to create a spatial synchrony map of task related
changes in phase-synchrony for every temporal epoch for every participant. To
examine the temporal evolution of these changes, we collapsed the spatial infor-
mation contained in each synchrony map into a single value by subtracting the
number of electrode pairs exhibiting a statistically significant (p < 0.05) decrease in
phase synchrony during successful encoding from the number of pairs exhibiting
a significant increase (Figure 2.6B). For this participant, there was a brief increase
in theta synchrony immediately after word presentation followed by amuch larger
decrease in theta phase synchrony at the end of word presentation, mirroring the
e↵ects seen among ROIs across participants.
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Figure 2.6: Aggregating pair-wise network connections. A: All pairs of electrodes with significant
(p < 0.05) increases (red lines) or decreases (blue lines) in theta synchrony during successful
encoding are shown for two di↵erent time epochs for patient TJUH 11. B: For all time epochs,
the di↵erence between the total number of pairs exhibiting a significant increase and decrease in
synchrony is shown. Yellow circles mark the epochs depicted in A. C: The change in degree,  dp,
is found by tabulating significant increases or decreases in synchrony for each connection of each
electrode. D: The change in degree,  dp, for each electrode is shown summarizing the changes in
synchrony observed in A. Electrodes that exhibited an overall increase or decrease in synchrony
with all other electrodes during memory formation are colored in red or blue, respectively. The size
of each electrode is proportional to the number of connections demonstrating significant changes
in synchrony.
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To more precisely spatially localize changes in phase synchrony during mem-
ory encoding, we used a graph theoretic approach. Briefly, we designated every
electrode, ep, as a node in a larger network, and calculated the total number of other
nodes in the network, eq, that share a statistically significant increase in synchrony
with that node minus the total number of other nodes that share a statistically sig-
nificant decrease in synchrony during successful memory encoding (Figure 2.6C;
see Materials and methods). The resulting change in degree,  dp, represents the ex-
tent to which each node in the network increases or decreases its phase-synchrony
with the rest of the network during memory encoding. Defining each electrode’s
functional connectivity in this manner allows us to localize anatomic areas where
memory-related changes in synchrony were most concentrated. Spatially localiz-
ing the changes in theta synchrony observed in Figure 2.6A demonstrated that the
temporal lobe was marked by increases in theta synchrony during early word pre-
sentation, followed by prominent decreases in theta synchrony during late word
presentation localized to the left lateral and inferior temporal cortex (Figure 2.6D).
Using this approach, we calculated the change in degree for each electrode for
each participant and determined if the changes observed in a particular region
were statistically significant across all participants. As for our power analysis, we
used 5,484 identical spherical voxels uniformly placed across Talairach space to
group nearby electrodes for each participant (Figure 2.1D). We used a permutation
procedure to assess whether the changes in degree for each region are statistically
significant across participants during early (0-1000ms) and late (500-1500ms)word
presentation (seeMaterials and methods).
We found that successful memory encoding was marked by a reliable initial
increase in theta synchrony localized to the left temporal, pre-frontal, and orbito-
frontal cortex (Figure 2.7A). The increases in theta synchrony were not associated
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Figure 2.7: Change in theta and gamma degree across anatomic locations. All spherical regions
that exhibited a significant (p < 0.001) change in theta (A) and gamma (B) degree ( dp) during
successful memory encoding are displayed on a standardized three-dimensional brain. Increases
and decreases in phase-synchrony are shown in red and blue, respectively. The colorscale and
grayscale reflect the percentage of surrounding regions with identical encoding related e↵ects and
with more than 5 patients, as in Figure 2.2.
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with a prominent increase in theta power (see Figure 2.2A), which suggested that
power analyses alone were insu cient to isolate these phase-synchronous theta
oscillations. After this initial increase, we found that theta synchrony during
encoding exhibited reliable decreases localized di↵usely throughout the brain, but
which were most concentrated in the left medial temporal lobe. The decrease in
theta synchrony overlapped in time and space with regions in which theta power
also decreased. These results extend the ROI approach to demonstrate that the
left pre-frontal cortex, more than any other region, is the major hub of the theta
synchronous verbal episodic memory encoding network.
Whenwe examined changes in gamma synchrony, on the other hand, we found
distinct regions of gamma synchrony during memory encoding (Figure 2.7B). This
result highlights the utility investigating spatially precise synchronous interactions.
In particular, we found that successfulmemory encoding involved either no change
or an overall decrease in gamma synchrony in the left hemisphere. This result
was surprising given the highly reliable increases in gamma power that occurred
simultaneously in the same region (seeFigure 2.2B). In addition,we found increased
gamma synchrony that localized to the right hemisphere in the frontal-temporal
(peri-sylvian) areas of the brain.
Analogously to the power analysis in Figure 2.3, we examine the temporal
evolution of changes in phase-synchrony in Figure 2.8. For each time epoch, we
separately counted the number of spherical voxels that exhibited statistically sig-
nificant decreases or increases in synchrony, as measured by the change in degree,
during successful memory encoding. The observed increases in theta synchrony
peaked during early word presentation, whereas the decreases peaked during late
word presentation. In both cases, the regions exhibiting these changes were more
prominent in the left hemisphere (Figure 2.8A). Additionally, we found a consis-
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Figure 2.8: Temporal evolution of changes in theta and gamma degree. The total number of
regions exhibiting a significant decrease (left panel) or increase (right panel) in both theta (A) and
gamma (B) connectivity ( dp) are displayed across time. Yellow circles represent the early and
late word presentation intervals shown in Figure 7. Chance level (p = 0.001) is represented by the
horizontal dashed line. Hemispheric bias is represented as in Figure 2.3.
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tent hemispheric lateralization of gamma phase-synchrony such that increases in
phase-synchrony were prominent in the right hemisphere and decreases in phase-
synchrony were prominent in the left hemisphere (Figure 2.8B). Although gamma
synchrony was reliably modulated by memory formation, the temporal envelope
defining these changes was not as well defined.
2.5 Discussion
By investigating spectral power and aggregate pair-wise phase-synchrony during
successful memory encoding across the entire brain, our data address whether
the observed changes in theta and gamma spectral power reflect oscillatory or
asynchronous activity. In the setting of a di↵use decrease in theta power during
successful memory encoding, we found an increase in theta phase-synchrony early
after item presentation concentrated in the left prefrontal cortex that was subse-
quently followed by a decrease in theta phase-synchrony in the left frontal lobe and
medial and lateral temporal lobes. Conversely, in the setting of a di↵use increase
in gamma power, we found decreases in gamma synchrony throughout the left
hemisphere and only small areas of increased synchronous gamma oscillations in
the right hemisphere. The dissociation between power and phase has two major
implications for the interpretation of spectral activity during memory formation.
First, our data suggest that gamma activations are often asynchronous, indicating
that the majority of gamma power increases during encoding do not represent
temporally binding synchronous oscillations. Second, the finding that encoding
involves both theta synchrony increases and decreases occurring very near to each
other in time and space helps reconcile conflicting results regarding theta power
during memory formation. More generally, by building a more complete picture
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of the electrophysiological profile accompanying human verbal episodic memory
encoding, our results help clarify the role of rhythmic neural activity in thememory
system.
Theta Phase Synchrony
During successful memory encoding, we found increases in theta synchrony dur-
ing early word presentation, supporting the hypothesis that cortical synchronized
theta oscillatory activity mediates memory formation (Du¨zel et al., 2010; Fell &
Axmacher, 2011). Region-of-interest analyses and graph-theoretic based metrics
localized these increases to posterior cortices followed rapidly by increases in the
left prefrontal cortex. The spatially unique locus of increased theta synchrony in left
prefrontal cortex suggests that this structure is highly synchronous to other regions
during encoding, and likely acts as the network hub of theta oscillatory activity
duringmemory formation. This finding is consistentwith previous studies demon-
strating enhanced theta synchrony between prefrontal cortex and distant cortical
areas during working memory tasks (Sarnthein, Petsche, Rappelsberger, Shaw, &
von Stein, 1998; Sauseng et al., 2004; Payne & Kounios, 2009; Liebe, Hoerzer, Logo-
thetis, & Rainer, 2012) and during episodic memory encoding and retrieval (Weiss
& Rappelsberger, 2000; Summerfield &Mangels, 2005; Fell et al., 2003; Anderson et
al., 2010). Although prefrontal activitymay reflect contextual information (Hyman,
Ma, Balaguer-Ballester, Durstewitz, & Seamans, 2012), top-down interactions be-
tween cortical structures (Miller & Cohen, 2001), or communication between the
neocortex and hippocampus (Jones & Wilson, 2005; Benchenane et al., 2010; Fu-
jisawa & Buzsa´ki, 2011), the precise functional role of the observed synchronous
theta oscillations in human episodic memory encoding remains to be determined.
Following these observed increases, we found subsequent decreases in theta
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phase-synchrony during later temporal epochs of successful memory encoding,
localized to the left hemisphere and accompanied by broad anteriorly-spreading
decreases in theta power. The degree to which memory formation involves this
decrease in theta power represents perhaps the most striking finding in our data,
and is consistent with previous EEG and MEG findings (Sederberg et al., 2007;
Guderian et al., 2009, see Figure 2.2). Such task-related decreases in low fre-
quency power have been traditionally classified as event related desynchroniza-
tions (Crone, Miglioretti, Gordon, & Lesser, 1998; Pfurtscheller & Lopes Da Silva,
1999) under the assumption that they reflect a decrease in synchronized local neural
activity (Singer, 1993). Here,we show that thedecrease in theta powerduringmem-
ory formation is also accompanied by late decreases in long-range theta synchrony.
This asynchronous activity may simply reflect a passive deactivation following
theta synchronization, but another possibility is that the asynchronous activity it-
self may play a role in memory formation. Indeed, decreases in low-frequency
power and synchrony correlate with the BOLD signal (Kilner, Henson, & Friston,
2005; Niessing et al., 2005) and have been shown to co-vary with transitions to ac-
tive cortical states (Harris & Thiele, 2011; Poulet, Fernandez, Crochet, & Petersen,
2012). Whether memory formation represents a similar transition to a more active
cortical state is unclear, but the asynchronous activity we detect here suggests this
intriguing possibility.
It is notable that the decreases in theta power observed during successful mem-
ory encoding in our data and in other studies (Sederberg et al., 2007; Fell, Ludowig,
Rosburg, Axmacher, & Elger, 2008; Guderian et al., 2009) seem to stand in con-
flict with other reports of increased theta power during encoding (Klimesch et al.,
1996; Mo¨lle et al., 2002; Sederberg et al., 2003; Hanslmayr et al., 2011; Lega et
al., 2011). The tendency for theta phase synchrony to both increase and decrease
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during successful encoding (Figures 2.5-2.8) helps to explain this ambiguity by
suggesting that theta power reflects two dissociable processes: power decreases
vs. synchronous oscillations. Each of these two competing e↵ects may be detected
to a lesser or greater degree depending on the particular experimental conditions
or post-processing steps implemented. By precisely categorizing the subtle yet re-
liable nuances of theta activity during memory formation, it is possible to interpret
apparently diverging results within a common electrophysiological framework.
Gamma phase synchrony
We observed increases in gamma synchrony during successful memory encoding
in the peri-sylvian areas of the right hemisphere. This result suggests that gamma
activity in this region represents true narrow-band oscillations, which is generally
consistent with predictions regarding the role of gamma synchrony in memory
formation (Jensen et al., 2007; Jutras & Bu↵alo, 2010; Fell & Axmacher, 2011).
The location of this synchronous gamma network (R. peri-sylvian) may seem at
odds with the previous work reporting increased synchrony between rhinal cor-
tex and hippocampus during memory formation (Fell et al., 2001), however two
important features of our analyses may explain this discrepancy. First, the ROI ap-
proach averaged electrode interactions over spatially course regions and, second,
the graph-theoretical approach was designed to detect hubs of network activity.
Thus, if gamma synchronous oscillations were limited to a single electrode pair
amidst all possible pairs, as the Fell et al. study indicates, they would not be opti-
mally detected in our analyses that specifically avoided making prior assumptions
regarding anatomical localization.
The principle advantage of not limiting our analyses to specific anatomical
circuits was that we could investigate whether increased gamma power, which
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is observed across a wide-range of brain areas during memory formation, repre-
sents phase-synchronous oscillations in the general sense. Using this approach, we
found that the most reliable increases in gamma power during memory formation
were localized to the left hemisphere and were accompanied by less synchrony
than expected by chance during memory formation. It is unlikely that our fail-
ure to observe increases in gamma synchrony in the left hemisphere reflects a
methodological shortcoming. Although our temporal windows of 1000 ms are
large relative to the length of a gamma cycle, we calculated phase-synchrony using
wavelets with a finer temporal resolution (2  temporal envelope of the 95 Hz and
45 Hz wavelets: 33.5 ms and 70.7 ms), which was su cient to detect transient
increases in gamma synchrony in other brain regions. Instead, the decreases in
high frequency synchrony we observe here likely reflect asynchronous noise fluc-
tuations related to multi-unit neural activity (Ray & Maunsell, 2011; Manning et
al., 2009; Miller, Zanos, et al., 2009) or transient ”bottom-up” responses (Ossando´n
et al., 2012), and suggest that increases in gamma power in these regions do not
represent temporally binding synchronous oscillations (Jutras & Bu↵alo, 2010; Fell
& Axmacher, 2011). Although the origins of high-frequency activations are still un-
clear (Crone, Korzeniewska, & Franaszczuk, 2011; Buzsa´ki &Wang, 2012; Lachaux,
Axmacher, Mormann, Halgren, & Crone, 2012), our results suggest that the degree
of synchrony within the gamma band can dissociate between gamma oscillations
on the one hand and broadband activations on the other (Jia, Smith, & Kohn, 2011).
Conclusion and future directions
Although our analyses focus on changes in spectral power and synchrony, it is
important to account for the role that evoked potentials may play in modulat-
ing phase-synchrony. Trial-by-trial variability in the evoked response has been
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shown to interact with spectral responses and coherence measures (Wang, Chen, &
Ding, 2008; Wang & Ding, 2011). Whereas it is possible to factor out such evoked
responses, doing so requires special models and analytical techniques (Truccolo,
Ding, Knuth, Nakamura, & Bressler, 2002; Xu et al., 2009). Future studies would
benefit from incorporating such models to further dissociate induced synchronous
activity from asynchronous evoked sources.
The presence of both synchronous and asynchronous high frequency activ-
ity in our data is consistent with recent electrophysiological studies in both hu-
mans (Crone et al., 2011) and non-human primates (Ray & Maunsell, 2011) that
demonstrate the segregation of gamma activity into oscillations and asynchronous
processes. Similarly, the presence of both synchronous and asynchronous low-
frequency activity both supports the hypothesis that low-frequency oscillations
may mediate memory formation (Axmacher et al., 2006; Nyhus & Curran, 2010;
Du¨zel et al., 2010; Fell & Axmacher, 2011) and highlights the possible role of decor-
related low-frequency activity in human memory. Overall, our data demonstrate
that phase-synchrony can be used to disentangle oscillatory from asynchronous
activity in the context of the observed changes in spectral power. Importantly,
we found that both synchronous and asynchronous processes shape the frequency
spectrum during memory formation, suggesting that theories regarding the role
of spectral activity in the memory system should incorporate both asynchronous
spectral patterns as well as synchronous oscillatory activity.
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Chapter 3
Human intracranial high-frequency
activity maps episodic memory
formation in space and time
JohnF. Burke,Nicole,M.Long, KareemA.Zaghloul, AshwiniD. Sharan,
Michael R. Sperling, andMichael J. Kahana (2013). NeuroImage, In press,
DOI: 10.1016/j.neuroimage.2013.06.067.
3.1 Abstract
Noninvasive neuroimaging studies have revealed a network of brain regions that
activate during human memory encoding; however, the relative timing of such ac-
tivations remains unknown. Here we used intracranially recorded high-frequency
activity (HFA) to first identify regions that activate during successful encoding.
Then, we leveraged the high-temporal precision of HFA to investigate the timing
of such activations. We found thatmemory encoding invokes two spatiotemporally
distinct activations: early increases in HFA that involve the ventral visual pathway
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as well as the medial temporal lobe and late increases in HFA that involve the left
inferior frontal gyrus, left posterior parietal cortex and left ventrolateral temporal
cortex. We speculate that these activations reflect higher-order visual processing
and top-down modulation of attention/semantic information, respectively.
3.2 Introduction
Among those experiences that enter the focus of our attention, some are encoded in
amanner that can easily support subsequent recollection while others are not. This
variability in goodness of memory encoding has been the subject of considerable
psychological research over the last century (Kahana, 2012), yet only in the last
decade or so have we begun to uncover its physiological basis. In the laboratory,
one can investigate the neural basis of goodness of encoding by recording brain
signals from participants while they engage in a learning task and then correlating
specific features in the signal with subsequent memory performance (Paller &
Wagner, 2002).
Using this approach, often referred to as the subsequentmemory (SM)paradigm,
functionalmagnetic resonance imaging (fMRI) studies have identified several brain
regions involved in memory encoding; the left prefrontal cortex (Blumenfeld &
Ranganath, 2007), posterior parietal cortex (Uncapher & Wagner, 2009), medial
temporal lobe (Henson, 2005), and fusiform cortex are among those areas most
consistently activated during successful encoding (Spaniol et al., 2009; Kim, 2011).
However, fMRI studies lack the temporal resolution required to identify the tem-
poral sequence of activations underlying memory encoding. This, in turn, has
limited our understanding of how these regional activations interact to form func-
tional memory encoding networks (M. D. Rugg, Otten, & Henson, 2002).
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To investigate the spatiotemporal properties of this memory encoding network,
it is necessary to use a brain signal with millisecond temporal resolution, such as
intracranially recorded high-frequency activity (HFA). HFA refers to fast fluctua-
tions in neuro-electrophysiological recordings that manifest as increases in spectral
power at frequencies above 60-70 Hz. The neural mechanism that gives rise to
such fast activity is a topic of on-going research: HFA has been linked to asyn-
chronous “shot-noise” related to increasedmulti-unit activity (Milstein, Mormann,
Fried, & Koch, 2009; Manning et al., 2009; Miller, Sorensen, et al., 2009; Ray &
Maunsell, 2011), the superposition of multiple high-frequency oscillations (Crone
et al., 2011; Gaona et al., 2011), as well as a combination of these two processes
(Sche↵er-Teixeira, Belchior, Lea˜o, Ribeiro, & Tort, 2013). Despite its unclear neural
origin, however, an increasing number of studies have leveraged HFA as a marker
of underlying neural activation (Crone et al., 2011; Lachaux et al., 2012), similar to
the blood-oxygen-level-dependent (BOLD) signal. Indeed, HFA has been directly
correlatedwith BOLD activity (Mukamel et al., 2005; Conner, Ellmore, Pieters, DiS-
ano, & Tandon, 2011), further suggesting that HFA represents a marker of general
neural activation.
As a marker of general activation, HFA has been used to functionally map ar-
eas involved in motor activity (Leuthardt et al., 2007), auditory perception (Crone,
Boatman, Gordon, &Hao, 2001), language processing (Sinai et al., 2005), tactile sen-
sation (Chang & Cheung, 2012), among others. Here, using intracranial recordings
from neurosurgical patients in the SM paradigm, we leverage HFA to functionally
map areas of the brain responsible for episodic memory formation. Whereas previ-
ous work has established that HFA increases during successful memory encoding
in the SM paradigm (Sederberg et al., 2007, 2007b), such work has interpreted HFA
strictly through an oscillatory framework. However, if HFA instead represents a
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more general metric of neural activation, the information conveyed by this signal
should be reflected in the exact time and spatial location in which it is active. By
collecting data from a very large number of patients (ninety-eight), we were able
to overcome the limited spatial sampling of human intracranial electrophysiology
and use HFA to map memory encoding in both space and time. This approach
revealed a dynamic spatiotemporal activation of functional networks that mediate
encoding, as described in this report.
3.3 Methods
3.3.1 Participants
Participants with medication-resistant epilepsy underwent a surgical procedure in
which grid, strip, and depth electrodes were implanted so as to localize epilepto-
genic regions. Data were collected over a 14 year period as part of a multi-center
collaboration with neurology and neurosurgery departments across the country.
Our research protocol was approved by the institutional review board at each hos-
pital and informed consentwas obtained from the participants and their guardians.
Our final participant pool consisted of 98 patients (left-language dominant patients;
see Table 2.1).
3.3.2 Free Recall Task
Each patient participated in a delayed free-recall task (Figure 1.2). In each trial of
this task, participants are instructed to study a list of 15 or 20 words and are then
asked to freely recall asmanywords aspossible. Wordswerepresented sequentially
and remained on the screen for 1600 ms, followed by a randomly jittered 800-1200
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ms blank inter-stimulus interval (ISI). Immediately following the final word in each
list, participants were given a distraction task (arithmetic problems; minimum 20
sec) and were then given 45 sec to recall as many words as possible from the list in
any order. Words that were presented during the encoding period and successfully
retrieved during the recall period are considered successfully encoded (Paller &
Wagner, 2002).
3.3.3 iEEG recordings
Clinical circumstances alone determined electrode number and placement. Sub-
dural (grids and strips) and depth contacts were spaced 10 mm and 8 mm apart,
respectively. iEEG was recorded using a Bio-Logic, DeltaMed (Natus), Nicolet,
Grass Telefactor, or Nihon-Kohden EEG system. Depending on the amplifier and
the discretion of the clinical team, the signals were sampled at 200, 256, 400, 500,
512, 1000, 1024, or 2000 Hz. Signals were converted to a bipolar montage by
di↵erencing the signals between each pair of immediately adjacent contacts on
grid, strip, and depth electrodes; the resulting bipolar signals were treated as new
virtual electrodes (henceforth referred to as electrodes throughout the text), orig-
inating from the midpoint between each contact pair (Burke et al., 2013). Signals
were re-sampled at 256 Hz; a notch filter was applied at 60 Hz or 50 Hz. Analog
pulses synchronized the electrophysiological recordings with behavioral events.
Contact localization was accomplished by co-registering the post-op CTs with the
MRIs using FSL Brain Extraction Tool (BET) and FLIRT software packages. The
resulting contact locations were mapped to both MNI and Talairach space using
an indirect stereotactic technique. To identify whether a particular anatomical area
exhibited task-related changes in power, we grouped spatially similar electrodes
from di↵erent participants by segregating Talairach space into overlapping 12.5
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mm radius spheres spaced every 3 mm. Only spherical regions that had electrodes
from or more patients were included in analyses.
3.3.4 Spectral Power
We convolved clips of iEEG (1000 ms before item onset to 2900 ms after onset, plus
a 1000 ms flanking bu↵er) with 30 complex valued Morlet wavelets (wave number
10) with center frequencies logarithmically spaced from 2 to 95Hz (Addison, 2002).
We squared and log-transformed the wavelet convolutions, and then averaged the
resulting log-power traces into 500 ms epochs with 490 ms overlap, yielding 341
total temporal epochs surrounding each word presentation. For the low-temporal
resolution analysis in Figure 3.2, we averaged the continuous time power trace
into a single time epoch from 0 to 2000 ms after word presentation. Power was
then averaged into a high-frequency activity (HFA) band (64 to 95 Hz), which was
used to create the topographic activation maps. We z-transformed power values
separately for each session (Burke et al., 2013). For every electrode and for every
temporal epoch, we assessed the di↵erence in spectral power during memory
formation by calculating a parametric t-statistic on the distributions of average
power values during successful and unsuccessful encoding. In Figures 3.1B-C and
Figure 3.4A, t-statistics comparing power during successfully and unsuccessfully
encodedwordswere averaged across all electrodes from each patient in a particular
region.
3.3.5 Statistical Procedure
For the anatomical plots in Figures 3.2 and 3.5, we assessed whether changes
in spectral power were significant across participants for a given ROI or spherical
53
voxel using a non-parametric permutation procedure. We calculated a t-statistic on
the distribution of log-power values during successful and unsuccessful encoding
during a single temporal epoch for every electrode and from each participant. We
then permuted the labels for the conditions 10,000 times to generate a distribution
of 10,000 shu✏ed t-statistics. We averaged the true and permuted t-statistics across
all electrodes within each spherical region for each participant. For each region,
we then summed the true and permuted averaged values across all participants
(Sederberg et al., 2007; Burke et al., 2013). To generate a p-value for changes in
spectral power for a given region, we determined the position of the summed
true t-statistics in the distribution of summed permuted values. To correct for
multiple comparison across space (Figure 3.2) and time (Figure 3.3), we used a
false discovery rate (FDR) procedure (Genovese et al., 2002, q=0.05).
3.3.6 Topographic plots
To plot spatial changes in spectral power, we identified spherical regions that
exhibited a statistically significant (FDR corrected) increase or decrease in power
across participants. At each spherical region, we calculated the percentage of
other regions within 12.5 mm that exhibited identical encoding-related e↵ects.
We translated these percentages to color saturation and rendered these values
onto cortical and subcortical topographical plots using a standard MNI brain with
information from the WFU PickAtlas toolbox (Maldjian et al., 2003). Colored
values were smoothed using a three-dimensional Gaussian kernel (radius = 12.5
mm;   = 3 mm). The maximal color saturation in either direction corresponded
to 50% of adjacent spherical regions. All regions with fewer than five patients
were colored black and were not analyzed. Grayscale rendering in other regions
represented the percentage of spherical regions surrounding a given location with
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at least five patients, and thus represented regions that were analyzed but that did
not exhibit significant e↵ects. For anatomical plots collapsed across time (Figures
3.2 and 3.5), only contiguously statistically significant regions (spherical regions
flanked by other significant regions in all dimensions) were visualized in order to
identify regions with concentrated clusters of activity.
3.3.7 Pairwise ROI timing
In order to quantitatively assess timing interactions of regional activations, we
selected regions-of-interest (ROIs; Figure 3.4). So as not to bias these timing com-
parisons, ROIs were selected using the single time epoch analysis in Figure 3.2.
We focused on the left hemisphere in order to minimize the number of pairwise
comparisons, and also because the majority of significant neocortical regions were
located on the left. ROIs were manually selected based on clusters of significant
spherical regions in the L. inferior frontal gyrus (L. IFG) and L. posterior pari-
etal cortex (PPC). For posterior regions, it was di cult to distinguish between
ROIs based on separation in Talairach space (see Figure 3.2). We therefore defined
ROIs as any region that showed a statistically significant modulation of HFA dur-
ing encoding and also fell within predefined Brodmann areas (BA; Visual cortex:
BA-17,18; Fusiform cortex: BA-37; Parahippocampal Area: BA-34,35,36; Ventral
lateral temporal cortex: BA-21). In addition, recognizing its fundamental role in
episodic encoding, a clinician experienced in neuro-anatomical localization manu-
ally reviewed post-OP CT andMRI images to accurately identify all depth contacts
located within the hippocampus. A bipolar pair was categorized into the hip-
pocampal ROI if at least one contact within the pair was determined to lie within
the hippocampus (Burke et al., 2013).
Within each ROI and each patient, we found the time point of the maximum t-
55
statistic comparing power during successfully and unsuccessfully encoded words.
In order to remove spurious peaks from patient’s that did not show an electrophys-
iological response, patient’s with maximum t-statistics < |1|were discarded for this
analysis. Independent sample t-tests were used to compare the resulting across
subject distribution of maximum time-points between each ROI pair. To correct for
multiple comparisons across the 21 ROI-ROI comparisons, we used a permutation
procedure to empirically set the false-positive rate such that less than one pair was
labeled significant during 1,000 shu✏ed iterations.
3.3.8 Temporal Clusters
To summarize the regions showing early vs. late timing (Figure 3.5), we first
found all regions showing a statistically significant modulation of HFA for any
time epoch. We treated each such region as a vector defined by the values of its
across patient t-statistics for each time epoch (341 dimensional space). We then
z-scored each vector to its own mean and standard deviation to remove the e↵ect
of raw amplitude on the clustering algorithm. Next, we forced all such vectors
into two clusters using a k-means clustering algorithm. The average waveforms in
Figure 3.5 reflect the mean t-statistics across all regions in each cluster.
3.4 Results
We recorded intracranial electroencephalography (iEEG) from 98 neurosurgical pa-
tients (left-language dominant) while they engaged in a free recall task. We first
characterized the overall pattern of power changes across all frequencies during
successful encoding for a large time interval (2000 ms) surrounding word presen-
tation. Figure 3.1A depicts averaged raw power from a single electrode in the left
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temporal cortex for 30 frequencies logarithmically spaced from 2 to 95 Hz. Figure
3.1A shows that, during word presentation, there is a broadband increase in high-
frequencies and a broadband decrease in low-frequencies relative to baseline, and
these changes are amplified during successful encoding. In Figure 3.1B these same
data are shown using a comparison statistic. Specifically, a t-statistic was calcu-
lated at each frequency comparing the distributions of power in the successful and
unsuccessful encoding conditions (red and blue lines in Figure 3.1A). The statistic
more clearly demonstrates that successful encoding is associated with more power
at higher frequencies and less power at lower frequencies relative to unsuccessful
encoding.
We similarly plotted these changes across all left-language dominant patients
with electrodes in the left temporal lobe (59 patients; Figure 3.1C) and all patients,
all electrodes (98 patients; Figure 3.1D). We found that human iEEG during suc-
cessful encoding typically displays increases in high-frequency activity (HFA) and
decreases in low-frequency activity (LFA) (Figures 3.1A-D). This pattern is reliable
at the at the individual electrode level (3.1A-B), within a particular anatomical area
(3.1C), and across all regions sampled from the intracranial electrodes (3.1D). More
specifically, across our entire dataset, 28.7 Hz delineated the point above which
spectral power tended to increase during encoding, and below which spectral
power tended to decrease (Figure 3.1D).
We hypothesized that the pattern of a combined increase inHFAanddecrease in
LFA reflected a general process of neural activation that co-varied with successful
encoding (see discussion). Thus, HFA should yield a similar fMRI “activation”
mapwhen comparingwords thatwere successfully versus unsuccessfully encoded.
We confirmed this hypothesis by investigating where, in the spatial distribution
of intracranial electrodes (Figure S1), HFA increased during successful encoding
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Figure 3.1: Spectral specificity of power changes during encoding (0-2000 ms post word presen-
tation). A: For a single electrode in the left temporal cortex, averaged raw power (y-axis) during
the presentation of items that were later recalled (Rec; successful encoding; red line), not-recalled
(NRec; unsuccessful encoding; blue line), and all baseline events (gray line) are plotted for all
wavelet frequencies (x-axis). Errorbars represent 95% CI across items or baseline events. B: For the
same data in (A), t-statistics (y-axis) comparing successfully and unsuccessfully encoded events are
shown for all wavelet frequencies (x-axis). C,D: Averaged t-statistics across patients are shown for
electrodes (C) in the left temporal cortex and (D) all electrodes. Errorbars reflect ±1 SEM across
patients. Yellow asterisks mark significant increases/decreases in power during encoding (t-test; p
< 0.05; Bonferroni corrected). In panel (D), 28.7 Hz refers to the mid-way point between adjacent
frequency bins on the x-axis.
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Figure 3.2: Anatomical specificity of power changes during encoding (0-2000 ms post word
presentation). All spherical regions that exhibited a significant (permutation procedure; FDR
corrected) change in power during successful memory encoding are displayed on a standardized
three-dimensional brain. Increases (Rec > NRec) and decreases (Rec < NRec) in power during
encoding are shown in red and blue, respectively. The horizontal dashed line on the sagittal views
corresponds to the level of the axial cut in the third panel. Color and grayscale renderings represent
the percentage of nearby regions exhibiting significant e↵ects and containing more than 5 patients,
respectively. Radiological slice view is shown with right (R) and left (L) hemispheres labeled.
using a large time window (2000 ms) surrounding word presentations, analogous
to the temporal resolution of fMRI studies (Figure 3.2). Specifically, we grouped
high-frequencies into anHFA frequency band (64-95 Hz) and assessedwhere in the
brain such activations occur duringmemory formation. All subsequent anatomical
analyses were performed exclusively on the left-language dominant patients in the
study. We found increases in HFA in the left inferior frontal gyrus (L. IFG), left
posterior parietal cortex (L. PPC), left ventrolateral temporal cortex (L. VLTC), as
well as the bilateral medial temporal lobe (MTL), fusiform cortex, and visual areas.
These regions agree with recent meta-analyses of analogous functional imaging
studies (Spaniol et al., 2009; Kim, 2011).
Having recapitulated the main fMRI subsequent memory e↵ects using HFA,
we next probed the timing of these activations. In particular, we plotted the
di↵erence between HFA during successful vs. unsuccessful encoding as a function
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of anatomical region (similarly to Figure 3.2) for several, shorter time windows.
Timewindowswere 500ms in length andwere incremented every 10ms from 1000
ms before word-onset to 2400 ms after word onset (yielding 341 such windows).
The resulting 341 activation maps were sequentially concatenated into two movies
at 50 and 25 frames per second (equivalent to 50% and 25% of real-time speed,
respectively), which are included in the on-line material (50% real-time speed
movie links here, see caption heading Movie S1; 25% real-time speed movie links
here, see caption heading Movie S2). Using these movies, it is possible to visualize
regional activations as the brain encodes a new memory.
Figure 3.3 displays six time windows from this movie that capture key electro-
physiological stages of memory formation. First, during the pre-stimulus interval
(-750 to -250 ms before item presentation), there is relatively little HFA that cor-
relates with successful encoding. Of note, however, there is a small region in the
right posterior inferior temporal area that showed an increase in activity during
the pre-stimulus period. During the period immediately after word presentation
(0 to 500 ms after item presentation), there is a bilateral activation of visual areas
and fusiform cortex. Next, in the 400 to 900 ms time epoch, HFA is observed more
anteriorly; the L. VLTC and bilateral MTL (including both hippocampi) showHFA
activation for successfully encoded items during this time. In the 800-1300 ms time
epoch, however, MTL and visual areas are no longer activated and almost all HFA
is focused in the left neocortex. Specifically, the L. VLTC, L. IFG and L. PPC come
on-line during this period and stay active through the 1200-1700 ms time-epoch
(as the word is removed from the computer screen). Finally, HFA in these three
neocortical regions gradually decreases after the word is removed, leaving only
residual activation in L. VLTC during the 1600 to 2100 ms time epoch and beyond.
In the remaining analyses, we used two approaches to evaluate the consistency,
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Figure 3.3: Power changes during encoding for multiple time windows. For six selected time
windows, anatomical regions exhibiting a significant change in HFA during the presentation of all
subsequently recalled (Rec) and not-recalled (NRec) items are displayed on a standardized three-
dimensional brain. Increases (Rec > NRec) and decreases (Rec < NRec) in power during encoding
are shown in red and blue, respectively. Radiological slice view is shown with right (R) and left (L)
hemispheres labeled. Brain plots rendered identically as in Figure 3.2.
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across patients, of the timing of regional activations observed in Figure 3.3. First,
in Figure 3.4, we defined regions-of-interest (ROIs) to directly test whether the
timing of peak increases in HFA were reliably di↵erent across anatomical regions.
ROIs were chosen based on the activation map in Figure 3.2 (which contained
no timing information) so as not to bias the temporal characteristics of each ROI.
Once the ROIs were identified (see Experimental procedures), we next examined
the activations across time for all ROIs in the left hemisphere (Figure 3.4A). We
then tested the di↵erence in peak activation times between each of these regions
across patients. The resulting 21 pair-wise t-statistics are displayed using a color
code in Figure 3.4B (further details of all 21 statistical tests are summarized in
Supplementary Table 3.1).
Left
PHC
Left
Fusiform
Left
Visual
Left
PPC
Left
IFG
Left
VLTC
Left
Hippo
Left
PHC
Left
Fusiform
T47=-0.104
P=0.918
Left
Visual
T45=0.381
P=0.705
T42=0.562
P=0.577
Left
PPC
T40=2.068
P=0.045
T37=2.552
P=0.015
T35=1.753
P=0.088
Left
IFG
T48=2.257
P=0.029
T45=2.713
P=0.009
T43=1.865
P=0.069
T38=-
0.135
P=0.893
Left
VLTC
T56=2.175
P=0.034
T53=2.522
P=0.015
T51=1.729
P=0.090
T46=-
0.322
P=0.749
T54=-
0.213
P=0.832
Left
Hippo
T50=2.358
P=0.022
T47=2.864
P=0.006
T45=1.951
P=0.057
T40=-
0.177
P=0.861
T48=-
0.038
P=0.970
T56=0.186
P=0.853
Table 3.1: Pairwise tests of timing di↵erences between left-hemispheric regions-of-interest.
Associated with Figure 3.4. For each ROI in Figure 4, we found the time point of the maximum
di↵erence between HFA during successful and unsuccessful encoding for each patient. The across-
subject distribution of maximum time-points were compared using independent sample t-tests
for all pairwise combinations of ROIs. Significant pairs are colored green in the table. Figure 4B
depicts a graphical version of Table S2 in which t-statistics are displayed using a color scheme and
significant ROI-ROI pairs are outlined in yellow. Significance was determined using a permutation
procedure to control for multiple comparisons (see Experimental Procedures).
In Figure 3.4B, a positive t-statistic (green color) indicates that the ROI along the
y-axis activated later than the associated ROI along the x-axis (and vice versa for
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negative t-statistics; purple color). The results confirmed the qualitative findings
in Figure 3.3 and showed that the fusiform and parahippocampal areas activated
reliably before the left neocortical areas. The hippocampus, in turn, activated after
these ventral visual areas, as can be seen in Figure 3.3 (compare 0-500 ms epoch
with 400-900 ms epoch). The lack of reliable across subject di↵erences involving
the visual (Figure 3.4B) cortex most likely reflects the small number of patients
who have electrodes in this area, which decreases the statistical power of such
comparisons.
Finally, to obtain avisual summaryofHFA temporal dynamicsduring encoding,
we clustered every significant region based on its temporal activation profile using
a k-means algorithm. Specifically, we forced all significant regions into two clusters
based on normalized changes in HFA across time. Early (490 ms post-onset) and
late (1110 ms post-onset) activations naturally emerged from these clusters (Figure
3.5A). Furthermore, when the regions in each cluster were re-projected back into
anatomical space (Figure 3.5B), they segregated into an early ventral visual region
(bilateral visual, fusiform, and MTL) and a late left neocortical region (L. IFG, L.
PPC, and L. VLTC), confirming the qualitative timing results in Figure 3.3.
3.5 Discussion
We recorded iEEG from 98 neurosurgical patients as they participated in a verbal
free recall task. Spectral activity during the presentation of words that were later
recalled exhibited a prominent increase in high-frequency activity (HFA) and a de-
crease in low-frequency activity (LFA) compared to words that were later forgotten
(Figures 3.1 and 3.2). We interpreted this activity as reflecting underlying neural
activation, which we leveraged to map the sequence of regional activations during
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Figure 3.4: Timing comparisons of HFA between regions-of-interest (ROIs). A: In each panel,
the di↵erence in HFA across time during the presentations of recalled (REC) vs. not recalled
(NREC) words is shown for each ROI. Width of lines represent ±1 SEM across patients. Green
line represents time of maximum activation. Panels are arranged top-to-bottom, left-to-right by
time of peak activation. B: t-statistics comparing di↵erences in peak activation times between all
21 ROI-ROI pairs are colored-coded and displayed in each cell of the matrix. Positive t-statistics
(green) indicated that the region on the corresponding y-axis (R1) activated later than the region on
the corresponding x-axis (R2). Negative t-statistics (purple) indicated the R1 region activated before
the R2 region. Multiple comparisons were corrected using a permutation procedure. Significant
pairs (p < 0.05) are located inside of the yellow boxes. PHA: para-hippocampal area. PPC: posterior
parietal lobe. IFG: Inferior frontal gyrus. VLTC: ventrolateral temporal cortex.
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memory encoding across both space and time (Figure 3.3).
Before stimulusonset,we founda localized increase inHFA in the rightposterior
inferior temporal region (Figure 3.3, -750 to -250 ms panel). After stimulus onset,
we found that successful encoding invoked a particular spatiotemporal pattern of
neural activation. This pattern began in posterior perceptual regions, including the
fusiform and visual cortex as well as posterior parahippocampal regions (Figure
3.3, 0-500 ms panel). Such activation gradually migrated anteriorly, culminating
in the hippocampus as well as the ventrolateral temporal cortex (VLTC; Figure
3.3, 400-900 ms panel). Following these initial activations, there was a marked
shift in HFA to the left neocortex, including the inferior frontal gyrus (IFG) and
posterior parietal cortex (PPC) as well as continued activation in the L. VLTC
(Figure 3.3, 800-1300 ms panel). These three regions remained active throughout
item presentation (Figure 3.3, 1200-1700 ms panel) with the L. VLTC maintaining
activation until the presentation of the next word (Figure 3.3, 1600-2100 ms panel).
In summary, the time courses of these activations (Figure 3.4) suggest to two major
anatomical pathways associated with successful encoding (Figure 3.5A). An early
stage marked by bilateral activation of the ventral visual pathway culminating in
the hippocampus and a later stage comprised of a three node network in the left
neocortex consisting of the IFG, PPC and VLTC (Figure 3.5B).
3.5.1 HFA: A general activation signal
Our results suggest that memory formation co-varies with a pattern of spectral ac-
tivity characterized by a skew in power toward higher frequencies at the expense of
lower frequencies. We speculate that this pattern represents general neural activa-
tion, similar to the BOLD signal in haemodynamic studies. Evidence in support of
this claim stems from three lines of research. First, electrophysiological studies in-
65
0%
50%
50%
Significant Regions
50%
0%
Available Regions 
A
B
−500 0 500 1000 1500 2000 2500
−1
−0.5
0
0.5
1
1.5
2
z−
Sc
or
ed
 u
ni
ts
Time (ms)
Word 
ON
Word 
OFF
Cluster 2: Late Activation Cluster 1: Early Activation 
R L
Peak Activation: 490 ms
−500 0 500 1000 1500 2000 2500
−1.0
−0.5
0
0.5
1
1.5
z−
Sc
or
ed
 u
ni
ts
Time (ms)
Word 
ON
Word 
OFF
Peak Activation: 1110 ms
Figure 3.5: Regions clustered by temporal activation profile. A: All regions showing a significant
change in HFA were clustered into two categories, using a k-means algorithm, which yielded
an early (left panel; average temporal profile peaked at 490 ms) and a late (right panel; average
temporal profile peaked at 1110 ms) cluster. B: Regions in each cluster were re-projected back
onto the standard brain. Colors represent regions belonging to the early (purple) and late (green)
clusters. Brain plots rendered identically as in Figures 3.2 and 3.3.
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vestigating spectral changes during behaviors other than memory formation have
reported a similar pattern of results (for example see Crone, Miglioretti, Gordon,
& Lesser, 1998a; Crone et al., 1998b, 2001; Miller et al., 2007; Hipp, Engel, & Siegel,
2011). These findings suggest that the skew of power toward higher frequencies is
a general electrophysiological activation signal, and is not a memory specific phe-
nomenon per se. Second, HFA has been directly correlated with multi-unit activity
(MUA;Manning et al., 2009; Ray&Maunsell, 2011). Thus, the increasedHFA in our
data suggests that large neuronal populations become generallymore active during
memory formation. Third, many studies that have directly correlated the haemo-
dynamic response with spectral fluctuations in local field potentials have found a
direct relation between HFA (also referred to as gamma activity) and the BOLD
signal (N. Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001; Mukamel et al.,
2005; Niessing et al., 2005; Goense & Logothetis, 2008; Scheeringa et al., 2011; Con-
ner et al., 2011). A subset of these studies additionally report that LFA is inversely
related to the BOLD signal (Goldman, Stern, Engel Jr., & Cohen, 2002; Niessing et
al., 2005; Mukamel et al., 2005; Conner et al., 2011; Scheeringa et al., 2011) suggest-
ing that the pattern of activation observed in Figure 3.1 and the haemodynamic
response represent overlapping information.
Despite this evidence, there are important caveats linking the spectral changes
in Figure 3.1 to a general activation signal. For example, the positive correlation
between MUA and HFA is not absolute; the degree of underlying inter-neuronal
correlation (Nir et al., 2007) and the phase of low-frequency oscillations (Rasch,
Gretton, Murayama, Maass, & Logothetis, 2008) have been shown to influence the
MUA/HFA relation. These findings may partly explain why some neurons display
an inverse relation between HFA and MUA (Manning et al., 2009). Additionally,
some research suggests that LFA is positively correlated with BOLD (Goense &
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Logothetis, 2008; Ekstrom, Suthana, Millett, Fried, & Bookheimer, 2009), that the
relation between LFA and BOLD may vary as a function of anatomical region
(Ekstrom, 2010; Conner et al., 2011), and that LFA co-varies with specific features
of BOLD activation (Magri, Schridde, Murayama, Panzeri, & Logothetis, 2012).
Thus, although we find that relative decreases in LFA are the most dominant
electrophysiological pattern observed during encoding (Figure 3.1), there may be
more complex and nuanced LFA activation patterns embedded within this result.
In summary, the meaning of spectral changes accompanying memory formation is
a topic of on-going research. However, converging evidence suggest that increases
in HFA are best conceptualized as a cognitive “activation signal” that can be used
to map memory formation (Lachaux et al., 2012).
3.5.2 Comparison with haemodynamic studies of memory forma-
tion
If HFA reflects general neural activation, then there should be a strong correspon-
dence between the anatomical areas implicated in memory formation using both
HFA and the BOLD signal in the subsequent memory (SM) paradigm (Paller &
Wagner, 2002). Although previous studies have shown such memory activation
maps using intracranially recorded HFA (Sederberg et al., 2007, 2007b), the current
study represents the largest intracranial electrophysiological study of SM, which
allowed us tomapHFA acrossa larger percentage of the brain (Figure ??C) andwith
higher spatial resolution. Using a time window for HFA that is roughly equivalent
to the temporal resolution in fMRI studies (see Figure 3.2), it is thus possible to com-
pare, on a large-scale, the e↵ect of SM on HFA and the BOLD signal. To facilitate
this comparison, the reader is referred to a recent meta-analysis of 74 haemody-
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namic studies implementing the SMparadigm (see Figures 1 and 2AKim, 2011). In
terms of similarities, both the L. IFG and the bilateral fusiform areas exhibit strong
HFA and BOLD SM e↵ects (see also Paller & Wagner, 2002). Additionally, there is
overlap in many smaller areas of activation including the bilateral PPC (although
theHFAmap shows a stronger activation in left temporal parietal junction; see also
Uncapher &Wagner, 2009; Cabeza, Ciaramelli, &Moscovitch, 2012), the R. IFG and
pre-motor cortex, the bilateral MTL (see also Henson, 2005; Ranganath, 2010), as
well as the L. VLTC or middle temporal gyrus (see also Staresina & Davachi, 2006;
Blumenfeld, Parks, Yonelinas, & Ranganath, 2011). One inconsistency with the
Kim et al. meta-analysis, however, is that that subsequent forgetting (SF) e↵ects
were much less frequent in the HFA maps, perhaps due to the fact that the regions
commonly showing SF e↵ects (especially the precuneus region) are rarely sampled
using intracranial electrodes.
3.5.3 Timing information
Using HFA as a marker of subsequent memory allowed us to go beyond previous
functional imaging studies and provide direct information regarding the temporal
sequence of regional activations during encoding (Figures 3.3-3.5), which yielded
three novel findings.
First, prior to stimuluspresentation, increasedHFA in the rightposterior inferior
temporal cortex predicted subsequent recall (Figure 3.3, top panel). Pre-stimulus
activity that co-varies with successful encoding of upcoming items is theoreti-
cally important because it indicates that memory formation is influenced by item-
independent activity and fluctuations in on-going cognitive states (Linkenkaer-
Hansen, Nikulin, Palva, Ilmoniemi, & Palva, 2004; Wyart & Tallon-Baudry, 2009).
The role of pre-stimulus activity in the memory system is speculative, but converg-
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ing evidence suggests that such activity reflects the expected reward-value of the
upcoming item (Adcock, Thangavel, Whitfield-Gabrieli, Knutson, &Gabrieli, 2006;
Gruber, Watrous, Ekstrom, Ranganath, & Otten, 2013). Previous haemodynamic
studies have identified pre-stimulus e↵ects that predict future successful encod-
ing (Adcock et al., 2006; Park & Rugg, 2010). Thus, one would expect that HFA,
which has been directly correlated with the BOLD signal, would be similarly in-
creased during the pre-stimulus interval. However, previous electrophysiological
studies examining pre-stimulusmemory e↵ects have exclusively found an increase
in theta/alpha activity before word presentation (Guderian et al., 2009; Fell et al.,
2011; Addante, Watrous, Yonelinas, Ekstrom, & Ranganath, 2011; Fellner, Ba¨uml, &
Hanslmayr, in press), althoughmost of this workwas done non-invasivelymaking
HFA di cult to detect. Thus, the current results are the first to show that pre-
stimulus e↵ects extend into the HFA frequency range (> 60 Hz) and provide a key
link between haemodynamic and electrophysiological findings.
Second, we found that the L. IFG activated relatively late during memory for-
mation, reliably after the fusiform and parahippocampal regions. This finding can
be seen in the activation maps in Figure 3.3 and was directly tested and confirmed
by comparing the time to peak activations for these regions (Figure 3.4). The find-
ing that the L. IFG activates after the L. fusiform and parahippocampal areas helps
constrain the hypothesized role of these two regions during memory formation. In
particular, activity in the L. IFG has been hypothesized to reflect pre-hippocampal
“content-processing” (Buckner, Kelley, & Petersen, 1999; Wagner, Koutstaal, &
Schacter, 1999; Kim, 2011), top-down modulation of posterior regions (Paller &
Wagner, 2002), control-processes during memory encoding (Buckner, 2003), and
the selection and organization of mnemonic information stored in other anatom-
ical regions (Blumenfeld & Ranganath, 2007). Similar to the L. IFG, the fusiform
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and parahippocampal areas have also been hypothesized to play a role in pre-
hippocampal “content-processing” of items (Kim, 2011). However, our findings
suggest that the L. IFG and the fusiform/parahippocampal regions activate with
verydi↵erent relative time courses and thus likely participate in di↵erent functional
networks during encoding. Specifically, because the L. IFG activates very late dur-
ing memory formation alongside the L. PPC and the L. VLTC (Figure 3.5B), it is
unlikely that the L. IFG act as as a pre-hippocampal “content-processing” bu↵er.
Instead, we speculate that the L. IFG organizes and controls semantic processing
in the L. VLTC and internal attentional processes in the L. PPC (see Uncapher &
Wagner, 2009) during late stagememory encoding (Blumenfeld&Ranganath, 2007;
Badre & Wagner, 2007).
Third, the timing of hippocampal HFA warrants particular discussion; despite
the fact that the temporal profile of hippocampalHFAclusteredwith regions associ-
ated with early visual activation (Figure 3.5B), peak hippocampal activity occurred
reliably after peak activity in early ventral visual ROIs (Figure 3.4B). These seem-
ingly opposing results simply reflected that the underlying timing of hippocampal
HFA fell between early visual activations and late left neocortical activations (see
400-900 ms panel in Figure 3.3). More quantitatively, Figure 3.4A shows that ROIs
along the ventral visual pathway had peak activations near 500 ms, ROIs in the L.
neocortex had peak activations near 1000 ms, and the hippocampal ROI peaked
between these two temporal epochs. Despite these di↵erences, the hippocampus
clustered with the early ventral visual regions (Figure 3.5B) because, in both re-
gions, there was not a prominent HFA component after the word was removed
from the screen, unlike late L. neocortical activations (Figure 3.4A). From a theoret-
ical standpoint, the fact that hippocampal activation bridges activity in early visual
and late left neocortical areas may suggest that the hippocampus plays a role in
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the transition from visual perception to semantic retrieval of the item; however,
further research is needed to investigate this speculation.
3.5.4 Conclusions
We have shown how timing data provided by HFA can help to categorize regional
activations during memory encoding. Specifically, the aforementioned early- and
late-stage anatomical pathways (Figure 3.5B) may represent separate networks,
each with distinct cognitive functions, that mediate encoding. HFA thus provides
a framework for understanding encoding as a dynamic activation of functional
networks as opposed to a static map of regional activations.
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Chapter 4
Theta and high-frequency activity
mark spontaneous episodic retrieval
during free recall
John F. Burke, Ashwini D. Sharan, James J. Evans, Karl M. Healy,
Michael R. Sperling, and Michael J. Kahana In review
4.1 Abstract
Humans possess the remarkable ability to search their memory for specific past
episodes. Suchmemory search is voluntary and selective, allowing specific episodes
to be re-experienced spontaneously. Free recall captures spontaneous memory re-
trieval in the laboratory setting, andprovides the opportunity to studyhowhumans
transform a vague mnemonic cue (“what items have you seen recently?”) into a
retrieved episodic memory. Here, we administered a free recall test to 98 neuro-
surgical patients and used intracranial theta and high-frequency activity (HFA) to
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identify the location, in time and space, of neural changes underlying spontaneous
episodic retrieval. We found that retrieval evolved in three distinct electrophysio-
logical stages composed of: (1) early theta oscillations in the right temporal cortex,
followed by (2) increased HFA in the left hemisphere including the hippocampus,
dorso- and ventrolateral prefrontal cortex, as well as the posterior parietal cortex,
and finally (3) bilateral activity associated with motor/language activation during
vocalization of the retrieved item. These electrophysiological stages mirror a clas-
sic step-wise theoretical framework of episodic retrieval, composed of (1) retrieval
mode (2) reinstatement and (3) response production, suggesting a neurophysiolog-
ical basis for these theoretical constructs.
4.2 Introduction
Retrieval is the definitive act of episodic memory and is believed to depend on a
multi–stage process (Tulving, 1983). Retrieval begins when the rememberer enters
the retrieval mode, which allows voluntary control of the memory system and pre-
vents perpetual andunwanted reactivation of pastmemories (M.D. Rugg, Johnson,
Park, & Uncapher, 2008). Once in the retrieval mode, mnemonic cues initiate the
reinstatement of past events, bringing them into the current state of consciousness
(Roediger & Guynn, 1996). Such cues are critical for successful retrieval (McGeoch,
1932; Tulving & Thompson, 1973) and may originate from the external environ-
ment or, alternatively, through an internal process of memory search (Raaijmakers
& Shi↵rin, 1981; Polyn & Kahana, 2008). Finally, the rememberer converts the
retrievedmemory into an action, such as producing a response during a laboratory
task. In summary, episodic retrieval is conceptualized as a stage-wise process con-
sisting of (1) voluntary activation of the retrieval mode allowing cue–based search,
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(2) reinstatement, and (3) response production.
This psychological framework predicts that episodic retrieval will not be re-
lated to a single neural signal: instead, there should be several neural correlates
of episodic retrieval which are temporally, and perhaps spatially, distinct. Such a
suggestionmight help unify disparate neurophysiological signals, which have each
been related to the act of retrieving an episodic memory, into a single neurophys-
iological framework. For example, both theta oscillations and left-hemispheric
haemodynamic activations are markers of memory retrieval (for a review see Ny-
hus & Curran, 2010; Du¨zel et al., 2010; Spaniol et al., 2009). However, event-related
haemodynamic activations are predominately left-hemispheric, whereas their elec-
trophysiological counterparts, theta oscillations, showa right hemispheric predom-
inance (Doppelmayr, Klimesch, Schwaiger, Auinger, & Winkler, 1998; Osipova et
al., 2006). In addition, theta oscillations have been reported in the time period before
cue presentation (Guderian et al., 2009; Fell et al., 2011; Addante et al., 2011; Gruber
et al., 2013), suggesting that theta represents general episodic memory activity, as
opposed to a specific retrieval signal. If these neurophysiological signals repre-
sent di↵erent stages of episodic retrieval, then increases in high-frequency activity,
which have been directly correlated with the fMRI BOLD signal (N. Logothetis et
al., 2001; Conner et al., 2011), should be spatiotemporally distinct from increases in
theta activity during episodic retrieval.
To investigate whether particular spatiotemporal patterns of activity marked
distinct processes during episodic retrieval, we recorded intracranially electroen-
cephalography (iEEG) as neurosurgical patients performed a free recall task. The
high-temporal resolutionof iEEGallowedus to investigate theta andhigh-frequency
activity at di↵erent temporal stages relative to spontaneous retrieval. We found
that the electrophysiological activity during retrieval indeed proceeded in a step-
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wise manner composed of (1) an early stage characterized by theta oscillations
in the right hemisphere, (2) a later stage composed of high-frequency activity in
the left hemisphere and (3) a final stage composed of electrophysiological activity
characteristic of motor/language activation during vocalization itself. These re-
sults provide neurophysiological evidence that episodic retrieval evolves in three
distinct stages, each with a specific spatiospectral fingerprint.
4.3 Methods
4.3.1 Participants
Participants with medication-resistant epilepsy underwent a surgical procedure in
which grid, strip, and depth electrodes were implanted so as to localize epilepto-
genic regions. Data were collected over a 15 year period as part of a multi-center
collaboration with neurology and neurosurgery departments across the country.
Our research protocol was approved by the institutional review board at each hos-
pital and informed consentwas obtained from the participants and their guardians.
Our final participant pool consisted of 98 patients (40 Female; left-language domi-
nant patients; see Table 2.1). Although portions of this dataset have been reported
on previously (see Sederberg et al., 2003, 2007; Serruya et al., In Press.; Burke et
al., 2013), all of the analyses and results described here are novel. The behavioral
data for the controls (Figures 4.1) are re-analyzed from the study of Sederberg et
al. (2006), in which 39 healthy, college age students performed the same delayed
free recall task, using identical timing parameters (P. B. Sederberg et al., 2006).
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4.3.2 Free Recall Task
Each patient participated in a delayed free-recall task (Figure 1.2A). The task was
coded in PyEPL (Geller, Schleifer, Sederberg, Jacobs, & Kahana, 2007) and adminis-
tered at the patient’s bedside using a laptop. The complete behavioral data from an
example participant are shown in Figure 1.2B. Each trial began with an orient cue
(green square; Figure 1.2B), whichwas a small ’+’ sign presented in the center of the
screen for 1600ms. After the orient cue, 15 or 20wordswere presented sequentially
(red and blue circles during encoding; Figure 1.2B). Words remained on the screen
for 1600 ms, followed by a randomly jittered 800-1200 ms blank inter-stimulus
interval (ISI). Immediately following the final word in each list, participants were
given a distraction task (arithmetic problems; minimum 20 sec; labeled ’Distractor’
in Figure 1.2B). After the distraction task, a row of asterisks at the center of the
screen and an audible tone (300 ms duration; black star in Figure 1.2B) marked the
start of the retrieval period, during which patients were given 45 sec to recall as
many words as possible from the list in any order. Words recalled from the most
recent list were considered correct retrievals (red circles; 1.2B). Recalled words that
were not on themost recent list were intrusions, which were either presented to the
patient in a previous list (prior-list intrusions; yellow-circles, 1.2B) or not presented
to the patient at all (extra-list intrusions; gray-circles, 1.2B).
4.3.3 iEEG recordings
Clinical circumstances alone determined electrode number and placement (see Ta-
ble 4.1). Subdural (grids and strips) and depth contacts were spaced 10 mm and 8
mm apart, respectively. iEEG was recorded using a Bio-Logic, DeltaMed (Natus),
Nicolet, Grass Telefactor, or Nihon-Kohden EEG system. Depending on the am-
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Left Hemisphere Right Hemisphere
# Electrodes # Patients # Electrodes # Patients
Frontal 1,310 47 1,474 56
Hippocampal 201 35 233 38
Limbic 336 54 275 56
Occipital 109 27 247 31
Parietal 342 29 650 38
Temporal 1,458 58 1,627 63
Table 4.1: Number of patients and electrodes contributing to each anatomical region. The number
of left-language dominant patients with electrodes in each anatomical ROI is listed. Additionally,
the total number of electrodes, from all patients, within each lobe is listed.
plifier and the discretion of the clinical team, the signals were sampled at 200, 256,
400, 500, 512, 1000, 1024, or 2000 Hz. Signals were converted to a bipolar montage
by di↵erencing the signals between each pair of immediately adjacent contacts on
grid, strip, and depth electrodes (Burke et al., 2013). Signals were re-sampled at 256
Hz; a notch filter was applied at 60 Hz or 50 Hz. Analog pulses synchronized the
electrophysiological recordings with behavioral events. Contact localization was
accomplished by co-registering the post-op CTs with the MRIs using FSL Brain Ex-
traction Tool (BET) and FLIRT software packages. The resulting contact locations
were mapped to both MNI and Talairach space using an indirect stereotactic tech-
nique. The spatial distribution of the intracranial contacts is shown in Figure 1.3C.
To identify whether a particular anatomical area exhibited task-related changes
in power, we grouped spatially similar electrodes from di↵erent participants by
segregating Talairach space into overlapping 12.5 mm radius spheres spaced every
3 mm (Figure 4.2-4.5). Only spherical regions that had electrodes from or more
patients were included in analyses.
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4.3.4 Spectral Power
We convolved clips of iEEG (2000 ms before retrieval onset to 2000 ms after onset,
plus a 1000 ms flanking bu↵er) with 30 complex valued Morlet wavelets with
center frequencies logarithmically spaced from 2 to 95 Hz (Addison, 2002). We
used a value of 10 for the center frequency to bandwidth ratio in order to maximize
the resolution of spectral power in the frequency domain. Only correct retrievals
without any other recall eventswithin 2000ms of vocalization onsetwere analyzed.
We squared and log-transformed the wavelet convolutions, and then averaged the
resulting log-power traces into 500 ms epochs incremented every 250 ms, yielding
13 total temporal epochs surrounding each correct retrieval onset. For the high-
temporal resolution analysis (Figure 4.6), each window was incremented every
10 ms. Power was averaged into a theta band (✓; 3-8 Hz) and a high-frequency
activity band (HFA; 64-95 Hz). We then z-transformed power values separately
for each session using the mean and standard deviation of each electrodes power
values sampled every 60 ± 10 sec throughout the duration of the session (Burke
et al., 2013). For every electrode and for every temporal epoch, we compared the
power during correct retrievals with an equally matched set of baseline events
taken at random during the retrieval interval when the patient was not vocalizing.
These events provided a comparison condition in which the patient was quietly
searching their memory, but was unable to retrieve a word, which we refer to as
“baseline”. We assessed the di↵erence in spectral power during memory retrieval
versus baseline by calculating a parametric t-statistic on the distributions of average
power values during retrieval compared to a baseline conditions. In Figure 4.6, t-
statistics comparing power during retrieval and baseline conditions were averaged
across all electrodes from each patient in a particular region.
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4.3.5 Statistical Procedure
For the anatomical plots in Figures 4.2-4.5, we assessed whether changes in spec-
tral power were significant across participants for a given ROI or spherical voxel
using a non-parametric permutation procedure. We calculated a t-statistic on the
distribution of log-power values during retrieval and baseline conditions during
a single temporal epoch for every electrode and from each participant. We then
permuted the labels for the conditions 10,000 times to generate a distribution of
10,000 shu✏ed t-statistics. We averaged the true and permuted t-statistics across
all electrodes within each spherical region for each participant. For each region,
we then summed the true and permuted averaged values across all participants
(Sederberg et al., 2007; Burke et al., 2013). To generate a p-value for changes in
spectral power for a given region, we determined the position of the summed true
t-statistics in the distribution of summed permuted values. To correct for multiple
comparison across space and time, we used a false discovery rate (FDR) procedure
(Genovese et al., 2002, q=0.01).
4.3.6 Topographic plots
To plot spatial changes in spectral power, we identified spherical regions that
exhibited a statistically significant (FDR corrected) increase or decrease in power
across participants. At each spherical region, we calculated the percentage of
other regions within 12.5 mm that exhibited identical encoding-related e↵ects.
We translated these percentages to color saturation and rendered these values
onto cortical and subcortical topographical plots using a standard MNI brain with
information from the WFU PickAtlas toolbox (Maldjian et al., 2003). Colored
values were smoothed using a three-dimensional Gaussian kernel (radius = 12.5
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mm;   = 3 mm). The maximal color saturation in either direction corresponded
to 50% of adjacent spherical regions. All regions with fewer than five patients
were colored black and were not analyzed. Grayscale rendering in other regions
represented the percentage of spherical regions surrounding a given location with
at least five patients, and thus represented regions that were analyzed but that did
not exhibit significant e↵ects. Only contiguously statistically significant regions
(spherical regions flanked by other significant regions in all dimensions) were
visualized in order to identify regions with concentrated clusters of activity.
In the region of interest (ROI) approach (Figures 4.6), we segregated electrodes
into five anatomical lobes (frontal, temporal, parietal, occipital, and limbic) from
each hemisphere to generate 10 mutually exclusive ROIs (Lancaster et al., 2000;
Manning et al., 2011; Manning, Sperling, Sharan, Rosenberg, & Kahana, 2012).
A clinician experienced in neuroanatomical localization manually reviewed post-
OP CT and MRI images to accurately identify all depth contacts located within
the hippocampus (Lega et al., 2011; Serruya et al., In Press.). A bipolar pair
was categorized into two additional hippocampal ROIs (left and right) if at least
one contact within the pair was determined to lie within this structure, yielding
hippocampal electrodes from patients.
4.4 Results
Our goal was to investigate the extent to which the neurological changes that
accompany episodic retrieval can be resolved into distinct temporal stages and
anatomical regions. To accomplish this, we administered a delayed free recall
test to 98 patients with medication resistant epilepsy (Figure 1.2A). Specifically,
during free recall, patients are shown a list of 15 or 20 words and then, after 20-
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Figure 4.1: Retrieval dynamics in epileptic patients and healthy volunteers. A:The probability
(y-axis) that a word presented at a given list position (x-axis) was retrieved first (probability of
first recall; PFR) during the recall period. Errorbars represent ±1 SEM across patients. Data
from epileptic patients (Epilepsy) are shown in black; data from a cohort of healthy college age
participants performing the same task (controls) are shown in gray. B: Given a word from a certain
list position was retrieved, the probability (y-axis) that the next retrieval was from a word from a
nearby list position (lag; x-axis). Errorbars represent ±1 SEM across patients. Black and gray lines
identical as in (C).
25 seconds of arithmetic distraction, are asked to recall the words out loud. We
recorded the patients’ responses and precisely marked vocalization onsets during
the recall interval (Figure 1.2B). Behaviorally, patients tended to begin retrieval
with the first list item (Figure 4.1A) and thereafter transitioned to words from
neighboring list positions (Figure 4.1B). These behavioral e↵ects are manifestations
of the laws of primacy (Tulving, 2007) and contiguity (Kahana, 1996), which have
been extensively documented in list-learning and list-recall experiments (?, ?) and
suggest that the retrieval dynamics in the epileptic patient population are consistent
with those in healthy volunteers (also shown in Figures 4.1A and 4.1B).
After establishing that the epileptic patient population exhibited identical re-
trieval dynamics as healthy controls, we sought to localize the neural origin of
spontaneous episodic retrieval. Localization was made possible because, as pa-
tients performed the task, they were simultaneously undergoing phase II (intracra-
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nial) monitoring for seizure localization using neurosurgically implanted subdural
and depth electrodes. We collected intracranial electroencephalography (iEEG)
from all patients’ implanted electrodes, and aligned retrieval vocalization times
with the recorded iEEG data. We hypothesized that high-frequency activity (HFA;
64-95 Hz) and theta frequency activity (3-8 Hz), which have been previously impli-
cated in human and animal studies of episodic memory (Du¨zel et al., 2010; Nyhus
& Curran, 2010), could be used to trace the retrieval of an episodic memory in both
space and time.
To identify specific episodic memory traces in intracranial EEG, it is necessary
to measure changes in theta and HFA power as individual items are successfully
retrieved. Free recall has the unique advantage that the period before retrieval
is free from non-mnemonic processing, such as external cue perception and/or
object recognition that occur in recognition memory judgements and cued recall.
However, investigating item-level neural changes that occur during the retrieval
period of free recall is also challenging because of the absence of a definitive
control condition. One option, previously implemented by Sederberg et al. using
a subset of these data, is to compare correct retrievals with “incorrect retrievals”,
where correct and incorrect retrievals refer to retrieved words that stem from the
current or previous list(s), respectively (Sederberg et al., 2007b). However, because
both conditions require seemingly identical internal memory search processes, we
instead chose to use a neutral baseline condition to quantify change in power
during retrieval. Specifically, for each patient, we compared the power in theta and
HFA ranges surrounding correct retrievals, with activity randomly sampled during
the retrieval period but not linked to specific vocalization events. Although this
method will detect motor and language related changes that co-vary with retrieval
(see, for example, Figure 4.5), we find that the high spatiotemporal resolution of
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Figure 4.2: Spectral activityduring retrieval. In eachpanel, all spherical regions that exhibited a sig-
nificant (permutation procedure; FDR corrected) change in power -750–250 ms before spontaneous
retrieval are displayed on a standardized three-dimensional brain. The black line above each panel
represents time; the green box shows the time interval represented in the panel. High-frequency
power (64-95 Hz) and theta (3-8 Hz) power are shown in A and B, respectively. Power changes
reflect a comparison between retrieval (Ret) and a neutral baseline condition (Bas). Increases (Ret
> Bas) and decreases (Ret < Bas) in power are shown in red and blue, respectively. The horizontal
dashed line on the sagittal views corresponds to the level of the axial cut in the third panel. Color
and grayscale renderings represent the percentage of nearby regions exhibiting significant e↵ects
and containing more than 5 patients, respectively. Radiological slice view is shown with right (R)
and left (L) hemispheres labeled.
intracranial EEG is able to distinguish such motor/language activity from memory
retrieval activity (Figures 4.2-4.4).
To accomplish our goal of tracing the retrieval of an episodic memory in space
and time, we next investigated the overall direction and spatial location of fluctu-
ations in theta and HFA during correct retrievals across all patients (Figure 4.2).
HFA increased in the left hemisphere during correct retrieval. In particular, the left
hippocampus, ventral lateral prefrontal cortex (VLPFC), dorsal lateral prefrontal
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cortex (DLPFC), ventrolateral temporal cortex (VLTC), posterior parietal cortex
(PPC), and supplementary motor area (SMA) all showed increased HFA during
the retrieval period (Figure 4.2A). The right hemisphere, on the other hand, dis-
played decreases in HFA that localized to the temporal cortex. Theta activity also
displayed prominent changes in activity in the right temporal cortex, however
theta activity tended to increase during retrieval (Figure 4.2B).
HFA has been previously linked to the BOLD signal (N. Logothetis et al., 2001;
Mukamel et al., 2005) and general cortical activation (Lachaux et al., 2012). There-
fore, areas exhibiting an increase in item-level changes in HFA during free recall
should map onto brain regions previously found to be related to recognition mem-
ory by functional imaging studies, assuming recall and recognition invoke similar
neural circuits to perform retrieval. Consistent with this prediction, the regions in
Figure 4.2A are largely concordant with a recent fMRI meta-analysis of successful
recognition (Spaniol et al., 2009). This concordance not only validates our use of
a neutral baseline to isolate retrieval-related activity, but it also provides electro-
physiological evidence that retrieval processes during free recall (reported here)
and recognition memory (see Kahn, Davachi, & Wagner, 2004; Spaniol et al., 2009)
recruit overlapping neural circuitry.
Intracranial EEG allows localization of electrophysiological e↵ects in both space
and time; and, we next investigated how the theta andHFAfluctuations in Figure 4.2
varied as a function of time. Wewere particularly interested in the earliest (relative
toword onset)marker of retrieval; such activitywould represent the putative origin
of the episodic retrieval process. In addition, the task was particularly well-suited
to find such early activity because retrieval during free recall is not cued by an
external stimuli, which allowedus to “wind back the clock” and look for the earliest
marker of episodic retrieval that spontaneously emergedduring thememory search
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Figure 4.3: High-frequency activity (HFA; 64–95Hz) across time during retrieval. Identical plot as
in Figure 4.2 for changes in HFA power for multiple time windows leading up to memory retrieval.
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Figure 4.4: Theta activity (3–8 Hz) across time during retrieval. Identical plot as in Figure 4.2 for
changes in theta power for multiple time windows leading up to memory retrieval.
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process. To accomplish this,we repeated the analysis inFigure 4.2 for timewindows
progressively further removed from vocalization onset. This analysis revealed the
spatiotemporal evolution of theta and HFA power preceding memory retrieval,
and is shown for HFA in Figure 4.3. From the figure, the earliest change in HFA
during correct retrieval was a decrease in HFA in the right temporal lobe (and
to a lesser extent the left temporal lobe). These changes preceded the increases
in HFA in the hippocampus and left neocortex by 500 to 1000 ms. Furthermore,
the spatiotemporal evolution of theta activity (Figure 4.4) also showed a change in
theta power in the right temporal cortex during this same time period. However,
in contrast to HFA, theta activity tended to increase during correct retrieval. Both
the increases in theta and the decreases in HFA ramped up until 1000 to 500 ms
before vocalization, and then began to decrease before the impending vocalization
(750 to 250 ms before onset).
To adjudicate between retrieval andmotor related e↵ects, we analyzed theta and
HFA power in the post-vocalization interval (250 to 750ms after vocalization onset;
4.5). Across almost the entire brain, theta activity during vocalization exhibited
a profound decrease in power (Figure 4.5B). This decrease in theta power was
accompanied by an overall increase inHFA that was concentrated near the bilateral
central sulcus and superior temporal regions (Figure 4.5B). This pattern of activity
is characteristic of the event-related electrophysiological changes that accompany
motor, auditory, and language activation (Miller et al., 2007; Crone et al., 2001).
With respect to memory retrieval, the pre- and post-vocalization changes in HFA
and theta power were di↵erent in two ways. First, increases in HFA localized to
di↵erent spatial locations (compare Figures 4.2A and 4.5A). Second, in the right
hemisphere, the polarity of the e↵ects switched after vocalization, i.e. theta power
tended to increase pre-vocalization and decrease post-vocalization (and vice versa
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Figure 4.5: Spectral activity during vocalization. Identical plot as in Figure 4.2 for changes in HFA
(A) and theta (B) power surrounding vocalization onset.
for HFA power). Both of these observations suggest that the pre-vocalization
changes in spectral power can be dissociated from motor activity associated with
vocalization.
Figures 4.2-4.4 display theta and HFA activity very precisely in space using
relatively coarse time intervals. The data show a switch, concentrated in the right
temporal cortex, between a pre-vocalization increase in theta and decrease in HFA
to a post-vocalization decrease in theta and an increase in HFA. To precisely iden-
tify the time during which this switch takes place, we first categorized electrodes
into larger regions-of-interest (ROIs) and then repeated the analyses in Figures 4.2-
4.5 using higher temporal resolution (10 ms spacing between subsequent epochs).
Figure 4.6 displays the results of this high-temporal resolution analysis and con-
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firms that increased theta activity (and decreasedHFA) in the right lateral temporal
cortex is the first marker of correct retrieval. In addition, the pronounced switch
in dynamics from pre-retrieval increased theta/decreased HFA to post-vocalization
decreased theta/increasedHFAcan bemore clearly seen in the right temporal cortex
(RTC). Indeed, theta and HFA switched polarity in the RTC at the exactly the same
time point (200 ms before vocalization onset). The timing analysis also revealed
regions in which HFA power maximally peaked during the pre-vocalization inter-
val (albeit closer to vocalization onset), including the left hippocampus, left frontal
cortex, and left limbic (non-hippocampal medial temporal lobe). Figure 4.6 also
displays that the occipital cortex exhibited very little change in theta and gamma
power during retrieval. This result suggests that words were not “re-visualized”
during retrieval and stands in contrastwith previous studies examining the spectral
correlates of episodic memory retrieval (Osipova et al., 2006).
The group data in Figures 4.2-4.7 suggest that the earliest marker of correct
retrieval is a combined increase in theta power and decrease in HFA power in
the right temporal cortex. To gain insight into the underlying electrophysiological
activity represented by this pattern, we examined the raw voltage traces and power
spectra from many electrodes in the right temporal cortex. Figure 4.7 displays
an example of these data for one such electrode in the right temporal cortex.
From the raw voltage traces of individual trials, one can clearly discern runs of
theta oscillations during the retrieval period that become quenched at the start of
vocalization (Figure 4.7A). The power spectra during all correct trials (red), control
trials during the retrieval period (blue), and baseline trials taken throughout the
task (gray), suggest that this theta oscillation non-specifically increases during
retrieval (red andblue>gray), rampsupapproachingvocalization (red>blue), and
is thenquenchedduringvocalization (red<blue; Figure 4.7B). Furthermore, during
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Figure 4.6: Timing of theta and HFA across regions-of-interest (ROIs). Each sub-panel shows
relative power, across time, in both the theta (blue) andHFA (red) frequency bands during retrieval.
The y-axis in each panel represents t-statistics (comparing power during retrieval vs. baseline)
averaged across patients with electrodes in each ROI; the width of each line is proportional to ±1
SEM. The time on the x-axis corresponds to the mid-point of a 500 ms time epoch, incremented
every 10 ms. Yellow asterisks represent significant shifts in power across patient (t-test; p <
0.05; Bonferroni corrected across time epoch). Each ROI corresponds to a di↵erent sub-panel. O,
Occipital; P, Parietal; F, Frontal; T, Temporal; L, Limbic (non-hippocampal); H, Hippocampal;
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the vocalization period, there is a simultaneous increase in HFA that accompanies
the diminished theta oscillation. These e↵ects are summarized by comparing the
retrieval (red) trials with the control trials (blue) across time and frequency (Figure
4.7C). The raw power spectra shows a specific example in which the increase in
theta power was accompanied a peak in the power spectrum, consistent with a
theta oscillation.
The example displays a prominent theta oscillations that occurs during the
retrieval period; this oscillation increases in power before specific vocalization
events and become quenched during vocalization itself. However, in order to
suggest that the theta activity observed in the right temporal cortex in Figures 4.2-
4.6 represents theta oscillations, it is necessary to show that, across all patients, such
power is band-limited in the theta frequency range. In particular, if frequencies far
outside the theta range also show increase power during correct retrieval, it would
instead suggest that such activity reflects broadband changes. To investigate this,
we next averaged, for each patient, raw power spectra (in z-scored units) across
all electrodes in the right temporal cortex. The average power across all patients is
shown during the retrieval interval in Figure 4.8, left panel. And, although there is
increased power up to 13.8Hz, themajority of the power increases are concentrated
in the theta range (3-12 Hz). The broad peak throughout this range stems from the
fact that each patient has a slightly di↵erent peak frequency, as can be seen, for
example, by comparing the peak theta activity in Figure 4.7B (peak at 8.7 Hz) with
other similar examples.
This narrow band activity stands in contrast with decreases in theta power that
occur in the same region during the vocalization period (Figure 4.8, right-panel).
During this period, theta activity decreases alongwith a broad range of frequencies
extending from 3 to 35 Hz, including the delta, theta, alpha, beta, and even the low
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Figure 4.7: Examples of changing theta and HFA dynamics in the right temporal lobe. A: For
an example electrode in the right lateral temporal lobe, raw voltage traces surrounding a subset
of retrievals are shown. Solid vertical line represents 1 second demarcations; dashed vertical lines
represent 100 millisecond demarcations. Green line marks vocalization onset. B: For the same
electrode, the averaged raw log-transformed power spectrum is shown for all retrieval events for
four time epochs (time periods marked above spectra). Solid lines represent average traces; thick
dashed lines represent ±1 s.e.m; thin dashed lines represent 95% CI. Red lines represent actual
retrieval; blue lines represent baseline events taken during the retrieval period; gray lines represent
baseline events recorded throughout the entire task. C: The di↵erence between power during
retrieval events and baseline events taken during the retrieval period for the same electrode in
(A) and (B). Di↵erences were calculated across trials using a t-statistic (colorbar). Red and blue
represent an increase and decreases in power during retrievals, respectively.
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Figure 4.8: Right temporal lobe spectrograms during retrieval. Power (z-scored) across all fre-
quencies was first averaged, for each patient, across all electrodes in the right lateral temporal
lobe. The resulting distribution of averaged power values, across all patients with right temporal
coverage, is shown separately for pre- and post-vocalization temporal epochs in the right and left
panels, respectively.
gamma frequency range. Thus, the decrease in theta power that occurs in the right
temporal cortex during the vocalization interval is not limited to the theta regime
and is more consistent with a broadband decrease in low-frequency power.
4.5 Discussion
Here, we use the high-temporal and spatial resolution of intracranial EEG to define
electrophysiological stages of episodic retrieval. We then interpret these stages in
terms of the framework of retrieval mode, reinstatement, and response production
(Tulving, 1983), which allows cognitively meaningful concepts to be assigned to
each stage. Within this framework, theta oscillatory activity in the right hemisphere
represents the activation of a retrieval mode, i.e. voluntary control of the episodic
memory system. Next, the timing of the left hemispheric increase in HFA suggests
that this stage can be conceptualized as reinstatement, i.e. the process by which a
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specific memory is reactivated and brought into awareness. Our data suggest that
this process occurs in a left hemispheric network consisting of the hippocampus,
VLTC and the prefrontal cortex. Finally, the motor/language activation during
vocalization is consistent with the process of response production.
4.5.1 Stage 1: Right hemispheric Theta Oscillations
The combined increase in theta power and decrease in HFA in the right hemi-
sphere were the earliest electrophysiological markers of episodic retrieval (Figures
4.3, 4.4, and 4.6). This activity was predominately found in the right temporal
and parahippocampal cortex, consistent with findings of right focused theta os-
cillations duringrecognition tasks (Doppelmayr et al., 1998; Osipova et al., 2006).
The increase in theta power in the right temporal cortex was concentrated in the
3-12 Hz frequency band (Figure 4.8, left-panel). Additionally, when the individual
power spectra of the electrodes in the right temporal area were analyzed, we found
a number of electrodes showing clear examples of theta oscillations (Figures 4.7).
Together, these data suggest that the increase in theta power in the right temporal
cortex, which was observed across all patients (Figure 4.4), was driven by theta
oscillatory activity. Previous electrophysiological studies have shown that theta
oscillations, more than any other signal, are enhanced during episodic retrieval
(Burgess & Gruzelier, 1997; Klimesch, Doppelmayr, Schwaiger, Winkler, & Gruber,
2000; Mormann et al., 2005; Guderian & Du¨zel, 2005; Lega et al., 2011; Watrous,
Tandon, Conner, Pieters, & Ekstrom, 2013). Here, we show that such theta activity
is the earliest marker of episodic retrieval.
Theta has been hypothesized to organize information into and out of the hip-
pocampus during episodic encoding and retrieval (Du¨zel et al., 2010; Nyhus&Cur-
ran, 2010), through both interaction with the gamma cycle (Lisman & Jensen, 2013)
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and long-range synchronization with distant theta oscillators (Fell & Axmacher,
2011). These hypotheses have largely assumed that theta activity represents infor-
mation specific to the item being retrieved, an argument that has received direct
experimental support (Klimesch et al., 2006). Here, however, we show that theta
activity is present tonically, well before the initiation of spontaneous retrieval (Fig-
ure 4.6). This timing information suggests that theta oscillations are not necessarily
linked to the retrieval of item specific information, but rather serve a permissive
role during the retrieval process.
This conclusion is supportedby recent research linkingpre-stimulus theta activity—
which cannot possibly carry information about the upcoming item—to successful
memory performance (Guderian et al., 2009; Rutishauser, Ross, Mamelak, & Schu-
man, 2010; Fell et al., 2011; Addante et al., 2011; Gruber et al., 2013). One possibility
is that theta oscillations in the right temporal cortex reflect the voluntary engage-
ment of a memory search process. Indeed, the idea that memory search is permit-
ted by a tonic and voluntarily controlled state resonates with the idea of a retrieval
mode (Tulving, 1983), which has been hypothesized to limit memory search to pe-
riods during which it is task–appropriate, preventing involuntary retrieval being
driven by environmental cues at inappropriate times. The link between theta and
the retrieval mode would explain why theta oscillations are enhanced (1) gener-
ally during memory retrieval (2) very early before spontaneous retrieval, as shown
here, and (3) in the pre-stimulus period during cued-retrieval tasks (Addante et al.,
2011).
4.5.2 Stage 2: Left hemispheric HFA
The next electrophysiological stage of retrieval was an increase in HFA in the
L. Hippocampus, ventrolateral prefrontal cortex (VLPFC), dorsolateral prefrontal
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cortex (DLPFC), ventrolateral temporal cortex (VLTC), posterior parietal cortex
(PPC), and premotor cortex (PMC) immediately preceding vocalization onset (Fig-
ure 4.2A). These same areas correspond well with regions implicated in analogous
neuroimaging studies using recognition memory tasks (reviewed in Spaniol et al.,
2009). Indeed, the correspondence between HFA and fMRI findings during re-
trieval fits well with the known correlation between HFA and the BOLD signal
(N. Logothetis et al., 2001; Mukamel et al., 2005; Conner et al., 2011). Thus, these
findings o↵er a key link between electrophysiological and haemodynamic studies
of episodic retrieval (M. D. Rugg, Herron, & Morcom, 2002).
We speculate that these changes reflect reinstatement, or the reactivation of
retrieved episodic information into conscious awareness (Tulving, 1983), for two
reasons. First, with regard to timing, the increased HFA occurred immediately
before the motor response associated with vocalization (see next section). Sec-
ond, the regions that activated during this second stage have been shown in a
number of studies to specifically co-vary with both the encoding and retrieval
of episodic information. In particular, the L. VLPFC and L. DLPFC have been
previously hypothesized to reflect “cognitive control” processes during episodic
retrieval (Buckner, 2003; Badre&Wagner, 2007), i.e., these regions select (L. VLPFC)
and organize (L.DLPFC) information in posterior sites to accomplish a set cognitive
goal (in this case episodic retrieval; Blumenfeld & Ranganath, 2007). Our findings
suggest the L. hippocampus and L. VLTC are the likely targets of such prefrontal
modulation, because these regions activate simultaneously with the L. DLPFC and
L. VLPFC during retrieval (Figure 4.3). In addition, the hippocampus and L. VLTC
have been previously shown to be implicated in episodic and semantic processing,
respectively (?, ?; Binder, Desai, Graves, & Conant, 2009). Thus, our data suggest
that episodic information (stored in the L. Hippocampus) and semantic informa-
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tion (stored in the L. VLTC) are selected by the L. VLPFC and organized by the
L. DLPFC (Ranganath & Blumenfeld, 2008; Long, O¨ztekin, & Badre, 2010) into a
single coherent episodic memory.
We also note that, because HFA represents overlapping information with the
BOLD signal (N. Logothetis et al., 2001; Mukamel et al., 2005; Conner et al., 2011),
we have recapitulated the two main neurological correlates of episodic retrieval:
theta oscillations (Nyhus & Curran, 2010) and left hemispheric neural activation
(Spaniol et al., 2009). We found that these two neurological features were tempo-
rally and spatially distinct, suggesting that theta oscillations and haemodynamic
activations reflect very di↵erent functional networks during episodic retrieval.
4.5.3 Stage 3: Bilateral motor/language activation
Memory retrieval is generally directed toward some goal; retrieval typically con-
cludes with the conversion of reinstated information toward the realization of that
goal, whichwill vary from task to task, dependingonwhymemorywas searched. In
the case of a free recall task, memory is searched to articulate retrieved words, and
we found that this stage was marked by electrophysiological changes known to ac-
company language and motor responses during speech. Specifically, vocalization
is associated with a widespread increase in HFA and decrease in low-frequency ac-
tivity (Miller et al., 2007; Crone et al., 2001). These changes are bilateral and localize
to language and motor processing regions (Figure 4.5). However, the electrophysi-
ological e↵ects of this final stage of memory retrieval (i.e., response production) are
not absolute and will depend on the rules of the task; in the case of a recognition
task it may be a yes/no button press, in a cued recall task it may be the written
completion of a word stem, in more naturalistic uses of memory the retrieved trace
may be used to inform a decision or to help understand an ongoing conversation.
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4.5.4 Conclusion
Assigning particular neurobiological features to the retrieval mode, reinstatement,
and response production framework provides testable predictions regarding the
role of these electrophysiological changes in memory retrieval. For example, if
left-hemispheric HFA represents reinstatement, then measures of neural reactiva-
tion between encoding and recall (Polyn, Natu, Cohen, & Norman, 2005) should
performmuch better using left hemispheric HFA, as opposed to right-hemispheric
theta activity. In addition, if voluntary engagement of retrieval requires right-to-
left hemispheric coordination, then there should be a selective loss of spontaneous
retrieval in disconnection syndromes (interestingly, themost common clinical com-
plaint after acute corpus callosotomy is a profound and sudden mutism; ?, ?).
These predictions should help clarify the stages of cognitive processes involved in
re-experiencing past events.
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Chapter 5
General discussion
5.1 Contributions of this dissertation
From a physiological standpoint, this dissertation suggests that not all spectral
activity during episodic encoding and retrieval represents oscillations. Instead,
as suggested in chapter 2, asynchronous (non-oscillatory) activity predominates
during memory formation. These asynchronous changes represent non-specific
increases in neural activation; therefore, the information in this signal should be
encoded by when/where such activations occur, and not if such activations occur.
This interpretation caused me to focus on the spatiotemporal evolution of spectral
activity during encoding (Chapter 3) and retrieval (Chapter 4). I showed thatmem-
ory (formation and retrieval) evolves in distinct neurological stages, which I syn-
thesize in the Neurological Stages of Episodic Retrieval and Formation (N-SERF)
model, which is explicated below. This model suggests that episodic encoding
and retrieval involves a cascade of spatiotemporal activations, and each stage of
activation represents a distinct cognitive operation. Together, these independent
cognitive operations constitute the phenomenon of memory.
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In the sections below, I separately discuss (1) the implications of these find-
ings on the electrophysiology of episodic memory and (2) the N-SERF model. I
next consider two additional future directions: brain computer interface experi-
mental paradigms, and electrocortical stimulation experimental paradigms. These
future directions are unique because they implement innovativemethods to isolate
specific relations between memory function and neurological e↵ects, and can be
used to test predictions of the N-SERF model. To make these future directions
more concrete, I present data from two experiments in which these methods were
implemented.
5.2 Electrophysiologyofmemoryencodingand retrieval
5.2.1 General discussion
The predominant electrophysiological profile accompanying memory formation
is a decrease in low-frequency power, a simultaneous increase in high-frequency
power, andaprominent decrease in low-frequency inter-regional synchrony (Chap-
ter 2). I will refer to these collective changes as a tilt pattern, namely because of
the simultaneous decrease in low-frequency power and increase in high-frequency
power that is observed1. The lack of high-frequency synchrony (in the face of an
increase in high-frequency power) argues against a model that memory formation
is mediated by a robust increase in synchronized gamma oscillations, as suggested
by prominent theories in the field (Nyhus & Curran, 2010; Du¨zel et al., 2010; Fell
1As mentioned in Chapters 2 and 3, this pattern has been described outside of the memory
system for decades (Pfurtscheller & Lopes Da Silva, 1999) and is often referred to as an event-
related synchronization (ERS) and event-related desynchronization (ERD). However, I have shown
that the ERS component (the increase in high-frequency power) is not, in fact, accompanied by a
robust increase in synchronization, which suggests the ERS/ERD label is somewhat of a misnomer.
At various conferences, I have heard the term “spectral fulcrum” o↵-hand, which inspired the tilt
nomenclature.
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& Axmacher, 2011). Instead, these data point to a non-oscillatory view of memory
formation.
Asmentioned throughout the dissertation, this asynchronous activitywas inter-
preted to represent neural activation. However, what does this tilt pattern suggest
from an electrophysiological standpoint? There is solid evidence to suggest that the
increase in high-frequency power represents an increase in underlying multi-unit
activity (Manning et al., 2009; Rasch et al., 2008; Miller, Sorensen, et al., 2009; Ray &
Maunsell, 2011). But, it is much less clear what physiological phenomenon causes
the decrease in low-frequency power.
One hypothesis that directly addresses the electrophysiological meaning of
event-locked decreases in low-frequency power stems fromwork in rodent models
(Poulet & Petersen, 2008). These studies record intra- and extra-cellular neuronal
activity, aswell as EEGactivity, frommousebarrel cortexduringwhiskingbehavior.
Here, whisking represents an “active” behavioral state. Therefore electrophysio-
logical changes that occur during whisking can be interpreted to reflect neural
activation. The authors found that, when the cortical region in question is “acti-
vated” by the whisking, there is a pronounced decrease in low frequency power
and decrease in inter-cellular neuronal coherence. These changes are driven by
an increase in somatosensory thalamic input specifically to the area of cortex near
the recording sites (Poulet et al., 2012). These results suggest that activated neural
states cause an overall desynchronization in neuronal-neuronal interactions, which
leads to a decrease in low-frequency EEG power (Harris & Thiele, 2011). These
findings have also been replicated in the visual cortex of non-human primates, us-
ing visuospatial attention as the “active” state (Cohen & Maunsell, 2009; Mitchell,
Sundberg, & Reynolds, 2009).
The changes described in the aforementioned animal models are very similar
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to the tilt pattern. Namely, an activated state (ex: memory formation) causes a
decrease in low-frequency power and an overall increase in asynchronous activity.
One hypothesis is that excitatory output from the hippocampus drives neocortical
and parahippocampal neurons to de-synchronize during memory formation, just
as thalamic excitatory output drivesmouse barrel cortex neurons to de-synchronize
duringwhisking (Poulet&Petersen, 2008; Poulet et al., 2012; Harris&Thiele, 2011).
Thus, the observed decrease in low-frequency power during memory formation
could be a result of a massive decrease in inter-neuronal correlations. Although
speculative, this hypothesis provides an electrophysiologically plausible explana-
tion for the decrease in low-frequency power that accompaniesmemory formation,
and can be tested in human neuronal recordings.
5.2.2 Future directions
To test whether the tilt pattern reflects a modulation in cortical states similar to that
in the mouse (Harris & Thiele, 2011), it is necessary to measure neuronal activity
in humans during a memory task. Only then will it be possible to determine of
populations if neurons are collectively de-synchronizing in association with tilt
spectral changes during memory formation. Specifically, I predict that memory
formation involves an increase in multi-unit activity at neocortical areas involved
in memory formation, a decrease in the inter-neuronal correlation in populations
of neocortical cells at these same regions, and a decrease in low-frequency power
of the local field potential.
In order to test these predictions, it is necessary to record from individual neu-
rons in the human brain. Although technically demanding, neuronal recordings
from the human brain are feasible (see, for example ?, ?; A. K. Engel et al., 2005),
and our group has begun recording unit activity frommicro-wires implanted in the
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Figure 5.1: Recordingunit activity during free recall task. A: Schematic of themicro-electrodeused
to obtain unit recordings in human participants, the Benjie Fried electrode. More information can
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(300-9000 Hz, top-panel) and clipped raw data (bottom-panel). Colored dots correspond to action
potentials from the two di↵erent units. Clipped region corresponds to yellow square in top-panel.
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medial temporal lobe during the free recall task (Figure 5.1A). These micro-wires
are implanted into the hippocampus through depth electrodes (Figure 5.1B) at no
additional risk to the patient, and are able to detect multiple single-units (Figure
5.1C). Therefore, using these recordings, we could directly test whether the tilt
phenomenon represents de-correlated population activity, as outlined above.
5.3 The neurological stages of episodic retrieval and
formation (N-SERF) model
5.3.1 General discussion
In memory research, cognitive models are a common method to distill complex
datasets and activation patterns down to their defining features. Examples of such
models include the HERA model of episodic encoding and retrieval (Nyberg et
al., 1996; Habib, Nyberg, & Tulving, 2003), the CoBRA model of episodic retrieval
(Shimamura, 2011), the CARA model of prefrontal cortex function in memory
(Nolde, Johnson, & D’Esposito, 1998), the DAP hypothesis of parietal cortex func-
tion during retrieval (Cabeza, 2008), among many others. Here, we use a similar
approach to synthesize the findings in Chapters 3 and 4. Specifically, the neu-
rological stages of episodic retrieval and formation (N-SERF) model captures the
temporal cascade of spatial activation patterns described in this dissertation. The
model ascribes specific cognitive features to each spatiotemporal stage of encoding
and retrieval, and is summarized in Figure 5.2.
As suggested in Chapter 3, there are two primary spatiospectral activation pat-
terns that arise during encoding, an early stage and a late stage (Figure 5.2A). It
is likely that these di↵erent electrophysiological stages of activation are associated
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Figure 5.2: The Neurological Stages of Episodic Retrieval and formation (N-SERF) model. Each
panel describes a particular of stage neural activity activity during memory formation (A) and
retrieval (B). The text above each panel provides a description of the spectral changes that occur at
each stage; the text below each panel describes the putative behavioral/cognitive correlate of each
e↵ect.
.
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with di↵erent aspects of memory encoding. The early stage corresponds to acti-
vation along the ventral visual pathway and medial temporal lobe. For example,
early (0-800 ms post-item presentation) bilateral activation of visual cortical areas
likely corresponds to perceptual changes that correlate with subsequent retrieval
(Slotnick & Schacter, 2004) and interact with the memory system through a process
of priming (Slotnick & Schacter, 2006). And, activation of the MTL and hippocam-
pus likely reflects enhanced object/category representations and item memory en-
coding (Tallon-Baudry & Bertrand, 1999; Davachi, Mitchell, &Wagner, 2003). Note
that there is a gradual expansion of HFA along the ventral visual pathway frompri-
mary visual areas to the MTL and hippocampus (Chapter 3); the overlapping time
course and spatial location of perceptual (visual) andmnemonic (hippocampal) ac-
tivity may explain why these two cognitive operations are di cult to disentangle
during memory formation (Suzuki & Baxter, 2009; Suzuki, 2009, 2010).
During the late stage of episodic encoding, almost all activations are located in
three left neocortical areas: the left IFC and Broca’s area, the left posterior temporal
cortex (Wernicke’s area), and the left PPC. As suggested in Chapter 3, these areas,
especially the IFC and PPC, have been associated with semantic retrieval (Binder
et al., 2009; Badre & Wagner, 2005, 2007). The activation of these areas, coupled
with the simultaneous lack of activation of the hippocampus and medial temporal
lobe structures, suggests that this stage represents the commencement of post-
encoding retrieval-control processes that enhance the recently encoded memory.
As such, this process represents the beginning stages of rehearsal and is the likely
electrophysiological correlate of semantic retrieval.
In the N-SERF model, episodic retrieval is conceptualized as consisting of three
stages as outlined in Figure 5.2B. These stages are equated to the psychological
framework of retrieval mode, re-reinstatement, and conversion, as fully explained
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in Chapter 4 (see discussion).
One key aspect of the N-SERF model is that it compares the stages of encoding
and retrieval side-by-side. Prominent theories of episodic memory hypothesize
that encoding-retrieval interactions—the extent to which encoding and retrieval
activate the same brain regions—are largely responsible for driving the episodic
memory system (Polyn et al., 2005; M. D. Rugg et al., 2008; Hanslmayr & Stausdigl,
2013). These theories are rooted in Tulving’s encoding specificity principle (Tulving
& Thompson, 1973; Godden & Baddeley, 1975), which suggests that the ability to
remember past events is proportional to the overlap between retrieval cues and
encoding context. However, we show that the overlap between encoding and
retrieval, while quite profound, is limited to late stage encoding and stage 2 of
retrieval, in the N-SERF model. Indeed, there is more to retrieval then the overlap
with encoding, e.g. the activation of theta oscillatory activity in the right temporal
cortex (Figure 5.2B). Thus, the episodic memory system is more than just matching
retrieved context to encoded items, which the N-SERF model captures.
5.3.2 Future directions
Each stage of the N-SERF model requires verification using novel experimental
techniques that are capable of linking specific cognitive phenomenon to specific
electrophysiological e↵ects. Two such innovative methods are described in the
following sections, along with examples of their implementation. These methods
have the potential of knocking out (or knocking in) one particular stage of the
N-SERF model, and determining whether the corresponding cognitive function
is diminished (or enhanced). Such an approach will help determine whether the
electrophysiological e↵ects in theN-SERFmodel play amechanistic role in episodic
memory.
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Another future direction is to determine whether the stages in the N-SERF
model act synergistically to encode and retrieve a memory. To more concretely
explain this future direction, consider the analogy comparing the cognitive oper-
ation of memory with the motor operation of locomotion2. How would we study
locomotion in a scientifically rigorous manner? First, we would choose to study
one form of locomotion, say skipping. Then, we would likely assay the activity of
all muscles during skipping, and try to piece together which muscles flex, extend,
and remain inactive as the person skips around, and when each extension and
flexion occurs. Finally, to have a complete understanding of how skipping is im-
plemented by the muscular system, we would investigate how all muscles activate
synergistically, in relation to each other, to collectively give rise to skipping.
How does this analogy apply to the study of memory? First, just like in locomo-
tion, we pick a form of memory to study, in this case free recall. Next, we carefully
document which brain signals activate or inactivate during the performance of free
recall, and when such activations occur. Finally, we would determine how these
brain signals activate synergistically, in order to collectively give rise to memory
formation and retrieval. Just as in the case of skipping, this third and final line
of investigation is critically important to gain a complete understanding of the
mechanics of free recall.
The N-SERF model stops at the second step, i.e. it determines the neural acti-
vations that occur during memory formation, and isolates when/where they occur.
But, the third step—determining how these brain signals activate synergistically
to give rise to memory formation—represents a very important future direction.
For example, it remains to be determined if, on a given encoding trial, an item
that induces strong activation along the ventral visual pathway (stage 1 encoding)
2This analogy comes from (Tulving, 1983)
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and strong activation of the left neocortical semantic retrieval network (stage 2 en-
coding), is better encoded than an item that induces strong activation in only one
of these pathways alone. In other words, how do the functional networks in the
N-SERFmodel synergistically interact to collectively give rise to episodicmemory?
5.4 Brain computer interface (BCI) experimentalparadigm
5.4.1 General overview
The N-SERF model assumes that particular electrophysiological features corre-
spond to distinct stages of memory formation and retrieval. However, linking
electrophysiological activity with specific mnemonic functions requires innovative
experimental procedures. In this section and the next, I describe two such proce-
dures: Brain computer interface experimental paradigms and electrical stimulation
mapping. We have applied both of the methods in the hospital setting, and the
overall methodology, preliminary results, and significance of the projects are dis-
cussed. These sections provide specific examples of how the N-SERF model could
be verified in the future.
5.4.2 BCI Overview
TheN-SERFmodel suggest that di↵erent neural signals have specific roles inmem-
ory function. One way to test this hypothesis is to switch the dependent and in-
dependent variable of the experiment: instead of analyzing electrophysiological
correlates of memory, we should measure mnemonic correlates of electrophysiol-
ogy. This method would provide stronger evidence that a particular neurological
feature plays a mechanistic role in memory, and is not an epiphenomenon that
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simply correlates with memory function. One such approach, which has been
implemented in rodents, uses a brain computer interface to present stimuli in the
presence and the absence of a particular neurological feature (theta oscillations)
(Seager, Johnson, Chabot, Asaka, & Berry, 2002; Gri n, Yukiko, Darling, & Berry,
2004). These stimuli are then later tested for ease of memory retrieval. The hy-
pothesis is that stimuli presented during a theta oscillation will be retrieved more
easily than stimuli presented at random.
This approach is based on a brain computer interface (BCI), and is used to prove
that a neural signal is su cient for a particular cognitive function (T. W. Berger
et al., 2011; Jarosiewicz et al., 2008; Legenstein, Chase, Schwartz, & Maass, 2010).
Here, we implemented this approach by recording iEEG signals from epileptic
patients with implanted subdural electrodes while they participated in a free recall
test of memory. The general method involved first detecting pre-stimulus neural
oscillations in iEEG that correlated with increased memory performance. From
Chapters 3 and 4, pre-stimulus theta oscillations have been previously correlated
with encoding success (Guderian et al., 2009; Fell et al., 2011). The N-SERF model
suggests that such activity represents the activation of a retrieval mode (Chapter
4; Figure 5.2B). Thus, using our BCI system, we used pre-stimulus theta activity
to control the presentation of items in a free recall task. If pre-stimulus theta
is mechanistically involved in memory formation, we would expect that items
presented during trigger theta conditions would be more likely to be later recalled.
5.4.3 Methods
We collected iEEG data from 14 epileptic patients at Thomas Je↵erson University
Hospital (TJUH) and Hospital of the University of Pennsylvania (HUP). Our goal
was to identify patterns of oscillatory activity at individual electrodes that can
111
Y-SplitterPatient
To Clinical 
Recording System
lo
g 
Po
w
er
log frequency
A B
CDE
HAT
Figure 5.3: Brain Computer Interface Overview. Incoming iEEG data recorded by subdural
electrodes (A)was split anddigitizedbyaNeuralynx recording system (B). The appropriatememory
signal was decoded (C) in real-time (D) to control the memory experiment (E). The entire real-time
loop (A-E) was performed within 50 ms.
be used to optimally trigger stimulus presentation and thus improve a patient’s
memory performance. We achieved this goal in two steps. First, by analyzing
data from a standard version of the free-recall task, we identified the neuronal
oscillations, prior to word presentation, that exhibited the most significant change
in power during successfully versus unsuccessfully encoded words. Second, we
administered a real-time, closed-loop variant of this task where we used the power
in this oscillation to trigger stimulus presentation. The architecture of the BCI
system that accomplished this closed loop analysis is given in Figure 5.3. iEEG
data was first recorded from subdural electrodes (Figure 5.3A). A Y-splitter was
then used to split the iEEG signal and direct it to the research recording system
(Neuralynx, Inc. Digital Lynx data acquisition system, Bozeman, MT; Figure 5.3B).
iEEG data was then amplified, sampled at 32 kHz, and bandpass filtered between
0.3 and 300Hz. Using theMatCom software package distributed byNeuralynx, the
incoming signalwas temporarily stored in aMatlab R  (TheMathworks, Inc., Natick,
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MA) readable bu↵er before it was written to disk, which allowed us to perform
real-time data processing on the ECoG signal. Specifically, incoming data from
each electrode was read from this bu↵er, immediately downsampled, and then
used to update and fill a 600 ms sliding window every 50 ms. The memory signal
of interest (theta or alpha oscillatory power) was then extracted from this 600 ms
window using a Fast-Fourier Transform (Figure 5.3C; see results) and visualized
(Figure 5.3D) in real-time using custom Matlab software. To extract oscillatory
power, we used the method described in Seager et al., which normalizes the power
in the frequency band of interest over the power of an equal bandwidth flanking
this band (Seager et al., 2002). Finally, oscillatory power was used to control item
presentation during the free recall task (Figure 5.3E).
5.4.4 Results.
We implemented the BCI system outlined in Figure 5.3 in 14 patients with subdural
electrodes. For the patient in Figure 5.4A, we linked words either to the presence
(left panel) or absence (right panel) of an alpha oscillation (10-14 Hz). The box
on the figure shows the intended time-frequency target of modulation, i.e. the
modulation window. Figure 5.4B displays data from a second patient in which the
target oscillation was in the theta band (4-8 Hz). In both cases, we were able to
selectively present words during the task based on the amount of power within the
modulation window, proving that, from an engineering perspective, our BCI protocol
was successful.
Fromascientificperspective,we found that oscillatory activitymodulatedmem-
ory performance more than expected by chance. In total, we ran 29 sessions across
14 di↵erent patients (Table 5.1. There were 5 sessions in which we significantly
modulated behavior ( 2-test; p < 0.05), which was more than expected by chance
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Figure 5.4: BCI implementation. Here, we selectively linked an alpha oscillation (10-14 Hz; A) and
a theta oscillation (4-8 Hz Hz; B) to a free recall task. The data in panels A and B come from two
di↵erent patients. Time is relative to item presentation. Items were presented selectively during
the presence (LEFT PANEL) or the absence (RIGHT PANEL) of each oscillation.
given the false positive rate. Indeed, four sessions survived correction for multiple
comparison using a false discovery rate procedure (Q ¡ 0.05) and one survived the
more stringent Bonferroni correction. These data suggest that, although not every
patient’s oscillatory activity modulated his or her memory performance, the BCI
impacted memory encoding more than expected by chance.
5.4.5 Significance of BCI approach
The preceding results demonstrate that we have the ability to link an arbitrary
electrophysiological signal to a specific behavioral condition. Although the ap-
plications of such a BCI experimental paradigm are almost unlimited, we have
constructed linked the BCI to one particular electrophysiological feature as a proof
of concept: theta (and alpha) oscillations during item encoding. This application
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Patient Session Freq HI Trig HI Cntl LO Trig LO Cntl chiP
1
1 21/50 21/50 20/50 16/50 0.607
3 22/50 15/50 21/50 27/50 0.100
4 23/50 13/50 16/50 26/50 0.003
5 18/50 20/50 18/50 8/50 0.002
6 11/50 23/50 18/50 33/50 0.001
2
1 26/50 30/50 27/50 19/50 0.142
2 20/50 23/50 21/50 21/50 0.822
3 17/50 20/50 37/50 28/50 0.188
3
1 20/50 15/50 13/50 9/50 0.179
2 14/50 17/50 13/50 13/50 0.767
4 1 20/50 26/50 27/50 23/50 0.353
5 1 19/50 29/50 25/50 30/50 0.118
6 1 19/50 17/50 28/50 21/50 0.277
7 1 37/50 36/50 23/40 27/40 0.733
8 1 36/50 31/50 29/50 32/50 0.581
9 1 41/50 43/50 42/50 47/50 0.732
10
1 24/50 13/50 15/50 20/50 0.005
2 20/50 26/50 23/50 21/50 0.455
3 24/50 21/50 16/40 20/40 0.541
4 21/50 22/50 25/50 19/50 0.739
5 19/50 23/50 28/50 27/50 0.693
11 1 21/40 17/50 15/50 10/50 0.179
12
1 39/50 24/50 25/50 23/50 0.008
2 26/50 31/50 44/50 38/50 0.416
3 44/50 39/50 40/40 45/40 0.550
4 40/50 39/50 43/50 43/50 0.987
13
1 26/50 38/50 38/50 33/50 0.103
2 36/50 33/50 36/50 35/50 0.860
14 1 20/50 18/50 22/50 33/50 0.143
Table 5.1: Summary of BCI behavioral data. All behavioral data are shown for the 14 participants
who ran in the version of the task with tightly controlled timing for HI and LO oscillations condi-
tions. Each fraction reflects the number of correctly recalled items (numerator) over the total number
of items (denominator). chiP:  2 p-value. ORANGE: p < 0.05; GREEN: p-values are significant after
corrceting for multiple comparions across sessions using a false-discovery rate procedure, Q = 0.05
was motivated by analogous rodent studies (Seager et al., 2002; Gri n et al., 2004).
We found a few instances where these oscillations interacted with the memory
system, however the most important contribution of this work is proof-of-concept:
we demonstrate that a seemingly complex technique such as a cognitive BCI, can
be used to test the mechanistic role of electrophysiological phenomenon in the
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memory system. Future work should link each signal in the N-SERF model to the
appropriate point on the memory task.
5.5 Stimulation experimental paradigm
Electrical stimulation mapping has been classically used to localize the functional
role of a particular neuro-anatomical area (Penfield & Jasper, 1954). Stimulation
mapping has the advantage of conferring a selective, temporary, and reversible
lesion over the stimulation site, allowing researchers to identify the specific contri-
bution of that site to behavior. Indeed, functional mapping using direct electrocor-
tical stimulation is currently the gold standard to identify motor/language brain
areas in order to spare such regions during neurosurgical resections, maximizing
the patients post-operative motor/language abilities (Sinai et al., 2005). In a simi-
lar manner, electrical stimulation could be used to identify whether brain regions
during a memory task play specific roles in memory function. For example, the N-
SERFmodel predicts that selective stimulation of electrodes in the left frontal gyrus
during memory encoding would decrease the semantic retrieval of each item (Fig-
ure 5.2A). Although this might not decrease memory function per se, there should
be a selective loss in the tendency for words to be recalled together based on their
semantic meaning, which is a well established behavioral e↵ect (Romney, Brewer,
& Batchelder, 1993). Thus, stimulation allows novel predictions to be tested within
the N-SERF framework. To make this future direction more concrete, below I de-
scribe one particular application of memory stimulation testing that singled out
the mnemonic role of the entorhinal cortex.
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Figure 5.5: Memory stimulation experimental paradigm. A: Before stimulation, lists of 2 through
6 words were given to the patient to encode. After at least 10 seconds of arithmetic distraction, the
patient had to recall as many of the words as possible. B: The psychometric function of memory
performance as a function of list length is shown. For this patient, performance was at ceiling for
3 word lists. C: Stimulation was applied during the encoding, storage, and retrieval periods of the
task, as shown.
5.5.1 Case Study: stimulation of entorhinal cortex during free
recall
The entorhinal cortex (EC) has recently been implicated in enhancing memory
performance during spatial navigation (Suthana et al., 2012). To test the role of
EC using the stimulation mapping paradigm, we implemented the experiment in
Figure 5.5A in two patients at Thomas Je↵erson University Hospital. For each
patient, we shortened the number of items in free recall to enable stimulation to
be applied throughout the entire duration of the encoding, retention, and retrieval
intervals. The patients first performed the task in the absence of stimulation to
determine the psychometric function relating memory performance to list length
(Figure 5.5B). This helped to establish the baseline performance of each patient
before stimulation commenced. We then performed the same task again (on a
di↵erent day) and stimulated either during the presentation of words (stim condi-
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tion 1: encoding), during the time between word presentation and retrieval (stim
condition 2: retention), and during the recall of words (stim condition 3: retrieval).
A sham stimulation condition was also included. If the EC plays a specific role in
episodic memory, it should be possible to observe a selective deficit in one of these
stimulation conditions over the other.
All stimulation was performed using 50 Hz biphasic pulses of 300 micro-sec
pulsewidth in a bipolar montage. One electrode was selected by a clinician as
overlaying the EC and used for stimulation. All stimulation was done in the left
hemisphere of left language dominant patients. We found that the EC appears to
play a selective role in memory retention. Specifically, a 1-way ANOVA comparing
memory performance was significant with stimulation as a factor for the patient in
Figure 5.6A (F4,232 = 4.98, p < 0.001). Post-hoc t-test showed a selective deficit in
retention. The same e↵ect was observed in the patient in Figure 5.6B, however, the
short time the patient spent in the hospital limited the number of trials we could
collect to obtain significance. Although the result that the EC is responsible for
retaining memories is contrary to the previous findings (Suthana et al., 2012), we
note that more data are needed (and will be collected) in pursuit of this future line
of research.
5.5.2 Significance
The case report in the previous section was primarily presented to demonstrate
a concrete example of how stimulation mapping can identity specific memory
functions for a particular anatomical site and/or electrophysiological e↵ect. Stimu-
lation mapping could be applied to any aspect of the N-SERF model. In addition,
electrical stimulation mapping could be combined with the BCI approach to yolk
stimulation to particular electrophysiological e↵ects of interest (theta oscillations,
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Figure 5.6: Entorhinal cortex is selectively involved in memory retention. Stimulation of the
entorhinal cortexwas accomplished in twopatients,A andB. In patientA,we found that stimulation
of the EC selectively knocked out memory ability when applied to the consolidation interval,
suggesting that the EC may play a role in maintaining memories, but not necessarily encoding or
retrieving them. In patient B, this same e↵ect was recapitulated, albeit with a smaller number of
trials. **p<0.005 post-hoc t-test, *p<0.05 post-hoc t-test.
high-frequency activations, etc) to test the mnemonic role of an electrophysiologi-
cal e↵ect as opposed to a specific brain region. Thus, both of these methodologies
are valuable and useful future directions to test predictions of the N-SERF model.
5.6 Concluding remarks
Episodicmemory connects us to our past. Thinking back on our childhood, there is
a sense of meaning in the knowledge that thosememories contain “us”, and are not
simply rote facts learned from a book or other semantic source. Proust recognized
this aspect of episodic memory in his episode of the Madeline. The main character
was connected to his past through his episodic memory, allowing him to reflect on
his own life (triggering, in this case, a melodramatic meltdown).
Uncovering the neurological basis of these personal thoughts may be out of
reach. In the analogy between memory and locomotion, recovering deep autobi-
ographical memories may be the equivalent of sprinting at full speed. It may be
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impossible to fully understand the synergistic interactions of the functional neural
networks that mediate such a high-performance state.
However, in cases of pathological decline of episodic memory, many people
would be happy to regain the ability to get back the most rudimentary aspects of
episodic memory function. Thus, our goal is to allow someone with Alzheimer’s
Disease the ability to remember a grocery list, stay involved in an entertaining
discussion, etc. It is these basic functions of the episodic memory system that we
take for granted. Can we understand the neurological basis of episodic memory
well enough to design treatments that could accomplish these modest goals? In
the foregoing dissertation, I hope to have convinced you that the answer to this
questions is: yes.
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