Abstract. Given a surface of positive genus with finitely many punctures, we classify the periodic points for the mapping class group action on the moduli space of complex special linear rank two local systems. For genus at least two, the periodic points correspond to the finite local systems. For genus one, they correspond to the finite or special dihedral local systems.
1. Introduction 1.1. Let Σ be a surface of genus g with n punctures. Its mapping class group acts naturally on the character variety X = Hom(π 1 Σ, SL 2 (C)) / / SL 2 (C) parametrizing the isomorphism classes of semisimple representations π 1 Σ → SL 2 (C) of the fundamental group, or semisimple SL 2 (C)-local systems on Σ. By definition, the periodic points on X are the points with finite mapping class group orbits. In this paper, we give a characterization of the periodic points on character varieties for surfaces of positive genus. We first state our main result for g ≥ 2.
Theorem A. Let Σ be a surface of genus g ≥ 2 with n ≥ 0 punctures. The periodic points in X correspond precisely to the finite representations.
In particular, this gives a dynamical characterization of the finite SL 2 (C)-local systems on surfaces of genus g ≥ 2. Let us next define an irreducible representation π 1 Σ → SL 2 (C), or the corresponding local system, to be special dihedral if its image lies in the infinite dihedral group (recalled in Section 2) and there is a nonseparating simple closed curve a in Σ such that the restriction of the representation to the complement Σ\a is diagonal. We state our main result for g = 1.
Theorem B. Let Σ be a surface of genus 1 with n ≥ 0 punctures. The periodic points in X correspond precisely to the finite or special dihedral representations.
Theorems A and B show in particular that, for surfaces of genus g > 0, the representations of π 1 Σ with Zariski dense image in SL 2 (C) have infinite mapping class group orbits in the character variety. This suggests an analogy with the result of Previte-Xia [10] on the topological density of orbits for SU(2)-character varieties of positive genus surfaces. In contrast, for (g, n) = (0, 4) there are periodic points on the character variety that correspond to representations with Zariski dense image in SL 2 (C). This increase in complexity of periodic points may be attributed to the inverse change in complexity of mapping class groups.
1.2. We discuss the literature and motivation behind our results. Character varieties and their mapping class group actions appear in several different contexts, and the periodic points often hold special interest.
For (g, n) = (0, 4) and (1, 1) , the periodic points are intimately connected to the algebraic solutions of Painlevé VI equations. These are a family of nonlinear second-order ordinary differential equations on the complex plane, whose solutions have three essential singularities at 0, 1, and ∞ and have no other singularities except movable poles. The nonlinear monodromy of the solutions is related to the mapping class group action on the character variety for (g, n) = (0, 4). Using this connection, Lisovyy-Tyhkyy [9] completely classified the periodic points in this case as well as the algebraic solutions to Painlevé VI. This was preceded by the work of Dubrovin-Mazzocco [4] , on a special subfamily of equations, which essentially settled the periodic points for (g, n) = (1, 1) . See also the work of Hitchin [8] on explicit constructions of algebraic Painlevé VI's arising from finite dihedral representations. Following Boalch [2] , the classification of algebraic Painlevé VI may be viewed as a nonlinear analogue of Schwarz's list classifying the algebraic solutions to the hypergeometric equation of Riemann. The study of periodic points on character varieties for general (g, n) is a natural extension of this program.
Another source of interest for the finite mapping class group orbits lies in the Diophantine geometry of the character variety X, or rather its subvarieties X k fixing the traces k = (k 1 , · · · , k n ) ∈ C n of monodromy around punctures. For (g, n) = (1, 1), the subvarieties X k are (up to the coefficient 3) the level sets of the Markoff cubic x 2 1 + x 2 2 + x 2 3 − 3x 1 x 2 x 3 . Bourgain-Gamburd-Sarnak [3] examined the question of strong approximation for these affine cubic surfaces, which asks for the surjectivity of the reduction mod q map X k (Z) → X k (Z/qZ) away from an exceptional locus. Their approach is based on showing the transitivity of the mapping class group action on the nonexceptional locus of X k (Z/qZ). A finite mapping class group orbit over C appears in X k (Z/qZ) for infinitely many q by reduction, and hence must be accounted for as part of the exceptional locus. Classification of the periodic points therefore arises naturally as part of our program to investigate strong approximation for general character varieties. Similarly, the classification of higher-dimensional mapping class group invariant subvarieties of character varieties is an interesting problem, which leave to future work.
Recently, Biswas et al. [1] considered the finite orbits of the automorphism group Aut(π 1 Σ) on the set of representations Hom(π 1 Σ, G) for an arbitrary group G. They showed that a representation π 1 Σ → G with finite Aut(π 1 Σ)-orbit has finite image in G, answering a question of M. Kisin. For g ≥ 2 and G = SL 2 (C), Theorem A gives a stronger result. Indeed, a finite Aut(π 1 Σ)-orbit in Hom(π 1 Σ, SL 2 (C)) projects to a finite orbit of the outer automorphism group Out(π 1 Σ) on the character variety. Moreover, the kernel of the projection Aut(π 1 Σ) → Out(π 1 Σ) is infinite, and the embedding of the mapping class group into Out(π 1 Σ) has infinite index for surfaces with multiple punctures.
1.3. We outline the proofs of our results and the contents of this paper. We begin by recording background on subgroups of SL 2 (C), character varieties, and mapping class groups in Section 2. We also introduce the notion of loop configurations as a tool to keep track of subsurfaces of a surface. In Section 3, we deduce the case (g, n) = (1, 1) of Theorem B from the results of Dubrovin-Mazzocco [4] . In Section 4, we show that Zariski dense representations, i.e. representations with Zariski dense image in SL 2 (C), are not periodic in the character variety for surfaces of positive genus. We prove this using the case (g, n) = (1, 1) and the following lemma, which may be of independent interest.
Main Lemma. Let Σ be a surface of positive genus g > 0 with n ≥ 0 punctures. A representation π 1 Σ → SL 2 (C) is irreducible, resp. Zariski dense, if and only if its restriction to some embedded surface of genus 1 with 1 boundary curve is irreducible, resp. Zariski dense.
Finally, in Section 5, we verify Theorems A and B on the locus of representations that do not have Zariski dense image in SL 2 (C), thus completing the proof.
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(2) G is a subgroup of the infinite dihedral group
(3) G is one of the finite groups BA 4 , BS 4 , and BA 5 , which are the preimages in SL 2 (C) of the finite subgroups A 4 (tetrahedral group), S 4 (octahedral group), and A 5 (icosahedral group) of PGL 2 (C), respectively.
Remark. The finite subgroups BA 4 , BS 4 , BA 5 of SL 2 (C) can be explicitly described as follows. First, let us identify the group of unit quaternions
as a subgroup of SL 2 (C) by the map
Under the identification, the binary tetrahedral group BA 4 is given by
with all sign combinations taken in the above. The binary octahedral group BS 4 is the union of BA 4 with all quaternions obtained from (±1, ±1, 0, 0)/ √ 2 by all permutations of coordinates and all sign combinations. The binary icosahedral group BA 5 is the union of BA 4 with all quaternions obtained from (0, ±1, ±ϕ −1 , ±ϕ)/2 by an even permutation of coordinates and all possible sign combinations, where ϕ = (1 + √ 5)/2 is the golden ratio.
The above classification has the following consequence. Given a subset S ⊂ G(C) of an algebraic group G, let Zcl(S) denote the Zariski closure of S. If π ≤ G(C) is a group, then Zcl(π) is an algebraic subgroup of G. We say that π is Zariski dense in G if Zcl(π) = G. Proof. The only if direction is clear, and we prove the converse. Let π be a torsionfree subgroup of SL 2 (C) not conjugate to a subgroup of B. This implies that π is nontrivial, and if π is not Zariski dense in SL 2 (C) then up to conjugation it is a subgroup of D ∞ , BA 4 , BS 4 , or BA 5 . The last three cases are immediately ruled out by the condition that π is torsion-free. If π is conjugate to a subgroup of D ∞ and is not conjugate to a subgroup of B, then there exists an element of π which is conjugate to a matrix of the form
for some c ∈ C * . But this matrix has order 4, contradicting the hypothesis that π is torsion-free. Hence, π must be Zariski dense in SL 2 (C).
We record the following well-known observations. Lemma 2. Given subgroups π ≤ π of an irreducible algebraic group G such that [π : π ] < ∞, we have Zcl(π) = G if and only if Zcl(π ) = G.
Proof. The if direction is clear. For the converse, let g 1 , · · · , g N ∈ Γ be a complete set of coset representatives for π/π . Note that Zcl(g i π ) = g i Zcl(π ) for each i = 1, · · · , N , and hence
Suppose that Zcl(π) = G. Since G is assumed to be irreducible, we see that G ⊆ g i Zcl(π ) for some g i , which implies that Zcl(π ) = G, as desired. b3 b4 , tr(aba for every affine C-scheme S. Given a set of generators of π with m elements, we have an explicit presentation of Hom(π, SL 2 (C)) as a closed subscheme of SL 2 (C) m defined by equations coming from relations among the generators. We define the (SL 2 (C)-)character of π variety to be the affine invariant theoretic quotient
of the representation variety Hom(π, SL 2 (C)) by the conjugation action of SL 2 (C). The complex points of X(π) parametrize semisimple representations ρ : π → SL 2 (C) up to SL 2 (C)-conjugacy, where a representation is semisimple if it is semisimple as a representation into GL 2 (C). The coordinate ring R(π) of X(π) has presentation (see [11, Theorem 7 
where 1 ∈ π is the identity, and [a] ∈ R(π) corresponds to the regular function on X(π) given by ρ → tr(ρ(a)) for any representation ρ : π → SL 2 (C). The relations follow from the observation that tr(1) = 2 and that, given any two 2 × 2 matrices a and b, we have the relation tr(a) tr(b) = tr(ab) + tr(ab * ) where b * is the adjugate of b. We recall the following facts [11, Fact 2.6, Corollary 6.4]:
Fact 4. Let π be a finitely generated group, and let R(π) be the coordinate ring of its character variety.
(
(3) Let a 1 , · · · , a m be a generating set for π. The ring R(π) is finitely generated as a C-algebra by the elements
Example 5. See [6] for details in the examples below. Let F m denote the free group in m ≥ 1 generators
A 3 by Fricke. From Lemma 3, it follows that the locus of reducible representations in X(F 2 ) is an affine cubic surface given by the equation
The construction of the character variety X(π) is functorial in π. Given a morphism f : π → π of finitely generated groups, the morphism f
In particular, Aut(π) naturally acts on X(π). The action is defined on the coordinate ring by
for every a, b ∈ π, this action factors through the outer automorphism group Out(π). Consider the morphism i :
Lemma 6. We have the following.
(1) The map i * : Hom(π, C * ) → X(C) has finite fibers.
Without loss of generality, we may assume given some a ∈ π such that ρ 1 (a) / ∈ {±1}, since otherwise the image of ρ 1 is finite and we are done. Writing g = a b c d and ρ 1 (a) = λ with λ ∈ C * \ {±1}, we have
For the matrix on the right hand side to be diagonal, we must thus have
Without loss of generality, we may assume given a ∈ π with tr ρ 1 (a) / ∈ {0, ±2}, since otherwise the image of ρ 1 is finite and we are done. Note that ρ 1 (a) must be diagonal. The equation gρ 1 (a)g −1 = ρ 2 (a) shows that, by the same computation as above, we have g ∈ D ∞ . This proves (2) .
We make the following definition.
Definition 7.
A representation π → SL 2 (C) is said to be:
, and (4) finite if its image is finite.
2.3.
Mapping class groups. Throughout this paper, a surface is the complement of a finite set of interior points in a connected compact oriented topological manifold of dimension 2 with or without boundary. Let Σ be a surface. A simple closed curve a in Σ\∂Σ is essential if does not bound a disk, is not isotopic to a boundary curve, and is not the boundary of an embedded punctured disk around a puncture of Σ. An essential curve a in Σ is separating if the complement Σ\a is not connected, and nonseparating otherwise.
Let Σ be a surface of genus g with n punctures or boundary curves. Let PMod(Σ) be the mapping class group of Σ. By definition, it is the group of isotopy classes of orientation preserving homeomorphisms of Σ fixing the punctures or boundary points individually. Given a simple closed curve a ⊂ Σ \ ∂Σ, let τ a ∈ PMod(Σ) be the associated Dehn twist, defined as follows. Let τ be the homeomorphism from S 1 × [0, 1] to itself given by (θ, t) → (θ + 2πt, t), where we identify the circle S 1 with R/2πZ. Choose a closed tubular neighbourhood N of a in Σ, and an orientation preserving homeomorphism f :
The class of τ a in PMod(Σ) is independent of the choices involved above, and it also depends only on the isotopy class of a. It is a standard fact that PMod(Σ) is generated by Dehn twists along simple closed curves in Σ (see [5, Chapter 4] ). After Section 2.2, we define the character variety of Σ to be
and set R(Σ) = R(π 1 Σ). The complex points of X(Σ) can be seen as parametrizing the isomorphism classes of semisimple SL 2 (C)-local systems on Σ. We recall that, for any a, b ∈ π 1 Σ, we have Given a morphism between two surfaces Σ → Σ, we have an induced morphism of character varieties X(Σ) → X(Σ ). If Σ ⊂ Σ is a subsurface, the induced morphism on character varieties is PMod(Σ )-equivariant for the induced morphism PMod(Σ ) → PMod(Σ) of mapping class groups. In particular, if a semisimple SL 2 (C)-local system on Σ has a finite PMod(Σ)-orbit in X(Σ), then its restriction to Σ has a finite PMod(Σ )-orbit in X(Σ ) for every subsurface Σ ⊂ Σ.
Loop configurations.
Let Σ be a surface of genus g with n punctures. We fix a base point in Σ. 
We can choose (the based loops representing) the generators so that the sequence of loops (a 1 , b 1 , · · · , a g , b g , c 1 , · · · , c n ) is clean. For i = 1, · · · , g, let b i be the based simple loop parametrizing the curve underlying b i with the opposite orientation. Note that (a 1 , b 1 , · · · , a g , b g , c 1 , · · · , c n ) is a clean sequence with the property that any product of distinct elements preserving the cyclic ordering on the sequence, such as a 1 b g or a 1 a 2 b 2 b g or b g c n a 1 , can be represented by a simple loop in Σ. We shall refer to (a 1 , b 1 , · · · , a g , b g , c 1 , · · · , c n ) as the optimal generators of π 1 Σ. See Figure 1 for an illustration of the optimal generators for (g, n) = (2, 1).
Definition 10.
A loop configuration is a planar graph consisting of a single vertex v and a finite cyclically ordered sequence of directed rays, equipped with a bijection between the set of rays departing from v is and the set of rays arriving at v. We denote by Γ g,n the loop configuration whose sequence of rays is of the form (a, b), (a, bc), (ca, b), (ab, bc), (ca, cb), (ac, bc), (ca, ab).
(2) The triple (c
Proof. This is seen by drawing the corresponding loop configurations of homotopic clean sequences. See Figure 3 for the loop configurations occurring in part (1), and Figure 4 for the loop configuration of (c b 1 , c 1 ) be the optimal generators of π 1 Σ, as defined in Example 9. Let X = X(Σ) be the character variety of Σ. Note that π 1 Σ is freely generated by a 1 and b 1 . Therefore, as mentioned in Example 5, we have an isomorphism
For simplicity, we shall denote the isotopy classes of simple curves lying in the free homotopy classes of a 1 , b 1 , and a 1 b 1 by the same letters.
Lemma 13. We have the following Dehn twist actions on X(Σ) = A 3 . Proof. We have in general that τ a (a) = a for any simple closed curve a in Σ. This shows in particular that τ a1 (
, and similarly for τ b1 (x 2 ) and τ a1b1 (x 3 ). Next, note that
This gives us a description of the action of τ * a1 on A 3 . The other transformations τ * b1 and τ * a1b1 are dealt with similarly.
Let Π be the group of polynomial automorphisms of A 3 generated by τ * a1 , τ * b1 , and τ * a1b1 . It is precisely the image of the mapping class group Γ(Σ) in the group of polynomial automorphisms of X(Σ) = A 3 . Let Π be the group generated by Π together with the following transformations:
It is easy to see that [Π : Π] < ∞. Hence, a point in A 3 has finite Π-orbit if and only if it has finite Π -orbit. Now, the group Π contains the transformations
whose joint orbits in A 3 were studied in Dubrovin-Mazzocco [4, Theorem 1.6], in connection with algebraic solutions of special Painlevé VI equations. They defined a triple (x 1 , x 2 , x 3 ) ∈ A 3 (C) to be admissible if it has at most one coordinate zero and
The result of [4] we shall use is the following. Theorem 14 (Dubrovin-Mazzocco). The following is a complete set of representatives for the finite β 1 , β 2 -orbits of admissible triples in A 3 :
where ϕ = (1 + √ 5)/2 is the golden ratio.
is an admissible triple with finite PMod(Σ)-orbit, then it corresponds to a representation ρ : π 1 Σ → SL 2 (C) with finite image.
Proof of the corollary. Replacing (x 1 , x 2 , x 3 ) by another triple within its PMod(Σ)-orbit if necessary, we may assume that (x 1 , x 2 , x 3 ) is one of the triples in Theorem 14 or its image under one of the transformations σ 12 , σ 23 , or σ 13 . We shall show that (x 1 , x 2 , x 3 ) = (tr a 1 , tr a 2 , tr(a 1 a 2 ))
where a 1 , a 2 ∈ SL 2 (C) are elements that together lie in one of the finite subgroups BA 4 , BS 4 , or BA 5 of SL 2 (C). Since the matrix −1 is contained in every one of these groups, it suffices to treat the case where (x 1 , x 2 , x 3 ) is one of the triples in Theorem 14. By explicit computation, we find that the triples in Theorem 14 respectively correspond to traces of the triples of matrices 0 1
, where ϕ = (1 + √ 5)/2 is the golden ratio. The matrices for the first triple all lie in the binary tetrahedral group BA 4 , the matrices for the second triple all lie in the binary octahedral group BS 4 , and the matrices for the remaining three triples all lie in the binary icosahedral group BA 5 . In each triple, the third matrix is the product of the first two. Thus, each of the triples in Theorem 14 correspond to characters of representations π 1 Σ → SL 2 (C) (Σ a one holed torus) with finite image, proving the corollary.
Corollary 16. Let Σ be a one holed torus. If ρ : π 1 Σ → SL 2 (C) is a Zariski dense representation, then its mapping class group orbit in X(Σ) is infinite.
Proof. Let x = (x 1 , x 2 , x 3 ) ∈ A 3 lie in a finite PMod(Σ)-orbit. By Corollary 15 above, if x is admissible then it corresponds to a representation with finite image. If x is not admissible, then by definition we have one of the following:
(1) at least two coordinates of x are zero, or (2) x Proof. The if direction is clear, and we now prove the converse. Let us fix a representation ρ : π 1 (S) → SL 2 (C) whose restriction to every embedded one holed torus is reducible. In this proof, given a ∈ π 1 Σ we shall also denote by a the matrix ρ(a) ∈ SL 2 (C) for simplicity. The statement that ρ|Σ(a, b) is reducible for an embedding Σ(a, b) ⊂ Σ associated to a pair (a, b) of loops in (1, 1)-position is equivalent to saying that the pair (ρ(a), ρ(b)) of matrices in SL 2 (C) has a common eigenvector in C 2 . Throughout, we shall be using the following observation: if a ∈ SL 2 (C) \ {±1}, and if x, y, z ∈ C 2 are eigenvectors of a, then at least two of them are proportional; in notation, x ∼ y, x ∼ z, or y ∼ z. First, we prove the following claim. (a, b), (a, bc), (ca, b), (ab, bc), (ca, cb), (ac, bc), (ca, ab). If ab = ±1, then since (a, bc) has a common eigenvector we find that (a, b, c) has a common eigenvector, as desired. Henceforth, assume that ab = ±1. Now (a, b, ab) has a common eigenvector, say x; (ab, bc) has a common eigenvector, say y; and (ca, ab) has a common eigenvector, say z. Since ab = ±1, we must have
where the relation ∼ indicates that the two vectors are proportional. If the first case occurs, then (a, b, bc) has a common eigenvector, and hence (a, b, c) does, as required. If the second case occurs, then (a, b, ca) has a common eigenvector, and hence (a, b, c) does, again as required. Henceforth, assume that the third case occurs, so that (bc, ca) has a common eigenvector. Now, suppose first that [a] = tr ρ(a) = ±2. Up to conjugation, we have the following possibilities.
(1) We have a = ±1. Since (b, c) has a common eigenvector, this implies that (a, b, c) has a common eigenvector, as desired. (1) We have bc = ±1. This implies that b = ±c −1 . Since (a, b) has a common eigenvector, we are done. (2) We have
Since (a, bc) and (bc, ca) each have a common eigenvector, a and ca are upper triangular, and hence c is upper triangular. This in turn implies that b is upper triangular, and we are done.
Since (a, bc), (bc, ca), and (ab, bc) each have a common eigenvector, at least two of a, ab, ca must be simultaneously upper or lower triangular. Let us assume that a is upper triangular; the case where a is lower triangular is dealt with similarly. If ab is also upper triangular, this implies that b is also upper triangular, in turn c is upper triangular, and we are done. Hence, we may assume ab is lower triangular. Similarly, we may assume that ca is lower triangular. Since we have (ab)(ca) = a(bc)a with left hand side lower triangular and right hand side upper triangular, abca is diagonal. Writing
we compute then (a, b, c) also has a common eigenvector, as required. Thus, we have proved our claim. To prove the proposition, we use the following inductive argument. Let (a 1 , a 2 , · · · , a 2g−1 , a 2g , a 2g+1 , · · · , a 2g+n ) be the optimal generators of π 1 Σ as defined in Example 9, with the presentation
(We have changed our notation of the loops slightly to better accommodate the proof.) We show that (a 1 , · · · , a 2g+n ) has a common eigenvector. For simplicity of arguments we may assume that at least one element in each pair
is not equal to ±1; for if some pair is of the form (a, b) with a, b ∈ {±1} we may simply skip over that pair in the considerations below.
If (g, n) = (1, 0), then we are done since every representation π 1 Σ → SL 2 (C) is abelian. We thus assume (g, n) = (1, 0). By our claim, (a 1 , a 2 , a 3 ) has a common eigenvector. Assume next that 4 ≤ k ≤ 2g + n and (a 1 , · · · , a k−1 ) has a common eigenvector x ∈ C 2 . We show that (a 1 , · · · , a k ) has a common eigenvector. We consider the following cases.
Thus, we may assume that a k−1 = ±1. Note that, for each integer m with 2m < k, by our claim we have:
• a common eigenvector w m of (a k−1 , a k , a 2m ), and • a common eigenvector z m of (a k−1 , a k , a 2m−1 ). Since a k−1 = ±1, we must have
If one of the first two occurs, then conclude that (a 1 , · · · , a k ) has a common eigenvector x, and we are done. Thus, we are left with the case where w m ∼ z m for every 2m < k. Note in this case that w m is a common eigenvector of (a 2m−1 , a 2m , a k−1 , a k ) . Comparing the vectors x, w m , and w m for different m, m , we are in turn reduced to the case w m ∼ w m for all m, m , in which case (a 1 , · · · , a k ) has a common eigenvector w 1 , as desired. Thus, (a 1 , · · · , a k ) has a common eigenvector. This completes the induction, and shows that (a 1 , · · · , a 2g+n ) has a common eigenvector, proving the proposition.
Remark. A corollary of the above proof is that, fixing a optimal set of generators of π 1 Σ, we can (in principle) give an explicit finite set of equations for the locus of reducible characters on X(Σ), in the case where the genus of Σ is at least 1.
We recall the following lemma of Selberg.
Lemma (Selberg). Let K be a field of characteristic zero. Given a finitely generated subgroup π ≤ GL n (K), there exists a torsion-free finite index subgroup π ≤ π.
Corollary 18. Let Σ be a surface, and let ρ : π 1 Σ → SL 2 (C) be Zariski dense representation. There exists a finite covering f : Σ → Σ such that the pullback
has Zariski dense image which is moreover torsion-free.
Proof. Applying Selberg's lemma, there exists a finite-index subgroup π of ρ(π 1 Σ) which is torsion-free. Since ρ(π 1 Σ) is Zariski dense in SL 2 (C) by hypothesis, π is also Zariski dense in SL 2 (C) by Lemma 2. The subgroup ρ −1 (π ) ≤ π 1 Σ has finite index, and hence there is a corresponding finite covering f : Σ → Σ with π 1 Σ ρ −1 (π ). The representation ρ = ρ • f * satisfies the desired properties.
Let Σ be a surface of genus g > 0 and n ≥ 0 punctures. We restate and prove the Zariski density part of the Main Lemma.
Proposition 19. Let Σ be a surface of positive genus g > 0 with n ≥ 0 punctures. A representation ρ : π 1 Σ → SL 2 (C) is Zariski dense if and only if there is an embedded one holed torus τ ⊂ Σ such that the restriction ρ|τ is Zariski dense.
Proof. The if direction is clear. Let ρ : π 1 Σ → SL 2 (C) be a representation with Zariski dense image. By Corollary 18, there exists a finite covering f : Σ → Σ such that ρ = ρ • f * : π 1 Σ → SL 2 (C) has Zariski dense image which is moreover torsion-free. By Proposition 17, there is an embedding i : Σ → Σ of a one holed torus such that i * (ρ ) is irreducible. Since Im i * (ρ ) ≤ Im ρ is torsion-free, we conclude by Corollary 1 that i * (ρ ) has Zariski dense image. The composition f • i : Σ → Σ presents Σ as a finite covering of the image
The induced map on the quotient topological spaces Σ /∂Σ → τ /∂τ is a branched covering of closed surfaces possibly ramified only at one point (corresponding to the boundary component of Σ ). By equipping the quotients suitably with complex structures and using the Riemann-Hurwitz formula, we conclude that τ /∂τ has genus one, and hence τ is a one holed torus. Writing j : τ → Σ for the immersion, we have f * j * (ρ) = i * f * (ρ) which is Zariski dense, and hence we conclude that j * (ρ) is Zariski dense, as desired.
4.3. Combining Corollary 16 and the Main Lemma, we obtain the following. Let Σ be a compact oriented surface of genus g > 0 with n boundary curves.
Proposition 20. If a representation ρ : π 1 Σ → SL 2 (C) is Zariski dense, then its mapping class group orbit in X(Σ) is infinite.
Proof. Let ρ : π 1 Σ → SL 2 (C) be Zariski dense. By the Main Lemma, there exists an embedded one-holed torus Σ ⊂ Σ such that the restriction ρ|Σ is Zariski dense. By Corollary 16, the PMod(Σ )-orbit of ρ|Σ in X(Σ ) must be infinite. A fortiori, the PMod(Σ)-orbit of ρ in X(Σ) is infinite.
We also record the following consequence of the above analysis. Suppose that Σ is a one holed torus. It suffices to show that, for G = B, D ∞ , BA 4 , BS 4 , or BA 5 , the locus of characters of representations ρ with ρ(π 1 Σ) ⊆ G (up to conjugation) is Zariski closed in X(Σ). This is clear if G is one of the finite groups mentioned, as the locus consists of finite points.
We
Under this identification, the locus in question corresponding to G = B is the closed subset of A 3 defined by the equation
On the other hand, for G = D ∞ , the locus in question is the union of three lines Setting ρ = γ k ·ρ −ρ ∈ Hom(π 1 Σ, Z), we see thatρ = (γ k − 1) −1 ρ ∈ Hom(π 1 Σ, Q) since the integral matrix γ k − 1 has nonzero integral determinant and is therefore invertible over Q. In particular, exp(2πiρ) = ρ must be torsion, showing that the image of ρ is finite if n ≤ 1, as desired. Thus, only the case n ≥ 2 remains. Since , 1) -position, the above analysis shows that ρ(a i ) and ρ(b i ) are roots of unity for i = 1, · · · , g. Similarly, we see that the sequence
is in (g, 1)-position for every i = 1, · · · , n. Since ρ restricted to the surface Σ(L i ) must have finite PMod(Σ(L i ))-orbit, ρ(c i ) is a root of unity for i = 1, · · · , n as well. This shows that ρ has finite image, as desired. away from the origin, it follows that, up to PMod(Σ)-action, we may assume that
whereρ is the image of ρ in Hom(π 1 Σ, Z/2Z). Up to conjugation by an element in D ∞ , we may moreover assume that
It suffices to show that the entries of the matrices ρ(
is in (g − 1, q + 2)-position and the restriction of ρ to Σ(L ) is diagonal, we see 
It follows from Lemma 22 that λ i is a root of unity. This completes the proof that the entries of ρ(
are roots of unity, and hence the image of ρ is finite, as desired.
(1) it is irreducible, and (2) there is a nonseparating curve a in Σ such that ρ|(Σ \ a) is diagonal.
Lemma 25. Let Σ be a surface of genus 1 with n ≥ 0 punctures. Let ρ : π 1 Σ → D ∞ be special dihedral. Given a pair of loops (a, b) in (1, 1)-position on Σ, at least one of ρ(a) and ρ(b) is not diagonal.
Proof. Let ρ ∈ π 1 Σ → D ∞ be special dihedral. Assume toward contradiction that (a 1 , b 1 ) is a pair of loops in (1, 1)-position on Σ with both ρ(a 1 ) and ρ(b 1 ) diagonal. We can complete (a 1 , b 1 ) to a sequence of optimal generators (a 1 , b 1 , c 1 , · · · , c n ) of π 1 Σ. Since ρ is special dihedral, the matrices ρ(c 1 ), · · · , ρ(c n ) must be diagonal (noting that diagonality of a matrix is not changed under conjugation by an element in D ∞ ). This implies that ρ is in fact diagonal, contradicting the hypothesis that ρ is irreducible. The coordinate ring R(Σ) of the character variety is finitely generated by the trace functions [a] for a finite collection of essential curves a in Σ and the loops around the punctures, in view of Fact 4.(3) and the property of optimal generators (see Example 9) . Therefore, it suffices to show that the set {tr ρ(a) : a ⊂ Σ essential curve} ⊆ C is finite. Let (a 1 , b 1 , · · · , a g , b g , c 1 , · · · , c n ) be optimal generators of π 1 Σ. Since ρ is special dihedral, it follows that ρ(c 1 ), · · · , ρ(c n ) are diagonal matrices. Suppose a is a separating simple closed curve in Σ underlying a loop in the free homotopy class of c i1 · · · c i k for some integers i 1 < · · · < i k in {1, · · · , n}. Since ρ(c i ) are diagonal for i = 1, · · · , n it follows that tr ρ(a) lies in a finite set that only depends on the traces tr ρ(c 1 ), · · · , tr ρ(c n ). But now, every separating simple closed curve in Σ is sent to one of the above form by some mapping class group element. Since the mapping class group action preserves the special dihedral representations, and since it fixes the traces tr ρ(c 1 ), · · · , tr ρ(c n ), we conclude that {tr ρ(a) : a ⊂ Σ separating curve} is finite. By Lemma 25, we have tr ρ(c) tr ρ(c ) = 0, and therefore tr ρ(b) = − tr ρ(b ). Note furthermore that b intersects a 0 in a smaller number of points than b does. Applying induction on the number of intersection points, we thus conclude that {tr ρ(a) : a ⊂ Σ nonseparating curve} is finite. This completes the proof that special dihedral representations have finite mapping class group orbits in X.
The above lemmas combine together to give us the following result.
Proposition 27. Let Σ be a surface of positive genus g > 0 with n ≥ 0 punctures. Let ρ : π 1 Σ → SL 2 (C) be a semisimple representation whose image is not Zariski dense in SL 2 (C). Then ρ has a finite mapping class group orbit in X(Σ) if and only if one of the following holds:
(1) ρ is a finite representation, or (2) g = 1 and ρ is special dihedral up to conjugation.
5.2.
Proof of Theorems A and B. Theorems A and B of this paper immediately follow by combining Propositions 20 and 27.
