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Abstract
In numerous papers, the behaviour of stochastic population models is investi-
gated through the sign of a real quantity which is the growth rate of the population
near the extinction set. In many cases, it is proven that when this growth rate
is positive, the process is persistent in the long run, while if it is negative, the
process converges to extinction. However, the critical case when the growth rate
is null is rarely treated. The aim of this paper is to provide a method that can
be applied in many situations to prove that in the critical case, the process con-
gerves in temporal average to extinction. A number of applications are given, for
Stochastic Differential Equations and Piecewise Deterministic Markov Processes
modelling prey-predator, epidemilogical or structured population dynamics.
Keywords: Lyapunov Exponents, Stochastic Persistence, Piecewise deterministic Markov
processes, Stochastic Differential Equation, Epidemiology, SIRS, SIS, SEIR, Rosenszweig-
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1 Introduction
Much effort in population biology has been devoted to understanding under what con-
ditions interacting populations, whether they be viruses, plants, or animals, coexist
or go extinct. The variation of environmental factors such as temperature, precipi-
tation and humidity inherently affect the growth rates of the species. There is rich
literature showing that the interplay of biotic interactions and environmental fluctu-
ations can facilitate or suppress the persistence of species or disease prevalence; see
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[GG78, CW81, AHR98, CK08, BL16] and the references therein. There has been inten-
sive attention paid to modeling and analysis of ecological and epidemiological models
under environmental stochasticity.
In [SBA11], a condition for coexistence was given, which requires a certain weighted
combination of populationsâĂŹ invasion rates to be positive for any invariant mea-
sures associated with a subcollection of populations. The results were then improved
and generalized to a very general setting by Michel BenaÃŕm in [Ben18], where the
concept of H-persistence was coined and developed. With the same idea, [HN18] pro-
vided conditions for both extinction and persistence in a setting of stochastic differ-
ential equations. The long-term properties of some specific models are also classified
in [DNDY16, DNY16, BL16, NY17, HS19, BS19, GPS19]. For many models, the con-
ditions in the aforesaid references for extinction and persistence of a species in an
interacting populations are determined by a threshold Λ whose sign indicates whether
the species will be persistent or extinct. Namely, the result obtained is that if Λ > 0
the species persists and if Λ < 0, extinction will happen. While this kind of results
are sharp in the sense that they leave only critical cases (Λ = 0) untreated, it is of
great interest to discover the dynamics of the systems in critical cases. Similar to the
case of an equilibrium of a deterministic dynamical system whose maximum eigenvalue
is 0, treating the critical cases of stochastic systems is, in general, extremely difficult.
However, populations models often exhibit some certain monotone properties that can
be utilized to handle critical cases. This paper provides some methods for treating the
critical cases of population dynamics under certain conditions. It is partially inspired
by the work of the first author [NY17] where the critical case is treated for a stochastic
chemostat dynamic modeled by a switching diffusion.
The rest of the paper is organized as follows. In Section 2, we formulate the model
in the general setting of [Ben18] and give a general condition for extinction in average
of stochastic populations in a critical case. Section 3 is devoted to the analysis of a
number of specific models in critical cases. Different techniques are introduced so that
the general result in Section 2 become applicable for those models.
2 Notations and results
Before to give our result, we present the very general framework of [Ben18] for stochastic
persistence and extinction. Let (Xt)t≥0 be a cadlag Markov Process on a locally compact
Polish metric space (M, d). For a distribution ν onM, we set, as usual, Pν for the law
of the process X with initial distribution ν and Eν for the associated expectation. If
ν = δx for some x ∈M, we write Px for Pδx . We denote by (Pt)t≥0 the semigroup of X
acting on bounded measurable function f :M→ R as
Ptf(x) = Ex (f(Zt)) .
An invariant distribution for the process Z is a probability µ such that µPt = µ for
all t ≥ 0. We let Pinv denote the set of all the invariant distributions of X and
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for N ⊂ M, let Pinv(N) and Perg(N) denote the (possibly empty) sets of invariant
probability measures and ergodic invariant probability measures, respectiveley, giving
mass 1 to the set N . The following is the standing assumption:
Assumption 2.1 There exists a non empty closed set M0 ⊂ M called the extinction
set which is invariant under (Pt)t≥0. That is, for all t ≥ 0,
Pt1lM0 = 1lM0 .
We set
M+ =M\M0.
The two following assumptions are taken from [Ben18].
Assumption 2.2 The semigroup (Pt)t≥0 is Cb - Feller, meaning that for all continuous
bounded function f :M→ R, (t, x) 7→ Ptf(x) is a continuous function.
We let L denotes the infinitesimal generator of Pt on the space Cb(M) of continuous
bounded functions, defined for f ∈ D(L) by
Lf(x) = lim
t→0
Ptf(x)− f(x)
t
,
where the domain is the set of functions such that the above convergence holds point-
wise, with the additionnal property that sup0<t≤1 ‖t
−1(Ptf − f)−Lf‖ < +∞. We also
let D2(L) be the set of functions such that both f and f 2 lie in D(L), and we define
the carrÃľ du champ operator on D2(L) by
Γf = Lf 2 − 2fLf.
For all t > 0, we let Πt denote the empirical occupation measure of the process X up
to time t. This is the random probability measure defined on M by
Πt =
1
t
∫ t
0
δXsds.
When we want to emphasis the starting point, we set Πxt for the empirical occupation
measure whenever X0 = x almost surely.
Assumption 2.3 For all x ∈M , the sequence {Πxt , t ≥ 0} is almost surely tight.
As it is proved in [Ben18, Theorem 2.1 ], a sufficient condition for the tightness of the
sequence of the empirical occupation measures is the existence of a suitable Lyapunov
function, as defined in the following assumption. Recall that a map f : M → R+ is
said to be proper if for all R > 0, the sublevel set {f ≤ R} is compact in M.
Assumption 2.4 There exist continuous proper maps W, W˜ :M 7→ R+ and a contin-
uous map LW :M 7→ R enjoying the following properties :
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(a) For all compact K ⊂M there exists WK ∈ D
2 with W |K = WK |K and (LWK)|K =
LW |K ;
(b) For all x ∈M , sup{t≥0,K:K⊂M,K compact } PtΓ(VK)(x) <∞;
(c) LW ≤ −W˜ + C.
The latter assumption also implies that all weak-limit point of the sequence (Πt)t>0 are
almost surely in Pinv(M) (see [Ben18, Theorem 2.1 ]).
The next assumption ensures the existence of a Lyapunov function near the bound-
ary M0 :
Assumption 2.5 There exist continuous maps V : M+ 7→ R+ and H : M 7→ R
enjoying the following properties :
(a) For all compact K ⊂M+ there exists VK ∈ D
2 with V |K = VK |K and (LVK)|K =
H|K;
(b) For all x ∈M, sup{K:K⊂M,K compact ; t≥0} PtΓ(VK)(x) <∞;
(c) The map W˜
1+|H|
is proper.
From this assumption, it is possible to define the H - exponent of X as in [Ben18,
Definition 4.2].
Definition 2.6 For V and H as in Assumption , we set
Λ−(H) = − sup{µH, µ ∈ Perg(M0)}
and
Λ+(H) = − inf{µH, µ ∈ Perg(M0)}.
We say that X is H - persistent if Λ−(H) > 0 and that X is H - nonpersistent if
Λ+(H) < 0.
The main results in [Ben18] could be summed up as follows. If Λ−(H) > 0, then
Pinv(M+) is non empty and the family {Πt, t ≥ 0} is tight in M+. Furthermore, the
process X is stochastically persistent (see [Sch12])) in the sense that, for all ε > 0,
there exists a compact subset K of M+ such that, for all x ∈ M+,
Px (lim inf Πt(K) ≥ 1− ε) = 1.
On the contratry, when Λ+(H) < 0, Xt converges to M0 exponentially fast (this is
not yet proven in [Ben18], but one can look at the thesis of the secound author [Str19,
Section 1.3] for a proof in the special case where M0 is compact, relying on the proof
made in [BL16]). However, the critical case where Λ+(H) = 0 is not investigated. It is
known from the deterministic case that in general, the information that Λ+(H) = 0 is
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not sufficient to conclude on the long term behaviour of the process (one can think to
the stability of an equilibrium point for a dynamical system, when the Jacobian matrix
of the vector field at that point has eigenvalues with null real part).
We now state the result of this note, which follows from a basic argument :
Proposition 2.7 Assume that if Pinv(M+) is non empty, then there exists µ ∈ Pinv(M+)
and pi ∈ Pinv(M0) such that
µH > piH. (1)
Then Λ+(H) > 0.
Proof Assume that Pinv(M+) is nonempty. Let µ ∈ Pinv(M+) satisfying (1)
for some pi ∈ Pinv(M0), then µH > −Λ+(H). By [Ben18, Lemma 7.5], since µ ∈
Pinv(M+), we must have µH = 0 (note that the proof of this fact in [Ben18] does not
require the process to be H - persistent.) This proves that Λ+(H) > 0. 
We get the following immediate corollary
Corollary 2.8 Assume that the hypothesis in Proposition 2.7 holds. If Λ+(H) = 0,
Pinv(M+) is empty and all weak-* limit point of Πt lie almost surely in Pinv(M0). In
particular, if Pinv(M0) = {pi}, then for all bounded continuous function f :M→ R,
lim
t→+∞
1
t
∫ t
0
f(Xs)ds = pif. (2)
Remark 2.9 Actually, one can prove that (2) holds for all f : M→ R such that the
map W
1+|f |
is proper, where W satisfy Assumption 2.4 (see [Ben18, Lemma 9.1]).
Thus, the idea is that if H is strictly bigger on M+ than on M0 and if Λ+(H) = 0,
then the process goes in average to extinction. Rather than giving abstract conditions
ensuring that (1) holds, we provide in the next sections five examples on which we prove
(1) with different methods, that can be easily reproduce for other models.
3 Applications
In this section, we prove that the results of the previous sections apply to five models.
The four first examples come from the literature, where the case Λ = 0 has not be
treated. The last example is new.
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3.1 SIR model with switching
In this section, we apply our method to a SIRS model with random switching that was
studied in [LLC17]. We first describe the process. Let N be a positive integer, and set
E = {1, . . . , N}. For k ∈ E = {1, . . . , N} let F k be the vector field defined on R3 by:
F k(S, I, R) =
Λ− µS + λkR− βkSGk(I)βkSGk(I)− (µ+ αk + δk)I
δkI − (µ+ λk)R
 , (3)
where Gk is a regular function such that Gk(0) = 0. The reader is referred to [LLC17] for
the epidemiological interpretation of the different constants. Let (αt)t≥0 be a irreducible
Markov chain on E . We denote by p = (p1, . . . , pN) its unique invariant probability
measure. We consider the process (Zt)t≥0 = (Xt, αt)t≥0, with Xt = (St, It, Rt) ∈ R3+
evolving according to
dXt
dt
= F αt(Xt). (4)
The process Z is a Piecewise Deterministic Markov Process (PDMP) as introduced in
[Dav84], and belongs to the more specific class of PDMPs recently studied in [BH12]
and [BLBMZ15] (see also [BL16], [HS19], [BS19] and [GPS19] for PDMP model in
ecology or epidemiology).
Remark 3.1 In [LLC17], β is the only parameter allowed to depend on k. The general
case where the other constants and the function G can depend on k has been treated in
[Str18].
We make the following assumptions, that are taken from [LLC17] :
Assumption 3.2
(i) For all k, Gk : R+ → R+ is C
2, with Gk(0) = 0 and 0 < Gk(I) ≤ G
′
k(0)I for I > 0;
(ii) For all k, if βk
Λ
µ
G′k(0) − (µ + αk + δk) > 0, then F
k admits an equilibrium point
x∗ ∈M+ which is accessible from M+.
We consider the process on the spaceM := K×E , where K = {(s, i, r) ∈ R3+ s+ i+r ≤
Λ
µ
}. The set K0 = {I = 0} is invariant for the F k thus the setM0 = K0×E is invariant
for Z. On this set, it is not hard to check that X converge almost surely to (S∗, 0, 0),
where S∗ = Λ
µ
. Thus, the unique invariant probability measure of Z on M0 is δ∗ ⊗ p,
where δ∗ is the Dirac mass at (S∗, 0, 0). Consider the function V :M+×E → R+ given
by
V (s, i, r, k) = log
Λ
µ
− log i for all (s, i, r, k) ∈M+ ×E.
Define also the function H : M× E → R by H(s, i, r, k) = (µ + αk + δk − βksG˜k(i))
where G˜k is given by :
G˜k(i) =
{
Gk(i)
i
if i 6= 0
G′(0) if i = 0.
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It is not hard to check that V and H satisfy assumption 2.5. Moreover, we have for
pi = δ∗ ⊗ p,
piH =
∑
k∈E
pk
(
µ+ αk + δk − βk
Λ
µ
G′k(0)
)
.
for k ∈ E = {1, . . . , N}, As in [LLC17], we set
R0 =
∑
k pkβk
Λ
µ
G′(0)∑
k pk(µ+ αk + δk)
.
Note that R0 < 1 (respectively R0 > 1, R0 = 1) if and only if piH > 0 (resp. piH < 0,
piH = 0). The behaviour of the process when R0 < 1 or R0 > 1 is studied in [LLC17]
(see also [Str18] for an alternative and more general proof). With our method, one can
prove the following :
Proposition 3.3 Assume that R0 = 1. Then, for all (s, i, r, k) ∈ M, P(s,i,r,k) - almost
surely,
lim
t→∞
1
t
∫ t
0
Sudu = S
∗,
and
lim
t→∞
1
t
∫ t
0
(Iu +Ru)du = 0.
Proof We show that when Pinv(M+) is nonempty, then for all µ∗ ∈ Pinv(M+),
one has
µ∗H > piH.
For convenience, we write Ck for µ+ αk + δk. By Assumption 3.2, we have
H(s, i, r, k) ≥ Ck − βkG
′(0)s,
and thus
µ∗H ≥
∑
k∈E
pkCk −
∑
k∈E
βkG
′
k(0)
∫
M+
sdµ∗k(s, i, r),
where µ∗k is the measure of total mass pk defined on M by µ
∗
k(A) = µ
∗(A× {k}). Note
that as i > 0 onM+ and that for (s, i, r) ∈M, s+i+r ≤ S∗, then for all (s, i, r) ∈ M+,
s < S∗. In particular, ∫
M+
sdµ∗k(s, i, r) < pkS
∗,
which yields
µ∗H >
∑
k∈E
pkCk −
∑
k∈E
pkβkG
′
k(0)S
∗ = piH.
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This proves by Corollary 2.8 that if R0 = 1, then Pinv(M+) is empty and for all bounded
measurable function f :M× E → R,
lim
t→∞
1
t
∫ t
0
f(Su, Iu, Ru, ru)du =
∑
k
pkf(S
∗, 0, 0, k).

3.2 Stochastic Rosenzweig - MacArthur
This example is taken from [Ben18, Section 5.2]. We consider the following Stochastic
Differential Equation (SDE) :dXt = Xt
(
1− Xt
K
− Yt
1+Xt
)
dt+ εXtdBt
dYt = Yt
(
−α + Xt
1+Xt
)
dt
(5)
In this case, M = R2+ := {(x, y) ∈ R
2 : x, y ≥ 0}. It is proven in [Ben18, Theorems 5.1
and 5.5] that Assumption 2.4 is satisfied with W (x, y) = (x+ y)2 and W˜ = (1 + C)W ,
where C is some constant. We set Mx0 = {(x, y) ∈ M : x = 0}, M
y
0 = {(x, y) ∈
M : y = 0} and M0 =Mx0 ∪M
y
0. We also let M
x
+ =M\M
x
0, M
y
+ =M\M
y
0 and
M+ =M\M0. We also define the invasion rate of species x and y, respectively, as
λ1(x, y) =
(
1−
x
K
−
y
1 + x
)
−
ε2
2
and
λ2(x, y) = −α +
x
1 + x
.
By [Ben18, Theorem 5.5], if ε2 > 2, then for any initial condition, one has (Xt, Yt)→ 0
has t → ∞. Thus, we assume now that ε2 < 2. In that case, the process is H -
persistent with respect to Mx0. Indeed, in that situation, Perg(M
x
0) = {δ0}, where δ0
is the Dirac mass at 0 and δ0λ1 = 1 − ε
2
2
> 0. Hence, condition of [Ben18, Theorem
5.1 (ii)] is satisfied. In particular, every limit point of (Πt)t≥0 lies almost surely in
Pinv(M
x
+). Moreover, on M
x
+ ∩M
y
0, the process admits a unique invariant probability
measure denoted by µx ( see [Ben18, Section 5.2]).
It is easily seen that Perg(M0) = {δ0, µx} . We set
Λ(ε,K, α) = µx(λ2) =
∫ +∞
0
x
1 + x
dµx(x)− α.
By [Ben18, Theorem 5.5], if Λ(ε,K, α) > 0, then the process is stochatistically persistent
with respect toM0 and admits a unique invariant probability measure µ∗ onM+, while
if Λ(ε,K, α) < 0, Yt converges to 0. We now prove the following proposition for the
critical case :
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Proposition 3.4 If Λ(ε,K, α) = 0, then for all (x, y) ∈ M+, one has P(x,y) - almost
surely,
lim
T→∞
1
T
∫ T
0
Ysds = 0
and
lim
T→∞
1
T
∫ T
0
Xsds =
∫ +∞
0
xdµx(x) = K
(
1−
ε2
2
)
.
Proof We prove that if Pinv(M
y
+) is non-empty, then for all µ
∗ ∈ Pinv(M
y
+), one
has µ∗H > µxH , where
H(x, y) = H1(x, y)− λ2(x, y),
with
H1(x, y) =
1
1 + x+ y
(
x− αy −
x2
K
)
−
ε2x2
2(1 + x+ y)
.
We set, for (x, y) ∈M+, V (x, y) = log(1+x+y)− log x. We can see that (V,H) satisfy
Assumption 2.5. Moreover, we have L[log(1 + x + y)] = H1(x, y), then by [Ben18,
Remark 19], we must have νH1 = 0 for any ν ∈ Pinv(M). As a result,
νH = −νλ2 for any ν ∈ Pinv(M).
Remark 3.5 In the framework of [Ben18], it would have been natural to take for V
any function coinciding with − log x for x small enough, so that H = −λ2 near M0,
because it is sufficient to know H on the boundary M0. However, to apply our method,
it is required to compare piH and µH for µ ∈ Pinv(M+), thus it is necessary to know
H on the whole M+. Thus the idea is to take V = V1 + V2 and H = H1 + H2, with
V2(x, y) = − log x, H2 = −λ2, V1 defined on all M so that V is nonnegative, LV1 = H1
and νH1 = 0 for all ν ∈ Pinv(M) (see [Ben18, Remarks 11 and 19, and Proposition
4.13]). We use a similar trick in Subsection 3.3.
To continue the proof, note that on Mx0 ∩M
y
+, Yt converges exponentially fast to
0. Thus, it holds that Pinv(M
y
+) = Pinv(M+). Moreover, by Theorem 5.5 in [Ben18],
if Pinv(M+) is nonempty, it reduces to a unique element, that we denote by µ∗, and µ∗
has a positive density with respect to the Lebesgue measure. This implies by Birkhoff’s
ergodic theorem that for all (x, y) ∈M+,
µ∗λ2 = lim
T→∞
1
T
∫ T
0
λ2(Xs, Ys)ds, Px,y − almost surely.
We let Xˆ be the solution of the reduced system on My0. That is,
dXˆt = Xˆt
(
1−
Xˆt
K
)
dt+ εdBt. (6)
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By the comparison theorem, if X0 = Xˆ0, then Xt ≤ Xˆt for all t ≥ 0. The idea is now
to write
µ∗H = −µ∗λ2 = − lim
T→∞
1
T
∫ T
0
λ2(Xˆs, 0)ds− lim
T→∞
1
T
∫ T
0
(
λ2(Xs, Ys)− λ2(Xˆs, 0)
)
ds
and to prove that the first term is µxH and the second one is positive.
By [Ben18, Theorem 5.1 (i)], we have µx(λ1) = 0. Moroever, the process Xˆ on M
y
0
is persistent with respect to Mx0 ∩M
y
0. Thus, for all x > 0, one has
lim
T→∞
1
T
∫ T
0
λ2(Xˆs, 0)ds = µxλ2
and
lim
t→∞
1
T
∫ T
0
λ1(Xˆs, 0)ds = µx(λ1) = 0,
which gives
lim
t→∞
1
T
∫ T
0
Xˆs = K
(
1−
ε2
2
)
.
On the other hand, since (X, Y ) is persistent with respect to Mx0, one has
lim
t→∞
1
T
∫ T
0
λ1(Xs, Ys)ds = µ
∗λ1 = 0,
which leads to
lim
t→∞
1
T
∫ T
0
Xs = K
(
1−
ε2
2
)
−
∫ +∞
0
y
1 + x
dµ∗(x, y).
Now, due to the fact that µ∗(M+) = 1, one has
y¯ :=
∫ +∞
0
y
1 + x
dµ∗(x, y) > 0
and thus
lim
t→∞
1
T
∫ T
0
(Xˆs −Xs)ds = y¯ > 0.
From this we have
lim
T→∞
1
T
∫ T
0
(
λ2(Xs, Ys)− λ2(Xˆs, 0)
)
ds < 0.
Indeed, let C > 0 such that
lim
T→∞
1
T
∫ T
0
(Xˆs −Xs)1l{Xˆs≤C}ds ≥
y¯
2
.
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Then, it is easily seen that there exists c > 0 such that for all 0 ≤ x ≤ xˆ ≤ C, and all
y ≥ 0, one has λ2(x, y)−λ2(xˆ, 0) ≤ −c(xˆ−x). In particular, by monocity of H and the
fact that Xs ≤ Xˆs for all s ≥ 0, we have
lim
T→∞
1
T
∫ T
0
(
λ2(Xs, Ys)− λ2(Xˆs, 0)
)
ds ≤ lim
T→∞
1
T
∫ T
0
(
λ2(Xs, Ys)− λ2(Xˆs, 0)
)
1l{Xˆs≤C}ds
≤ − lim
t→∞
c
T
∫ T
0
(Xˆs −Xs)1l{Xˆs≤C}ds
≤ −
cy¯
2
.
We conclude that µ∗H = −µ∗λ2 ≥ −µxλ2 +
cy¯
2
= µxH +
cy¯
2
> µxH . This proves
that when Λ(ε,K, α) = 0, Pinv(M+) is empty. Moreover, we know that the process
is persistent with respect to Mx0. Putting this together, the only possible limit point
for (Πt)t≥0 is µx. Furthermore, since the maps (x, y) 7→
(x+y)2
1+y
and (x, y) 7→ (x+y)
2
1+x
are
proper, Corollary 2.8 and Remark 2.9 imply that
lim
T→∞
1
T
∫ T
0
Ysds = 0
and
lim
T→∞
1
T
∫ T
0
Xsds =
∫ +∞
0
xdµx(x) = K
(
1−
ε2
2
)
.

3.3 A stochastic model in a spatially heterogenous environ-
ments
In this section, we consider the example treated in [HNY18] of a population submitted
to random fluctuations of the environment and to spatio-temporal heterogeneity. The
space is divided into n patches, and the dynamics of the population within a patch
follows a logistic SDE. There is also dispersal of the population, that is, individuals
can move from one patch to the other. The precise model is the following. Let Xt =
(X1t , . . . , X
n
t ) be the vector of abundance in each patch at time t, then X satisfy the
SDE :
dX it =
[
X it
(
ai − bi(X
i
t)
)
+
n∑
j=1
Dj,iX
j
t
]
dt+X itdE
i
t , (7)
where ai > 0 is the per capita growth rate in patch i, bi : R+ → R+ is the competition
term in patch i, Dj,i ≥ 0 is for j 6= i, the disperal rate of patch j to patch i and
E = ΓTB, where Γ is a square n × n matrix and B = (B1, . . . , Bn) is a standard
Brownian motion. We also set Di,i = −
∑
j 6=iDj,i and Σ = Γ
TΓ.
We work under the following assumptions, made in [HNY18] :
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Assumption 3.6
1. For each i ∈ {1, . . . , n}, bi : R+ → R+ is locally Lipschitz, vanishes only at 0, and
there exist constants γb and Mb such that, for all x ∈ R
n
+ with
∑
i xi ≥ Mb, one
has ∑n
i=1 xi(bi(xi)− ai)∑n
i=1 xi
> γb;
2. The matrix D is irreducible;
3. The matrix Σ is non-singular.
These assumptions guarantee the existence of a unique strong solution to (7), which
moreover stays in Rn+ if X0 ∈ R
n
+. As in [HNY18], we introduce the decomposition of
the process : for any x0 6= 0 and t ≥ 0, we set St =
∑
iX
i
t and Y
i
t = X
i
t/St. By ItÃť’s
formula, it can be shown that (St, Yt) evolves according to{
dYt =
[
Diag(Yt)− YtY
T
t
]
ΓTdBt +D
TYtdt+
[
Diag(Yt)− YtY
T
t
]
(a− ΣYt − b(StYt)) dt
dSt = St (a− b(StYt))
T Ytdt+ StY
T
t Γ
TdBt,
(8)
where Yt = (Y 1t , . . . , Y
n
t ) lies in the simplex
∆ = {x = (x1, . . . , xn) ∈ R
n
+ : x1 + . . .+ xn = 1},
and a := (a1, . . . , an), b(x) := (b1(x), . . . , bn(x)). It is now possible to extend equation
(8) on {0} ×∆, by setting St = 0 and
dYt =
[
Diag(Yt)− YtY
T
t
]
ΓTdBt +D
TYtdt+
[
Diag(Yt)− YtY
T
t
]
(a− ΣYt) dt. (9)
If we let X˜t be the solution to
dX˜ it =
[
aiX˜
i
t +
n∑
j=1
Dj,iX˜
j
t
]
dt+ X˜ itdE
i
t , (10)
and S˜t =
∑
i X˜
i
t , then
dS˜t = S˜ta
T Y˜tdt+ S˜tY˜
T
t Γ
TdBt, (11)
with Y˜ = Y subjected to (9). It is proven in [ERSS13] that Y˜ admits a unique invariant
probabilty measure pi on ∆. Set
r =
∫
∆
(
aTy −
1
2
yTΣTy
)
dpi(y). (12)
In [HNY18], the authors show that the sign of r determines the long term behaviour of
X : if r < 0, then the population abundance in each patch converges to 0 exponentially
fast, while if r > 0, the process X admits a unique invariant probability measure on
R
n
++ := {x ∈ R
n
+ : xi > 0} and the law of X converges polynomially fast to this
stationnary distribution. The case r = 0 is not treated and left in the discussion as an
open question.
We show now that our method enables us to handle the critical case r = 0:
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Proposition 3.7 If r = 0, then, for all i, for all x ∈ Rn+, Px - almost surely
lim
t→∞
1
t
∫ t
0
X isds = 0.
Proof First, let write the process in our background. We consider the process
(Zt)t≥0 = (St, Yt)t≥0 defined on M = R+ ×∆, and evolving according to (8) on M+ =
R
∗
+ ×∆ and according to (9) on M0 = {0} ×∆. Proposition A.1 in [HNY18] implies
that Assumption 2.2 is satisfied under Assumptions 3.6.
One can check that for a function f : M→ R, of class C2 with bounded support,
the generator L of Z is given by :
Lf(s, y) =
∂
∂s
f(s, y)s (a− b(sy))T y +
1
2
∂2
∂s2
f(s, y)s2yTΣy + Af(s, y),
where Af is a sum of terms, each of them involving at least one derivative of f with
respect to one of the coordinates of y. In particular, if f(s, y) = g(s) for some function
g, one has
Lf(s, y) = g′(s)s (a− b(sy))T y +
1
2
g′′(s)s2yTΣy.
Let ε > 0, and set g(s) = (1 + s)1+ε and f(s, y) = g(s). Then, we get (formally) that
Lf(s, y) = (1 + ε)f(s, y)
[
s
1 + s
(a− b(sy))Ty +
(
s
1 + s
)2
1
2
εyTΣy
]
,
which by Assumption 3.6 implies that
Lf(s, y) ≤ −αf(s, y) + C,
where α = γb − 12ε‖Σ‖ is positive for ε small enough, and C = sup(s,y)∈[0,Mb]×∆Lf(s, y)
is finite. From this, it is possible to prove that Assumption 2.4 is satisfied forW (s, y) =
(1 + s)1+ε, provided ε is small enough.
Next, we prove that Assumption 2.5 is satisfied. We define two functions on M:
H1(s, y) =
s
1 + s
(a− b(sy))T y −
1
2
s2
(1 + s)2
yTΣy,
and
H2(s, y) = (a− b(sy))
T y −
1
2
yTΣy.
We define V onM+ by setting V (s, y) = log(1+ s)− log s. By definition of V and Itô’s
formula,
LV (s, y) = H1(s, y)−H2(s, y).
It is not hard to check that the functions V and H so defined satisfy Assumption 2.5.
We have from Itô’s formula that
lim
T→∞
ΠzTH1 = lim
T→∞
Ez log(1 + ST )− log(1 + s)
T
= 0, z ∈M
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due to [HNY18, Lemma A.2]. As a result, νH1 = 0 for any invariant probability measure
ν on M of (Zt)t≥0. Subsequently, we have, r = −piH2 = piH , where r is defined by
(12), and by ergodicity of Y˜ and equation (11), we have
r = piH = lim
t→∞
1
t
∫ t
0
[
aT Y˜u − Y˜uΣY˜u
]
du = lim
t→∞
1
t
log S˜t. (13)
Now we assume that Z admits an ergodic invariant probability measure µ on M+. By
the strong Feller property of X on Rn++, µ has to be unique, and thus the process is
ergodic. In particular, we have
−µH = µH2 = lim
t→∞
1
t
∫ t
0
[
(a− b(SuYu))
T Yu − YuΣYu
]
du.
Thus, to obtain the desired result that µH > piH , we will show that
lim
t→∞
1
t
∫ t
0
[
aT Y˜u − Y˜uΣY˜u
]
du
> lim
t→∞
1
t
∫ t
0
[
(a− b(SuYu))
T Yu − YuΣYu
]
du.
(14)
While componentwise a > a − b(SuYu), (14) is not straightforward because Y˜u − Yu
can be both negative and positive. The difficulty will be overcome by introducing an
intermediate process to ease the comparison. For all u ≥ 0, we set ςu = mini bi(SuY iu).
Note that ςu > 0 by assumption on b. Now we introduce the process X¯ = (X¯1, . . . , X¯n)
defined by
dX¯ it =
[
X¯ it (ai − ςt) +
n∑
j=1
Dj,iX¯
j
t
]
dt+ X¯ itdE
i
t , (15)
By a classical comparison argument for SDE (see i.e. [Chu02]) and positivity of ςt,
we have X it ≤ X¯
i
t ≤ X˜
i
t for all t ≥ 0, provided the inequality holds at 0. We also set
S¯t = X¯
1
t + . . .+ X¯
n
t , and then St ≤ S¯t ≤ S˜t. Finally, we introduce Y¯ = X¯/S¯, which is
well denifed as soon as X¯0 6= 0. One can see that S¯ and Y¯ evolve according to
dS¯t = S¯t (a− ςt)
T Y¯tdt+ S¯tY¯
T
t Γ
TdBt, (16)
dY¯t =
[
Diag(Y¯t)− Y¯tY¯
T
t
]
ΓTdBt+D
T Y¯tdt+
[
Diag(Y¯t)− Y¯tY¯
T
t
] (
a− ΣY¯t − ςt1l
)
dt, (17)
where 1l is the vector with all components equal to 1. Now, since Y¯t ∈ ∆, one has
(Diag(Y¯t)− Y¯tY
T
t )1l = 0, thus
dY¯t =
[
Diag(Y¯t)− Y¯tY¯
T
t
]
ΓTdBt +D
T Y¯tdt+
[
Diag(Y¯t)− Y¯tY¯
T
t
] (
a− ΣY¯t
)
dt, (18)
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and by unicity of a strong solution to (9), Y¯ = Y˜ almost surely whenever Y¯0 = Y˜0.
Thus we have
lim
t→∞
1
t
log(S¯t) = lim
t→∞
1
t
∫ t
0
(
aT Y˜u − Y˜uΣY˜u − ςu1l
T Y˜u
)
du
= −piH − lim
t→∞
1
t
∫ t
0
ςudu
= −piH −
∫
M+
min
i
bi(syi)dµ(y)
= −piH − ς¯ ,
where ς¯ =
∫
M+
mini bi(syi)dµ(y) > 0 because µ(M+) = 1. Now, since S¯t ≥ St, we have
−piH − ς¯ = lim
t→∞
1
t
log(S¯t)
≥ lim
t→∞
1
t
log(St) = −µH,
which yields µH ≥ piH+ ς¯. Thus, one can apply Corollary 2.8 (and Remark 2.9): since
the map (s, y) 7→ (1+s)
1+ε
1+s
is proper, if r = 0, one has for all (s, y) ∈ M, Ps,y - almost
surely
lim
t→∞
1
t
∫ t
0
Sudu = 0,
or equivalently, for all i, for all x ∈ Rn+, Px - almost surely
lim
t→∞
1
t
∫ t
0
X isds = 0.

3.4 SIS model in fluctuating environment
Here, we prove that the method used above also works in a SIS model with random
switching environment. More precisely, we consider the model studied in [BS19] and
described as follows. Let d ≥ 1, C = (Ci,j) be an irreducible d × d matrix with
nonnegative entries and D = (D1, . . . , Dd) a vector with positive entries. We define the
vector field F : Rd → Rd by setting, for all x ∈ Rd,
F (x) = (C −Diag(D))x−Diag(x)Cx.
This vector field was introduced by Lajmanovich and Yorke [LY76] to describe a model
of infection SIS (Susceptible - Infected - Susceptible) giving the evolution of a disease
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that does not confer immunity, in a population structured in d groups. They analysed
the differential equation on [0, 1]d given by
x˙ = F (x),
that is, componentwise,
dxi
dt
= (1− xi)
(
d∑
j=1
Ci,jx
j
)
−Dix
i.
In [BS19], we have considered a Piecewise Deterministic Markov Process U = (X,α)
on [0, 1]d × E , where E = {1, . . . , N} for some integer N and evolving as follows :
dXt
dt
= F αt(Xt), (19)
where α is a Markov chain on E and for all k ∈ E , F k is the vector field defined like
F with C and D replaced by Ck and Dk, respectively where Ck and Dk are a matrix
and a vector as described above. We also set Ak = Ck − Diag(Dk). To analyse the
long-term behaviour of Z, we have done in [BS19] a polar decomposition : for X0 6= 0,
we set ρt = ‖Xt‖ and Θt = Xtρt . Then W = (ρ,Θ, α) is still a PDMP, evolving according
to {
dΘt
dt
= Gαt(Θt)
dρt
dt
= 〈Aαt − ρtDiag(Θt)CΘt,Θt〉ρt,
(20)
where for all i ∈ E, Gi is the vector field on Sd−1 defined by
Gi(θ) =
(
Ai − ρDiag(θ)C
)
θ − 〈
(
Ai − ρDiag(θ)C
)
, θ〉θ. (21)
We set M+ = Ψ([0, 1]d \ {0}) × E , where Ψ : Rn \ {0} → R∗+ × S
d−1 is defined by
Ψ(x) = (‖x‖, x
‖x‖
). We also set M0 = {0} × Sd−1 × E , then (20) can be defined on M0
be letting ρt = 0 for all t ≥ 0 and
dΘt
dt
= AαtΘt − 〈A
αt ,Θt,Θt〉Θt. (22)
We proved in [BS19, Proposition 2.13], that on M0 ≃ Sd−1 × E , the process (Θ, α)
admits a unique invariant probability pi. We set
Λ =
∫
Sd−1×E
〈Aiθ, θ〉dpi(θ, i).
It has also be proven that the functions V : M+ → R+ and H : M → R, defined
by V (ρ, θ, i) = − log(ρ) and by H(ρ, θ, i) = −〈Aiθ, θ〉 + ρ〈Diag(θ)Cθ, θ〉, respectively,
satisfy asusmption 2.5. It is easily seen that Λ = −piH . With our method, together
with the results in [BS19], we can now fully describe the behaviour of U according to
the sign of Λ :
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Theorem 3.8 There are three possible asymptotic behaviours :
1. If Λ < 0, then for all (x, i) ∈ [0, 1]d × E , we have
Px,i
(
lim sup
log ‖Xt‖
t
≤ Λ
)
= 1.
2. If Λ = 0, then for all (x, i) ∈ [0, 1]d × E , we have
lim
t→∞
1
t
∫ t
0
‖Xs‖ds = 0 Px,i − a.s.
and
Px,i − lim
t→∞
Xt = 0,
where Px,i − lim denotes the convergence in probability.
3. If Λ > 0, then U admits a unique invariant probability measure µ on (0, 1]d ×E.
Moreover, there exists a Wasserstein distance W and r > 0 such that, for all
probability ν with ν({0} × E) and all t ≥ 0,
W(νPt, µ) ≤ e
−rtW(ν, µ).
Proof The case Λ < 0 is Theoerem 4.3 in [BS19], while Λ > 0 is Theorem 4.12 in
[BS19].
To treat the case Λ = 0, we first prove that one can apply Proposition 2.7. We
assume that W admits an invariant distribution µ on M+. For all t > 0, we define
ςt = min
1≤i≤d
X it
(∑
j
Cαti,jX
j
t
)
,
and we let X¯ be the solution to
dX¯t
dt
= (Aαt − ςtI) X¯t, (23)
where I is the identity matrix of size d. We also let Y be the solution to
dYt
dt
= AαtYt. (24)
By a comparison theorem for ordinary differential equations, we have X it ≤ X¯
i
t ≤ Yt
for all t ≥ 0, provided the inequality holds at time 0. Finally, let ρ¯t = ‖X¯t‖, Θ¯t = X¯tρ¯t ,
ρ˜t = ‖Y ‖t and Θ˜t = Ytρ˜t . Then ρt ≤ ρ¯t ≤ ρ˜t and
dΘ¯t
dt
= (Aαt − ςt) Θ¯t − 〈(A
αt − ςt) Θ¯t, Θ¯t〉Θ¯t,
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while Θ˜t evolves according to (22). Now, since 〈Θ¯t, Θ¯t〉 = 1 for all t ≥ 0, we can see
that Θ¯t is also driven by (22), thus Θ¯t = Θ˜t for all t ≥ 0 whenever Θ¯0 = Θ˜0. On the
other hand, one can check that
lim
t→∞
log ρ¯t
t
= lim
t→∞
1
t
∫ t
0
〈(Aαs − ςt) Θ¯s, Θ¯s〉ds.
We also have
−piH = lim
t→∞
log ρ˜t
t
= lim
t→∞
1
t
∫ t
0
〈AαsΘ˜s, Θ˜s〉ds,
Without loss of generality, one may assume that µ is ergodic, and therefore, one has
for µ almost every (ρ0, θ0, i) ∈M+, P(ρ0,θ0,i) - almost surely,
lim
t→∞
1
t
∫ t
0
ςt =
∫
M+
ρ2min
i
θi
(∑
j
Cki,jθ
j
)
dµ(ρ, θ, k) := ς¯ .
Then, ς¯ > 0 because on M+, ρ > 0 and µ({(ρ, θ, i) ∈ M+ : θi > 0}) = 1 since ∂Sd−1
is transient for W . Thus, due to the fact that Θ¯t = Θ˜t, we get for µ almost every
(ρ0, θ0, i) ∈M+, P(ρ0,θ0,i) - almost surely,
lim
t→∞
log ρ¯t
t
= −piH − ς¯ ,
which combined with
lim
t→∞
log ρt
t
= −µH P(ρ0,θ0,i) − a.s.
and ρ¯t ≥ ρt gives µH ≥ piH + ς > µH . Thus, by Proposition 2.7, Λ > 0. Hence,
if Λ = 0, the unique stationnary distribution of W is pi, which is concentrated on
M0. In particular, going back to the process U , its unique invariant distribution is
δ0 ⊗ p, where p is the unique stationnary distribution of α on E . In particular, for all
(x, i) ∈ [0, 1]d × E , one has Px,i - almost surely that
lim
t→∞
1
t
∫ t
0
‖Xs‖ds = 0. (25)
To prove that X converges in probability to 0, we use results on monotone random
dynamical systems due to Chueshov [Chu02]. Let Ω = D(R+, E) be the Skorhokhod
space of cÃădlÃăg functions ω : R+ → E , endowed with its Borel sigma field F , and
on which we define the shift Θ = (Θt)t≥0 by
Θt(ω)(s) = ω(t+ s).
We let Pp be a probability measure on (Ω,F) such that the canonical process I has
the law of α starting from its ergodic probability measure p. Then, the process Ψ(ω, t)
defined by {
dΨ(t,ω)x
dt
= F ω(t)(Ψ(t, ω)x)
Ψ(0, ω)x = x
(26)
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is a Random Dynamical System over the ergodic dynamical system (Ω,F ,Pp,Θ) (see
e.g. [Arn98] for definitions and the thesis of the secound author [Str19, Section 1.4]
for more details on random dynamical systems and links with PDMPs). Moreover,
the proporties of F make Ψ a monotone subhogeneous random dynamical system (see
[BS19, Section 4]) for which 1l = (1, . . . , 1) is a super-equilibrium. That is, Ψ(t, ω)1l ≤ 1l
for all t ≥ 0 and ω ∈ Ω (see [Chu02, Definition 3.4.1]). Moreover, for all t ≥ 0 and all
ω ∈ Ω,
Ψ(t, ω)
(
[0, 1]d \ {0}
)
⊂ (0, 1)d.
Hence, it is easily to check that we can apply Proposition 5.5.1 in [Chu02]. According
to this result, either, for all x ∈ [0, 1]d,
lim
t→∞
Ψ(t,Θ−tω)x = 0 (27)
or, there exists an equilibrium u(ω)≫ 0 such that, for all x > 0 and all ω ∈ Ω,
lim
t→∞
Ψ(t,Θ−tω)x = u(ω). (28)
Now, assume that (28) holds. In particular, by dominated convergence and invariance
of Pp under Θ, one has on the one hand
lim
t→∞
Ep (‖Ψ(t, ω)x‖) = Ep(‖u‖) > 0. (29)
On the other hand, one can check that the law of Xt under Px,p is the same as the law
of Ψ(t, ·)x under Pp. In particular,
E(x,p) (‖Xt‖) = Ep (‖Ψ(t, ω)x‖) . (30)
Thus, (29) and (30) imply that
lim
t→∞
1
t
∫ t
0
E(x,p) (‖Xs‖) ds = Ep(‖u‖) > 0,
which is in contradiction (by dominated convergence) with (25). Hence, (27) holds.
This and (30) yield that for all continuous map f : [0, 1]d → R,
lim
t→∞
Ex,p (f(Xt)) = f(0),
which implies that Xt converges in law, hence in probability, to 0, under Px,p. It is
easily seen that one can now replace p by any starting point i. 
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3.5 SEIR model with switching
SEIR models describe the dynamics of an infectious disease with which individuals ex-
perience a long incubation duration (the âĂĲexposedâĂİ compartment). The classical
SEIR model consists of the following differential equations for 4 classes of individuals
(Susceptible - Exposed - Infectious - Recovered):
S˙ = Λ− γS − βSI
E˙ = βSI − (γ + δ)E
I˙ = δE − (γ + γ1)I
R˙ = γ1I − γR
(31)
where Λ, γ, β, δ, γ1 are positive constant. We refer to [SS83, Het00] for details about
this model and its variants. In contrast to stochastic SIR and SIRS models, which have
been studied extensively, few papers deal with stochastic SEIR models because standard
arguments used to treat SIR and SIRS models do not seem effective for SEIR models.
In this section, we wish to consider an SEIR model in a switching environment. Let
N be a positive integer, and set E = {1, . . . , N}. Let (αt)t≥0 be a irreducible Markov
chain on E and consider the following system
S˙ = Λ− γS − β(αt)SI
E˙ = β(αt)SI − (γ + δ(αt))E
I˙ = δ(αt)E − (γ + γ1(αt))I
(32)
where the component R is removed because it does not affect the dynamics of the
others.
Let Ut = Et + It and Vt = ItUt , Zt = (St, Vt, Ut, αt), we can rewrite (33) as
S˙ = fS(Zt)
V˙ = fV (Zt)
U˙ = UtfU(Zt)
(33)
where
fS(z) = Λ− γs− β(k)su(1− v),
fU(z) = (β(k)s− γ1(k)− γ)v − γ(1− v) = (β(k)s− γ1(k))v − γ
fV (z) = (σ(k)(1−v)−γv−γ1(k)v)−vfU(z) = σ(k)(1−v)−γ1(k)v−(β(k)s−γ1(k))v
2,
and z = (s, u, v, k). For this system, we have
M :=
{
z ∈ R2+ × [0, 1]× E : s+ u ≤
Λ
γ
}
and M0 := {z ∈ M : u = 0}. (34)
In this model, H(z) := −fU(z) and V(z) := log Λγ − log u satisfy Assumption 2.5.
Unlike the arguments in Subsections 3.3 and 3.4, it does not seem practically possible
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to treat the critical case by introducing an intermediate process. Because the func-
tion fU (z) is increasing in s while fV (z) is decreasing in s, we introduce the following
function:
H˜(z) = −fU (z)−
fV (z)
v
= −σ(k)
1− v
v
+ γ + γ1(k). (35)
If U0 = 0 then Ut = 0, t ≥ 0 and limt→∞ St = Λγ . Let V˜t be the solution to
˙˜
V = fV
(
Λ
γ
, 0, V˜t, αt
)
.
Then, one can show that (V˜t, αt) has a unique invariant measure piV on [0, 1]×E (see e.g.
[BL16, Proposition 2.1] or [DD11]). Moreover, since fV (z) = σ(k) > 0 if z = (s, u, v, k)
with v = 0, there exists v0 > 0 such that lim inft→∞ Vt ≥ v0 > 0 for any initial value
z ∈M. As a result,
Pz
{
lim
T→∞
1
T
∫ T
0
fV (Zt)
Vt
= lim
T→∞
log Vt
T
= 0
}
, z ∈ M.
Hence, for any invariant probability measure µ of (Zt)t≥0, we have∫
M
fV (z)
v
µ(dz) = 0, or equivalently µH = µH˜. (36)
Then pi := δ(Λ
γ
,0)⊗ piV is the unique invariant measure onM0. By the ergodicity of
(V˜t, αt) and (35),(36) we have
Λ˜ := −piH =− pi lim
T→∞
∫ T
0
fU
(
Λ
γ
, 0, V˜t, αt
)
dt
= lim
T→∞
∫ T
0
(
σ(αt)
1− V˜t
V˜t
− γ − γ1(αt)
)
dt.
(37)
With M,M0 define in (34), we have the following theorem
Theorem 3.9 1. If Λ˜ < 0, then for all 0 < λ < −Λ˜, there exist η > 0 and r > 0
such that, for all z ∈M+ :=M\M0 with u ≤ r, we have
Px,i
(
lim sup
logUt
t
≤ −λ
)
≥ η.
2. If Λ˜ = 0, then for all z ∈M+ × E , we have
lim
T→∞
1
T
∫ T
0
Utdt = 0 Pz − a.s.
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3. If Λ˜ > 0, then Z is H-persistent and it admits an invariant probability measure
on M+.
Proof We start by proving the first and third claims. For α ∈ E , we define the vector
field
F α(s, e, i) =

Λ− γs+ β(α)si
β(α)si− (γ + δ(α))e
δ(α)e− (γ + γ1(α))i
Then, letting (Xt)t≥0 = (St, Et, It)t≥0, we have X˙t = F αt(Xt). Note that (Λγ , 0, 0) is a
common equilibrium of the vector fields F α and that the line R+×{(0, 0)} is invariant
for each of the vector fields. This is exactly the setting of application of the results in
[Str18]. The Jacobian matrix of F α at (Λ
γ
, 0, 0) is given by
Aα =
−γ −β(α)Λγ 00 −(γ + δ(α)) β(α)Λ
γ
0 δ(α) (γ + γ1(α))
 .
We let D = (γ), Cα = (−β(α)Λ
γ
, 0) and
Bα =
(
−(γ + δ(α)) β(α)Λ
γ
δ(α) (γ + γ1(α))
)
,
so that
Aα =
(
D Cα
0 Bα
)
.
Finally, we define ΛD = −γ and ΛB =
∫
〈Bαθ, θ〉dpi(α, θ), where pi is the unique invari-
ant probability measure of the process (Θ, α), where Θ is subjected to (22) with Aα
replaced by Bα ( the uniqueness of pi comes from the particular form of B, see [BS19,
Proposition 2.13]). Then, Λ˜ = ΛB. Indeed, Λ˜ is defined as the growth rate of U , which
is the L1-norm of (E, I), while ΛB is defined as the growth rate of U2, the L2-norm of
(E, I). By equivalence of the norm on R2, we must have Λ˜ = ΛB. The third claim
is hence a direct application of Theorem 2.8 in [Str18]. The first claim follows from
Theorem 2.7 in [Str18].
Now, we prove the second claim. Let assume that Pinv(M+) is nonempty with an
ergodic measure µ.
Since fV (z)+β(k)
(
Λ
γ
− s)
)
v2 = fV (
Λ
γ
, 0, v, k) for any z = (s, u, v, k) ∈M, we have
Vt ≥ V˜t given V0 ≥ V˜0. Let Zt have the intial distribution µ and V˜0 = V0.
By the ergodicity we have
lim
T→∞
1
T
∫ T
0
(Vt − V˜t)dt =
∫
M
vµ(dz)−
∫
M
vpi(dz) a.s..
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We will show that
∫
M
vµ(dz)−
∫
M
vpi(dz) > 0 by a contradiction argument. Note that,
since
|fV (s, u, v, k)− fV (s, u, v˜, k)| ≤ C|v − v˜|
for some constant C > 0, we have
lim sup
T→∞
1
T
∫ T
0
∣∣∣fV (Zt)dt− fV (St, Ut, V˜t, αt)∣∣∣ dt ≤ lim
T→∞
1
T
∫ T
0
C
(
Vt − V˜t
)
= 0 (38)
if
∫
M
vµ(dz)−
∫
M
vpi(dz) = 0. On the other hand,
fV (s, u, v˜, k) = fV
(
Λ
γ
, 0, v˜, k
)
+
(
Λ
γ
− s
)
β(k)v˜2
which leads to
lim
T→∞
1
T
∫ T
0
fV
(
St, Ut, V˜t, αt
)
dt = lim
T→∞
1
T
∫ T
0
fV
(
Λ
γ
, 0, V˜t, αt
)
dt
+ lim
T→∞
1
T
∫ T
0
(
Λ
γ
− St
)
β(αt)V˜t
> lim
T→∞
1
T
∫ T
0
fV
(
Λ
γ
, 0, V˜ 2t , αt
)
dt.
(39)
where we use the ergodicity of (Zt, V˜t) on M+ × (0, 1) to have that
lim
T→∞
1
T
∫ T
0
(
Λ
γ
− St
)
β(αt)V˜t > 0
Combining (38) and (39) we have
lim
T→∞
1
T
∫ T
0
fV (Zt)dt− lim
T→∞
1
T
∫ T
0
fV
(
Λ
γ
, 0, V˜t, αt
)
dt > 0
if
∫
M
vµ(dz)−
∫
M
vpi(dz) = 0.
However, it contradicts the fact that
lim
T→∞
1
T
∫ T
0
fV (Zt)dt− lim
T→∞
1
T
∫ T
0
fV
(
Λ
γ
, 0, V˜t, αt
)
dt
=
∫
M
fV (z)µ(dz)−
∫
M
fV (z)pi(dz) = 0− 0
where the last equality is due to an argument similar to (36). Thus,
lim
T→∞
1
T
∫ T
0
(Vt − V˜t)dt > 0 a.s.. (40)
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Since H˜ is an increasing function in v with positive derivative, we can easily implies
from (40) and the fact that Vt ≥ V˜t that
µH˜ − piH˜ = lim
T→∞
1
T
∫ T
0
H˜(Zt)dt− lim
T→∞
1
T
∫ T
0
H˜
(
Λ
γ
, 0, V˜t, αt
)
dt > 0
In view of Corollary 2.8, we obtain the second claim of the theorem. The proof is
complete. 
4 Conclusion
In this paper, we have given a general method to deal with the critical case in popula-
tion dynamics in random environment. We apply the method to five different models,
including epidemiological, prey-predator, and population in structured environment.
When our results apply, there is extinction in temporal average in the critical case.
A natural question is wether it is possible to find other results, such that there is
persistence (maybe in a weaker sense) in the critical case.
Our method consists in looking at integrals of the function H = LV with respect
to invariant measures of the process. For some models, another method is possible,
as used for example for some PDMP in [HK19]. The idea is the following. Assume
that if Pinv(M+) is nonempty, then it is possible to compute, or at least, to estimate,
the density of an invariant probability µ ∈ Pinv(M+). Then, this density must satisfy
some integrability conditions, which can be violated if Λ+(H) = 0 (see e.g [HK19,
Theorem 3.1] or [GPS19, Lemma 6]). Hence, if Λ+(H) = 0, Pinv(M+) has to be empty.
This alternative method is close in spirit to ours, since it comes to a condraction when
assuming that Pinv(M+) is nonempty and Λ+(H) = 0.
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