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Introdution
 Un système temps-réel est déni omme un système dont la onformité ne dépend
pas seulement de l'exatitude des résultats, mais aussi du temps néessaire à leur alul. 
J. Stankovi (1988)
Les systèmes embarqués sont aujourd'hui présents partout dans notre environnement.
De nombreuses tâhes ayant trait à l'automatisation des mahines, au onfort, à la séurité
des êtres humains et des biens sont déléguées à es systèmes autonomes de ontrle basés
sur des apteurs et des alulateurs. La gestion du freinage dans les véhiules automobiles,
le pilotage automatique des aéronefs ou la vidéo-surveillane des autoroutes sont autant
d'appliations possibles des systèmes embarqués dans notre vie quotidienne.
Ces systèmes se distinguent des autres équipements életroniques ou informatiques
en e que leur réativité aux évènements extérieurs est primordiale. C'est pour ela que
l'on parle de systèmes temps-réel, ar la durée du traitement d'une information par le
alulateur est une partie de la validité du résultat issu de e traitement. Tout retard
dans la leture d'une donnée par un appareil de leture vidéo peut entraîner une oupure
de son ou d'image, tandis que tout retard dans la prise en ompte d'un signal d'anomalie
lors d'un lanement de fusée peut aboutir à sa destrution omplète.
En onséquene, il est indispensable de onnaître la durée d'exéution de l'appliation
embarquée dans un alulateur temps-réel. Les appliations sont généralement onsti-
tuées d'une ou plusieurs tâhes devant haune respeter une éhéane temporelle, 'est-
à-dire une date avant laquelle nir l'exéution de leur traitement. La durée d'exéution
d'une tâhe n'est pas onstante mais peut au ontraire prendre un ensemble de valeurs
diérentes. C'est pourquoi valider le respet des ontraintes de durée d'une appliation
temps-réel néessite d'eetuer une analyse de haune des tâhes an d'estimer son pire
temps d'exéution.
La majorité des alulateurs atuels sont basés sur des proesseurs à l'arhiteture
matérielle simple et à la rapidité limitée. L'utilisation de proesseurs multi-÷urs est
l'une des solutions envisagées an d'augmenter le niveau de performanes et l'étendue
des fontionnalités oertes par les systèmes embarqués de demain. Ces arhitetures où
plusieurs ÷urs de alul sont intégrés sur la même pue réduisent eetivement les temps
d'exéution des tâhes. Cependant, de nombreuses ressoures sont partagées entre les
diérents ÷urs, e qui oasionne des interférenes entre les tâhes et rend leur pire
omportement temporel plus diile à analyser.
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Contributions
Ce doument s'intéresse à l'analyse des délais d'aès pire-as aux ressoures partagées
dans les plateformes multi-÷urs. Ce partage se fait généralement au moyen d'un bus
d'interonnexion permettant aux ÷urs de harger des informations depuis et vers des
ressoures ommunes de stokage, omme la mémoire entrale. Un arbitre ontrle et
autorise les diérentes demandes d'aès au bus. La politique de séletion des requêtes
suivie par et arbitre détermine les délais d'aès d'un ÷ur à une ressoure partagée.
Les politiques d'arbitrage prévisibles utilisées dans les plateformes multi-÷urs favorisent
généralement la prévisibilité temporelle au détriment de l'adaptation aux besoins d'aès
à la mémoire des tâhes exéutées, e qui nuit aux performanes globales de la plateforme.
Nous proposons dans e doument un nouveau méanisme d'arbitrage de bus statique
établissant des niveaux de priorité diérents pour haque ÷ur, tout en garantissant une
latene maximale pour haque aès au bus an de l'intégrer au alul de temps d'exé-
ution pire-as. Notre méthode néessite une analyse préalable des temps d'exéution
des tâhes. Elle permet de mesurer l'inuene qu'ont les délais d'aès au bus sur les
performanes de es tâhes, et d'en déduire un niveau de priorité optimal pour haune
d'entre elles. Elle permet également de trouver une alloation optimale des tâhes aux
÷urs lorsqu'il y a plus de tâhes à exéuter que de ÷urs disponibles. Les résultats ex-
périmentaux montrent une diminution signiative des estimations de temps d'exéution
pire-as.
Organisation du doument
Le hapitre 1 donne un aperçu général des approhes utilisées pour l'estimation de
temps d'exéution pire-as sur une arhiteture mono-proesseur, et plus partiulière-
ment des tehniques de l'analyse statique de tâhes et de l'analyse de ahe. Le hapitre
2 dresse un état de l'art des arhitetures multi-÷urs, du partage des ressoures et de
la prévisibilité temporelle des méanismes arbitrant e partage. Le hapitre 3 dérit deux
nouvelles politiques d'arbitrage de bus permettant de garantir des niveaux de priorité
diérents pour haque ÷ur et d'intégrer les latenes d'aès obtenues dans le alul
de temps d'exéution pire-as des tâhes par analyse statique. Le hapitre 4 élargit le
hamp d'appliation de es méanismes à des plateformes exéutant une harge de tra-
vail omplexe. Il présente une méthode d'alloation des tâhes permettant de minimiser
l'utilisation des ÷urs tout en assurant l'ordonnanement de l'ensemble de tâhes exé-
uté. Enn, nous onluons e doument en disutant des problématiques soulevées par
les résultats obtenus, et des perspetives de travaux futurs qui pourraient en déouler.
Chapitre 1
Analyse de temps d'exéution pire-as
pour systèmes temps-réel strit
Les systèmes temps-réel sont des systèmes répondant aux évènements de l'environ-
nement où ils sont déployés tout en respetant des ontraintes temporelles préises. Le
fontionnement orret d'un système temps-réel dépend non seulement de la validité des
résultats des aluls mais aussi de la garantie absolue que les temps d'exéution seront
toujours respetés [91℄.
A titre d'exemple, le système de délenhement des oussins de séurité gonables (ou
airbags) d'un véhiule automobile est un système temps-réel qui protège les oupants en
as de ollision. Le alulateur du système reçoit en permanene les mesures des apteurs
aélérométriques plaés à diérents endroits du véhiule. Lorsqu'un évènement anormal
est déteté, un algorithme intégré dans le alulateur alule diérents ritères physiques,
en fontion du type de ollision (frontale, latérale, arrière), de la vitesse d'impat, ou
enore de la raideur de l'obstale. Ces ritères déterminent l'utilité de délenher ou non
telle ou telle protetion et à quel moment. Or pour être eaes, les oussins gonables
doivent être déployés dans un délai de quelques dizaines de milliseondes après l'impat.
La ertiation du programme intégré au alulateur doit don garantir que son temps de
déision est inférieur à e délai, sous peine de ne pas protéger orretement les passagers
du véhiule.
La défaillane d'un système temps-réel n'oasionne pas néessairement de onséquenes
graves ou irrémédiables sur son environnement. On distingue les systèmes temps-réel strit
(ou dur) des systèmes temps-réel souple par la ritiité des appliations exéutées : dans
le premier as auun dépassement des ontraintes temporelles n'est autorisé, alors que
ei est permis dans le seond as. En eet, les systèmes temps-réel souple sont générale-
ment onçus pour tolérer une ertaine proportion de retards dans l'exéution des tâhes,
tout en assurant une qualité de servie (QoS) minimale. A l'opposé, le non-respet des
éhéanes temporelles dans un système temps-réel strit entraîne son dysfontionnement
ave des onséquenes potentiellement désastreuses (mise en danger de vies humaines,
atastrophe éologique) omme nous l'avons vu dans l'exemple du système de délenhe-
ment des oussins de séurité. C'est pourquoi les dates de terminaison des tâhes doivent
être onnues et stritement respetées.
Ce hapitre propose un aperçu des approhes utilisées dans l'analyse temporelle de
tâhes exéutées sur une arhiteture de proesseur mono-÷ur lassique.
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1.1 Estimation du temps d'exéution pire-as
L'exéution d'une tâhe sur un système temps-réel peut prendre un ertain nombre
de valeurs de durée d'exéution diérentes. Déteter et analyser le pire de es sénarios
en termes de temps d'exéution est le rle de l'estimation de temps d'exéution pire-as,
en anglais Worst Case Exeution Time (WCET). Déterminer ette valeur pour haune
des tâhes exéutées permet de garantir que le système dans sa globalité respete ses
ontraintes temporelles.
1.1.1 Dénition de l'estimation de temps d'exéution pire-as
Le temps d'exéution pire-as d'une tâhe est la plus grande durée d'exéution possible
de ette tâhe sur une même plateforme d'exéution ible.
Dans le as où il est impossible de déterminer exatement ette pire durée d'exéution,
on herhe à en trouver un majorant aussi peu élevé que possible. C'est l'objetif de
l'estimation de temps d'exéution pire-as. Le aratère ritique des systèmes temps-réel
implique que ette estimation doit impérativement être sûre, 'est-à-dire ne pas sous-
estimer le pire temps d'exéution qui peut être observé. D'un autre té, elle doit rester
préise et ne pas surestimer ette durée de manière trop importante. Le dimensionnement
de la plateforme d'un système temps-réel est lié aux durées maximales estimées des tâhes
qui sont exéutées dessus : toute surestimation trop importante de es durées entraîne à
son tour un sur-dimensionnement inutile du matériel.
1.1.2 Variabilité des temps d'exéution
Usuellement, la durée d'exéution d'une tâhe peut prendre un ensemble de valeurs
diérentes. Cei peut s'expliquer par la variabilité des données d'entrée de la tâhe :
lorsque es valeurs sont fournies par des apteurs externes, toute modiation de l'envi-
ronnement du système embarqué peut oasionner des prises de déision ou des aluls
supplémentaires.
L'arhiteture matérielle de la plateforme d'exéution du programme ompte également
parmi les fateurs qui expliquent la variabilité des temps d'exéution. Depuis l'apparition
des premiers miroproesseurs dans les années 1970, leur performane n'a essé de roître.
Cette montée en puissane s'explique par deux fateurs.
Tout d'abord, l'amélioration des proédés de fabriation (et notamment de la nesse
de gravure) a permis l'augmentation de la fréquene d'horloge des pues, 'est-à-dire la
diminution de la durée d'un yle d'horloge. Cei est transparent pour l'estimation de
temps d'exéution pire-as lorsque l'arhiteture du proesseur reste inhangée et que e
temps est exprimé en nombre de yles proesseur.
Ensuite, les arhitetes ont introduit dans les proesseurs modernes un ertain nombre
de méanismes miro-arhiteturaux tels que les ahes, les pipelines ou la prédition de
branhement, visant à améliorer les performanes et ainsi diminuer le temps d'exéution
moyen des tâhes. Ces méanismes réduisent en eet le nombre de yles néessaires à
l'exéution d'un programme, mais leur omportement est généralement dynamique, e
qui introduit une variabilité des sénarios d'exéution d'un même programme, et don de
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sa durée d'exéution. En onséquene, ils omplexient l'estimation préise d'un temps
d'exéution pire-as.
1.1.3 Approhes et méthodes utilisées
Les approhes dites dynamiques onsistent à eetuer plusieurs exéutions suessives
de la tâhe onsidérée et à observer leurs durées an d'en déduire le temps d'exéution
pire-as de la tâhe. La mesure de la pire durée d'exéution néessite à la fois l'exéution
de la tâhe ave ses pires données d'entrées et ave l'état du matériel onduisant au
pire omportement temporel du système. Ces ritères étant diiles voire impossibles à
déterminer a priori, on utilise une quantité nie de jeux d'entrées et d'états auxquels la
tâhe peut eetivement être onfrontée. Il n'est pas possible de garantir que es sénarios
ouvrent eetivement le pire omportement temporel de la tâhe. De plus, ette approhe
montre ses limites ave l'augmentation du nombre de variables d'entrée ou d'états possibles
du système : elle provoque l'explosion du nombre de sénarios d'exéution à analyser.
Notre ontribution fait partie des travaux basés sur l'analyse statique de programmes
an d'en estimer le temps d'exéution pire-as. L'analyse statique désigne un ensemble
de méthodes utilisées pour étudier le omportement d'un programme sur la seule base
de son ode, 'est-à-dire sans avoir à l'exéuter, ainsi que d'une desription matérielle
de la plateforme utilisée. C'est en ela que l'analyse statique se distingue des approhes
dynamiques, omme la mesure répétée de temps d'exéution. L'analyse statique d'un
programme permet de prendre en ompte l'inuene qu'ont la struture du programme,
les valeurs des données d'entrée ou les méanismes miro-arhiteturaux du proesseur
sur les temps d'exéution.
Par la suite, nous dressons un réapitulatif rapide des diérents outils et méthodes
utilisés lors de l'estimation de temps d'exéution pire-as, à la fois pour les approhes
dynamiques et statiques. Il est à noter que les valeurs obtenues par la mesure sont par
dénition toujours inférieures ou égales au temps d'exéution pire-as réel, alors que l'ana-
lyse statique fournit des majorants plus ou moins prohes de e temps.
1.2 Approhes dynamiques pour le alul de temps
d'exéution pire-as
Les méthodes dynamiques mesurent le temps d'exéution pire-as d'une tâhe à partir
d'un ensemble de jeux d'entrées. La mesure du temps d'exéution pire-as suppose que
l'on dispose au minimum du ode exéutable (ou binaire) du programme, mais aussi
souvent de son ode soure. Elle se fait diretement sur la plateforme ible, ou à l'aide
d'un simulateur utilisant un modèle de elle-i.
1.2.1 Contexte
Il n'est pas toujours possible de réaliser des modèles matériels du système ible. Les
spéiations omplètes de l'arhiteture utilisée sont rarement disponibles, et son om-
portement temporel n'est généralement pas bien onnu (bien qu'il existe maintenant er-
tains projets de plateformes matérielles inluant dès leur oneption des ontraintes fortes
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de prévisibilité temporelle, omme [32℄). Dans e as, la mesure direte des temps d'exé-
ution pire-as sur le système ible permet de se passer d'une modélisation de la miro-
arhiteture utilisée. Cei permet aussi de garantir la pertinene des mesures réalisées,
surtout si au lieu d'ajouter du ode spéique pour enregistrer les mesures l'on utilise un
matériel dédié [90, 76℄.
Cependant, le matériel ible n'est pas néessairement disponible, par exemple si le
système est en ours de oneption. Dans e as, la mesure des temps d'exéution néessite
un simulateur logiiel. Il doit modéliser préisément le matériel et garantir une exéution
dèle au yle près. Les simulateurs permettent de mesurer plus failement le temps des
blos de base de manière individuelle [11℄ ar il n'est pas toujours possible de ne mesurer
qu'une portion isolée du ode sur le matériel ible. Cei est utile pour les méthodes
hybrides dérites dans la setion suivante.
1.2.2 Stratégies d'obtention du pire sénario d'exéution
Déterminer le temps d'exéution pire-as par la mesure néessite de disposer du jeu de
test qui onduit au temps d'exéution maximum. Diérentes stratégies sont envisageables
pour satisfaire ette exigene.
On peut d'abord utiliser tous les jeux d'entrée possibles. Pour un programme simple,
l'utilisateur pourra peut-être fournir es jeux de tests, en revanhe pour un programme
plus omplexe il est néessaire de les générer automatiquement. Williams et al. [106℄
proposent une méthode de génération de jeux de tests ouvrant tous les hemins possibles
d'un programme. Des tehniques de génération automatique de jeux de données d'entrée
par algorithme génétique [102, 10, 62, 67℄ sont également utilisées.
Les algorithmes évolutionnistes omme [104℄ s'appuient sur un ensemble de jeux de test
de base, sur lequel est pratiquée une séletion des jeux satisfaisant au mieux les propriétés
désirées (dans notre as, les temps d'exéution les plus longs). Ceux-i sont ensuite utilisés
pour générer une nouvelle population par roisement et mutation. Ce proédé est ensuite
appliqué itérativement.
Les algorithmes de reuit simulé omme [97℄ onsistent à séletionner les nouveaux
sénarios andidats dans le voisinage d'un andidat ourant. Les andidats répondant
le mieux au problème sont toujours aeptés parmi les solutions. Quant aux autres, ils
peuvent également être aeptés selon une heuristique prédénie, le but étant d'explorer
l'espae des solutions de la manière la plus exhaustive possible. Il est possible d'aepter
des andidats moins bons dans l'espoir qu'ils puissent onduire aux solutions optimales.
Cei est une autre manière de trouver des jeux de tests qui maximisent le temps d'exéu-
tion.
Enn, ertaines méthodes d'estimation de temps d'exéution pire-as sont dites hy-
brides, ar elles ombinent à la fois les méthodes dynamiques ave des outils d'analyse
statique de ode [10, 30, 62, 105℄. Dans es approhes, les mesures sur simulateur ou
matériel ible peuvent être utilisées soit pour obtenir les temps d'exéution des blos de
base, soit pour déterminer les diérents sénarios d'exéution de la tâhe.
Les méthodes dynamiques et hybrides pour déterminer le temps d'exéution pire-as
d'un programme ont généralement un hamp d'appliation limité. Hormis lorsque le sé-
nario onduisant au temps d'exéution le plus élevé peut être déterminé aisément, 'est-
à-dire pour des programmes simples, il est impossible de garantir totalement la perti-
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nene des résultats obtenus. Les diérents algorithmes et méthodes ités préédemment
ne garantissent pas que les jeux de test générés mènent à l'obtention du temps d'exéution
pire-as. Ils peuvent seulement fournir une borne inférieure à la valeur réelle de e temps
omme [103℄, e qui est inutile dans le as de systèmes temps-réel strit. En revanhe au-
une des méthodes ne permet d'obtenir ave ertitude un majorant du temps d'exéution
pire-as.
1.3 Analyse statique de temps d'exéution pire-as
An de pouvoir déterminer un majorant du pire temps d'exéution d'une tâhe sur
un système temps-réel sans onnaître a priori le jeu de test onduisant à e résultat, des
méthodes basées sur une analyse statique du ode du programme ont été développées.
L'utilisation des méthodes de l'analyse statique implique que l'on ne peut pas prévoir
a priori l'ourrene d'évènements extérieurs pouvant entraîner un délai supplémentaire
dans l'exéution de la tâhe, tels que la préemption d'une tâhe par une autre, ou la
survenue d'une interruption due à un autre omposant du système. L'analyse statique
d'une tâhe ne reète que son omportement temporel lorsqu'elle est exéutée en isolation,
'est-à-dire en l'absene de toute inuene externe non prévisible. De plus, il est souvent
diile d'obtenir une prise en ompte satisfaisante des eets temporels dûs à la omplexité
de la miro-arhiteture utilisée.
L'estimation de temps d'exéution pire-as par analyse statique du ode est un hamp
de reherhe reonnu par la ommunauté temps-réel depuis une vingtaine d'années, et qui
a bénéié d'avanées importantes depuis les premières publiations [82, 87℄.
L'analyse statique d'un programme se déompose généralement en trois phases. La
première onsiste en une analyse de ot ou analyse de haut niveau permettant de trouver
les hemins d'exéution possibles dans le ode du programme. L'analyse de bas niveau
permet quant à elle d'intégrer les eets des méanismes arhiteturaux du proesseur
dans les temps d'exéution des blos de base. Enn, le alul nal du temps d'exéution
pire-as ombine les résultats obtenus dans les étapes préédentes. La déomposition de es
diérentes étapes est détaillée dans la gure 1.1. Les n÷uds ovales montrent les données
intermédiaires produites par les diérentes étapes d'analyse (représentées par des n÷uds
retangulaires) qui mènent au résultat nal.
1.3.1 Analyse de haut niveau
L'analyse de haut niveau permet de déterminer les diérents hemins d'exéution possi-
bles à l'intérieur d'un programme. Ce programme est pour ela déomposé en un ensemble
de blos de base. Un blo de base est déni omme une suite d'instrutions séquentielles
ne ontenant qu'un seul point d'entrée et un seul point de sortie.
Deux représentations sont généralement utilisées pour étudier le ot de ontrle d'un
programme : l'arbre syntaxique ou le graphe de ot de ontrle (gure 1.3). Les exemples
fournis reposent sur le ode présenté dans la gure 1.2. La olonne de gauhe orrespond
au ode soure de la fontion en langage C tandis que la olonne de droite ontient un
résultat possible de la ompilation de e ode en langage ARM. Dans e qui suit, nous
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Figure 1.1  Les diérentes étapes du alul de temps d'exéution pire-as par analyse
statique.
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#define TAILLE 10
int somme(int *tab) {
int i, sum;
sum = 0;
i = 0;
while (i < TAILLE) {
if (tab[i℄ < 0) {
sum -= tab[i℄;
}
else {
sum += tab[i℄;
}
i++;
}
return sum;
}
somme:
mov r0,#0 sum
adr r1,tab
mov r2,#0 i
Bloc0
boule:
mp r2,#10
bge fin
Bloc1
ldr r3,[r1,r2,lsl #2℄
mp r3,#0
bge else
Bloc2
sub r0,r0,r3
b suite
Bloc3
else:
add r0,r0,r3
Bloc4
suite:
add r2,r2,#1
b boule
Bloc5
fin: Bloc6
Figure 1.2  Code soure et ode assemblé de la fontion somme
détaillons les étapes du alul de temps d'exéution pire-as en utilisant les graphes de
ot de ontrle.
Graphes de ot de ontrle
Le graphe de ot de ontrle est déni par un ensemble de blos de base, et dérit les
transitions possibles entre eux-i.
Les graphes de ot de ontrle sont onstruits à partir du ode ible de la tâhe à
analyser. Le ode est généralement en langage assembleur mais des travaux ont été menés
sur le onstrution de graphes à partir du langage Java byteode [9℄. Certains outils de
alul de temps d'exéution pire-as ou de manipulation de ode bas niveau permettent
de générer des graphes de ot, omme SALTO [85℄ ou OTAWA [16℄. Certaines approhes
peuvent aussi utiliser un ompilateur modié à et eet, omme dans [66℄. Il est possible
d'obtenir un graphe de ot de ontrle à partir du ode soure du programme, à ondition
que le ompilateur ne fasse pas d'optimisation du ode [80℄.
La gure 1.3 représente le graphe de ot de ontrle assoié au ode soure de la
fontion somme montré dans la gure 1.2. Deux types d'ars orientés représentent les
relations de préédene entre les blos. Les branhements pris sont en pointillés, alors que
l'exéution en séquene d'un blo après un autre est représentée au moyen d'un ar plein.
La fontion onsidérée se déompose en sept blos de base, étiquetés Bloc0 à Bloc6. Le
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Bloc0
Bloc1
Bloc2
Bloc3 Bloc4
Bloc5
Bloc6
Figure 1.3  Graphe de ot de ontrle de la fontion somme
point d'entrée de la fontion est le blo Bloc0. Le dernier blo, Bloc6 est un blo vide qui
onstitue la sortie de la boule.
Un graphe de ot de ontrle ne peut permettre à lui seul le alul préis du temps
d'exéution pire-as de la tâhe analysée, et doit être omplété par des indiations sur
le ot du programme. En partiulier, an d'assurer que tous les hemins d'exéution
soient de taille nie il est néessaire de pouvoir dénir des bornes supérieures sur le
nombre d'itérations de haque boule. Ces informations peuvent être fournies à l'analyseur
sous forme d'annotations [18, 75, 82℄, de onstantes [41, 82℄ ou de manière interative
omme dans [51℄. Il est également possible d'obtenir es données automatiquement, omme
dans [28℄. L'analyse du ot de données peut être utilisée pour déterminer le nombre
d'itérations des boules et les hemins infaisables à l'intérieur de elles-i [45℄.
De plus, ertains hemins d'exéution apparaissent dans les représentations du pro-
gramme mais ne peuvent être pris lors de son exéution réelle. Par exemple, deux branhes
du programme peuvent s'exlure mutuellement. Il faut don représenter les hemins d'exé-
ution infaisables an de réduire le nombre de solutions à explorer pour la reherhe du
hemin d'exéution le plus long. L'identiation de es séquenes de blos de base peut se
faire en modélisant le ontenu des registres du proesseur [35℄, ou en analysant l'évolution
des valeurs des indies de boule dans une représentation direte du ode soure [42℄.
L'outil oRange [27℄ permet d'extraire les bornes de boule d'un programme en om-
binant l'analyse de ot et l'interprétation abstraite. Il prend en ompte les appels non
réursifs de fontions, les onditions de boules lorsqu'elles sont susamment simples, les
nids de boules (boules imbriquées), et prend en ompte la modiation dynamique des
valeurs des variables de boule lorsqu'elles sont inrémentées par addition, soustration
ou multipliation. Pour haque boule renontrée dans le ode soure, l'outil alule le
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x0 = 1 = x0,1
x1 = x0,1 + x5,1 = x1,6 + x1,2
x2 = x1,2 = x2,3 + x2,4
x3 = x2,3 = x3,5
x4 = x2,4 = x4,5
x5 = x3,5 + x4,5 = x5,1
x6 = x1,6
Table 1.1  Système de ontraintes généré par la méthode IPET.
nombre maximum d'itérations max ainsi que le nombre total d'exéutions du orps de
la boule total. La détermination de es valeurs se fait selon les étapes suivantes. Pre-
mièrement, oRange identie les boules ainsi que leurs variables d'inrémentation et leurs
expressions de sortie. Ensuite, il onstruit une représentation abstraite pour les variables
max et total. Enn, il en déduit une borne supérieure sûre. Les valeurs alulées par l'outil
produisent une surestimation limitée par rapport aux valeurs réelles.
L'identiation des hemins infaisables ou qui s'exluent mutuellement peut enn se
faire par exéution symbolique omme dans [4℄ ou [65℄. Dans es travaux, les tests de
branhements permettent d'identier les hemins qui ne sont jamais pris. Les tehniques
basées sur l'exéution symbolique peuvent être utilisées sur des langages spéiques [64℄
ou des langages temps-réel [52℄. Il est également possible de résoudre le problème d'une
autre façon en dressant la liste des hemins faisables [3℄.
Calul du plus long hemin ave la méthode IPET
L'obtention d'un graphe de ot de ontrle et des informations de ot qui lui sont liées
permettent de déterminer le plus long hemin du programme assoié en termes de durée
d'exéution. Nous n'utiliserons que e type de représentation de programme dans la suite
de e doument.
La méthode de alul du hemin menant au temps d'exéution pire-as la plus utilisée
dans les outils d'analyse statique est la méthode d'énumération des hemins impliites
(Impliit Path Enumeration Tehnique ou IPET) [58℄. Elle liste les diérents hemins
d'exéution à partir du graphe de ontrle de ot du programme, puis les formule en uti-
lisant la Programmation Linéaire en Nombre Entiers (ILP : Integer Linear Programming).
Un problème de PLNE onsiste en une fontion à maximiser ou à minimiser sous des
ontraintes linéaires, es ontraintes étant exprimées à l'aide de variables entières. Le jeu
de ontraintes omporte deux parties : la première partie exprime la struture du graphe,
la seonde partie modélise les informations de ot.
Une durée d'exéution (alulée par l'analyse de bas niveau) ti et un nombre d'exéu-
tions xi sont assoiés à haque blo de base Bloci. La méthode IPET exprime haune de
es données sous forme de ontrainte linéaire dans le problème ILP. La table 1.1 liste les
ontraintes générées par la méthode d'énumération des hemins impliites pour le graphe
de la gure 1.3. Le nombre d'exéutions du blo i est égal au nombre d'exéutions des
arêtes qui y mènent et au nombre d'exéutions des arêtes qui en sortent. Il est noté xi
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Figure 1.4  Préxe et suxe d'un blo de base.
dans le système de ontraintes. Le nombre d'exéutions de l'arête eetuant la transition
entre le blo i et le blo j est noté xi,j. Dans la table 1.1, la ontrainte x1 = x0,1 + x5,1
exprime le fait que le nombre d'exéutions du blo 1 x1 est égal à la somme des nombres
d'exéutions de ses ars entrants (0, 1) et (5, 1).
On rajoute ensuite les informations de ot extraites préédemment. Ii, le nombre
d'itérations maximum de la boule est modélisé par une nouvelle ontrainte : x2 ≤ x0,1∗10.
Il est aussi possible d'inlure les paires de n÷uds infaisables par des ontraintes addi-
tionnelles [59℄. Finalement, le temps d'exéution du programme est exprimé omme une
somme de fréquenes d'exéution des blos de base assorties de leur temps d'exéution.
An d'obtenir un majorant sûr du temps d'exéution pire-as, il est néessaire de maxi-
miser ette expression au moyen d'un solveur ILP. Le temps de résolution est fortement
orrélé à la omplexité du système de ontraintes [60℄.
1.3.2 Analyse de bas niveau
L'analyse de bas niveau permet de aluler les temps d'exéution de haque blo de
base en utilisant le ode ompilé du programme. Elle est omplémentaire de l'analyse
de haut niveau (alul du plus long hemin) et néessite une modélisation préise de la
miroarhiteure utilisée. Les premiers travaux sur l'analyse statique de temps d'exéution
pire-as se sont d'abord foalisés sur des proesseurs à la miro-arhiteture simple, où la
durée d'exéution d'une instrution est onstante. Le travail d'analyse de bas niveau se
borne alors à utiliser le ode ompilé pour faire la somme des durées des instrutions de
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haque blo de base.
Cependant, les proesseurs modernes intègrent de nouveaux méanismes miro-arhi-
teturaux qui améliorent leurs performanes au détriment de leur prévisibilité temporelle.
Leur modélisation ne lors de l'étape d'analyse de bas niveau est primordiale an d'amélio-
rer la préision des estimations de temps d'exéution pire-as. Nous détaillons ii la prise
en ompte de deux de es méanismes : les pipelines et les mémoires ahes.
Exéution pipelinée
Plutt que d'exéuter les instrutions de manière purement indépendante, les pro-
esseurs utilisent un pipeline permettant le hevauhement (overlap) des exéutions de
plusieurs instrutions. Cei permet d'atteindre théoriquement le débit d'une instrution
exéutée par yle proesseur, voire plusieurs dans le as des proesseurs supersalaires
mettant en ÷uvre le parallélisme d'instrutions. L'exéution d'un blo de base sur un
proesseur pipeliné doit tenir ompte de diverses soures d'interférenes entre instru-
tions [89℄. Une instrution peut être bloquée (stall) à un étage du pipeline en raison de
l'indisponibilité de l'unité fontionnelle onstituant l'étage suivant : il s'agit d'un aléa
struturel. Une instrution peut être bloquée ar son exéution néessite des données non
enore mises à jour par une autre instrution : 'est un aléa de données. Enn, une rup-
ture de ot peut être induite par une instrution de branhement : il s'agit d'un aléa de
ontrle. Toutes es soures de délai supplémentaires doivent être modélisées.
Caluler les temps d'exéution de haque blo de base de manière individuelle ne signi-
e pas que es blos de ode sont exéutés isolément les uns des autres. Au ontraire, leur
durée d'exéution est orrélée au ontenu du pipeline avant l'exéution de la première in-
strution du blo. Ce ontenu dépend des instrutions qui se sont exéutées avant elle, en
d'autres termes, il dépend de l'historique des blos de base exéutés préédemment, aussi
appelé préxe. Dans un proesseur à ordonnanement dynamique des instrutions (out of
order), des dépendanes de données et des onits d'aès aux étages du pipeline peu-
vent aussi advenir ave le suxe, 'est-à-dire les blos de base suivant elui atuellement
analysé.
La gure 1.4 illustre plusieurs sénarios d'exéution pour un même blo de base. Dans
le as de gure (a), il est exéuté en isolation. Dans le as (b), il a été préédé d'un
préxe, e qui entraîne une modiation de l'état du pipeline au début de l'exéution du
blo de base et une augmentation du temps d'exéution total du blo tBloc/pref . Enn,
dans le as de gure (), e même blo est maintenant suivi d'un suxe e qui modie
enore son temps d'exéution. On observe que toute modiation du préxe ou du suxe
a un eet diret sur le temps d'exéution du blo traité, noté tBloc/pref/suff . Pour être
able, l'analyse temporelle de haque blo de base doit ouvrir l'ensemble des ouples
préxe/suxe possibles. De plus, les eets temporels impatant le blo ourant peuvent
être ausés par des blos exéutés bien avant lui. Ces phénomènes ont été identiés sous le
nom d'eets longs dans [33℄. Il n'est pas possible de borner le nombre de blos appartenant
au préxe et pouvant inuer sur le blo ourant.
La gure 1.5 montre le hevauhement des exéutions des instrutions dans un pro-
esseur pipeliné. Cei induit que le temps d'exéution d'une suite [Bloc1 − ...−Blocn] de
blos est réduit par rapport à la somme des temps d'exéution des blos de ette suite.
Cei se traduit par l'expression suivante :
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tBloc0
tBloc0−Bloc1−Bloc2
CBloc2/Bloc0−Bloc1CBloc1/Bloc0
Figure 1.5  Eets de reouvrement entre blos de base.
tBloc0−...−Blocn ≤
∑
0≤i≤n
tBloci (1.1)
Par onséquent, il devient néessaire de déterminer les oûts des blos, 'est-à-dire la
durée éoulée entre la n de l'exéution de la dernière instrution du blo préédent et la
n de l'exéution de la dernière instrution du blo ourant. Le oût CBloci du blo Bloci
se alule par rapport aux blos le préédant (Bloc0− ...−Bloci−1). Le temps d'exéution
de la séquene de blos Bloc0−...−Blocn est la somme des oûts des blos de la séquene :
tBloc0−...−Blocn =
∑
0≤i≤n
CBloci/Bloc0..Bi−1 (1.2)
Diverses tehniques permettent de prendre en ompte es eets de reouvrement dans
l'analyse de bas niveau. Il est notamment possible de représenter l'état du pipeline par
des tables de réservation [50℄. Cette méthode n'est eae que dans le as d'un pipeline
salaire et ne s'applique pas aux proesseurs à ordonnanement dynamique des instru-
tions. Il est aussi possible d'évaluer tous les états possibles du pipeline à l'aide des métho-
des de l'interprétation abstraite. Cette tehnique est notamment utilisée par les outils
aiT
1
et OTAWA grâe à la notion de graphes d'exéution [84℄.
Analyse du ontenu des mémoires ahes
Les proesseurs embarquent généralement une quantité limitée de mémoire rapide ap-
peléemémoire ahe et assurant un rle de stokage intermédiaire entre l'unité d'exéution
et les données plaées en mémoire prinipale. Le fontionnement des mémoires ahes est
totalement transparent pour le programme exéuté. Elles peuvent être séparées en un
ahe d'instrutions, ontenant le ode du programme à exéuter, et en un ahe de don-
nées, ou bien regroupées en un seul ahe unié. L'intérêt d'utiliser des ahes séparés
1. http://www.absint.om/
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est de permettre un hargement simultané des instrutions et des données. En outre, ei
failite leur analyse temporelle.
Tout élément (instrution ou donnée) requis par le programme exéuté est d'abord
reherhé dans la mémoire ahe. Si l'élément est trouvé, il s'agit d'un suès (ahe
hit) et il est envoyé au proesseur, dans le as ontraire 'est un défaut de ahe (ahe
miss) et l'élément est reherhé dans le niveau hiérarhique suivant. Pour déterminer
la latene de haque hargement d'instrution ou de donnée du programme analysé, il
est don primordial de modéliser préisément l'état du ahe, 'est-à-dire son ontenu,
an de pouvoir prédire les éventuels défauts de ahe. Une hypothèse onservatrie serait
de onsidérer tous les aès mémoire omme des défauts de ahe. Cela mènerait à une
surestimation du temps d'exéution pire-as. De plus, l'hypothèse selon laquelle un défaut
de ahe entraîne systématiquement un temps d'exéution plus élevé est mise à mal par
l'existene d'anomalies temporelles [34℄.
Le ontenu d'une mémoire ahe à un instant donné dépend de ses aratéristiques
tehniques (nombre et taille des blos), de l'historique des aès mémoire de la tâhe
exéutée mais aussi de la politique d'aès au ahe utilisée. Dans un ahe à aès diret,
la mémoire est d'abord partitionnée en plis de la taille du ahe, puis haque pli est
déoupé en blos de la taille d'une ligne de ahe, de telle manière que le blo n de haque
pli orrespond à la ligne n du ahe. Dans un ahe assoiatif, haque ligne peut aueillir
n'importe quel blo d'instrutions ou de données lu dans la mémoire. Enn, dans un ahe
assoiatif par ensembles, haque ligne peut ontenir des blos issus de plis diérents.
Les politiques d'aès assoiatives néessitent de dénir également une politique de
remplaement des blos dans le ahe. Les politiques de remplaement les plus fréquem-
ment utilisées dans les ahes sont la politique FIFO (First-In First-Out), dans laquelle
le blo le plus anien est remplaé en premier, ainsi que la politique LRU (Least Reently
Used) qui évine le blo de ahe le moins réemment utilisé par le ÷ur. Ces politiques de
remplaement néessitent la présene de iruits logiques permettant de mémoriser l'âge
des blos présents dans le ahe. Il existe des politiques de remplaement plus simples et
moins oûteuses en termes d'implémentation, omme Pseudo-LRU [25℄.
L'analyse du ontenu des ahes d'instrutions a fait l'objet d'un ertain nombre de
travaux, notamment [61, 36, 38, 69, 70, 8℄. Ces méthodes supportent les ahes direts
et les ahes assoiatifs qui implémentent une politique de remplaement de type LRU.
Elles sont basées sur les tehniques de l'interprétation abstraite [22℄ qui permettent de
aluler des états abstraits de ahe (Abstrat Cahe States ou ACS). Un ACS en un point
de programme est une représentation de tous les ontenus possibles de haque ligne du
ahe et ei pour tous les sénarios d'exéution possibles de la tâhe. Établir l'ensemble
des ACS permet de lasser les aès aux blos d'instrutions en diérentes atégories.
Un aès lassé en tant que Always Hit signie que 'est toujours un suès, i.e. l'in-
strution appartient à un blo toujours présent dans le ahe d'instrutions. Au ontraire,
un aès lassé en tant que Always Miss signie qu'il y a systématiquement un défaut
de ahe et que la pénalité d'aès à l'élément suivant dans la hiérarhie mémoire s'ap-
plique. Des travaux ultérieurs ont introduit une troisième atégorie nommée Persistent ou
First Miss. Elle s'applique généralement aux aès aux instrutions qui appartiennent à
un orps de boule et restent présentes dans le ahe entre les itérations suessives de la
boule, mais peuvent entraîner un défaut de ahe lors de la première itération. Plusieurs
dénitions et dénominations ont été proposées pour désigner les instrutions appartenant
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à ette atégorie [70, 96, 8℄. Enn, lorsque l'analyse n'est pas apable de déterminer un
omportement sûr pour un aès donné, on l'étiquette omme étant Not Classied.
L'analyse du ontenu des ahes de données dière quant à elle sensiblement de elle
des ahes d'instrution. L'unité d'exéution peut non seulement lire les blos du ahe,
mais aussi remplaer leur ontenu. De plus, les adresses des éléments à harger depuis la
mémoire sont souvent alulés de manière dynamique par le programme. L'analyse doit
aussi être en mesure de déterminer es adresses. Ce alul peut se faire par interprétation
abstraite [37℄ ou en utilisant des tehniques de simulation statique [50℄.
Conlusion
La onnaissane des éhéanes temporelles des tâhes exéutées est primordiale pour
la sûreté des systèmes temps-réel strit. Les tehniques de l'analyse statique dérites
préédemment permettent de aluler le temps d'exéution pire-as d'une tâhe en isola-
tion sur un proesseur omportant un seul ÷ur d'exéution. Ces méthodes prennent en
ompte ertains méanismes miro-arhiteturaux des proesseurs, omme les pipelines et
les mémoires ahes.
Cependant, l'utilisation réente de proesseurs multi-÷urs dans les systèmes embar-
qués entraîne l'apparition de soures de délais supplémentaires, omme eux oasionnés
par les onits d'aès aux ressoures partagées entre les ÷urs. Il est impératif de a-
ratériser et de modéliser ave préision le omportement temporel de es méanismes
externes au ÷ur d'exéution, an d'intégrer leurs délais d'aès au temps d'exéution
pire-as de la tâhe analysée.
Chapitre 2
Arbitrage, prévisibilité et alul de
temps d'exéution pire-as pour
arhitetures multi-÷urs
Enore plus que eux utilisés dans des mahines de bureau ou de alul, les proesseurs
utilisés dans les systèmes embarqués ont des ontraintes fortes en termes de oût, de
onsommation ou de dissipation thermique. De fait, les fréquenes d'horloge utilisées sont
généralement revues à la baisse, tandis que les jeux d'instrutions et l'arhiteture sous-
jaente sont simpliés par rapport à e qui est possible sur les proesseurs lassiques.
De nos jours, il existe une demande de plus en plus forte pour des systèmes embarqués
disposant d'une puissane de alul arue, que e soit pour des appliations temps-réel
souple (par exemple, aquisition à la volée de vidéos haute-dénition sur un smartphone)
ou des appliations temps-réel dur (par exemple, système de détetion de ollision immi-
nente dans un véhiule automobile).
Cependant, les arhitetures et tehniques de gravure utilisées à l'heure atuelle par
les prinipaux fondeurs limitent la montée en fréquene des pues à enveloppe thermique
onstante. Il est don devenu primordial de trouver d'autres moyens d'améliorer les per-
formanes des proesseurs embarqués. Les arhitetures parallèles, développées à l'origine
pour répondre à des besoins arus de performane dans les lusters de alul et inté-
grées depuis sur une même pue physique, sont onsidérées depuis une déennie omme
étant l'une des meilleures réponses à e besoin. Ces arhitetures inluent deux types de
proesseurs distints.
Les proesseurs multi-ot simultané (Simultaneous Multi-Threading ou SMT) utilisent
le parallélisme d'instrution an d'exéuter onjointement plusieurs threads (proessus
légers) sur un même ÷ur physique. On parle alors de ÷urs logiques.
Dans un proesseur SMT, le but est d'optimiser le remplissage du ot d'instrutions
du proesseur, e qui permet d'améliorer sa vitesse de traitement. Cei est générale-
ment atteint en onevant des proesseurs supersalaires, 'est-à-dire omportant plusieurs
pipelines. L'eaité du parallélisme de threads est d'autant plus assurée que eux-i sont
onçus de manière à aepter un partage poussé des ressoures. Le proesseur doit égale-
ment implémenter le partage des registres et des ahes, ainsi qu'un système de suivi des
instrutions et données appartenant aux diérentes tâhes.
Les proesseurs multi-÷urs (Chip Multi-Proessors ou CMP) regroupent quant à eux
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plusieurs ÷urs physiques, le plus souvent identiques, sur un même omposant. Ils sont
reliés par un réseau d'interonnexion et partagent le plus souvent plusieurs étages de
mémoire.
1
On ne doit pas les onfondre ave les systèmes sur pue (System on Chip) qui
sont des pues inluant tout un système embarqué (proesseur, mémoires et ontrleurs
d'entrée/sortie).
Dans e seond type d'arhiteture parallèle, le niveau de partage des ressoures est
moins important, puisque haque ÷ur possède son propre pipeline, sa propre le de
hargement d'instrutions, ses propres ahes de premier et aussi parfois de seond niveau,
et ainsi de suite. Au lieu de maximiser seulement le débit d'opérations alulées omme
sur les proesseurs SMT, ei permet aussi d'améliorer les temps de réponse des diérentes
tâhes, puisque leurs exéutions sont moins interdépendantes.
Cependant, les arhitetures CMP se heurtent à plusieurs fateurs limitant les perfor-
manes et la prévisibilité de la plateforme qui n'existent pas sur les pues mono-÷ur.
Nous pouvons en lister deux prinipaux.
Premièrement, omme dans toute arhiteture parallèle, le niveau de performane at-
teint dépend de l'homogénéité des threads à exéuter. Dans un sénario idéal, toute tâhe
exéutée sur un proesseur CMP devrait pouvoir être parallélisée en autant de proessus
légers qu'il y a de ÷urs sur la mahine, haun de es proessus ayant un temps d'exéu-
tion identique et étant attribué à un ÷ur diérent an d'assurer une répartition optimale
de la harge de alul. Cei est quasiment impossible à réaliser en pratique : la majorité
des tâhes omportent des portions de ode non ou diilement parallélisables. De plus,
les synhronisations et ommuniations entre proessus entraînent des délais supplémen-
taires. Si toutes les tâhes ne peuvent être parallélisées, l'ordonnaneur doit trouver une
alloation des tâhes aux ÷urs qui puisse équilibrer idéalement la harge entre eux. Cei
est un problème d'optimisation que nous étudierons dans le hapitre 4.
Ensuite, les diérents ÷urs ne sont pas omplètement indépendants les uns des autres.
An de présenter des garanties sur l'intégration et de limiter le oût de développement et
de fabriation des pues à plusieurs ÷urs, un ertain nombre de ressoures sont partagées
entre les ÷urs d'exéution, omme la mémoire entrale, le bus permettant d'y aéder, ou
enore les éventuels ahes de seond ou troisième niveau. Ce partage induit des onits
d'aès et des latenes supplémentaires par rapport à une arhiteture mono-÷ur. Il
est néessaire de déterminer une borne maximale préise de la valeur de es latenes, an
qu'elles soient inluses dans l'estimation de temps d'exéution pire-as par analyse statique
du programme. Cei est possible à ondition d'utiliser des méanismes spéiques de
partitionnement et d'arbitrage des ressoures partagées assurant le respet de ontraintes
temps-réel strit.
1. On peut noter que les tehnologies SMT et CMP sont implémentées et utilisées onjointement sur
ertaines miroarhitetures, omme le POWER7 d'IBM ou le Nehalem d'Intel.
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2.1 Vue d'ensemble des diérents types d'arhitetures
multi-÷urs
2.1.1 Arhitetures multi-÷urs pour plateformes non mobiles
La oneption des premières arhitetures multi-÷urs, basées en partie sur l'expériene
aquise par les fondeurs sur les plateformes multi-proesseurs, remonte aux années 90 et
vise en premier lieu le marhé de l'informatique sédentaire, 'est-à-dire les ordinateurs
personnels, les serveurs, et les mahines de alul intensif qu'elles soient isolées ou en
grappe (luster).
On peut dissoier les arhitetures multi-÷urs en deux atégories. La première, ma-
joritaire tant dans les mahines sédentaires que dans les systèmes embarqués, rassemble
plusieurs ÷urs homogènes, 'est-à-dire identiques, et partageant ertaines ressoures sur
une même pue. La seonde atégorie utilise des ÷urs diéreniés et spéialisés ha-
un dans des domaines diérents : le traitement de l'image ou du son, le alul pur ou
l'ordonnanement global de la plateforme.
Parmi les proesseurs multi-÷urs homogènes, le premier d'entre eux à avoir été om-
merialisé est le POWER4 d'IBM en 2001. Il est onstitué de deux ÷urs basés sur une
miroarhiteture de type PowerPC et utilisant une arhiteture de jeu d'instrutions
(Instrution Set Arhiteture) 64 bits. La diusion massive des proesseurs multi-÷urs
débute quelques années plus tard, en 2005, ave le lanement de deux modèles destinés
au marhé des ordinateurs de bureau et basés sur l'arhiteture x86. Le Smitheld d'Intel
(plus onnu sous l'appellation ommeriale Pentium D) est onçu omme un assemblage
de deux Pentium 4 Presott gravés sur la même pue. Le Manhester d'AMD est quant à
lui basé sur une nouvelle arhiteture pensée pour le multi-÷ur : les ÷urs partagent le
même ontrleur mémoire et peuvent éhanger des données entre eux sans avoir à utiliser
le bus entral. Cette aratéristique sera reprise plus tard par Intel ave la miroarhite-
ture Nehalem [49℄.
Un bon exemple de pue pouvant être rangée dans la atégorie des proesseurs multi-
÷urs hétérogènes est le Cell, onçu dans le adre d'un partenariat entre IBM, Sony
et Toshiba. Son arhiteture est fortement optimisée pour le alul parallèle : huit ÷urs
spéiques, appelés Synergysti Proessing Elements (SPE), sont destinés au traitement de
toutes sortes de données numériques : image, vidéo, son ou enore résultats de simulation.
Ils implémentent un jeu d'instrution Single Instrution Multiple Data, idéal pour des
aluls lourds sur un grand nombre de données.
Ces huit ÷urs sont ontrlés par un ÷ur prinipal appelé PowerPC Proessing El-
ement (PPE) qui est hargé d'allouer les tâhes de alul aux diérents SPE et d'exé-
uter toutes les autres tâhes. La ommuniation entre PPE, SPE, mémoire entrale et
périphériques d'entrée/sortie se fait par l'intermédiaire d'un bus d'interonnexion en an-
neau, appelé Element Interonnet Bus (f. setion 2.2.2). La diéreniation des ÷urs
permet au Cell d'atteindre de meilleures performanes qu'un proesseur multi-÷ur on-
ventionnel. C'est e qui rend l'utilisation de e type d'arhiteture intéressante dans les
lusters de alul, les appliations multimédia à fort besoin en puissane de alul et
bande-passante (haute-dénition), ou enore l'imagerie médiale.
Les arhitetures multi-÷urs sont globalement une solution de rupture fae à la ourse
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à la fréquene d'horloge. L'organisation interne des ÷urs est parfois modiée en pro-
fondeur. Les pipelines longs omme elui de l'arhiteture NetBurst du Pentium 4, qui
ne trouvent leur justiation que dans la possibilité de monter en fréquene, voient leur
nombre d'étages réduit.
2.1.2 Arhitetures multi-÷urs pour systèmes embarqués
Depuis plusieurs années, les fondeurs produisant des plateformes matérielles pour sys-
tèmes embarqués, à l'instar de Freesale, IBM ou Texas Instruments, ou enore les on-
epteurs tels que ARM s'intéressent au développement de nouvelles versions de leurs
arhitetures implémentant plusieurs ÷urs et destinées aux marhés de l'automobile, de
l'aéronautique ou des mahines industrielles.
Dans l'industrie aéronautique, une première étape préalable à l'utilisation de plate-
formes multi-÷urs est l'émergene depuis les années 1990 de l'Avionique Modulaire In-
tégrée (Integrated Modular Avionis ou IMA) [78℄, d'abord dans les appareils militaires
puis dans un seond temps sur les avions de ligne. Elle a pour but de grouper sur des
alulateurs modulaires des tâhes qui seraient autrement exéutées par des alulateurs
séparés. Au lieu de développer des omposants spéiques pour haun de es alulateurs
dédiés, l'IMA utilise des omposants dits pris sur étagère (Commerial O-The-Shelf ou
COTS), 'est-à-dire fabriqués en grande série, de oût moindre et de puissane générale-
ment supérieure. Cei permet de diminuer drastiquement le poids et la quantité d'espae
requise par l'avionique embarquée, ou d'utiliser des alulateurs identiques sur des modèles
d'aéronefs diérents.
L'exéution onjointe de plusieurs tâhes temps-réel strit sur un alulateur modulaire
suppose la division des ressoures aessibles en sous-ensembles robustes. Cei est assuré
par l'utilisation de la norme ARINC 653. Elle sépare les tâhes en diérentes partitions
qui ne doivent pas interférer entre elles. Les tâhes de haque partition partagent le même
espae d'exéution et d'adressage mémoire. Cei permet également de faire ohabiter des
tâhes de ritiité diérente sur un même alulateur. Cette tehnique, désormais abilisée
est employée sur la plupart des nouveaux appareils mis sur le marhé à partir de la n
des années 2000, omme l'A380, un avion gros-porteur du onstruteur européen Airbus,
ou le Boeing 787.
La prohaine étape onsiste en l'intégration de proesseurs multi-÷urs dans les al-
ulateurs des appareils de nouvelle génération, omme le projet A30X, un avion de ligne
moyen-ourrier qui sera vraisemblablement lané dans une quinzaine d'années. L'utilisa-
tion d'arhitetures multi-÷urs dans les plateformes IMA a déjà fait l'objet de travaux,
omme [39℄ ou [1℄. La multipliité des ÷urs permet notamment d'isoler les exéutions
des diérentes partitions de tâhes. En revanhe l'aès aux ressoures partagées entre es
partitions reste une soure d'interférenes et don d'imprévisibilité temporelle.
2.2 Partage de ressoures dans les arhitetures multi-
÷urs
Le prinipe guidant généralement la oneption et l'utilisation d'arhitetures parallèles
est que ertaines ressoures doivent être ommunes aux diérentes unités d'exéution.
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Les proesseurs multi-ot simultané entrelaent l'exéution de plusieurs tâhes an
de maximiser l'oupation des unités fontionnelles [99℄. Les ressoures partagées sur un
proesseur multi-ot simultané sont multiples : les d'instrutions, unités fontionnelles,
ahes et tables de prédition de branhement.
Dans le as d'une arhiteture multi-÷urs, les diérentes unités d'exéution étant
physiquement indépendantes, les ressoures partagées sont elles qui sont externes aux
÷urs mais ommunes à la plateforme, omme les ahes, la(les) mémoire(s) prinipale(s),
les bus ou les ontrleurs d'entrée/sortie.
On peut lasser es ressoures en deux atégories [17℄ : elles qui gardent l'information
pendant une durée plus ou moins importante, omme les mémoires, sont des ressoures
de stokage, alors que les ressoures de transit hangent d'état à haque yle d'horloge,
à l'instar des méanismes d'interonnexion.
2.2.1 Ressoures de stokage
Dans un proesseur multi-÷urs, haque ÷ur dispose de son propre pipeline ou de
ses propres unités arithmétiques et logiques. Le délai d'exéution des instrutions faisant
uniquement appel à es ressoures privées est don stritement égal à elui observé sur un
proesseur mono-÷ur. Mais omme nous l'avons vu préédemment, d'autres ressoures
sont partagées par l'ensemble de la plateforme, omme ertains étages de la hiérarhie
mémoire. Elles onstituent une soure majeure d'imprévisibilité temporelle pour les tâhes
qui y font appel, et sont par ailleurs un goulet d'étranglement pour les performanes du
proesseur. Déterminer préisément le omportement temporel d'un aès mémoire est
l'un des prinipaux dés lorsqu'on analyse une tâhe exéutée sur une arhiteture multi-
÷urs.
Prinipe d'une hiérarhie mémoire
Il est possible de tirer parti des phénomènes de loalité spatiale ou temporelle an
d'aélérer les aès à la mémoire. L'utilisation d'une mémoire hiérarhisée permet de
harger non pas seulement la donnée ou l'instrution requise par le proesseur mais le
blo mémoire la ontenant dans une mémoire intermédiaire plus rapide appelée mémoire
ahe. Cei réduit les pénalités d'aès mémoire du proesseur tout en onservant des
possibilités de stokage importantes.
La plupart des arhitetures de proesseur existantes, qu'elles soient utilisées dans un
ontexte mono-÷ur ou multi-÷ur, utilisent don une hiérarhie mémoire struturée en
plusieurs étages. Les omposants de niveau n + 1 sont généralement moins rapides mais
orent une plus grande apaité de stokage que eux de niveau n. Dans la plupart des as
les diérents niveaux de la hiérarhie mémoire sont inlusifs, 'est-à-dire que les données
stokées au niveau n sont des opies d'un sous-ensemble des données stokées au niveau
n+ 1.
Les premiers étages de la hiérarhie orrespondent généralement aux mémoires ahes
de premier et seond niveau, ultra-rapides et intégrées au proesseur lui-même, viennent
ensuite un éventuel ahe de troisième niveau, une mémoire entrale à aès diret (Diret
Random Aess Memory ou DRAM) et enn un périphérique de stokage permanent tel
qu'une mémoire de masse magnétique (disque dur) ou utilisant des semi-onduteurs (mé-
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moire Flash, Solid-State Drive). Ce prinipe de hiérarhisation des ressoures de stokage
se retrouve aussi bien sur les plateformes non mobiles que dans les systèmes embarqués.
Dans un proesseur CMP, haque ÷ur dispose de son (ses) propre(s) ahe(s) de
premier niveau. En revanhe, les ahes de seond (et éventuellement troisième) niveau et
la mémoire entrale sont généralement partagés entre les diérents ÷urs au moyen d'un
méanisme d'interonnexion. D'autres pues peuvent venir ompléter l'espae d'adressage
mémoire de l'unité d'exéution : on les appelle mémoires blos-notes (srathpad). Il
s'agit de mémoires statiques (SRAM) ayant une latene d'aès faible et onstante. Leur
ontenu est géré par voie logiielle et non par un méanisme implanté matériellement sur le
proesseur. Leur taille ne permet généralement pas d'y stoker l'ensemble des instrutions
ou des données requises par le programme exéuté, 'est pourquoi des statégies optimales
d'alloation des données dans la mémoire srathpad sont reherhées [7℄.
Dans un proesseur utilisant une hiérarhie mémoire, la leture d'une instrution ou
d'une donnée en mémoire suppose d'abord l'émission d'une requête de l'unité d'exéution
du ÷ur vers son ahe de premier niveau. Cette requête inlut l'adresse mémoire du mot
demandé, e qui permet de loaliser la présene du blo ontenant le mot mémoire dans
sa struture interne. En as de suès du ahe de premier niveau, l'aès mémoire ne
dure que quelques yles, alors qu'en as de défaut, 'est la pénalité de leture du blo
mémoire ontenant l'élément requis dans la ressoure suivante dans la hiérarhie mémoire
(ahe de niveau inférieur, mémoire prinipale) qui s'applique. Cei étant, pour des raisons
de performane, la reherhe de l'élément se fait souvent en parallèle dans les diérents
niveaux de ahe ou de mémoire.
La aratérisation du omportement temporel d'une hiérarhie mémoire est direte-
ment basée sur les résultats des méthodes d'analyse de ahe de premier niveau vues
en setion 1.3.2. Certaines solutions reposant sur les tehniques de l'interprétation ab-
straite permettent notamment de prendre en ompte des mémoires ahes à plusieurs
niveaux [44℄. Mueller a également formulé deux tehniques an de aluler les atégories
des aès au ahe de seond niveau [68℄.
Analyse des onits dans les ahes partagés
Le partage de ressoures de stokage entre ÷urs soulève plusieurs problèmes. Pre-
mièrement, l'étendue de l'espae mémoire aessible et utilisable par un ÷ur dépend de
la quantité de blos déjà oupés par des instrutions ou des données liées à un autre
÷ur. Cependant lorsqu'on estime le temps d'exéution pire-as d'une tâhe en isolation,
il est impératif de onnaître la fration utilisable de la apaité des éléments de stokage
à l'avane. Si auun méanisme de restrition d'aès aux mémoires n'est mis en plae, la
ou les tâhes exéutées par un ÷ur peuvent aéder à l'espae mémoire d'un autre ÷ur
et en orrompre le ontenu. Cei met également à mal l'analyse statique du programme,
puisque les tehniques d'interprétation abstraite ne savent pas prendre en ompte les eets
destrutifs ausés à la ressoure de stokage par des aès extérieurs.
Plusieurs travaux réents se proposent d'inlure e phénomène de orruption des don-
nées dans l'analyse du ontenu des mémoires ahes. L'analyse des ahes est initialement
réalisée pour haque tâhe en isolation à l'aide des méthodes de l'interprétation abstraite.
Par la suite, on réalise une seonde passe pour haque tâhe, en supposant que tout blo
de ahe également utilisé par une autre tâhe que la tâhe analysée peut voir son ontenu
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orrompu par la tâhe tiere. Les aès à e blo sont don lassés omme étant Always
Miss pour toutes les tâhes [108℄. Dans le as d'un ahe assoiatif par ensembles, les
éventuels onits peuvent mener à une modiation de l'âge des blos [57, 43℄.
Le pessimisme de ette approhe peut engendrer une grande surestimation du temps
d'exéution pire-as au fur et à mesure que le nombre de tâhes onurrentes devient
élevé et que es tâhes ont une oupation importante du ahe de seond niveau. Il est
possible de minimiser et eet en analysant l'ordonnanement de l'ensemble de tâhes,
an que les tâhes qui aèdent aux mêmes blos de ahe mais qui ne sont pas exéutées
simultanément ne soient pas onsidérées omme onituelles [57℄. Une autre solution,
proposée dans [43℄, est de forer l'évitement du ahe de seond niveau pour les blos
qui ne sont hargés qu'une fois et qui ne bénéient don pas du stokage en ahe. Cei
réduit le nombre de onits possibles.
An d'éviter tout reouvrement d'un blo de ahe ou de mémoire partagée par une
autre tâhe, il est également possible de partitionner physiquement ou logiquement les
espaes d'adressage de haque tâhe, ou de verrouiller à l'avane le ontenu des mémoires.
La méthode du partitionnement est utilisée dans [77℄ pour simplier l'analyse de ahe sur
des proesseurs mono-÷ur exéutant plusieurs tâhes. Dans le même type de ongura-
tion, [79℄ propose plutt de verrouiller le ontenu des lignes de ahe. Lorsque e ontenu
peut être modié à la volée par un algorithme prenant en ompte le omportement des
tâhes exéutées, le verrouillage est dynamique, dans le as ontraire il est statique.
L'utilité de es diérentes méthodes dans un proesseur multi-÷urs a été réemment
étudiée dans [93℄, qui mesure les eets du partitionnement des ahes, ombiné à leur
verrouillage statique ou dynamique. Il est soit possible de réserver un espae en mémoire
pour haque tâhe, soit le partitionnement peut se faire en fontion des ÷urs, 'est-à-dire
que n'importe quelle tâhe peut utiliser la totalité de la partition allouée au ÷ur sur lequel
elle s'exéute. Les résultats montrent que la seonde possibilité, ouplée à un verrouillage
dynamique du ahe, est elle qui améliore le plus les estimations de temps d'exéution
pire-as. Il existe en outre plusieurs stratégies d'alloation des partitions de mémoire ahe
aux ÷urs. Il semble plus eae d'allouer une ou plusieurs unités physiques (bans)
de ahe à haque ÷ur, plutt qu'une ou plusieurs voies dans un ahe assoiatif par
ensembles [74℄.
2.2.2 Méanismes d'interonnexion
Dans une plateforme multi-÷urs, les méanismes d'interonnexion revêtent une grande
importane. Il est en eet néessaire d'éviter tout goulet d'étranglement lors des éhanges
entre les diérentes unités d'exéution et les ressoures qui leur sont ommunes. Tout
sous-dimensionnement entraîne l'explosion des latenes d'aès aux ressoures partagées,
e qui peut empêher une tâhe de respeter ses éhéanes temporelles et mettre à mal
l'ordonnançabilité de l'ensemble de tâhes exéuté.
La topologie de l'interonnexion utilisée a également des réperussions sur la onsom-
mation életrique du système hte, sur la surfae de la pue et don sur son oût de
prodution. A titre d'exemple, le méanisme d'interonnexion néessaire à un proesseur
oto-÷urs peut onsommer autant d'énergie qu'un ÷ur, ouper autant de transistors
que trois ÷urs, et ajouter une pénalité équivalente à la moitié de elle d'un aès au
ahe de niveau 2 [54℄.
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Figure 2.1  Représentation shématique d'une plateforme multi-÷urs interonnetée
par un bus partagé.
Un élément d'interonnexion bien onçu et adapté limite le besoin d'une mémoire
ahe de niveau 3 [49℄. Les mémoires ahes étant de grandes onsommatries d'espae
sur les pues multi-÷urs, ei permet d'utiliser les transistors libérés an d'implanter
des unités d'exéution supplémentaires. De plus, enlever un niveau de ahe permet de
réduire le pessimisme de l'analyse statique et améliore la préision des estimations de
temps d'exéution pire-as.
Dans e qui suit, nous dérivons trois topologies d'interonnexion largement utilisées
dans les arhitetures multi-÷urs atuelles : le bus, le rossbar et l'anneau.
Bus partagé
Sur un proesseur multi-÷urs, le bus est la topologie d'interonnexion la plus répandue
entre les diérents éléments de la plateforme : ÷urs, ahes, mémoire partagée, interfaes
d'entrée/sortie. L'utilisation des bus an de faire ommuniquer des unités d'exéution
entre elles n'est pas nouvelle ar ils sont déjà largement répandus dans les arhitetures
multi-proesseurs [107℄. L'intégration poussée et le partage aru des ressoures dans
les multi-÷urs induit des volumes de ommuniations enore plus importants entre les
diérents éléments, e qui néessite l'utilisation de lignes de bus plus longues et pipelinées
an d'améliorer le débit des données transmises. Or, la requête émise par un élément doit
traverser l'intégralité du bus pour être nalement visible par tous les autres éléments. La
propagation de la requête pourra don prendre plusieurs yles.
Par la suite, nous admettons qu'il est possible de borner à une valeur xe et onstante
le temps de propagation d'une requête sur le bus, ainsi que la pénalité d'un aès en
mémoire quel que soit l'emplaement de la donnée et l'élément qui y aède. La gure 2.1
dérit la struture et le fontionnement d'une plateforme multi-÷urs à 4 unités d'exé-
ution et utilisant un bus partagé. Chaque ÷ur est doté d'une unité d'exéution, d'un
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Figure 2.2  Diagramme temporel d'une opération de leture en mémoire.
ahe d'instrutions et d'un ahe de données séparés. Idéalement, il dispose aussi d'un
ontrleur de bus utilisant le mode DMA (Diret Memory Aess) et permettant ainsi de
déharger l'unité d'exéution de la gestion des transferts sur le bus. Les autres ressoures
sont externes et partagées ave les autres ÷urs. Les requêtes entrantes sont stokées dans
une le (non représentée ii) puis servies par un arbitre de bus.
Lorsqu'une donnée ou une instrution est requise par une tâhe, le ontrleur de bus
du ÷ur sur lequel s'exéute ette tâhe envoie une requête d'aès à l'arbitre. Ce signal
request est représenté sur la gure par une èhe noire pleine et ne. L'arbitre traite les
diérentes requêtes suivant une politique d'arbitrage qui lui est propre. La séletion de la
requête à satisfaire en premier peut se faire suivant sa date d'arrivée, la priorité statique
du ÷ur qui l'a émise, ou enore suivant le prinipe du tourniquet, 'est-à-dire que les
÷urs sont servis à tour de rle. Un ÷ur ne peut aéder au bus que lorsque l'arbitre
lui en a aordé l'aès. Ce signal grant est représenté sur la gure par une èhe en
pointillés. Le ÷ur envoie une ommande de leture ou d'ériture sur le bus de ommande
(non représenté ii). Il présente l'adresse en mémoire du blo à lire ou à érire sur le bus
d'adresses. Cei est représenté sur la gure par une èhe noire pleine et épaisse. S'il s'agit
d'une ériture, il transmet également les données à envoyer sur le bus de données, en un
ou plusieurs yles. Les transferts depuis et vers le bus de données sont représentés par des
èhes bidiretionnelles blanhes et larges. Ce bus est lui-même également bidiretionnel,
grâe à l'agrégation de deux bus unidiretionnels [54℄.
La gure 2.2 présente le séquenement d'une opération de leture en mémoire d'un blo
de 4 mots à travers un bus. Les diérentes lignes de bus et la mémoire sont synhronisés
par une même horloge. Le bus de données a la largeur d'un mot mémoire. L'envoi d'une
ommande de leture et la propagation de l'adresse sur le bus d'adresse débute au yle
t = 0. Au yle suivant, la mémoire reçoit la ommande et l'adresse du ou des mots à lire.
La leture d'une donnée en mémoire est une opération omplexe qui néessite la séletion
de la ligne puis de la olonne à harger [12℄. Ces opérations durent haune plusieurs
yles d'horloge, dans le as présent la leture du premier mot prend inq yles. Il est
ensuite transféré sur le bus de données au yle suivant. Les trois mots suivants sont déjà
pré-hargés dans le ahe interne de la mémoire (row buer), leur leture ne prend don
qu'un seul yle. Dans le as d'une mémoire entrale partitionnée, plusieurs ÷urs peuvent
aéder simultanément à des bans de mémoire diérents. En revanhe, le transfert des
blos sur le bus de données reste séquentiel.
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Figure 2.3  Représentation shématique d'une plateforme multi-÷urs interonnetée
par un réseau multi-étages.
L'augmentation du nombre d'éléments à interonneter est une problématique majeure
dans la oneption des plateformes multi-÷urs embarquées basées sur un bus onvention-
nel, omme AMBA [5℄ ou CoreConnet [21℄. Elles reposent sur des modèles transationnels
où les éléments de alul ommandent eux-mêmes les opérations de leture et d'ériture,
lesquelles sont ensuite divisées en plusieurs transations qui doivent être arbitrées séparé-
ment. En l'absene d'une politique de partage du bus adaptée, les délais peuvent exploser
en as de forte harge (f. setion 2.3).
Crossbar et interonnexions point-à-point
Les méanismes d'interonnexion à barres roisées, plus ommunément appelés ross-
bars permettent de faire disparaitre le phénomène de goulet d'étranglement qui peut être
observé lorsqu'un bus partagé est saturé de requêtes. Ils sont basés sur un prinipe de
partitionnement partiel ou total des ommuniations. Dans un rossbar omplètement
onneté, haque nouvel élément doit être doté d'autant de bus de ommuniation qu'il
y a d'éléments distants ave lesquels il doit éhanger des données. En fontion du dimen-
sionnement des points d'aès aux ressoures de stokage partagées, il est même possible
que plusieurs requêtes soient servies au même yle d'horloge sans interférer entre elles ni
ave des requêtes ayant des émetteurs ou des destinataires diérents. Pour es raisons un
rossbar est bien plus performant qu'un bus lassique. En revanhe son implémentation
néessite une multipliation des lignes logiques utilisées. Cei est supportable dans une
arhiteture multi-÷urs simple. En revanhe, dans une arhiteture massivement paral-
lèle omprenant de nombreux éléments à faire ommuniquer, le oût de l'implémentation
ainsi que l'espae oupé sur la pue peut se révéler prohibitif.
Il est possible de ontourner la omplexité de mise au point du rossbar en utilisant à
la plae une implémentation non omplète telle que le réseau multi-étages. La gure 2.3
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illustre un exemple de plateforme multi-÷urs arhiteturée autour d'un réseau multi-
étages. Les lignes pleines représentent la liaison entre haque élément et l'interonnexion.
A l'intérieur de l'interonnexion, les éléments sont reliés entre eux par un maillage de
lignes diretes ou bien indiretes, 'est-à-dire passant par un ou plusieurs ommutateurs
(représentés ii par des points). Pour n éléments à relier, le rossbar omplètement on-
neté possède n2 ommutateurs tandis que le réseau multi-étages n'en a que n.log(n) [24℄ :
dans l'exemple que nous présentons, il est ainsi possible de faire ommuniquer les 6 élé-
ments ave seulement 4 ommutateurs. Ces méanismes d'interonnexion point-à-point
ont fait leur apparition sur les proesseurs généralistes (QuikPath Interonnet hez In-
tel [49℄, HyperTransport hez AMD [20℄). Chaque élément aédant au réseau forme un
n÷ud et est onneté à un ou deux autres n÷uds de l'interonnexion qui relayent les pa-
quets émis. Cependant, les éléments ne peuvent pas ommuniquer diretement entre eux :
leurs paquets sont d'abord routés par un module hte (Host Bridge). Cei permet à la fois
de déterminer le hemin le plus ourt pour haque requête et d'éviter plus failement les
onits d'aès. A l'instar des réseaux traditionnels, e type d'arhiteture est évolutif et
peut s'adapter à des plateformes intégrées (System on Chip) ayant un grand nombre d'élé-
ments à interonneter. Cependant, l'utilisation d'un réseau point-à-point réduit la bande
passante garantie entre les éléments à ause des interférenes entre requêtes. Il semble
préférable d'utiliser un autre type d'interonnexion permettant de libérer des transistors
et d'implémenter de nouveaux ÷urs d'exéution [54℄.
Anneau
Les topologies de bus en anneau (ring bus) ombinent plusieurs avantages : elles sont
plus ompates, plus simples à développer et à implémenter qu'un rossbar, tout en restant
plus performantes qu'un bus lassique. La gure 2.4 illustre le fontionnement d'un an-
neau. Chaque élément à relier au réseau est muni d'un n÷ud (stop) sur l'anneau. A l'in-
star d'un réseau multi-étages, les paquets passent don par plusieurs n÷uds avant d'être
délivrés à leur destinataire. A la manière d'un périphérique routier es interonnexions
sont le plus souvent onstituées de deux anneaux, l'un fontionnant dans le sens horaire
et l'autre dans le sens anti-horaire, e qui permet aux paquets d'emprunter le hemin le
plus ourt. Dans ette topologie bi-diretionnelle, un paquet de données n'a jamais besoin
de parourir plus de la moitié de l'anneau pour atteindre l'élément de destination. Cei
permet à plusieurs transations d'avoir lieu simultanément, à ondition qu'elles n'utilisent
pas les mêmes portions des lignes logiques [13℄.
Le bus en anneau est utilisé dans l'arhiteture Sandy Bridge d'Intel [88℄. Il s'agit d'une
évolution du Nehalem auquel il a notamment été ajouté des éléments supplémentaires à in-
teronneter : une unité de traitement graphique, une unité de ompression/déompression
vidéo matérielle et des ÷urs additionnels. Ii, l'utilisation d'un rossbar se heurte à des
ontraintes de oût et d'oupation physique de la pue : haque onnexion entre un
nouvel élément de alul et le ahe de troisième niveau néessite un millier de lignes
logiques supplémentaires. An de résoudre e problème, le rossbar utilisé dans l'arhite-
ture préédente a été remplaé par une topologie basée sur quatre boules indépendantes.
Le premier anneau sert à transférer les données (data ring), le seond à propager les sig-
naux de requête (request ring), le troisième sert à renvoyer les aquittements (aknowledge
ring), enn un dernier anneau sert à gérer la ohérene des ahes (snoop ring). Chaque
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Figure 2.4  Représentation shématique d'une plateforme multi-÷urs interonnetée
par un bus en anneau bi-diretionnel.
interonnexion (stop) entre un élément et un anneau permet de faire transiter 256 bits de
données par yle d'horloge.
Dans le proesseur Cell, les ommuniations entre le ÷ur prinipal (PPE), les unités de
alul (SPE), la mémoire prinipale et les périphériques d'entrée/sortie se font également
au moyen d'un bus en anneau appelé Element Interonnet Bus ou bus EIB. Il est omposé
de quatre boules d'une largeur de 128 bits. Au ontraire d'un rossbar, il n'est pas oûteux
ni ompliqué d'ajouter un nouvel élément à un bus en anneau. C'est pourquoi il semble être
une topologie adaptée à un système massivement parallèle où un nombre élevé d'éléments
partagent des ressoures ommunes.
2.3 Prévisibilité du omportement pire-as des
méanismes d'interonnexion
Nous venons de voir que les ommuniations entre éléments dans un proesseur multi-
÷urs peuvent se faire par l'intermédiaire de diérentes topologies de bus : les pénalités
subies par un ÷ur lors de l'aès à un élément partagé dépendent diretement du type
d'interonnexion utilisé. Lors de l'analyse statique il est diile de prévoir les délais
dus à l'interonnexion, qui peuvent parfois dépendre du omportement des autres ÷urs
(préemption de la ressoure) ou même reposer sur des méanismes d'aheminement des
requêtes non modélisables.
A titre d'exemple, les bus en anneau ne sont pas à notre onnaissane utilisés dans
des plateformes ayant des ontraintes temporelles strites. Sur un réseau multi-étages
ou point-à-point, le hemin emprunté par un paquet de données peut varier en fontion
de la politique de routage utilisée, ou en fontion de fateurs externes à la requête (par
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Figure 2.5  Exemple d'arbitrage de bus ave un ordonnaneur à priorités xes.
exemple, l'oupation d'un ommutateur par une autre ommuniation). De plus, la mise
à l'éhelle d'un réseau point-à-point induit que les paquets doivent traverser un nombre
de plus en plus important de n÷uds, e qui néessite des algorithmes de routage plus
omplexes. Ces algorithmes étant d'abord onçus pour améliorer le débit moyen du réseau
et non sa prévisibilité, la détermination des latenes pire-as des requêtes est rendue plus
diile [53℄.
Dans la suite de ette setion, nous ne traitons que des bus lassiques, qui sont des mé-
anismes d'interonnexion beauoup plus largement répandus dans les plateformes multi-
÷urs dédiées à l'embarqué, omme le Freesale MPC8641D
2
. Les politiques de séletion
des requêtes suivies par les arbitres de bus peuvent ii être lassées en deux atégories
prinipales. La première omprend des politiques herhant à maximiser la bande passante
globale du bus, 'est-à-dire à assurer de bonnes performanes moyennes. Au ontraire, les
politiques appartenant à la seonde atégorie visent à prévoir une performane minimale
pour haque aès, e qui permet de aluler une borne maximale sur le délai notée par la
suite UBD (Upper Bound Delay). Cette valeur doit être intégrée à l'analyse statique des
tâhes exéutées sur la plateforme an d'assurer la robustesse des estimations de temps
d'exéution pire-as et le respet des dates d'éhéane.
2.3.1 Protooles et méanismes d'arbitrage de bus non prévisibles
Arbitrage à priorités xes
De nombreux systèmes informatiques n'ayant pas de ontraintes temps-réel et utilisant
des ressoures partagées fontionnent ave un simple ordonnaneur à priorités. Un niveau
de priorité est préalablement attribué à haque élément aédant au bus, et l'arbitre se
base sur e paramètre pour gérer l'ordonnanement des requêtes. La gure 2.5 présente
l'exemple d'une séquene de requêtes sur un bus partagé par quatre ÷urs et ordon-
nané par un arbitrage à priorités. An de simplier le hronogramme, on onsidère que
haque aès au bus dure un yle. Le niveau de priorité de haque ÷ur est inversement
proportionnel à son numéro, i.e. Prio(C0) > Prio(C1) > Prio(C2) > Prio(C3).
2. http://www.freesale.om/webapp/sps/site/prod_summary.jsp?ode=MPC8641D
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Figure 2.6  Exemple d'arbitrage de bus ave la politique First-Come First-Served.
Pour haque ÷ur, l'indie i ∈ [0, n[ est positionné sur la date d'arrivée de la i-ème
requête émise par le ÷ur et le blo Ri sur le yle où ette requête est eetivement
transmise sur le bus. Si omme au yle t = 0 plusieurs demandes d'aès au bus sont en
onurrene ou en attente, 'est elle issue du ÷ur ayant la priorité la plus haute (ii,
C0) qui est d'abord satisfaite. Ce type d'arbitrage est faile à implémenter et est don
largement utilisé. Cependant, il est impossible pour un élément émettant une requête
de prévoir quel délai il devra attendre avant que elle-i soit servie. Une requête peut
être retardée indéniment par des éléments de priorité supérieure. Seules les latenes de
l'élément ayant la plus haute priorité sont prévisibles.
Cei n'est pas susant si le système omprend plusieurs tâhes ritiques onurrentes
s'exéutant sur des ÷urs diérents. En onséquene, un ordonnaneur à priorités ne peut
être utilisé de manière sûre sur une plateforme multi-÷urs que lorsqu'un seul de es ÷urs
exéute une tâhe ayant des ontraintes temps-réel strites. La latene pire-as d'aès au
bus est alors nulle pour e ÷ur (UBD0 = 0, ou 1 s'il n'y a pas de préemption de bus).
A l'inverse, elle ne peut être déterminée pour les autres ÷urs [56℄. De plus, e shéma
d'arbitrage simple ne prend pas en ompte le omportement des tâhes exéutées par les
diérents éléments, e qui peut nuire à la performane globale de la plateforme.
Arbitrages à priorités dynamiques
An de pallier à et inonvénient, il est ourant d'utiliser des politiques où les niveaux
de priorité sont attribués en fontion des dates d'arrivée des requêtes, omme le protoole
First-Come First-Served (FCFS). Les requêtes sont stokées dans une le, e qui permet
de les traiter en fontion de leur date d'arrivée. Plus une requête est anienne, plus tt elle
sera satisfaite. Si plusieurs requêtes arrivent au même moment, la séletion de elle qui
sera plaée en première position dans la le peut être aléatoire ou bien suivre la politique
du tourniquet. Ce shéma de fontionnement est illustré par la gure 2.6.
On observe que même si le ÷ur C0 émet plus de requêtes que les autres ÷urs dans le
même intervalle de temps, tous bénéient d'un traitement équitable qui onsiste à traiter
les requêtes les plus aniennes en priorité. Un ÷ur qui émet fréquemment des requêtes
a plus souvent aès au bus que les autres ÷urs, mais sans bloquer les requêtes des
autres éléments, e qui permet d'optimiser l'oupation du bus partagé et d'améliorer les
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performanes de la plateforme [83℄. En revanhe, au yle t = 8 l'arbitre reçoit plusieurs
requêtes simultanées, mais le ÷ur C3 qui a envoyé moins de requêtes que les autres n'est
pas favorisé pour autant. Le protoole FCFS n'inlut pas de méanisme de mémorisation
qui permettrait d'établir une priorisation des requêtes arrivant en même temps suivant
l'historique du ÷ur les ayant émises. Le délai de satisfation de n'importe quelle requête
dépend uniquement du nombre de requêtes arrivées préédemment et non enore servies.
Prévoir e délai néessiterait une analyse onjointe de toutes les tâhes exéutées par la
plateforme, an de déterminer les dates de toutes les requêtes.
Certaines variantes, omme First-Ready First-Come First-Served (FR-FCFS) [100, 46℄
tentent d'améliorer FCFS en prenant aussi en ompte la loalité spatiale des aès. Les
requêtes à la ligne de mémoire ative sont traitées en priorité, e qui évite au ontrleur
mémoire de harger une nouvelle ligne à haque fois, et réduit don les latenes d'aès
mémoire pour es requêtes. Le orollaire de e méanisme est que lorsqu'une tâhe génère
un ux d'aès onséutifs à une même ligne de mémoire, les requêtes des autres tâhes
peuvent être mises en attente pour des durées importantes [71℄. De même que dans FCFS,
les requêtes les plus aniennes sont toujours prioritaires, e qui désavantage les tâhes qui
émettent moins de requêtes que les autres.
An de orriger les défauts de la politique FR-FCFS, Nesbit et al. [72℄ proposent un
ordonnaneur équitable basé sur des onepts d'arbitrage utilisés dans les appliations
réseau an de garantir un niveau élevé de qualité de servie (QoS). L'espae mémoire
de haque tâhe est représenté sous la forme d'un espae d'adressage virtuel auxquels
les délais d'aès ont une valeur onstante. La requête à satisfaire par l'ordonnaneur
est séletionnée suivant e paramètre : il faut qu'elle ait lieu avant sa date d'éhéane
virtuelle. Cei permet d'orir la QoS demandée. La bande passante non onsommée est
distribuée en priorité aux tâhes ayant le moins aédé au bus. L'approhe présentée
permet d'améliorer la bande passante du bus et l'équité entre tâhes.
Mutlu et al. [71℄ ont proposé un protoole ongurable destiné à améliorer l'équité de
traitement des méthodes basées sur les dates d'arrivée des requêtes, sur une plateforme où
les diérents ÷urs sont également en ompétition pour l'aès à la mémoire entrale. Pour
haque tâhe exéutée par haque ÷ur, l'ordonnaneur met en permanene à jour deux
ompteurs : Tshared exprime le total du nombre de yles passés par la tâhe à attendre le
bus (stall time), tandis que Talone représente la valeur estimée de e temps d'attente si la
tâhe s'exéutait en isolation, omme sur une arhiteture mono-÷ur. Le rapport entre
es deux valeurs représente le ralentissement dû à la mémoire. L'ordonnaneur implémenté
séletionne en priorité les requêtes provenant de tâhes ayant un fateur de ralentissement
élevé. Cei permet d'équilibrer les temps d'attente entre les diérentes tâhes, et don
d'améliorer les performanes du système.
L'ensemble des méanismes d'arbitrage que nous venons de voir ont pour but de ma-
ximiser l'utilisation du bus. Les plus omplexes d'entre eux permettent une gestion dy-
namique des priorités en essayant d'instaurer un arbitrage équitable entre tous les ÷urs.
Mais les latenes de bus d'une tâhe ritique évoluent toujours dynamiquement en fon-
tion du omportement des autres tâhes exéutées par le système. Il n'est pas possible de
déterminer une borne xe des latenes vues par un ÷ur par la seule analyse de la tâhe
qu'il exéute. En outre, les méanismes présentés ne sont souvent pas déterministes, e
qui empêhe leur modélisation abstraite.
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Figure 2.7  Exemple d'arbitrage de bus ave la politique du tourniquet.
2.3.2 Méanismes d'arbitrage de bus ompatibles ave
l'estimation de temps d'exéution pire-as
Arbitrage des aès par la politique du tourniquet
Certains protooles d'ordonnanement traitent les requêtes de haque ÷ur de manière
à e que l'on puisse borner les délais dûs aux onits ave les requêtes des autres ÷urs.
La plus simple de es politiques d'arbitrage est elle du tourniquet (Round Robin). Dans
la politique du tourniquet, haque élément interonneté peut aéder au bus à tour de
rle et pendant le même quantum de temps. En onséquene, la latene maximum d'une
requête émise par un ÷ur est fontion du nombre de ÷urs qui partagent le bus, et de
la durée d'un aès au bus. Ce délai est le même pour haque ÷ur, est prévisible et ne
dépend pas de la nature des tâhes exéutées sur les autres ÷urs [74℄. La gure 2.7 donne
un exemple de fontionnement pire-as de la politique du tourniquet. Les quatre ÷urs
émettent quatre requêtes suessives haun. Ces requêtes sont servies à tour de rle par
l'arbitre de bus. Le délai (distane) maximum entre deux requêtes sur le bus issues du
même ÷ur est exprimé par la formule suivante :
UBD = (N − 1)× Lbus (2.1)
Dans l'équation (2.1), N représente le nombre de ÷urs exéutant des tâhes temps-
réel strit, et Lbus la latene d'aès au bus. Dans l'exemple présenté dans la gure 2.7,
la valeur de e délai est de 3 yles.
Ave la politique du tourniquet, même si une tâhe eetue plus de requêtes sur le bus,
par exemple pare que son ode ne tient pas en ahe, il n'est pas possible de donner une
priorité d'aès au bus plus élevée au ÷ur exéutant ette tâhe. Tous les aès au bus
subissent la même latene, e qui peut éventuellement dégrader les performanes de la
plateforme si elle-i exéute un ensemble de tâhes hétérogène, 'est-à-dire n'ayant pas
les mêmes besoins en bande passante.
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Ordonnanement statique des aès
Les politiques d'ordonnanement statiques, de type Time Division Multiple Aess
(TDMA) semblent être de plus en plus utilisées dans les systèmes embarqués. De la
même manière que dans Round-Robin, tous les ÷urs sont servis à tour de rle, mais pas
néessairement dans l'ordre. L'oupation du bus par un élément est représenté par un
réneau (slot) ayant généralement la longueur d'une requête. Tout ordonnanement du
bus est omposé d'un ertain nombre de slots qui sont alloués à l'un ou à l'autre des ÷urs.
Il est possible pour un ÷ur d'utiliser plusieurs slots suessifs. L'ordre d'alloation est
déterminé hors-ligne, omme dans [6℄ et [101℄. Lors de l'exéution, l'arbitre répète l'ordre
d'alloation périodiquement en attribuant aux diérents ÷urs les slots d'oupation du
bus qui leur reviennent.
Rosén et al. [86℄ proposent une solution d'arbitrage prévisible basée sur TDMA. Ils
dénissent un graphe de tâhe pour haque tâhe exéutée sur la plateforme, où les pé-
riodes de alul sont lairement séparées des périodes de ommuniation entre tâhes.
Dans haque graphe, les n÷uds représentent les séquenes de alul pur à l'intérieur
des tâhes, tandis que les arêtes représentent les dépendanes de données entre es tâhes
(ommuniations expliites). Les dates d'éhéane de haque tâhe, et si possible de haque
séquene de alul sont ajoutées au graphe sous forme d'annotations. L'éhange de données
entre des tâhes allouées à des ÷urs d'exéution diérents se fait par l'intermédiaire
d'une mémoire partagée aessible via un bus. Dans e as, les requêtes d'aès au bus
sont ordonnanées en fontion des slots alloués à haque ÷ur. La séquene d'alloation
des slots est érite dans une table d'ordonnanement stokée elle-même dans une mémoire
diretement onnetée à l'arbitre de bus.
Cependant, lors de l'analyse statique il est impossible de savoir si les requêtes sont
synhronisées aux slots qui leur orrespondent [92℄. La solution proposée par [86℄ an de
déterminer si un aès au bus se produira durant le slot qui lui est réservé est de aluler
la date de début de haque n÷ud dans le graphe de ot de ontrle. Cei se fait lors
de l'analyse de bas niveau des diérentes tâhes. Dans le as d'une tâhe ayant plusieurs
hemins d'exéution, e qui est presque toujours le as, il est néessaire de dérouler tous es
hemins dans le graphe de ot de ontrle, e qui n'est pas ompatible ave les méthodes
d'estimation de temps d'exéution pire-as par analyse statique.
En onséquene, le alul robuste de la valeur maximale de la latene d'aès au bus
(UBD) exige d'additionner la longueur de tous les slots alloués aux autres ÷urs. Si les
slots ont la longueur d'un aès au bus, ei revient à utiliser la politique du tourniquet ;
dans le as ontraire, les latenes d'aès au bus sont dégradées, e qui peut mener à des
résultats exagérément pessimistes. C'est pourquoi TDMA n'est pas une solution satis-
faisante dans le ontexte de l'analyse statique de temps d'exéution pire-as [109℄. Cette
méthode n'a d'intérêt que dans le as de tâhes simples, dont le ode peut n'être omposé
que d'un seul hemin d'exéution, par exemple à l'aide de la méthode dérite dans [81℄.
Stashulat et al. [92℄ herhent à dissoier les requêtes mémoires issues de tâhes temps-
réel strit de elles qui ne le sont pas. Dans le premier as, le ÷ur ne peut sourir une
latene élevée, et elle-i doit pouvoir être bornée. C'est notamment le as lorsqu'on
herhe à résoudre un défaut de ahe. En revanhe, e type de requête ne demande pas
une bande passante élevée, étant donné qu'elle ne porte que sur une quantité restreinte
de données (un blo de ahe), et n'advient que périodiquement. Dans le seond as, on
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n'a pas à respeter des éhéanes temporelles strites, et on herhe plutt à maximiser la
performane moyenne des aès. Un ÷ur peut ependant exiger une bande passante élevée
à un instant donné (burst). Wandeler et al. [101℄ présentent une méthode permettant
de déterminer la taille minimum des slots TDMA alloués à des tâhes respetant des
éhéanes temporelles strites.
Les ordonnaneurs à budget [92, 2℄ permettent également de satisfaire des besoins en
bande passante diérents. Cependant, au lieu d'établir un ordonnanement de bus statique
omme dans TDMA, ils allouent simplement une quantité donnée de bande passante à
haque ÷ur. En fontion de son niveau de priorité, et tant qu'il n'a pas onsommé
sa quantité allouée (budget) de slots de bus, un ÷ur peut voir sa requête satisfaite
immédiatement.
La manière dont es méanismes pourraient être modélisés an d'être pris en ompte
dans le alul de temps d'exéution pire-as n'est pas laire. Généralement, prédire les
latenes implique ii de onnaître la durée séparant deux requêtes au bus, en eetuant une
analyse préalable de la tâhe. Comme nous l'avons vu préédemment, ei est réalisable
pour ertaines appliations, par exemple lorsqu'on étudie les aès aux données pour une
appliation de ux de données, mais se révèle beauoup plus omplexe dans le adre
d'aès dynamiques et irréguliers à la mémoire, omme eux requis pour remplir le ahe
d'instrution lors de défauts de ahe. En eet, les analyses basées sur des représentations
abstraites du ontenu du ahe ne peuvent généralement pas déterminer le omportement
de tous les aès au ahe d'instrutions [8℄.
Conlusion
Les diérentes unités d'exéution d'une arhiteture multi-÷urs partagent un ertain
nombre de ressoures de stokage, ainsi qu'un méanisme d'interonnexion permettant
d'aéder à es ressoures. Toutes les politiques d'arbitrage utilisées sur es méanismes
d'interonnexion ne peuvent pas être prises en ompte dans l'estimation de temps d'exéu-
tion pire-as par analyse statique. Certaines ont été onçues pour maximiser l'utilisation
du bus an d'améliorer les performanes du système. Cependant elles ne sont pas adap-
tées aux systèmes temps-réel ritiques, ar elles ne permettent pas de borner les latenes
d'aès au bus. D'autres sont prévisibles, mais leur fontionnement néessite de modéliser
l'entrelaement des requêtes des diérents ÷urs, e qui implique également d'eetuer
une analyse roisée de l'ensemble des tâhes exéutées par la plateforme. An de pouvoir
établir une synhronisation des diérentes requêtes, es tâhes devraient suivre un hemin
d'exéution déni à l'avane où les temps d'exéution des blos de base sont onstants,
e qui est très improbable en réalité.
Enn, les politiques statiques et indépendantes du omportement des tâhes sont à la
fois prévisibles et analysables mais dégradent les performanes des tâhes exéutées en
imposant une latene d'aès au bus xe et uniforme pour tous les ÷urs. Or les ensembles
de tâhes exéutés par un système embarqué n'ont pas néessairement les mêmes besoins
en bande passante : les tâhes dont le ode tient en ahe ou qui bénéient d'une forte
loalité spatiale eetuent moins de requêtes aux ressoures ommunes de stokage que
les autres. Considérer une équité absolue de traitement entre les diérents ÷urs amène
à une surestimation importante des délais d'aès au bus et à un sur-dimensionnement
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du méanisme d'interonnexion néessaire. Notre but est de proposer un protoole adapté
à des ensembles de tâhes hétérogènes, qui puisse fournir un niveau de bande passante
diérenié entre les ÷urs tout en respetant des ontraintes de ritiité maximales. Ce
méanisme doit être déterministe et permettre le alul des délais maximum d'aès au
bus, an de pouvoir être modélisé et intégré au alul de temps d'exéution pire-as par
analyse statique.
44
Chapitre 3
Arbitrage de bus multi-niveaux pour
des harges de travail hétérogènes
Comme nous l'avons vu préédemment, les méanismes d'arbitrage omplètement in-
dépendants du omportement des tâhes, omme la politique du tourniquet, ne permettent
pas d'établir une hiérarhisation entre les ÷urs exéutant des tâhes eetuant beauoup
d'aès aux ressoures de stokage partagées, et les autres. Cette équité de traitement peut
empêher ertaines de tâhes de respeter leurs dates d'éhéane, alors que si elles étaient
favorisées par le méanisme d'arbitrage, l'ordonnançabilité du système s'en trouverait
grandement améliorée. Dans le as d'appliations parallèles séparées en plusieurs tâhes
s'exéutant simultanément, il peut également être intéressant de diminuer les latenes
subies par les tâhes ritiques, i.e. elles qui provoquent le plus d'attente aux points
de synhronisation. Les politiques d'ordonnanement statique des aès au bus omme
Time Division Multiple Aess ne sont quant à elles pas adaptées à l'analyse statique de
temps d'exéution pire-as. Pourtant, e sont les seules permettant de prendre en ompte
la spéiité des ensembles de tâhes hétérogènes, ayant des besoins en bande passante
diérents.
Ce hapitre présente un nouveau méanisme d'arbitrage permettant d'orir diérents
niveaux de priorités aux diérentes tâhes exéutées par une plateforme multi-÷urs.
Il est basé sur un partitionnement du bus système indépendant du omportement des
tâhes exéutées. L'alloation d'une tâhe à l'un ou l'autre des niveaux de priorités doit
être réalisée ave le plus grand soin. L'objetif reherhé est d'améliorer les performanes
globales de la plateforme ible, tout en maintenant les latenes d'aès au méanisme
d'interonnexion prévisibles.
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Figure 3.1  Représentation shématique de l'arhiteture multi-÷urs ible. L'interon-
nexion est assurée par un bus partagé administré par un arbitre à deux niveaux.
3.1 Vers un modèle d'arbitrage multi-niveaux
prévisible
3.1.1 Un arbitrage de bus à deux niveaux
An de répondre à la problématique préédemment énonée, nous proposons d'intro-
duire un arbitre de bus à deux niveaux (ou étages) basé sur un prinipe de rangement
des ÷urs dans des groupes de priorité diérents. Chaque ÷ur ne peut appartenir qu'à
un seul et unique groupe. Au premier niveau d'arbitrage, on alloue un réneau d'ou-
pation du bus à un groupe, puis au seond niveau, un ÷ur appartenant à e groupe est
séletionné et reçoit l'autorisation d'aéder au bus. La gure 3.1 dérit une plateforme
à quatre ÷urs interonnetée par un bus partagé dont le fontionnement est régi par
un arbitre à deux niveaux. Dans l'exemple présenté, les ÷urs sont répartis dans deux
groupes de deux ÷urs haun.
Sur haque ÷ur, lorsqu'une donnée ou une instrution requise par la tâhe exéutée
n'est pas présente en ahe, le ontrleur de bus du ÷ur envoie une requête d'aès
diretement à l'arbitre de premier niveau. Ce signal request est représenté sur la gure
par une ligne pleine. Les requêtes des ÷urs appartenant au même groupe aboutissent
à la même entrée de l'arbitre. L'arbitre traite ensuite les requêtes des diérents groupes
suivant deux politiques que nous détaillons en setions 3.2 et 3.3. Le signal grant, par
l'intermédiaire duquel l'arbitre de premier niveau aorde un slot d'aès au bus à l'un
ou l'autre des groupes, est d'abord envoyé à l'arbitre de seond niveau dont dépend le
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Figure 3.2  Les deux méanismes d'arbitrage proposés.
÷ur qui a émis la requête. L'arbitre de seond niveau renvoie ensuite e signal au ÷ur
qui en a fait la demande. Si plusieurs ÷urs du même groupe sont en attente d'un slot
d'aès au bus, la séletion du ÷ur à servir se fait en suivant la politique du tourniquet.
Finalement, le ÷ur séletionné eetue l'opération de leture ou d'ériture omme sur
une plateforme lassique à un seul arbitre (f. setion 2.2.2).
3.1.2 Deux politiques d'ordonnanement des aès
Le prinipe sous-jaent du méanisme présenté ii est que les règles d'arbitrage suivies
à haun des deux niveaux déterminent les latenes de bus supportées par les ÷urs.
Le but reherhé est d'ordonnaner des harges de travail hétérogènes sur des systèmes
dont le respet des éhéanes temporelles est ritique. C'est pourquoi nous avons besoin
d'utiliser à haque niveau d'arbitrage une politique ompatible ave le alul de temps
d'exéution pire-as, omme elle du tourniquet (ou Round Robin). Elle permet d'établir
une latene d'aès en fontion du nombre de ÷urs et de la latene d'un aès au bus.
Ce délai est prévisible et ne dépend pas de la nature des tâhes exéutées sur les autres
÷urs.
Nous introduisons ensuite l'algorithme Geometri Latenies (GL), présenté en setion
3.3.1. A la diérene de Round Robin, les niveaux de bande passante attribués par et
algorithme peuvent être diérents suivant les éléments servis. Les latenes pire-as qui
résultent du délai entre l'émission d'une requête et le moment où elle est servie, sont
proportionnelles à des puissanes de deux. En ombinant es deux algorithmes aux deux
niveaux d'arbitrage de bus, il serait possible de onstruire quatre protooles d'arbitrage
diérents. Cependant, les formules montrent que Geometri Latenies se omporte de la
même manière que Round Robin ave un nombre limité de ÷urs. Pour ette raison nous
n'avons retenu que Round Robin pour le seond niveau d'arbitrage, 'est-à-dire entre les
diérents ÷urs alloués à un groupe. En revanhe nous utilisons à la fois Round Robin et
Geometri Latenies an d'assurer le premier niveau d'arbitrage permettant la séletion
du groupe à servir. Cette ombinaison nous permet d'obtenir deux arbitres, omme le
montre la gure 3.2.
Ces deux méanismes doivent être ongurés de la même manière : on détermine au
préalable le nombre de groupes et le nombre de ÷urs à l'intérieur de haun de es
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Figure 3.3  Exemple d'arbitrage de bus ave le protoole Group Round Robin (GRR-
{1,3,4}).
groupes. Soit LGi la latene pire-as appliquée au groupe Gi, Ni le nombre de ÷urs dans
Gi et N le nombre total de groupes. Si les ÷urs à l'intérieur d'un groupe sont arbitrés
ave Round Robin, la latene pire-as d'aès au bus (Upper Bound Delay) appliquée à
haun de es ÷urs est égale à :
∀i ∈ [0..N − 1], ∀j ∈ [0..Ni − 1], LCj∈Gi = Ni × LGi (3.1)
La valeur de la latene de groupe LGi est déterminée à la fois par le nombre total de
groupes de la plateforme et par les règles d'arbitrage utilisées par l'arbitre de premier
niveau.
3.2 Le protoole Group Round Robin
La première des deux politiques d'arbitrage que nous proposons a été nommée Group
Round Robin (GRR). Elle repose sur l'utilisation de la politique du tourniquet à haun
des deux niveaux d'arbitrage. La gure 3.3 illustre un exemple d'arbitrage de bus partagé
en utilisant e protoole sur une plateforme à huit ÷urs notés de C0 à C7 répartis sur
trois diérents groupes notés de G0 à G2. La latene d'aès au bus est de un yle. On
onsidère ii le pire sénario d'ordonnanement possible, où tous les ÷urs envoient des
requêtes au bus en permanene et selon une politique in order, 'est-à-dire qu'une nouvelle
requête n'est pas envoyée tant que la requête ourante n'est pas satisfaite. La politique du
tourniquet est appliquée à haun des étages de l'arbitre : haque groupe aède au bus
à tour de rle, 'est-à-dire tous les trois slots dans l'exemple présent, et les ÷urs de e
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Figure 3.4  Exemple de partage de bus entre trois groupes ave le protoole Geometri
Latenies.
groupe partagent eux aussi les réneaux attribués à tour de rle, soit à haque slot dans
le groupe G0, une fois sur trois pour G1 et une fois sur quatre pour G2. Soit L la latene
d'aès au bus pour n'importe quelle requête. En utilisant un arbitre fontionnant suivant
GRR ave N groupes et Ni ÷urs dans le groupe Gi, la latene pire-as d'aès au bus
appliquée à un groupe est donnée par la formule suivante :
∀i ∈ [0..N − 1], LGi = N × L (3.2)
A partir de l'équation (3.1), nous en déduisons la latene pire-as d'aès au bus ap-
pliquée à un ÷ur de e groupe :
∀i ∈ [0..N − 1], ∀j ∈ [0..Ni − 1], LCj∈Gi = Ni × (N × L) (3.3)
3.3 Le protoole Geometri Group Latenies
La seonde des deux politiques d'arbitrage que nous proposons a été nomméeGeometri
Group Latenies (GGL). Ave e protoole, le seond niveau d'arbitrage utilise toujours la
politique du tourniquet, alors que la séletion des groupes au premier niveau d'arbitrage
se fait selon une nouvelle politique intitulée Geometri Latenies Dans la setion suivante,
nous dérivons l'algorithme GL appliqué à un arbitrage à un seul niveau avant d'analyser
les latenes d'aès au bus produites par Geometri Group Latenies.
3.3.1 Présentation de l'algorithme Geometri Latenies
Le premier des deux protooles que nous avons développés, GRR, attribue des latenes
de bus égales à tous les groupes. La priorisation de l'un ou l'autre des groupes peut
uniquement varier en y inluant plus ou moins de ÷urs d'exéution. A ontrario, dans
le protoole Geometri Latenies les latenes évoluent aussi en proportion inverse de la
priorité du groupe, à la manière d'une série géométrique. Dans la suite de ette setion,
nous notons qu'un groupe est servi pour exprimer le fait qu'à l'intérieur de e groupe, le
÷ur séletionné par l'arbitre de seond niveau peut aéder au bus.
Dans l'exemple présenté dans la gure 3.4, qui orrespond au pire sénario d'arbitrage,
le groupe G0 peut obtenir l'aès au bus partagé une fois sur deux au maximum, et les
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deux autres groupes peuvent y aéder une fois sur quatre au maximum. Si on onsidère
une latene de bus de L yles, ei signie que la première requête à servir du groupe G0
subit une latene pire-as de 2.L yles tandis que ette valeur est de 4.L pour elles des
groupes G1 et G2. Il est à noter que les deux derniers groupes subissent toujours la même
latene.
3.3.2 Spéiation
An de dérire la manière dont il serait possible de réaliser une implémentation maté-
rielle du méanisme d'arbitrage utilisé dans Geometri Latenies, nous avons spéié les
signaux régissant le omportement de l'arbitre. Cette modélisation garantit que le sé-
nario pire-as montré dans la gure 3.4 est elui qui mène toujours aux pires latenes de
bus pour les ÷urs de haque groupe. Elle doit aussi dérire le omportement de l'arbi-
tre dans tous les autres as, 'est-à-dire lorsque il n'est pas saturé de requêtes et qu'une
hiérarhisation de la priorité des requêtes doit être eetuée.
Le fontionnement de l'arbitre est régi par les trois signaux de ontrle suivants :
 le signal ri (request) positionné à 1 indique que le groupe Gi a au moins une requête
en attente (non servie) ;
 le signal gi (grant) est à 1 lorsque le groupe Gi est servi et est à 0 pour les autres
groupes ;
 le signal pi (prioritize) est une variable d'état qui est positionnée à 1 lorsqu'on doit
attribuer la priorité au groupe Gi au prohain réneau laissé libre par les groupes
d'indie plus faible Gj<i.
Dans les équations que nous présentons i-dessous, nous onsidérons que ri, gi et pi
sont des variables booléennes. Le bus est alloué au groupe Gi au yle t à ondition que
e groupe ait une requête en attente (rti), qu'il ait la priorité sur les groupes d'indie plus
élevé (pti) et qu'auun groupe d'indie plus faible n'ait la priorité sur le bus (
∏i−1
j=0 p
t
j).
Cei est exprimé par l'équation (3.4) :
gti = r
t
i .p
t
i.
i−1∏
j=0
ptj (3.4)
Nous devons ensuite dénir omment se fait l'attribution des priorités entre les dif-
férents groupes. Le positionnement du signal pt+1i à 1 indique que le groupe Gi aura la
priorité sur les groupes d'indie plus élevé au yle t+1. Cei peut se faire dans deux as
préis. Dans le premier as, Gi a déjà la priorité (sur les groupes d'indie plus élevé Gj>i)
au yle t mais il ne peut obtenir l'aès au bus immédiatement ar un groupe d'indie
plus faible a déjà la priorité sur lui, don ette priorité est reportée sur le yle suivant :
pt+1i = p
t
i.
i−1∑
j=0
ptj (3.5)
Dans le seond as, Gi n'a pas la priorité (sur les groupes d'indie plus élevé Gj>i) au
yle t mais auun groupe d'indie plus faible Gk<i n'a la priorité sur lui, don il gagne
ette priorité pour le yle suivant :
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pt+1i = p
t
i.
i−1∏
j=0
ptj (3.6)
Ces deux formules peuvent être regroupées en utilisant un ou exlusif. Enn, omme les
deux derniers groupes ont le même niveau de priorité, le dernier groupe GN−1 a la priorité
lorsque l'avant-dernier groupe GN−2 ne l'a pas, et inversement. Tout ei s'exprime par
l'équation (3.7) :


pt+1i = p
t
i ⊕
i−1∏
j=0
ptj ∀i 6= N − 1
pt+1N−1 = p
t+1
N−2
(3.7)
On attribue les réneaux de bus au groupe GN−1 ave la même fréquene que pour
GN−2. Finalement, nous obtenons l'expression de la latene pire-as d'aès au bus d'un
÷ur :


LGi = 2
i+1 × L ∀i < N − 1
LGN−1 = 2
N−1 × L
(3.8)
La preuve de l'équation (3.8) est donnée dans la setion suivante.
3.3.3 Preuve de la spéiation
Soit δi la plus petite distane entre deux réneaux ave
i−1∏
j=0
pj = 1.
Supposons que gti = 1. D'après l'équation (3.4), ela signie que p
t
i = 1 et
i−1∏
j=0
ptj = 1.
D'après l'équation (3.7), nous obtenons pt+1i = 0. De plus ∀d | 1 ≤ d < δi,
i−1∏
j=0
pt+dj = 0,
e qui nous donne pt+d+1i = 0.
Maintenant,
i−1∏
j=0
pt+δij = 1. Puisque p
t+δi
i = 0, nous obtenons g
t+δi
i = 0 (d'après l'équa-
tion (3.4)).
De plus, d'après l'équation (3.7), nous savons que ∀d | δi + 1 ≤ d < 2δi,
i−1∏
j=0
pt+dj = 0
et don que pt+d+1i = 1.
Par onséquent, gt+2δii = 1. Cei prouve que la distane la plus ourte entre deux
réneaux ave gi = 1 est égale à 2δi.
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De plus, ∀d | 2δi ≤ d < 3δi ,
i−1∏
j=0
pt+dj = 0 et p
t+d+1
i = 0.
Ensuite, la distane entre deux réneaux telle que
i∏
j=0
pj = 1 i.e.
i−1∏
j=0
pj = 1 et pi = 0,
également notée δi+1, est donnée par 3δi − δi : δi+1 = 2δi.
Par onséquent, la distane la plus ourte entre deux réneaux ave gi+1 = 1 est deux
fois la distane entre deux réneaux ave gi = 1.
Finalement, les équations (3.4) et (3.7) pour G0 peuvent être simpliées par g
t
0 = r
t
0.p
t
0
et pt+10 = p
t
0. Cei donne δ0 = 2.
Par réurrene sur i, nous obtenons δi = 2
i+1
.
3.3.4 Implémentation matérielle
Les équations vues à la setion préédente permettent non seulement de fournir une
spéiation formelle du protoole Geometri Latenies mais aussi de donner un aperçu
de la manière dont il pourrait être implémenté matériellement à l'aide d'une mahine de
Mealy.
La gure 3.5 montre un exemple d'automate ni qui pourrait être utilisé pour modéliser
le omportement du protoole présenté ave quatre groupes de priorité diérents. Dans le
as présent, nous onsidérons que tous les ÷urs émettent ontinuellement des requêtes,
i.e. ∀i ∈ [0..N−1], ri = 1. Les n÷uds du graphe ontiennent la valeur des variables d'état
pi. Elles sont initialisées à 0 sauf pour le dernier groupe. Les valeurs des ars représentent
les résultats de l'algorithme d'arbitrage à travers les signaux d'attribution du bus gi. Les
valeurs de gi permettent de vérier que le groupe G0 aède au bus une fois sur deux, le
groupe G1 une fois sur quatre, et les deux derniers groupes G2 et G3 une fois sur huit.
3.3.5 Généralisation à un protoole à deux niveaux
La gure 3.6 illustre un exemple d'arbitrage de bus partagé par huit ÷urs en utilisant
le protoole Geometri Group Latenies. La onguration retenue est GGL-{1,3,4}, e
qui signie qu'il y a trois niveaux de priorité : le premier ÷ur dans G0, les trois ÷urs
suivants dans G1 et les quatre derniers dans G2. Les ÷urs envoient des requêtes au bus
en permanene.
Le ÷ur appartenant à G0 obtient un réneau sur deux. Le groupe G1 est servi une
fois sur quatre, à l'instar du groupe G2, et les ÷urs à l'intérieur de es deux groupes se
partagent équitablement les slots alloués suivant la politique du tourniquet. La ongu-
ration retenue implique qu'un ÷ur appartenant à G1 peut aéder au bus une fois sur
3× 4 = 12 au maximum, et une fois sur 4× 4 = 16 pour un ÷ur appartenant à G2.
En utilisant un arbitre fontionnant suivantGeometri Group Latenies aveN groupes,
la latene pire-as d'aès au bus pour un groupe est donnée par l'équation (3.8). Les slots
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10000100
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Figure 3.5  Automate ni représentant le omportement d'un arbitre utilisant le pro-
toole Geometri Latenies.
Clok
t= 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
C0 R0 R1 R2 R3 R4 R5 R6 R7
0 1 2 3 4 5 6 7 8
C1 R0 R1
0 1
C2 R0
0 1
C3 R0
0 1
C4 R0
0 1
C5 R0
0 1
C6 R0
0 1
C7 R0
0 1
G0
G1
G2
Figure 3.6  Exemple d'arbitrage de bus ave le protoole Geometri Group Latenies
(GGL-{1,3,4}).
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attribués au groupe Gi sont partagés entre les Ni ÷urs qu'il inlut suivant la politique
Round Robin. La latene pire-as d'aès au bus pour un ÷ur Cj appartenant au groupe
Gi est don : 

LCj∈Gi = (Ni.2
i+1)× L ∀i ∈ [0..N − 2]
LCj∈GN−1 = (NN−1.2
N−1)× L
(3.9)
3.4 Modalités d'évaluation du méanisme
Nous avons herhé à évaluer l'impat sur la performane pire-as d'un ensemble de
tâhes hétérogènes de notre méanisme d'arbitrage à deux niveaux, utilisant une politique
adaptée à l'estimation de temps d'exéution par analyse statique. Nous présentons ii le
protoole expérimental utilisé pour réaliser nos mesures.
3.4.1 Méthodologie
Outil de mesure
Les protooles présentés dans e rapport ont été modélisés à l'aide de la plateforme
OTAWA
1
dédiée à l'analyse statique de temps d'exéution pire-as et qui inlut notam-
ment :
 un loader de ode binaire supportant plusieurs jeux d'instrutions (PowerPC, ARM,
TriCore, x86, et.) ;
 un omposant d'analyse de ahe d'instrutions basé sur des tehniques d'interpré-
tation abstraite ;
 un omposant d'analyse temporelle qui évalue le temps d'exéution pire-as des blos
de base, en prenant en ompte l'arhiteture ible et les résultats de l'analyse de ahe
d'instrutions ;
 un loader d'informations de ontrle de ot (ow fats) apable de lire les annota-
tions fournies par l'outil automatisé oRange [27℄ ;
 un omposant de alul de temps d'exéution pire-as qui onstruit un système ILP
(Integer Linear Programming) selon la méthode IPET (Impliit Path Enumeration
Tehnique). Ce système est résolu en utilisant l'outil lp_solve
2
.
Jeux de test
Les benhmarks utilisés pour es mesures sont listés dans le tableau 3.1. Les trois pre-
mières tâhes du jeu de test appartiennent à la olletion de benhmarks de l'université de
Mälardalen, tandis que les autres sont des fontions du benhmark Susan utilisé dans la
suiteMiBenh. Certaines de es fontions ont été redimensionnées pour obtenir des temps
d'exéution susants. De plus amples détails sur les aratéristiques des tâhes utilisées
(temps d'exéution, omportement en mémoire) sont donnés en Annexe A. Puisque nous
1. http://www.otawa.fr/
2. http://lpsolve.soureforge.net/
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Benhmark Funtion
nsihneu Simulation d'un réseau de Petri étendu. Code généré au-
tomatiquement et ontenant beauoup de strutures on-
ditionnelles (plus de 250).
statemate Code généré automatiquement par l'outil STAtehart Real-
time-Code generator STARC.
ompress Programme de ompression de données provenant de la
suite de benhs SPEC95. La ompression est eetuée sur
un tampon ontenant une petite quantité de données aléa-
toires.
susan_orners_quik Algorithme de détetion d'angles provenant de la suite SU-
SAN (programme de traitement d'image bas-niveau).
susan_edges_small Algorithme de détetion de bords de la suite SUSAN.
susan_priniple Algorithme d'appliation de ltre de la suite SUSAN.
edge_draw Algorithme de traé de bords de la suite SUSAN.
orner_draw Algorithme de traé de oins de la suite SUSAN.
Table 3.1  Programmes de test utilisés.
Largeur de l'étage de hargement d'instrution 4
Largeur des étages de déodage, renommage et envoi 2
Taille de la le de hargement 8
Taille de la fenêtre d'instrutions 4
Unités fontionnelles (latene)
UAL entière (1 yle) 1
UAL ottante (3 yles) 1
Multiplieur (6 yles) 1
Diviseur (15 yles) 1
Mémoire (2 yles) 1
Table 3.2  Conguration des ÷urs.
voulons analyser les résultats de nos protooles à deux niveaux indépendamment de l'al-
gorithme utilisé pour ordonnaner les tâhes, nous n'utilisons pour le moment qu'un en-
semble de 8 tâhes, an que haune d'entre elles soit attribuée à un ÷ur diérent et
unique.
3.4.2 Caratéristiques de l'arhiteture ible
Les mesures présentées i-après ont été eetuées en onsidérant un proesseur à 8
÷urs supersalaires à exéution ordonnée implémentant le jeu d'instrutions PowerPC
et dont les paramètres sont donnés dans le tableau 3.2. Chaque ÷ur a ses propres ahes
d'instrutions et de données. Les ahes d'instrutions sont à deux voies, assoiatifs par
ensembles ave des lignes de ahe de 16 otets et une apaité totale de 2 Ko. La taille des
ahes a été délibérément xée à une valeur faible pour que les résultats soient signiatifs
étant donnée la faible taille des benhmarks. Le remplaement des blos dans les ahes est
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Clok
t= 0 1 2 3 4 5 6 7 8 9 10 11 12 13
Bus d'adresses
1 2
Mémoire
[1℄ Leture M1 M2 M3 M4 [2℄ Leture ...
Bus de données
M1 M2 M3 M4
Figure 3.7  Diagramme temporel d'une opération de leture en mémoire.
assuré par la politique LRU. Enn, notre outil ne modélisant pas les ahes de données,
les temps d'exéution obtenus l'ont don été en onsidérant d'abord des ÷urs ayant un
ahe de données parfait (Always Hit) de la même dimension que le ahe d'instrutions,
puis n'ayant pas de ahe de données (Always Miss).
La largeur du bus est de 32 bits. Sa latene est d'un yle, et la latene pire-as d'une
leture ou d'une ériture en mémoire est de 5 yles. La gure 3.7 illustre omment est
alulée la durée totale du hargement d'une ligne de ahe depuis la mémoire. La diusion
de l'adresse ible en mémoire sur le bus d'adresse prend un yle, la leture du premier
blo de mémoire (4 otets) prend 5 yles, la leture des trois blos suivants se faisant en
un seul yle pour haun d'entre eux. Leur transfert sur le bus de données se fait au yle
suivant leur leture et en parallèle de la leture du blo de mémoire suivant. Au nal, le
hargement d'une ligne de ahe depuis la mémoire est eetué en 10 yles. Mais ei
ne vaut que pour la première itération puisqu'aux hargements suivants, la diusion de
l'adresse ible reouvre la requête préédente : la latene totale de l'opération est alors
de 9 yles. Par onséquent, dans le as d'un arbitre fontionnant selon Round Robin sur
une plateforme à 8 ÷urs, la latene mémoire pire-as appliquée à haque ÷ur est de
10 + 7× 9 = 73.
3.4.3 Stratégies d'alloation des tâhes aux groupes
Le but des méanismes d'arbitrage Group Round Robin et Geometri Group Laten-
ies est de fournir plus de bande passante sur le bus aux ÷urs exéutant les tâhes
les plus ritiques, e qui a pour onséquene de réduire leur temps d'exéution pire-as.
An d'améliorer le temps d'exéution global de l'ensemble de tâhes de test, il pourrait
sembler intéressant d'allouer les tâhes les plus longues aux groupes de plus haute prio-
rité. Cependant, onsidérer uniquement le temps d'exéution pire-as d'une tâhe peut ne
pas rendre ompte de son omportement vis-à-vis des ressoures de stokage partagées et
don du méanisme d'interonnexion permettant d'y aéder. Une tâhe dont l'exéution
ne renontre que peu de défauts de ahe aède peu au bus partagé, et don son temps
d'exéution n'est que faiblement aeté par le groupe auquel elle est allouée.
Par la suite, nous proposons d'évaluer l'impat de diérents ritères d'alloation sur
les performanes de notre méanisme :
 le temps d'exéution pire-as de la tâhe sur une plateforme mono-÷ur, exprimé en
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i Benhmark WCET Nb. req. ratio bus/ Sensibilité
1-÷ur bus ahe WCET
Cahe de données parfait (AH)
0 nsihneu 529.409 102.767 84,12% +21,5%
1 statemate 786.369 107.788 85,07% +30,8%
2 susan_orners_quik 2.125.304 163.699 53,33% +71,1%
3 susan_edges_small 2.260.287 104.722 23,42% +43,8%
4 ompress 671.504 10.107 2,59% +3,0%
5 susan_priniple 836.778 2.190 0,79% +0,9%
6 edge_draw 820.343 37 0,01% +0,0%
7 orner_draw 915.205 34 0,01% +0,0%
Cahe de données absent (AM)
0 nsihneu 687.763 206.051 91,39% +4,5%
1 statemate 920.367 177.138 90,49% +6,1%
2 susan_orners_quik 5.016.023 621.595 81,26% +36,4%
3 susan_edges_small 7.186.993 717.400 67,69% +49,4%
4 ompress 1.303.706 136.923 26,47% +5,2%
5 susan_priniple 5.069.392 440.626 61,60% +34,8%
6 edge_draw 4.274.231 340.048 51,52% +27,0%
7 orner_draw 4.901.337 390.039 50,00% +30,9%
Table 3.3  Critères des tâhes du jeu de test utilisé (taille du ahe d'instrutions : 2
Ko)
nombre de yles ;
 le nombre brut de requêtes sur le bus, équivalent au nombre de défauts de ahe ;
 le ratio du nombre de requêtes sur le bus par rapport au nombre total de hargements
dans le ahe (taux de défauts de ahe) ;
Les valeurs de es ritères ont été alulées pour haque tâhe du jeu de test, ave ahe
de données parfait ou sans ahe de données et sont regroupées dans le tableau 3.3. Nous
introduisons également un nouveau ritère, la sensibilité du temps d'exéution pire-as en
fontion de la latene de bus.
Sensibilité du temps d'exéution pire-as d'une tâhe à la latene du bus
L'hétérogénéité d'une tâhe s'explique par son omportement vis-à-vis de la hiérarhie
mémoire : elle génère plus de requêtes mémoire qu'une autre tâhe lorsqu'elle renontre
un plus fort taux de défauts de ahe ou plus simplement lorsque son temps d'exéution
est plus élevé. Nous herhons à synthétiser es diérenes en mesurant leur inuene sur
le temps d'exéution pire-as des tâhes du jeu de test. La sensibilité normalisée du temps
d'exéution pire-as σt à une latene de bus variant de λ1 à λ2 d'une tâhe t appartenant
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Figure 3.8  Sensibilité du temps d'exéution pire-as en fontion de la latene de bus
et en onsidérant un ahe de données absent (Data Always-Miss).
à un ensemble de tâhes τ est donnée par la formule suivante :
∀t ∈ τ, σt =
WCET λ2t −WCET
λ1
t∑
i∈τ WCET
λ1
i
(3.10)
Dans l'équation (3.10), WCET λt est le temps d'exéution pire-as de la tâhe t en
prenant en ompte une latene d'aès au bus λ. La sensibilité σt est normalisée par rap-
port à la somme des temps d'exéution pire-as de toutes les tâhes. Cei rend ette valeur
utile an d'identier les tâhes qui doivent bénéier d'une meilleure bande-passante en
vue d'améliorer la performane globale de l'ensemble de tâhes.
Les sensibilités de temps d'exéution pire-as de haune des tâhes de test sont
représentées dans la gure 3.8, ave un ahe de données absent (Always Miss) et dans
la gure 3.9, ave un ahe de données parfait (Always Hit). Elles sont alulées à partir
de l'équation (3.10) en prenant omme latene de référene λ1 la valeur de 73 yles, qui
orrespond au délai pire-as d'aès à un bus arbitré par Round Robin sur une plateforme
à 8 ÷urs. Plusieurs valeurs de latene λ2 sont utilisées : elles orrespondent à des valeurs
renontrées ave les méanismes d'arbitrage GRR et GGL, omme le montre la table 3.4.
A titre d'exemple, ave la onguration GGL-{1,2,5}, le ÷ur du groupe G0 subit une
latene de 19 yles, les deux ÷urs du groupe G1 ont une latene de 73 yles, et eux
du dernier groupe G2 une latene de 181 yles. Nous listons les valeurs numériques des
sensibilités de WCET dans le tableau 3.3 en utilisant une valeur de λ2 égale à 217 yles
(ette valeur orrespond à la latene maximale pouvant être observée par les ÷urs, f.
tableau 3.4).
Les gures 3.8 et 3.9 permettent d'évaluer l'inuene de la modiation de la latene
subie par une tâhe sur le temps d'exéution de l'ensemble du jeu de test, 'est-à-dire la
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Figure 3.9  Sensibilité du temps d'exéution pire-as en fontion de la latene de bus
et en onsidérant un ahe de données parfait (Data Always-Hit).
somme des temps d'exéution des tâhes qui le omposent. Par exemple, ave un ahe de
données parfait, appliquer une latene pire-as de 37 yles à la tâhe susan_edges_small
(par rapport à la latene standard de 73 yles) améliore le temps d'exéution du jeu de
test de 11 %. On observe qu'il est possible d'augmenter la latene d'aès au bus de
ertaines tâhes (par exemple, ompress) ave un impat modeste sur les performanes
des tâhes, alors qu'une rédution signiative du temps d'exéution du jeu de test est
réalisable à ondition de réduire la latene d'autres tâhes, omme susan_orners_quik.
Notre approhe n'est pas omplètement inédite : Mutlu et al. [71℄ ont déjà proposé
une approhe permettant d'évaluer le ralentissement dû à la mémoire (f. setion 2.3.1).
Néanmoins, leur protoole est reongurable à la volée, et néessite de mettre à jour
les valeurs des fateurs de ralentissement au fur et à mesure de l'exéution des tâhes,
e qui n'est ompatible ni ave les exigenes des systèmes temps-réel strits ni ave le
mode de fontionnement des outils d'analyse statique. Le alul de sensibilité du temps
d'exéution présenté ii néessite seulement une analyse hors-ligne des tâhes à exéuter,
et retransrit un omportement statistique, 'est-à-dire basé sur la totalité des opérations
mémoire réalisées durant l'exéution des tâhes.
3.4.4 Modalités de onguration de l'arbitre
Les arbitres à deux niveaux doivent être ongurés pour onnaître à la fois le nombre
de groupes utilisés et le nombre de ÷urs à l'intérieur de haun de es groupes. Dans
le tableau 3.4, les trois premières olonnes orrespondent au nombre de ÷urs Ni dans
haun des groupes Gi. Les six olonnes suivantes orrespondent aux latenes d'aès au
bus LCj∈Gi subies par les ÷urs de es groupes Gi en utilisant le protoole Group Round
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Conguration Latenes ave GRR Latenes ave GGL
N0 N1 N2 LCj∈G0 LCj∈G1 LCj∈G2 LCj∈G0 LCj∈G1 LCj∈G2
8 - - 73 - - 73 - -
1 7 - 19 127 - 19 127 -
2 6 - 37 109 - 37 109 -
3 5 - 55 91 - 55 91 -
1 1 6 28 28 163 19 37 217
1 2 5 28 55 136 19 73 181
1 3 4 28 82 109 19 109 145
2 1 5 55 28 136 37 37 181
2 2 4 55 55 109 37 73 145
3 1 4 82 28 109 55 37 145
3 2 3 82 55 82 55 73 109
4 1 3 109 28 82 73 37 109
5 1 2 136 28 55 91 37 73
Table 3.4  Congurations de l'arbitre testées.
Robin, puis Geometri Group Latenies.
Les valeurs des latenes subies par les ÷urs dépendent diretement de la onguration
hoisie. Le tableau 3.4 permet de dresser une liste de toutes les ongurations possibles,
'est-à-dire toutes les ombinaisons possibles de ÷urs sur un, deux ou trois groupes.
Certaines ongurations ne sont pas inluses ar elles sont redondantes. Par exemple, un
rapide alul permet de vérier que la onguration GRR-{6,1,1} est équivalente à GRR-
{1,1,6}, et que la onguration GGL-{1,1,6} est équivalente à GGL-{2,6}. De la même
manière, GRR-{2,3,3} équivaut à GRR-{3,2,3}, et GGL-{2,3,3} équivaut à GGL-{2,6}.
Pour améliorer la lisibilité du tableau, les n-uplets de latenes indiqués en gras désignent
des ongurations non redondantes entre les deux protooles.
Au nal, pour éviter de répéter plusieurs fois des mesures similaires, nous devons tester :
 une onguration à un groupe (orrespondant à un arbitrage lassique de type Round
Robin) ;
 trois ongurations à deux groupes (les latenes sont les mêmes pour GRR et pour
GGL) ;
 inq ongurations à trois groupes pour GRR ;
 neuf ongurations à trois groupes pour GGL.
Ave un arbitre de bus à deux niveaux utilisant es 18 ongurations diérentes, la
leture du tableau montre que les latenes de bus peuvent prendre 14 valeurs λi dif-
férentes éhelonnées de 19 à 217 yles. Pour haune des tâhes du jeu de test et haune
des valeurs de λi, nous avons don eetué un alul de temps d'exéution pire-as en
onsidérant :
 soit un ahe de données parfait (Data Always-Hit) : les suès de ahe d'instrutions
oûtent un yle, les défauts de ahe d'instrutions oûtent λi yles, tout aès au
ahe de données oûte un yle ;
 soit un ahe de données absent (Data Always-Miss) : les suès de ahe d'instru-
tions oûtent un yle, les défauts de ahe d'instrutions oûtent λi yles, tout
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aès au ahe de données oûte λi yles.
En fontion de es paramètres, haune des tâhes peut avoir 28 valeurs de temps
d'exéution pire-as diérentes. Ce sont don 224 estimations de temps d'exéution pire-
as qui ont été réalisées au moyen d'un sript avant que es valeurs ne soient ombinées
pour déterminer les ongurations optimales pour haque protoole.
L'équation (3.11) montre omment il est possible de déterminer pour haque on-
guration le nombre de ombinaisons γ{N0,N1,N2} lorsqu'on utilise trois groupes. On alule
d'abord le nombre d'alloations possibles de tâhes dans le premier groupe, 'est-à-dire
le nombre de ombinaisons de N0 éléments parmi n. Ensuite on alule le nombre d'allo-
ations possibles dans le seond groupe parmi les tâhes restantes, 'est-à-dire le nombre
de ombinaisons de N1 éléments parmi n−N0. Les tâhes restantes vont dans le dernier
groupe (une seule ombinaison possible) :
γ{N0,N1,N2} =
(
n
N0
)
×
(
n−N0
N1
)
(3.11)
L'équation (3.11) peut être généralisée an de aluler le nombre de ombinaisons
γ{N0,...,NN−1} sur une plateforme à n ÷urs répartis en N groupes omptant Ni ÷urs dans
haun d'entre eux :
γ{N0,...,NN−1} =
N−2∏
i=0
(
n− (
∑i−1
j=0Nj)
Ni
)
(3.12)
La gure 3.10 présente le nombre de possibilités d'alloation de tâhes aux groupes
pour haque onguration. En additionnant toutes les ombinaisons possibles, 2473 om-
binaisons diérentes ont été évaluées au total.
3.5 Résultats expérimentaux
Nous présentons ii les résultats d'amélioration de temps d'exéution obtenus par
les méanismes d'arbitrage présentés préédemment. Considérant une plateforme à huit
÷urs, nous ne retenons que des ongurations d'arbitre omprenant trois groupes de
priorité diérents au maximum.
Dans un premier temps, nous avons herhé à établir toutes les valeurs de performane
pouvant être obtenues par notre algorithme, en testant toutes les alloations possibles de
tâhes et toutes les ongurations possibles pour haque algorithme. Cei ne peut être réa-
lisé que pour des ensembles réduits de tâhes allouées à un petit nombre de groupes, sous
peine d'une augmentation drastique de l'espae des solutions à explorer. C'est pourquoi
dans un seond temps nous herhons à reproduire les meilleures valeurs des temps d'exé-
ution en utilisant les stratégies d'alloation des tâhes aux ÷urs vues préédemment.
Les résultats obtenus montrent que les arbitres à deux niveaux peuvent substantiellement
améliorer les performanes d'un ensemble de tâhes hétérogènes, à ondition que leur
alloation soit réalisée ave soin.
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Figure 3.10  Nombre d'alloations possibles de tâhes aux groupes γ{N0,N1,N2} pour
haque onguration {N0, N1, N2}.
3.5.1 Test exhaustif de toutes les ombinaisons
Les tableaux 3.5 et 3.6 présentent les résultats expérimentaux obtenus par notre mé-
anisme d'arbitrage à deux niveaux. Pour haque tableau, les trois premières olonnes
orrespondent au partitionnement des ÷urs dans les diérents groupes de priorité. Dans
le as de ongurations ave trois groupes, Group Round Robin et Geometri Group La-
tenies fournissent des strutures de latenes diérentes : une même ligne présente don
des résultats diérents suivant que l'on utilise l'un ou l'autre des protooles. Pour haque
type de ahe de données, haque protoole, haque onguration des groupes et haque
alloation possible de tâhes aux groupes, nous avons alulé deux valeurs diérentes : le
plus élevé des temps d'exéution pire-as des tâhes exéutées (appelé par la suite temps
d'exéution maximum de l'ensemble de tâhes ou WCET Max.), et la somme des temps
d'exéution pire-as des diérentes tâhes exéutées (Somme des WCET ).
La première valeur mesurée peut par exemple être utile pour améliorer le temps d'exé-
ution pire-as d'une appliation parallèle dont les threads s'exéutant onurremment
sont représentés par les tâhes du jeu de test : la politique de priorisation suivie par
l'arbitre permet d'améliorer le temps d'exéution pire-as du ou des threads ritiques,
'est-à-dire eux provoquant le plus d'attente aux points de synhronisation. La seonde
valeur mesurée permet quant à elle d'avoir un aperçu du taux d'utilisation des ÷urs :
plus la somme des temps d'exéution est basse, plus il est possible d'ordonnaner des
tâhes supplémentaires sur la même plateforme.
An de simplier la présentation des résultats, nous n'avons retenu pour haque on-
guration que l'alloation de tâhes optimale permettant d'obtenir la valeur minimale
des temps d'exéution. Pour haun des tableaux, les trois premières olonnes montrent
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Conguration WCET Max. Somme des WCET
N1 N2 N3 GRR GGL GRR GGL
8 - - 46.021.703 46.021.703 181.588.379 181.588.379
1 7 - 58.496.999 58.496.999 246.514.523 246.514.523
2 6 - 48.134.578 48.134.578 191.861.771 191.861.771
3 5 - 36.030.829 36.030.829 170.941.235 170.941.235
1 1 6 71.810.338 95.486.098 255.936.614 328.264.133
1 2 5 53.581.234 71.131.639 195.898.091 248.212.769
1 3 4 37.865.309 50.244.323 184.518.725 233.040.281
2 1 5 53.581.234 71.131.639 195.898.091 227.136.803
2 2 4 37.561.765 49.802.341 166.591.427 181.418.639
3 1 4 37.865.309 49.802.341 184.518.725 174.759.233
3 2 3 36.296.698 34.808.477 174.423.776 161.371.013
4 1 3 37.865.309 33.738.971 184.518.725 166.302.383
5 1 2 53.581.234 36.030.829 195.898.091 175.872.605
Table 3.5  Meilleurs résultats de temps d'exéution pire-as (en nombre de yles) sans
ahe de données (Data Always-Miss).
la onguration utilisée, tandis que les olonnes 4 & 6 (respetivement 5 & 7) donnent les
temps d'exéution maximum de l'ensemble de tâhes et la somme des temps d'exéution
des tâhes ave la politique d'arbitre GRR (resp. GGL). La première ligne donne (en
italique) les temps d'exéution pire-as maximum (ou les sommes des temps d'exéution
pire-as) obtenus ave un arbitre utilisant Round Robin. Ces valeurs nous servent de point
de omparaison ave les résultats obtenus par les arbitres à deux niveaux. Pour haque
olonne, les valeurs minimales et maximales obtenues sont indiquées en gras. Elles per-
mettent d'identier la ou les ongurations amenant aux temps d'exéution les plus bas.
La diérene par rapport aux temps d'exéution de référene peut être très importante.
Résultats sans ahe de données
Le tableau 3.5 présente les meilleures mesures de temps d'exéution réalisées en on-
sidérant un proesseur sur lequel les ÷urs sont dépourvus de ahe de données. Ave
les alloation optimales de tâhes pour haque onguration, le temps d'exéution maxi-
mum de l'ensemble de tâhes peut varier de -26,7% à +107,5%, tandis que la somme des
temps d'exéution peut varier de -11,1% à +80,8% par rapport aux valeurs de référene
(indiquées en italique).
Les résultats obtenus par notre arbitre à deux niveaux montrent que l'utilisation de
la politique Geometri Group Latenies permet d'atteindre de meilleurs temps d'exéu-
tion que Group Round Robin. A titre d'exemple, l'alloation de tâhes optimale sur trois
groupes ave la onguration GGL-{4,1,3} permet d'améliorer le temps d'exéution maxi-
mum de l'ensemble de tâhes de test de 26,7 % par rapport à Round Robin, alors que ette
valeur n'est réduite que de 21,7 % en utilisant la onguration GRR-{3,5}. En regardant
de plus près la manière dont les tâhes sont allouées aux groupes, on onstate que la
tâhe susan_edges_small, présentant la sensibilité de temps d'exéution la plus élevée,
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Figure 3.11  Meilleures sommes des temps d'exéution pire-as des tâhes de test (en
nombre de yles) observés ave un ahe de données parfait (Always Hit).
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Figure 3.12  Meilleurs temps d'exéution pire-as maximum de l'ensemble de tâhes de
test (en nombre de yles) observés ave un ahe de données parfait (Always Hit).
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Conguration WCET Max. Somme des WCET
N1 N2 N3 GRR GGL GRR GGL
8 - - 12.220.502 12.220.502 32.994.425 32.994.425
1 7 - 13.674.729 13.674.729 36.586.235 36.586.235
2 6 - 7.789.634 7.789.634 28.156.061 28.156.061
3 5 - 9.287.276 9.287.276 28.030.691 28.030.691
1 1 6 11.606.462 15.423.290 32.752.145 39.156.455
1 2 5 6.743.569 8.965.039 26.255.837 30.494.711
1 3 4 9.154.164 11.866.503 27.968.717 32.778.551
2 1 5 6.743.569 8.965.039 26.255.837 27.266.933
2 2 4 9.287.276 6.354.050 26.414.921 24.157.145
3 1 4 9.154.164 6.441.825 27.968.717 23.804.507
3 2 3 9.287.276 9.287.276 29.414.108 27.055.109
4 1 3 9.154.164 8.250.051 27.968.717 27.202.385
5 1 2 6.743.569 8.250.051 26.255.837 28.177.967
Table 3.6  Meilleurs résultats de temps d'exéution pire-as (en nombre de yles) ave
un ahe de données parfait (Data Always-Hit).
est allouée au groupe G1 garantissant une latene de 37 yles, alors que les tâhes ayant
les valeurs de sensibilité les plus faibles (nsihneu, statemate et ompress) sont allouées
au groupe G2 ave une latene de 109 yles. De la même manière, la meilleure somme des
temps d'exéution est réduite de 11,1 % en utilisant la ombinaison optimale de tâhes
sur les groupes ouplée au protoole GGL-{3,2,3}.
Résultats ave un ahe de données parfait
Considérer une arhiteture de ÷ur sans ahe de données mène évidemment à des
résultats pessimistes puisqu'on onsidère que le bus est onstamment solliité par des
requêtes de données, alors qu'en situation d'exéution réelle la bande passante néessitée
est moindre. Comme il a été préisé préédemment, l'outil OTAWA ne permet pas pour le
moment une analyse omplète du ahe de données. C'est pourquoi nous avons également
mesuré les temps d'exéution de notre jeu de tâhes en onsidérant un ahe de données
parfait (Data Always-Hit). Les résultats obtenus sont présentés dans le tableau 3.6. Ave
les alloations optimales de tâhes pour haque onguration, le temps d'exéution ma-
ximum de l'ensemble de tâhes peut varier de -48,0% à +26,2%, tandis que la somme des
temps d'exéution peut varier de -27,9% à +18,7% par rapport aux valeurs de référene
(indiquées en italique).
Les meilleurs résultats sont toujours obtenus ave le protoole Geometri Group La-
tenies. La valeur optimale du temps d'exéution maximum de l'ensemble de tâhes est
réduite de 48,0% ave la onguration GGL-{2,2,4}, alors que elle de la somme des temps
d'exéution des tâhes est diminuée de 27,9% ave la onguration GGL-{3,1,4}.
Ces améliorations plus importantes des temps d'exéution s'expliquent par le om-
portement temporel des tâhes analysées : si seul le ahe d'instrutions subit des défauts,
la sensibilité des temps d'exéution de ertaines tâhes est plus élevée, alors que d'autres
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Figure 3.13  Meilleures sommes des temps d'exéution pire-as des tâhes de test (en
nombre de yles) observés sans ahe de données (Always Miss).
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Figure 3.14  Meilleurs temps d'exéution pire-as maximum de l'ensemble de tâhes de
test (en nombre de yles) observés sans ahe de données (Always Miss).
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tâhes ne voient leur temps d'exéution que faiblement ou nullement inuené (f. gure
3.9). Notre méanisme permet des gains de performanes de plus en plus intéressants au
fur et à mesure que l'éart-type des valeurs de sensibilités des temps d'exéution augmente.
Les meilleures performanes obtenues par Geometri Group Latenies, que e soit ave
ou sans ahe de données parfait, sont à mettre en relation ave la gestion ne des priorités
rendue possible par e protoole. Ainsi, ave les ongurations à trois groupes présentées
dans le tableau 3.4, les latenes subies par les tâhes peuvent varier de 19 à 217 yles ave
le protoole GGL, mais seulement de 28 à 163 yles pour GRR. GGL permet en outre
une plus grande exibilité en autorisant plus de ongurations diérentes (13 ontre 9
dans notre exemple à 3 groupes). Ce protoole semble don plus intéressant pour arbitrer
un bus sur une plateforme exéutant un ensemble de tâhes fortement hétérogènes.
3.5.2 Validation des stratégies optimales d'alloation
Nous herhons maintenant à déterminer quelle stratégie d'alloation parmi elles
présentées en setion 3.4.3 permet de s'approher le plus possible voire d'égaler les per-
formanes exhaustives de l'arbitre à deux niveaux vues dans la setion préédente. Nous
herhons à établir une hiérarhie préalable de priorités entre les diérentes tâhes pour
déterminer à l'avane elles qui bénéieraient le plus d'une latene d'aès au bus réduite.
Nous avons retenu quatre ritères d'alloation des tâhes permettant de rendre ompte
de leur omportement statistique en mémoire. Un lassement déroissant des valeurs de
haque ritère étudié est réalisé, omme le montrent les tableaux 3.7 et 3.9 : la priorité
des tâhes est proportionnelle à es valeurs. Par onséquent, les tâhes les plus longues,
bénéiant d'une sensibilité de temps d'exéution, d'un nombre de requêtes sur le bus ou
d'un taux de défauts de ahe plus élevés sont allouées au groupe de priorité la plus im-
portante. Ensuite et omme dans la setion préédente, nous testons les 18 ongurations
possibles de notre arbitre à deux niveaux. Les tâhes les plus prioritaires suivant le ritère
retenu sont allouées au groupe de ÷urs présentant les latenes les plus faibles.
Les tableaux 3.8 (respetivement 3.10) montrent les résultats obtenus ave un ahe
de données absent (resp. parfait). Pour haque alloation retenue sur haune des 18
ongurations testées, nous avons alulé les deux valeurs déjà utilisées en setion 3.5.1 :
le temps d'exéution pire-as maximum de l'ensemble des tâhes du jeu de test (WCET
Max.), et la somme des temps d'exéution pire-as des diérentes tâhes du jeu de test
(Somme des WCET ). La troisième olonne montre la onguration de ÷urs dans les
groupes ayant onduit au meilleur résultat (présenté en quatrième olonne). Enn, la
dernière olonne présente l'éart entre les meilleurs résultats obtenus ii et les résultats
optimaux onstatés en testant toutes les ombinaisons possibles de ÷urs aux groupes.
Résultats sans ahe de données
Nous évaluons les quatre ritères d'alloation listés i-dessus. Tout aès au ahe de
données est ii omptabilisé omme étant une requête au bus.
Les trois premiers ritères retenus (temps d'exéution pire-as, sensibilité du temps
d'exéution, nombre de requêtes au bus) génèrent des alloations de tâhes aux groupes
similaires. Les ombinaisons générées permettent de retrouver exatement les valeurs opti-
males des temps d'exéution présentées dans le tableau 3.5. En e qui onerne le meilleur
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i Benhmark
WCET
brut
3 susan_edges_small 7.186.993
5 susan_priniple 5.069.392
2 susan_orners_quik 5.016.023
7 orner_draw 4.901.337
6 edge_draw 4.274.231
4 ompress 1.303.706
1 statemate 920.367
0 nsihneu 687.763
i Benhmark
Nb. req.
bus
3 susan_edges_small 717.400
2 susan_orners_quik 621.595
5 susan_priniple 440.626
7 orner_draw 390.039
6 edge_draw 340.048
0 nsihneu 206.051
1 statemate 177.138
4 ompress 136.923
i Benhmark
Sensib.
WCET
3 susan_edges_small +49,4%
2 susan_orners_quik +36,4%
5 susan_priniple +34,8%
7 orner_draw +30,9%
6 edge_draw +27,0%
1 statemate +6,1%
4 ompress +5,2%
0 nsihneu +4,5%
i Benhmark
ratio bus/
ahe
0 nsihneu 91,39%
1 statemate 90,49%
2 susan_orners_quik 81,26%
3 susan_edges_small 67,69%
5 susan_priniple 61,60%
6 edge_draw 51,52%
7 orner_draw 50,00%
4 ompress 26,47%
Table 3.7  Priorisation des tâhes en fontion des diérents ritères retenus ave un
ahe de données absent.
Critère Valeur Meilleure Meilleur Eart vs.
d'alloation mesurée onguration résultat optimum
WCET brut
WCET Max. GGL-{4,1,3} 33.738.971 =
Somme des WCET GGL-{3,2,3} 161.371.013 =
Variab. WCET
WCET Max. GGL-{4,1,3} 33.738.971 =
Somme des WCET GGL-{3,2,3} 161.371.013 =
Nb. req. bus
WCET Max. GGL-{4,1,3} 33.738.971 =
Somme des WCET GGL-{3,2,3} 161.371.013 =
ratio bus/ahe
WCET Max. RR-{8} 46.021.703 +36,4%
Somme des WCET RR-{8} 181.588.379 +12,5%
Table 3.8  Temps d'exéution obtenus en fontion des diérents ritères d'alloation
des tâhes aux groupes ave un ahe de données absent.
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i Benhmark
WCET
brut
3 susan_edges_small 2.260.287
2 susan_orners_quik 2.125.304
7 orner_draw 915.205
5 susan_priniple 836.778
6 edge_draw 820.343
1 statemate 786.369
4 ompress 671.504
0 nsihneu 529.409
i Benhmark
Nb. req.
bus
2 susan_orners_quik 163.699
1 statemate 107.788
3 susan_edges_small 104.722
0 nsihneu 102.767
4 ompress 10.107
5 susan_priniple 2.190
6 edge_draw 37
7 orner_draw 34
i Benhmark
Sensib.
WCET
2 susan_orners_quik +71,1%
3 susan_edges_small +43,8%
1 statemate +30,8%
0 nsihneu +21,5%
4 ompress +3,0%
5 susan_priniple +0,9%
7 orner_draw +0,0%
6 edge_draw +0,0%
i Benhmark
ratio bus/
ahe
1 statemate 85,07%
0 nsihneu 84,12%
2 susan_orners_quik 53,33%
3 susan_edges_small 23,42%
4 ompress 2,59%
5 susan_priniple 0,79%
7 orner_draw 0,01%
6 edge_draw 0,01%
Table 3.9  Priorisation des tâhes en fontion des diérents ritères retenus ave un
ahe de données parfait.
temps d'exéution, 'est la onguration GGL-{4,1,3} qui permet d'obtenir les meilleurs
résultats. La tâhe susan_edges_small, ayant le temps d'exéution et la sensibilité de
temps d'exéution les plus élevés, est allouée au groupe G1 qui garantit une latene de
bus de 37 yles. Les tâhes susan_orners_quik, susan_priniple, orner_draw et
edge_draw sont allouées au groupe G0 ayant une latene de 73 yles, et les trois tâhes
restantes vont dans le dernier groupe.
Pour la somme des temps d'exéution, 'est la ombinaison GGL-{3,2,3} qui mène
aux meilleures valeurs. Les trois tâhes de plus haute priorité (susan_edges_small,
susan_priniple et susan_orners_quik) sont rangées dans le groupe G0, les deux
suivantes (orner_draw et edge_draw) vont dans le groupe G1 et les trois tâhes restantes
vont dans le dernier groupe.
Résultats ave un ahe de données parfait
Les résultats obtenus en onsidérant des ahes de données parfaits montrent que les
quatre ritères retenus ii ne produisent pas des alloations de tâhes aux ÷urs identiques.
A titre d'exemple, le temps d'exéution maximum du jeu de tâhes peut être supérieur de
46,2% à elui obtenu en testant toutes les ombinaisons possibles (il reste ependant bien
inférieur à la valeur obtenue ave un arbitre utilisant Round Robin). De la même manière,
la somme des temps d'exéution varie elle aussi de +0% à +18,3% par rapport aux valeurs
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Critère Valeur Meilleure Meilleur Eart vs.
d'alloation mesurée onguration résultat optimum
WCET brut
WCET Max. GRR-{2,6} 7.789.634 +22,6%
Somme des WCET GRR-{2,6} 28.156.061 +18,3%
Variab. WCET
WCET Max. GGL-{2,2,4} 6.354.050 =
Somme des WCET GGL-{3,1,4} 23.804.507 =
Nb. req. bus
WCET Max. GGL-{3,1,4} 6.441.825 +1,4%
Somme des WCET GGL-{3,1,4} 23.804.507 =
ratio bus/ahe
WCET Max. GRR-{2,2,4} 9.287.276 +46,2%
Somme des WCET GGL-{3,1,4} 25.465.457 +7,0%
Table 3.10  Temps d'exéution obtenus en fontion des diérents ritères d'alloation
des tâhes aux groupes ave un ahe de données parfait.
optimales. La meilleure alloation est réalisée en utilisant le ritère de la sensibilité : elle
est elle qui permet d'atteindre les valeurs optimales des temps d'exéution (f. setion
3.5.1).
En e qui onerne les mesures réalisées sans ahe de données, trois des quatres straté-
gies testées produisent des alloations similaires et des performanes identiques pour la
meilleure onguration testée. On observe notamment un forte orrélation entre le temps
d'exéution et la valeur de sensibilité : en l'absene d'un ahe de données, les tâhes les
plus longues sont aussi elles qui néessitent la plus grosse fration de la bande passante
sur le bus. Il s'agit visiblement d'une aratéristique partiulière des tâhes utilisées dans
le jeu de test, puisqu'une tâhe longue peut aussi eetuer peu d'aès au bus, notamment
si elle est omposée de boules ayant un grand nombre d'itérations et tenant en ahe, et
si elle n'a pas ou peu besoin de harger des données depuis la mémoire.
Pour les deux arhitetures testées (sans ahe de données, et ave des ahes de don-
nées parfaits), le ritère d'alloation le plus pertinent semble être la valeur de sensibilité
du temps d'exéution pire-as. Il permet à haque fois de déterminer préisément quelle(s)
tâhe(s) bénéient le plus d'une latene d'aès au bus réduite, an de réduire le temps
d'exéution global du jeu de test et ainsi améliorer l'ordonnançabilité de la plateforme.
En outre le alul de la valeur de sensibilité est relativement peu oûteux, puisqu'il né-
essite seulement deux estimations du temps d'exéution de la tâhe ave deux latenes
de bus diérentes, et es valeurs ont déjà dû être alulées auparavant an de pouvoir
utiliser notre arbitre à deux niveaux. Les résultats montrent que les meilleures valeurs
de temps d'exéution maximum et de somme des temps d'exéution du jeu de test sont
systématiquement identiques lorsque toutes les alloations de ÷urs aux groupes sont
testées, et lorsqu'une seule alloation est réalisée suivant le ritère de la sensibilité du
temps d'exéution.
Conlusion
Nous avons présenté dans e hapitre un nouveau méanisme d'arbitrage de bus à
deux niveaux, permettant une analyse préise des latenes mémoire subies par une tâhe
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exéutée sur une arhiteture multi-÷urs. Les deux politiques d'ordonnanement des
aès au bus utilisées (Group Round Robin et Geometri Group Latenies) introduisent
plusieurs niveaux de priorités, an de s'adapter à des ensembles de tâhes hétérogènes
dont les besoins en bande passante sur le bus sont diérents. Les ÷urs sont attribués à
des groupes de priorité garantissant des latenes de bus pire-as diérentes, et totalement
prévisibles : elles ne dépendent pas du omportement des tâhes aédant au bus partagé.
La onguration de l'arbitre, 'est-à-dire la politique utilisée, le nombre de groupes et le
nombre de ÷urs dans haque groupe, détermine à elle seule les latenes subies par les
÷urs.
La exibilité oerte par e méanisme permet d'améliorer signiativement la perfor-
mane pire-as de notre plateforme de test. Les résultats montrent que dans le as le
plus défavorable (sans ahe de données), le protoole GGL permet d'améliorer le temps
d'exéution maximum du jeu de test de 26,7%, et de réduire la somme des temps d'exé-
ution des tâhes de 11,1% par rapport à une plateforme utilisant un arbitrage de bus
onventionnel (Round Robin). En onsidérant un ahe de données parfait, les diérenes
de omportement entre les tâhes du jeu de test s'aentuent, e qui permet d'améliorer
es valeurs respetives de 48,0% et de 27,9%.
L'étendue des tests menés (plus de 2.400 ombinaisons de tâhes et de ongurations
évaluées) montre que l'alloation des tâhes aux groupes doit être eetuée ave le plus
grand soin si l'on veut obtenir une amélioration signiative des temps d'exéution. Mais
évaluer l'ensemble des possibilités d'alloation n'est pas une perspetive raisonnable si le
nombre de ÷urs ou de groupes vient à augmenter signiativement. C'est pourquoi nous
introduisons la notion de sensibilité du temps d'exéution pire-as d'une tâhe par rapport
à la latene de bus subie. Cette valeur permet de mieux identier les tâhes fortement
pénalisées par un traitement équitable des aès aux ressoures de stokage partagées, et
qui bénéieraient le plus d'une augmentation de bande passante. Les mesures eetuées
montrent qu'en allouant les tâhes ayant la sensibilité de temps d'exéution la plus élevée
aux groupes garantissant la latene de bus la plus faible, on obtient les performanes
optimales pouvant être délivrées par notre méanisme.
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Chapitre 4
Répartition et ordonnanement de
harges de travail hétérogènes
omplexes sur une arhiteture
multi-÷urs
L'idée d'un méanisme d'arbitrage de bus à deux étages est maintenant étendue à des
systèmes à harges de travail omplexes, où le nombre de tâhes ayant des ontraintes
temps-réel strites dépasse le nombre de ÷urs disponibles. Par onséquent, haun des
÷urs n'est plus dédié à l'exéution exlusive d'une seule tâhe mais doit être partagé
eaement entre plusieurs d'entre elles.
Nous nous intéressons ii à l'alloation de tâhes aux ÷urs sur des systèmes multi-
÷urs hétérogènes. Il existe deux types de stratégies d'alloation. Dans les stratégies basées
sur le partitionnement en sous-ensembles de tâhes, le méanisme d'alloation assigne
toutes les ourrenes d'une même tâhe au même ÷ur : il n'y a pas de migration de
tâhes possible. Dans les stratégies n'utilisant pas le partitionnement, haque ourrene
d'une tâhe peut être exéutée sur un ÷ur diérent.
Cependant, l'utilisation des arbitres à deux niveaux sur notre plateforme fait que les
temps d'exéution des tâhes varient suivant le ÷ur auquel elles sont allouées. Les tests
d'ordonnanement utilisés dans les approhes sans partitionnement ne permettent pas de
prendre en ompte ette variabilité. C'est pourquoi nous onsidérons ii une approhe
d'alloation partitionnée. De ette manière, une fois la répartition des tâhes entre les
diérents ÷urs eetuée, l'ordonnanement de haque sous-ensemble de tâhes peut être
réalisé ave un algorithme lassique d'ordonnanement mono-proesseur.
Dans e hapitre, nous proposons un algorithme hors-ligne de partitionnement et d'al-
loation d'ensembles de tâhes aux ÷urs permettant de tirer parti des performanes des
arbitres de bus à deux niveaux. Le but reherhé est de réduire la harge globale du
système, tout en veillant à respeter les ontraintes temporelles des tâhes exéutées.
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4.1 Spéiation du problème
De manière générale, un algorithme d'alloation multi-÷urs (ou multi-proesseurs)
herhe à répartir un ensemble de tâhes (harge de travail) τ omposé de n tâhes in-
dépendantes (t0, ..., tn−1) sur un ensemble de m ÷urs (c0, ..., cm−1). Nous utilisons un
modèle de tâhes périodiques, dans lequel les ourrenes d'une même tâhe arrivent à
intervalles réguliers. Les dates d'arrivée des diérentes tâhes sont indépendantes les unes
des autres.
Dans ette onguration, haque tâhe ti est aratérisée par son temps d'exéution
pire-as noté Ci, sa période Pi ainsi que par sa date d'éhéane Di. Nous onsidérons ii
des tâhes ayant des dates d'éhéane impliites, i.e. Di = Pi. Le taux d'utilisation d'une
tâhe ti est noté υi et est déni par :
∀i ∈ [0, n− 1], 0 < υi =
Ci
Pi
≤ 1 (4.1)
Nous dénissons dans e hapitre un taux d'utilisation unitaire u, qui orrespond à
une valeur de référene de l'utilisation de haque tâhe sur une plateforme multi-÷urs
lassique arbitrée par Round-Robin. Le taux d'utilisation υi étant proportionnel au temps
d'exéution pire-as Ci, une tâhe présentant une sensibilité du temps d'exéution pire-
as à la latene de bus importante (f. setion 3.4.3) verra son taux d'utilisation varier
de façon plus importante autour du taux d'utilisation unitaire en fontion du niveau de
priorité qui lui est aordé par l'arbitre de bus.
Déterminer la meilleure alloation des tâhes aux ÷urs est un problème NP-diile [40℄.
Les solutions qui s'en approhent reposent sur un ompromis entre omplexité alulatoire
et eaité du partitionnement obtenu [73℄. Les travaux existant utilisent généralement
des heuristiques dérivées du problème de bin-paking, omme [31℄ ou [14℄. Le problème de
bin-paking est bien adapté au as de tâhes ayant un taux d'utilisation statique, 'est-
à-dire ne variant pas suivant le ÷ur auquel elles sont allouées. Cei est le as lorsque
l'arbitrage de bus se fait suivant Round-Robin : la latene de bus et par onséquene le
taux d'utilisation des tâhes ne peuvent varier qu'en fontion du nombre de ÷urs de la
plateforme.
La validité de l'alloation de tâhes aux ÷urs doit être vériée à l'aide d'un algorithme
d'ordonnanement. Dans le problème présent, l'alloation est partitionnée, e qui permet
d'utiliser un algorithme lassique d'ordonnanement mono-proesseur pour assurer que
haque sous-ensemble de tâhes respete ses éhéanes temporelles (f. setion 4.4).
Dans e hapitre, nous donnons dans un premier temps un exemple de partitionnement
d'un ensemble de tâhes ave un algorithme de bin-paking. Cependant, les tâhes exé-
utées sur des plateformes multi-÷urs hétérogènes présentent des taux d'utilisation dy-
namiques, en raison de la variabilité des temps d'exéution. Nous proposons un algorithme
permettant d'allouer des ensembles de tâhes dans e as de gure. Les solutions validées
par l'algorithme sont ordonnançables ave l'algorithme NP-EDF. Finalement, nous om-
parons les résultats issus des deux méthodes.
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4.2 Partitionnement de harges de travail à taux
d'utilisation statique
Nous nous intéressons ii à un problème lassique (à une dimension) de bin-paking,
aussi parfois appelé problème du sa à dos [48, 55℄.
Le problème de bin-paking herhe à ranger dans un nombre minimum de boîtes (bins)
une liste L d'objets ai telle que :
L = (a0, a1, ..., an−1) | ∀i ∈ [0, n− 1], 0 < ai ≤ 1 (4.2)
Ce problème a été largement étudié par la ommunauté de reherhe opérationnelle
depuis le début des années 1970. Il a notamment été montré qu'il était NP-omplet [40℄.
On peut très failement établir une analogie entre la dénition de l'équation (4.2) et notre
problématique, qui onsiste à partitionner un ensemble de tâhes τ = (t0, ..., tn−1) sur un
ensemble de m ÷urs (c0, ..., cm−1). Dans le as présent ependant, haque ÷ur ck ave
k ∈ [0, m − 1] aepte une harge de travail Uk telle que 0 ≤ Uk ≤ 1. Chaque tâhe ti,
i ∈ [0, n− 1] est assoiée à un taux d'utilisation υi déni par 0 < υi ≤ 1.
Plusieurs heuristiques de résolution sont généralement utilisées [26℄, notamment :
 First-Fit Dereasing : on trie les objets par ordre de taille déroissante puis on range
l'objet ourant dans la première boîte qui peut le ontenir. Ii, ei revient à allouer
la tâhe ourante ti au premier ÷ur ck vériant la ontrainte suivante :
Uk + υi ≤ 1 (4.3)
 Best-Fit Dereasing : on trie les objets par ordre de taille déroissante puis on range
haque objet dans la boîte la plus remplie qui puisse le ontenir. Ii, ei revient à
allouer la tâhe ourante ti au ÷ur ck vériant la ontrainte suivante :
∀j 6= k, Uj + υi ≤ Uk + υi ≤ 1 (4.4)
Ces deux algorithmes ne sont pas optimaux mais permettent d'obtenir de bons résul-
tats. Notons Ω le nombre de boîtes qui seraient utilisées dans une solution optimale. A
ondition que les objets à ranger soient préalablement triés (du plus gros au plus petit),
First-Fit Dereasing et Best-Fit Dereasing n'utilisent jamais plus de
11
9
.Ω+1 boîtes [26℄.
Dans le as présent, le tri avant alloation des tâhes peut être réalisé suivant diérents
ritères, omme le taux d'utilisation υi de haque tâhe, ou son temps d'exéution pire-as
Ci. Dans e dernier as, la seule heuristique de résolution failement utilisable est d'allouer
la tâhe au ÷ur ave la plus petite somme des temps d'exéution des tâhes s'exéutant
déjà dessus.
Nous avons évalué le partitionnement d'un ensemble de tâhes à taux d'utilisation
statique en eetuant le tri des tâhes en fontion de leur taux d'utilisation puis de leur
temps d'exéution. Les résultats sont présentés en setion 4.5.2.
4.3 Partitionnement de harges de travail à taux
d'utilisation dynamique
Dans le hapitre préédent nous avons présenté les protooles d'arbitrage de bus Group
Round Robin et Geometri Group Latenies permettant d'attribuer des latenes de bus
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pire-as diérentes suivant le niveau de priorité des ÷urs. Il n'est pas possible d'utiliser
un algorithme de bin-paking pour gérer l'alloation des tâhes aux ÷urs lorsque le bus
est géré par un arbitre à deux niveaux. En eet, l'heuristique utilisée dans et algorithme
ne permet pas de prendre en ompte la variabilité des durées d'exéution pire-as et des
taux d'utilisation des tâhes en fontion du ÷ur auquel elles sont allouées.
Le partitionnement de harges de travail à taux d'utilisation dynamique a été étudié en
reherhe opérationnelle omme étant un problème à n tâhes et m mahines (ii, ÷urs)
diérentes : lorsque les tâhes à exéuter sont indépendantes et que leur durée dépend
de la mahine qui leur est allouée, la méthode la plus eae pour résoudre le problème
est de déterminer la solution optimale de sa représentation sous forme de programme
linéaire [29, 94℄. On fournit à e programme les durées d'exéution de haque tâhe sur les
mahines, puis on alule le déoupage de l'ensemble de tâhes en moreaux (ii, ensembles
de tâhes), haun étant exéuté sur une mahine diérente. Finalement, les onditions
d'ordonnanement sont vériées, e qui permet de tester la validité de la solution obtenue.
4.3.1 Tradution du problème en système de ontraintes linéaires
Un problème linéaire entier omprend tout d'abord une fontion objet à optimiser
('est-à-dire à minimiser ou à maximiser suivant les besoins). Dans le as présent, le but
reherhé est de diminuer autant que possible la harge sur les ÷urs. Nous dénissons
don une fontion objet U à minimiser et étant égale à la somme des taux d'utilisation
de haque ÷ur Uk :
min : U =
m−1∑
k=0
Uk (4.5)
Nous onsidérons une onguration omprenant m ÷urs et N groupes de priorité
diérents (es valeurs sont onnues au préalable). Il est néessaire d'ajouter un ertain
nombre de variables dans le système d'équations avant de pouvoir le résoudre.
La variable booléenne px permet de dénir la politique d'arbitrage de bus x hoisie :
∀x ∈ (GRR,GGL),


px = 1 si le protoole est x
px = 0 sinon
(4.6)
La variable booléenne gy−z permet de dénir le nombre de ÷urs z dans le groupe Gy.
Chaque groupe doit omprendre au minimum un ÷ur. Étant donné qu'il y a N groupes
au total, il ne peut don y avoir que m− (N−1) ÷urs au maximum dans haque groupe.
Chaque variable gy−z est positionnée de la façon suivante :
∀y ∈ [0, N − 1], ∀z ∈ [1, m− (N − 1)],


gy−z = 1 si Gy ontient z ÷urs
gy−z = 0 sinon
(4.7)
La variable booléenne ckgy permet de dénir à quel groupe de priorité Gy appartient
haque ÷ur ck :
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∀y ∈ [0, N − 1], ∀k ∈ [0, m− 1],


ckgy = 1 si ck appartient à Gy
ckgy = 0 sinon
(4.8)
L'alloation d'une tâhe ti à un ÷ur ck est préisée par la valeur de la variable ckti :
∀i ∈ [0, n− 1], ∀k ∈ [0, m− 1],


ckti = 1 si ti est allouée à ck
ckti = 0 sinon
(4.9)
Notons Cx−y−zi le temps d'exéution d'une tâhe ti ave un arbitrage de bus suivant
une politique x et allouée à un groupe Gy ontenant z ÷urs, et Pi sa date d'éhéane.
Le taux d'utilisation υx−y−zi d'une tâhe ti exéutée ave les paramètres énonés i-dessus
est donné par la formule suivante :
∀i ∈ [0, n− 1], ∀k ∈ [0, m− 1], υx−y−zi =
Cx−y−zi
Pi
(4.10)
Les diérentes valeurs de υx−y−zi doivent être alulées au préalable et sont intégrées
dans le système de ontraintes sous forme de données numériques. Finalement, le taux
d'utilisation de haque ÷ur s'érit de la manière suivante :
Uk =
∑
i,x,y,z
px.gy−z.ckgy.ckti.υ
x−y−z
i (4.11)
Le problème d'alloation des tâhes aux ÷urs omprend un ertain nombre de on-
traintes. Premièrement, la plateforme ne peut avoir qu'une seule politique d'arbitrage de
bus, e qui s'érit de la façon suivante :
∑
x∈(GRR,GGL)
px = 1 (4.12)
Ensuite, haque groupe de priorité Gy ne peut avoir qu'une quantité unique de ÷urs
z :
∀y ∈ [0, N − 1],
m−(N−1)∑
z=1
gy−z = 1 (4.13)
De plus, haque ÷ur ck ne peut appartenir qu'à un seul et unique groupe Gy. Cei est
assuré par la ontrainte suivante :
∀k ∈ [0, m− 1],
N−1∑
y=0
ckgy = 1 (4.14)
Enn, haque tâhe ti ne peut être allouée qu'à un seul et unique ÷ur ck. Cei s'érit
de la façon suivante :
∀i ∈ [0, n− 1],
m−1∑
k=0
ckti = 1 (4.15)
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Nom du solveur Version Soure Remarque
lp_solve 5.5.0.15 LGPL Non ommerial
GLPK (GNU Linear 4.47 GNU Non ommerial
Programming Kit)
CPLEX 12.4.0.0 IBM(R) ILOG(R) Commerial
Table 4.1  Solveurs ILP utilisés.
4.3.2 Algorithme de reherhe de solution optimale
Le tableau 4.1 liste les diérents logiiels évalués an de trouver une solution valide,
'est-à-dire une alloation des tâhes aux ÷urs qui soit ordonnançable ave un taux d'u-
tilisation global U qui soit aussi faible que possible. Implémentant plusieurs algorithmes
de reherhe de solution optimale, omme la méthode du simplex ou elle du point in-
térieur, le logiiel CPLEX a montré des performanes supérieures aux deux autres outils
tant en rapidité d'exéution qu'en pertinene des résultats. C'est don le solveur qui a été
utilisé pour produire les résultats présentés en setion 4.5.
En raison de limitations logiielles inhérentes au méanisme de résolution du problème,
le nombre de variables a été réduit par rapport à la spéiation omplète dérite dans la
setion préédente. En eet, les solveurs existants ne tolèrent l'expression de la fontion
à optimiser que sous une forme
∑
aixi (somme de produits entre une valeur numérique
et une seule variable).
Une manière de ontourner ette limitation est d'externaliser la gestion du protoole
et des ongurations. Il devient don néessaire de dénir au préalable la latene d'aès
au bus lk de haque ÷ur ck en fontion du méanisme d'arbitrage hoisi (GRR ou GGL)
et de la répartition des ÷urs dans les diérents groupes de priorité. Le temps d'exéu-
tion de haque tâhe attribuée à e ÷ur est orrélé à la valeur de ette latene. Nous
notons désormais C lki le temps d'exéution d'une tâhe ti attribuée au ÷ur ck. Le taux
d'utilisation υlki d'une tâhe ti exéutée sur un ÷ur de latene lk est donné par la formule
suivante :
∀i ∈ [0, n− 1], ∀k ∈ [0, m− 1], υlki =
C lki
Pi
(4.16)
Il sut don de lister au préalable toutes les latenes de bus possibles (17 valeurs pour
0 ≤ m ≤ 7) et de aluler tous les temps d'exéution de toutes les tâhes pour toutes
es latenes. Les diérentes valeurs de υlki orrespondantes sont intégrées dans le système
de ontraintes sous forme de données numériques. Le taux d'utilisation de haque ÷ur
s'érit maintenant sous la forme suivante :
Uk =
∑
i
ckti.υ
lk
i (4.17)
La méthode utilisée an de trouver des alloations optimales de tâhes aux ÷urs est
dérite exhaustivement dans l'algorithme 4.1. Cet algorithme a été implémenté dans un
sript en langage Perl. Le prinipe général de l'algorithme est d'enrihir par itérations
suessives le système de ontraintes ILP en y ajoutant les ombinaisons de tâhes testées
omme étant valides ou invalides, jusqu'à e que les ensembles de tâhes alloués à haque
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÷ur soient tous ordonnançables. Il est tout à fait possible que l'algorithme puisse ne pas
trouver de solution ordonnançable (f. résultats en setion 4.5.4).
Par la suite, le nombre total de ÷urs de la plateforme est noté nb_cores et le nombre
de ÷urs utilisés pour réaliser les essais d'alloations est notém. L'algorithme d'alloation
teste toutes les possibilités d'alloation, en ommençant par utiliser un seul ÷ur, puis
deux, jusqu'à arriver aux nb_cores ÷urs du proesseur. Les indies des ÷urs disponibles
vont de 0 à m − 1. Étant donné le nombre de ÷urs utilisés m, toutes les ongurations
possibles γ de ÷urs aux groupes des algorithmes GRR et GGL sont évaluées. Le but est
de déterminer un ouple onguration / alloation de tâhes permettant de minimiser le
nombre de ÷urs néessaires ou la harge globale du système, an de pouvoir par exemple
exéuter onurremment d'autres tâhes n'ayant pas de ontraintes temporelles strites.
L'algorithme ne détermine pas diretement la meilleure onguration possible de tâhes
dans les groupes de priorité (ei se fait par la suite en omparant les résultats pour
haque onguration).
Phase de alul des taux d'utilisation
La première partie de l'algorithme permet de aluler les diérentes valeurs néessaires
à la reherhe d'une solution optimale : latenes, temps d'exéution et taux d'utilisation
des diérentes tâhes du jeu de test.
Pour haque tâhe ti de l'ensemble de tâhes τ , une première valeur du temps d'exé-
ution pire-as CLi est alulée en onsidérant la latene de référene L (ligne 4). Celle-i
orrespond à un arbitrage de bus onventionnel utilisant Round-Robin et a été alulée
au préalable en l. 2 par la formule suivante :
L = (m− 1)× Lbus (4.18)
La période (date d'éhéane impliite) de la tâhe Pi est alulée en fontion de son
temps d'exéution de référene et du taux d'utilisation unitaire appliqué à toutes les
tâhes, noté u (l. 5).
Une fois que la période Pi est déterminée (elle-i reste onstante), l'algorithme par-
ourt les diérentes latenes de bus l possibles ave la onguration ourante γ (l. 10).
Pour haque valeur de l, il alule le temps d'exéution pire-as C li de la tâhe ti (l. 11).
Il établit ensuite le taux d'utilisation U li de la tâhe omme le rapport entre e temps
d'exéution et la période de référene Pi alulée préédemment (l. 12). Les diérentes
valeurs de taux d'utilisation servent à onstruire la fontion à minimiser qui sera donnée
au solveur ILP. Elles sont don sauvegardées dans le tableau ulist an d'être utilisées par
la suite (l. 13).
Enn, l'algorithme réupère pour haque ÷ur ck la latene lk qui lui est appliquée (l.
17). Cette valeur est utile pour gérer les ombinaisons de tâhes interdites (voir i-dessous).
Phase d'alloation des tâhes aux ÷urs
La seonde partie de l'algorithme permet d'injeter les valeurs alulées préédemment
dans le solveur ILP utilisé (CPLEX) an de déterminer une solution optimale. Deux
tableaux sont initialisés en lignes 21 et 22. Ils servent respetivement à stoker les ombi-
naisons de tâhes non ordonnançables (blacklist) et elles qui sont valides (whitelist).
Répartition et ordonnanement de harges de travail hétérogènes omplexes
sur une arhiteture multi-÷urs 80
Algorithme 4.1 Algorithme d'alloation des tâhes aux ÷urs.
1: for m in [1 : nb_cores] do
2: L = rr_lateny(m) ;
3: for eah task ti in τ do
4: CLi = ompute_wet(ti, L) ;
5: Pi = C
L
i /u ;
6: end for
7: for eah onguration γ in possible_ongurations(m) do
8: // Calul des taux d'utilisation
9: for eah task ti in τ do
10: for eah lateny l in possible_latenies(γ) do
11: C li = ompute_wet(ti, l) ;
12: υli = C
l
i/Pi ;
13: add_to(υli, ulist[i][l]) ;
14: end for
15: end for
16: for eah available ore ck do
17: lk = get_lateny(k, γ) ;
18: end for
19: // Alloation des tâhes aux ÷urs
20: all_cores_scheduled = false ;
21: blacklist = ∅ ;
22: whitelist = ∅ ;
23: nb_iter = 0 ;
24: while !(all_cores_scheduled) do
25: nb_iter ++ ;
26: αtmp = solve(τ , m, ulist, blacklist, whitelist) ;
27: all_cores_scheduled = true ;
28: if (αtmp 6= ∅) then
29: // Vériation des ontraintes d'ordonnançabilité
30: for eah taskset τk in αtmp do
31: if (shedulable(τk)) then
32: add_to(τk, whitelist[k]) ;
33: else
34: add_to(τk, blacklist[lk]) ;
35: all_cores_scheduled = false ;
36: end if
37: end for
38: else
39: // Auune solution ordonnançable
40: break ;
41: end if
42: end while
43: α[m][γ] = αtmp ;
44: end for
45: end for
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Tant que tous les ensembles de tâhes ne sont pas ordonnançables (l. 20), l'algorithme
répète le même mode opératoire : il transforme les diérents paramètres en un système
de ontraintes à l'aide desquelles CPLEX herhe une solution (ensembles de tâhes pour
haque ÷ur). En fontion de la validité de es ensembles, le systèmes de ontraintes est
enrihi et le solveur appelé à nouveau, jusqu'à obtention d'une solution omplètement
ordonnançable.
La suite de ette setion indique la manière dont le système de ontraintes est généré
à partir des données d'entrée. Tout d'abord, le programme indique que la fontion objet
U est à minimiser et est égale à la somme des taux d'utilisation de haque ÷ur Uk :
min : U =
m−1∑
k=0
Uk (4.19)
Le fontionnement interne du solveur ne lui permettant d'optimiser que suivant un seul
ritère à la fois, il n'est pas possible d'équilibrer la harge entre les diérents ÷urs. Cei
étant, il est possible de limiter statiquement l'utilisation des ÷urs. Le taux d'utilisation
du ÷ur k, noté Uk, est égal à la somme des taux d'utilisation υ
lk
i des tâhes qui s'exéutent
sur e ÷ur. Il doit impérativement être inférieur ou égal à 1 :
∀k ∈ [0 : m− 1], Uk =
n−1∑
i=0
(υlki . ckti) ≤ 1 (4.20)
En outre, haque tâhe ne peut être allouée qu'à un seul et unique ÷ur. Cei s'érit
de la manière suivante :
∀i ∈ [0 : n− 1],
m−1∑
k=0
ckti = 1 (4.21)
L'appartenane d'un ensemble τ ′ de n tâhes au tableau whitelist[k] signie que les
tests ont validé l'ordonnançabilité de et ensemble sur le ÷ur ck. L'algorithme va don
verrouiller ette alloation valide. Il faut don que les n tâhes appartenant à τ ′ soient
obligatoirement exéutées par ck et qu'en même temps auune autre tâhe ne puisse plus
être allouée à e ÷ur. Cei se traduit par les ontraintes suivantes :
τ ′ ∈ whitelist[k] ⇔ (
∑
ti∈τ ′
ckti = n) ∧ (
∑
tj /∈τ ′
cktj = 0) (4.22)
L'appartenane d'un ensemble τ ′′ de n tâhes au tableau blacklist[l] signie que et
ensemble ne peut pas être ordonnané sur un ÷ur de latene l. En revanhe, il est possible
qu'un sous-ensemble τ ′′′ inlus dans τ ′′ de n′ < n tâhes soit ordonnançable sur e même
÷ur. On ne doit don prosrire que le seul as où les n tâhes de τ ′′ sont allouées au
même ÷ur. Cei se traduit par les ontraintes suivantes :
τ ′′ ∈ blacklist[l] ⇔ ∀ck | lk = l,
∑
ti∈τ ′′
ckti < n (4.23)
Les ontraintes orrespondantes sont ajoutées au système d'équations linéaires. Par la
suite nous présentons les résultats des tests d'alloation en onsidérant deux possibilités :
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 en utilisant seulement l'interdition des ensembles de tâhes non ordonnançables
(blacklist) ;
 en utilisant également le verrouillage des ensembles de tâhes valides (blacklist +
whitelist).
L'interdition des ensembles de tâhes non ordonnançables permet de faire onverger
l'algorithme vers une solution valide sans remettre en ause son optimalité. Le verrouillage
des ensembles des tâhes valides permet d'obtenir une solution plus rapidement mais elle-
i est en revanhe sous-optimale, ar l'espae des solutions explorées est plus restreint.
Si le solveur a trouvé une possibilité d'alloation des tâhes aux ÷urs respetant
les ontraintes d'utilisation des ÷urs et les ontraintes d'alloation issues des itérations
préédentes, il fournit en retour à l'algorithme une solution αtmp (l. 28). Elle onsiste en
un ensemble de valeurs citk exprimant à quel ÷ur haque tâhe a été allouée :
αtmp = {c0t0, ..., c0tn−1, c1t0, ..., cm−1tn−1} (4.24)
L'algorithme regroupe ensuite les tâhes en un sous-ensemble de tâhes τk ∈ αtmp en
fontion du ÷ur ck auquel elles ont été allouées (l. 30), suivant la formule suivante :
∀k ∈ [0 : m− 1], ∀i ∈ [0 : n− 1], ti ∈ τk ⇔ ckti = 1 (4.25)
Un test d'ordonnanement mono-proesseur est ensuite lané (l. 31) pour haque en-
semble τk (f. setion 4.4). Ces diérents tests vont permettre à l'algorithme d'enrihir la
liste des alloations valides et elle des alloations non ordonnançables. Si τk respete les
onditions néessaires et susantes d'ordonnanement ave Earliest Deadline First, il est
plaé dans le tableau whitelist[k] (l. 32). Dans le as ontraire il est ajouté au tableau
blacklist[lk] (l. 34).
Lorsque tous les ensembles de tâhes sont ordonnançables, la solution obtenue αtmp est
érite dans le tableau de solutions α (l. 43).
Dans le as où auune solution valide (i.e. ordonnançable) n'est atteinte, l'emplaement
orrespondant dans le tableau reste vide. Toutes les ongurations possibles pour haque
quantité de ÷urs disponibles sont évaluées.
4.4 Ordonnanement des harges de travail
La phase d'alloation dérite en setion 4.3.2 permet de regrouper les tâhes en sous-
ensembles de tâhes γk, haun d'entre eux étant exéuté sur un ÷ur diérent tout en
assurant que la harge de travail de e ÷ur est inférieure ou égale à 1.
L'ordonnanement des sous-ensembles de tâhes ainsi réés orrespond à la seonde
étape qui permet de valider le bon fontionnement de la plateforme. Il est en eet pri-
mordial de vérier qu'il existe au moins une ombinaison d'exéutions des tâhes sur
haque proesseur permettant à haque tâhe ti de respeter ses ontraintes temporelles,
et notamment sa date d'éhéane Di. On rappelle qu'il n'y a pas de migration de tâhes
possible, 'est-à-dire que les sous-ensembles de tâhes sont gés à l'issue de la phase d'allo-
ation et ne peuvent pas évoluer pendant l'exéution. Par onséquent, l'ordonnanement
peut être réalisé de manière indépendante pour haque sous-ensemble de tâhes à l'aide
d'un algorithme lassique d'ordonnanement mono-proesseur.
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Algorithme Répartition équitable Respet des
des ressoures dates d'éhéane
First-In First-Out (FIFO) non non
Round-Robin (RR) oui non
Completely Fair Sheduler (CFS) oui non
Rate Monotoni Sheduling (RMS) non oui
Earliest Deadline First (EDF) non oui
Table 4.2  Quelques algorithmes d'ordonnanement de tâhes généralement utilisés.
4.4.1 Algorithmes généralement utilisés
Cette setion ne traite que du problème d'ordonnanement de tâhes : l'usage du terme
priorité doit être ompris ii omme faisant référene à la priorité d'exéution d'une tâhe
sur le ÷ur (xée par l'ordonnaneur) et non à la priorité d'aès d'un ÷ur au bus (xée
par l'arbitre de bus) omme dans le reste de e doument.
Le tableau 4.2 liste quelques algorithmes ouramment utilisés dans le domaine de l'or-
donnanement de tâhes. Nous ne traitons pas ii de First-In First-Out, Round-Robin, ou
de Completely Fair Sheduler. En eet, es diérents algorithmes d'ordonnanement ne
permettent pas d'assurer le respet des ontraintes temporelles dans un système temps-réel
strit. Cependant, il existe également des algorithmes permettant de prendre en ompte
la périodiité ou les dates d'éhéane des tâhes lors de leur ordonnanement, tels que
Rate Monotoni sheduling ou Earliest Deadline First.
L'algorithme Rate Monotoni sheduling (RMS) a été présenté par Liu et Layland en
1973. Il permet de vérier l'ordonnançabilité d'un ensemble de tâhes périodiques à l'aide
d'un simple alul [63℄. RMS attribue des priorités d'exéution xes aux diérentes tâhes
en fontion de leurs périodes : la tâhe ayant la plus faible période bénéie du niveau de
priorité le plus élevé.
L'algorithme Earliest Deadline First (EDF) est quant à lui plus réent [19℄. Dans un
ordonnaneur utilisant EDF, les priorités d'exéution sont inversement proportionnelles
aux dates d'éhéanes des tâhes : lorsque plusieurs tâhes sont arrivées en même temps, la
tâhe devant être terminée le plus tt bénéie de la plus haute priorité. Une omparaison
détaillée des algorithmes Rate Monotoni sheduling et Earliest Deadline First a été
dressée dans [15℄. Un ensemble de tâhes n'est garanti ordonnançable ave RMS que
lorsque l'utilisation du proesseur est inférieure à ln(2) ≈ 0, 69. Cette ondition est suf-
sante mais non néessaire : ertains ensembles de tâhes présentant un taux d'utilisation
supérieur peuvent être ordonnançables, mais pas tous. EDF peut quant à lui orir ette
garantie pour des harges de travail ave des taux d'utilisation allant jusqu'à 1. Les tests
d'ordonnançabilité néessaires sont présentés en setion 4.4.2.
Une autre aratéristique qui rend EDF plus intéressant que RMS dans le as présent
est qu'il peut générer un ordonnanement non-préemptif des tâhes (NP-EDF), e qui
réduit signiativement la diulté d'estimation du temps d'exéution pire-as des tâhes.
En eet, la préemption du proesseur par l'ordonnaneur an de laisser la main à une
autre tâhe introduit des délais supplémentaires dans l'exéution des tâhes. Ceux-i sont
notamment dus à la ommutation de ontexte du proesseur : sauvegarde puis hargement
des registres et des ahes, vidage puis ré-amorçage du pipeline.
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Cependant, l'analyse de temps d'exéution pire-as et l'ordonnanement sont deux
étapes non simultanées et indépendantes l'une de l'autre. Durant l'analyse statique, il
est impossible de onnaître le nombre et les dates d'ourrene de es interférenes. Par
onséquent, nous onsidérons que l'exéution de haque tâhe se fait d'un seul blo, 'est-à-
dire qu'il n'y a pas de préemption possible entre tâhes. Il est à noter que la possibilité d'un
ordonnanement non-préemptif est généralement appréiée dans les systèmes embarqués
temps-réel, ertains traitements ne tolérant pas d'interruption par un évènement extérieur.
4.4.2 Ordonnanement ave Earliest Deadline First
non-préemptif
La robustesse des tests d'ordonnanement repose sur la onnaissane préalable des
durées des tâhes à exéuter. Dans le ontexte présent, nous pouvons garantir que le temps
d'exéution réel de haque tâhe ti sera inférieur ou égal à Ci puisque ette valeur est un
majorant issu de l'analyse statique de temps d'exéution pire-as eetuée au préalable.
Si l'ordonnanement des tâhes généré ave es valeurs robustes est valide, alors il le
sera quels que soient les senarii d'exéution des tâhes (diérents jeux d'entrée, onits
d'aès aux ressoures partagées, et.).
La quantité de aluls néessaires à la mise en ÷uvre d'un ordonnanement ave NP-
EDF rend assez ompliquée l'implémentation matérielle de et algorithme. Les tests sont
don réalisés hors-ligne. Cei n'est pas gênant dans le as présent puisque l'ensemble des
tâhes à exéuter sur le proesseur, leurs diérents temps d'exéution et l'alloation des
tâhes aux ÷urs sont déjà déterminés a priori. Il est à noter que n'importe quel autre al-
gorithme d'ordonnanement non-préemptif mono-proesseur pourrait onvenir, ependant
NP-EDF est largement utilisé et est reonnu omme orant de bonnes performanes.
Tout sous-ensemble de tâhes τk est onsidéré omme ordonnnançable ave EDF non-
préemptif si les deux onditions suivantes sont satisfaites [47℄ :
∑
ti∈τk
Ci
Pi
≤ 1 (4.26)
∀ti ∈ τk | ∀L : P1 < L ≤ Pi, L ≥ Ci +
i−1∑
j=1
⌊
L− 1
Pj
⌋.Cj (4.27)
Dans les résultats présentés en setion 4.5, la vériation des onditions d'ordonnança-
bilité ave NP-EDF a été dans un premier temps eetuée à l'aide de l'outil CHEDDAR
1
développé par le laboratoire LISyC (Université de Bretagne Oidentale). Dans un seond
temps nous avons implémenté diretement les formules des équations 4.26 et 4.27 dans
notre algorithme an d'améliorer les délais d'obtention des solutions valides.
4.5 Résultats expérimentaux
Nous avons herhé à mesurer l'impat des méanismes d'arbitrage à deux niveaux
Group Round Robin et Geometri Group Latenies sur le taux d'utilisation global d'un
1. http://beru.univ-brest.fr/singhoff/heddar/
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proesseur multi-÷urs exéutant une harge de travail hétérogène omplexe, où le nombre
de tâhes dépasse le nombre de ÷urs disponibles. Les tâhes sont allouées aux ÷urs
suivant l'algorithme présenté en setion 4.3.2. Nous présentons ii les résultats obtenus.
4.5.1 Méthodologie
Nous avons utilisé une harge de travail de test onstituée de 32 tâhes. Il s'agit en
réalité d'un ensemble de 16 tâhes diérentes (listées en Annexe dans le tableau A.1)
qui sont dupliquées une fois : nous avons remarqué que la distribution des tâhes sur
les diérents ÷urs est plus homogène ave des tâhes deux fois plus nombreuses mais
ayant un taux d'utilisation deux fois moindre, e qui revient au nal à la même harge
totale. Les modalités de alul des temps d'exéution des tâhes sont les mêmes qu'au
hapitre préédent (f. tableau 3.2 et setion 3.4.2 pour les aratéristiques des ÷urs).
Notamment, nous utilisons toujours un proesseur à 8 ÷urs et le même type de bus, an
de garder les mêmes latenes. Notre algorithme évalue toutes les possibilités d'alloation
pour toutes les ongurations de protoole possibles ave un nombre de ÷urs disponibles
ompris entre 1 et 8. Les temps d'exéution de haque tâhe ont don été alulés pour
17 valeurs de latenes diérentes, omprises entre 10 et 217 yles. Nous avons toujours
onsidéré un ahe de données parfait (Data Always-Hit).
La détermination des dates d'éhéane des tâhes, qui sont xes, se fait à l'aide du
taux d'utilisation unitaire u orrespondant à une onguration de référene où huit ÷urs
aèdent à un bus arbitré par le protoole Round-Robin. Soit L la valeur de la latene
d'aès au bus de référene observée ave huit ÷urs et un bus arbitré par RR. Les valeurs
de CLi orrespondent au temps d'exéution pire-as de haque tâhe ti ave une latene L
et sont fournies par la méthode dérite au hapitre préédent. La période Pi (égale à la
date d'éhéane impliite Di) de haque tâhe est alulée par la formule suivante :
∀i ∈ [0, n− 1], Pi =
CLi
u
(4.28)
A la diérene du hapitre préédent, où nous avons pu dans un seond temps retrouver
les meilleures alloations de tâhes aux ÷urs sans avoir à évaluer toutes les ombinaisons
possibles, il n'est pas possible ii de déterminer à l'avane une stratégie optimale en
fontion des aratéristiques des tâhes. Cei est dû au fait que l'optimisation de la solution
du système d'équations linéaires ne peut se faire que suivant un seul ritère, le taux
d'utilisation des ÷urs. Néanmoins, notre algorithme ne parourt pas tout l'espae des
solutions : les ombinaisons de tâhes proposées par le solveur ILP vont du plus faible
oeient de harge proesseur vers le plus important, e qui garantit bien sûr qu'il
n'existe pas de solution valide (ordonnançable) ayant une harge globale plus faible, mais
aussi que toutes les solutions présentant des taux d'utilisation plus élevés ne sont pas
évaluées.
An d'apporter une réponse partielle à e problème, nous proposons un méanisme
de verrouillage des alloations valides qui permet de restreindre très fortement le nombre
d'itérations réalisées par l'algorithme avant d'atteindre une solution ordonnançable, au
prix d'une augmentation relativement limitée de la harge globale.
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Figure 4.1  Taux d'utilisation global U ave l'algorithme de bin-paking.
4.5.2 Evaluation de l'algorithme de bin-paking
A titre de référene et à n de omparaison, nous avons tout d'abord évalué les per-
formanes de l'algorithme de bin-paking sur des harges de travail à taux d'utilisation
statique, ave un arbitre de bus utilisant Round-Robin. Le taux d'utilisation unitaire u
retenu pour l'exemple est égal à 0,23. Nous utilisons deux ritères de tri des tâhes : le
taux d'utilisation υi et le temps d'exéution pire-as Ci. Les tâhes sont allouées ave
l'heuristique First-Fit Dereasing à la fois lorsque le ritère de tri retenu est elui du taux
d'utilisation (la harge totale du ÷ur doit être inférieure ou égale à 1) mais aussi lorsque
le tri se fait suivant les temps d'exéution pire-as déroissants (la tâhe est rangée sur le
÷ur le moins hargé en yles proesseur).
Les tests d'ordonnanement ave NP-EDF ont été intégrés à l'algorithme de bin-
paking. A haque essai de rangement d'une tâhe sur un ÷ur, si la ontrainte de l'heuris-
tique est respetée, des tests sont lanés pour vérier que l'ensemble de tâhes alloué au
÷ur reste bien ordonnançable ave ette nouvelle tâhe. Si e n'est pas le as, un essai
d'alloation est lané sur le ÷ur suivant, et. Si la tâhe ne peut être allouée à auun des
÷urs sans ompromettre le respet des dates d'éhéane des tâhes qui s'exéutent déjà
dessus, alors l'ensemble de tâhes n'est pas ordonnançable.
Les gures 4.1 et 4.2 montrent le taux d'utilisation global du proesseur U et le taux
d'utilisation maximal par ÷ur max(Uk) observés en fontion du nombre de ÷urs utilisés
m. Le seul ritère de tri pour lequel nous avons reproduit les résultats ii est elui du
taux d'utilisation ui déroissant. En eet, lorsqu'on tente de ranger les tâhes par temps
d'exéution Ci déroissants l'algorithme ne trouve pas de solution, la harge totale U étant
systématiquement supérieure au nombre de ÷urs m.
En revanhe, utiliser le taux d'utilisation omme ritère d'alloation des tâhes semble
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Figure 4.2  Taux d'utilisation maximal par ÷ur max(Uk) ave l'algorithme de bin-
paking.
permettre d'équilibrer au mieux les harges des diérents ÷urs, même si elles-i restent
très prohes de la limite supérieure : le aratère statique de l'arbitrage de bus et les
latenes importantes qu'il induit annulent quasiment le gain apporté par l'apport de
÷urs supplémentaires.
Par ailleurs, malgré l'intégration des tests d'ordonnanement dans l'algorithme de bin-
paking, lorsque u est égal à 0,23 seule la onguration ave m = 8 ÷urs et utilisant
l'alloation par υi a pu aboutir à une solution ordonnançable ave NP-EDF. Les autres
solutions montrées dans les deux gures sont des solutions par défaut où une ou plusieurs
tâhes ne respetent pas leurs éhéanes temporelles.
La suite de e hapitre s'intéresse aux résultats obtenus ave notre nouvel algorithme
d'alloation de tâhes à taux d'utilisation variable.
4.5.3 Reherhe d'une solution valide
La gure 4.3 présente l'évolution de diérents paramètres en fontion du nombre
d'itérations réalisées par l'algorithme 4.1 sur un exemple omportant un total de six ÷urs
disponibles et utilisant la onguration de protoole GGL-{1,2,3}. Le taux d'utilisation
global U est représenté sur le graphe par une ourbe pleine, la ourbe en roix-pointillés
suit la quantité de tâhes non ordonnançables, et la ourbe en pointillés montre le nombre
d'ensembles de tâhes non enore valides.
L'algorithme utilise ii le verrouillage des ensembles de tâhes valides. Le taux d'u-
tilisation global U augmente au fur à mesure des solutions fournies par le solveur : à la
première itération il est égal à 4,66, alors qu'à la trente-sixième itération (elle aboutissant
à une solution valide) il est passé à 4,79.
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Figure 4.3  Évolution du taux d'utilisation global U , du nombre de tâhes non ordon-
nançables et du nombre d'ensembles de tâhes non ordonnançables en fontion du nombre
d'itérations de l'algorithme 4.1 et en onsidérant la onguration GGL-{1,2,3}.
On peut observer qu'à la première itération de l'algorithme il y a six tâhes non or-
donnançables, puis e nombre se stabilise autour de inq tandis que seuls deux ensembles
de tâhes restent non valides. Par ajouts suessifs de ontraintes, l'algorithme parvient
en une trentaine d'itérations à résoudre les onits existant entre les tâhes restant à
ordonnaner. Le graphe 4.3 illustre bien le fontionnement du prinipe de whitelist : le
nombre d'ensembles de tâhes non ordonnançables ne peut aller qu'en diminuant, puisque
tous eux qui sont valides sont automatiquement verrouillés. Cei n'est en revanhe pas
valable pour le nombre de tâhes : le fait de basuler une tâhe d'un ensemble à un autre
peut réer des onits supplémentaires, e qui n'est pas prévisible par le solveur puisque
les tests d'ordonnanement se font de manière externe.
4.5.4 Charges globales minimales atteintes
Les résultats présentés dans ette partie ont été obtenus en onsidérant un taux d'utili-
sation unitaire u égal à 0,21. En eet, les tests ont montré que notre algorithme ne permet
pas de trouver une alloation des tâhes sur huit ÷urs valide en utilisant un arbitrage de
bus suivant Round-Robin lorsque u est supérieur à 0,21. Conserver ette valeur permet
don d'établir un point de omparaison entre les diérentes politiques de bus et d'évaluer
l'amélioration de performanes apportée par GRR et GGL.
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Conguration GRR GGL
N1 N2 N3 min(U) nb_iter min(U) nb_iter
6 - - N/O - - -
1 5 - 4,89 56 - -
2 4 - N/O - - -
1 1 4 4,89 1093 4,65 72
1 2 3 N/O - 4,79 54
2 1 3 N/O - N/O -
3 1 2 N/O - 5,48 42
4 1 1 4,89 1093 5,23 28
7 - - N/O - - -
1 6 - 5,02 55 - -
2 5 - N/O - - -
3 4 - N/O - - -
1 1 5 4,93 276 4,70 63
1 2 4 N/O - 4,82 50
1 3 3 5,44 121 5,02 55
2 1 4 N/O - N/O -
2 2 3 N/O - N/O -
3 1 3 5,44 121 5,51 397
4 1 2 N/O - 5,80 200
8 - - 6,72 380 - -
1 7 - 5,16 51 - -
2 6 - 5,51 7290 - -
3 5 - N/O - - -
1 1 6 4,97 1382 4,76 62
1 2 5 5,41 809 4,86 50
1 3 4 5,46 240 5,04 56
2 1 5 5,41 809 5,32 1039
2 2 4 N/O - 5,40 4224
3 1 4 5,46 240 5,53 38
3 2 3 6,20 115 N/O -
4 1 3 5,46 240 5,82 1217
5 1 2 5,41 809 N/O -
Moyenne 5,37 824,33 5,17 477,94
Table 4.3  Taux d'utilisation global minimummin(U) obtenu pour haque onguration
ave l'algorithme 4.1 (sans prise en ompte de la whitelist) et un taux d'utilisation par
tâhe u égal à 0,21.
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Sans verrouillage des alloations valides
Le tableau 4.3 présente les résultats d'alloation obtenus en utilisant seulement l'in-
terdition des ensembles de tâhes non ordonnançables (blaklist). Etant donné que les
paramètres énonés i-dessus n'ont pas rendu possible de trouver une alloation valide
des tâhes sur inq ÷urs ou moins, seules les ongurations utilisant au minimum six
÷urs sont listées ii. Les trois premières olonnes orrespondent au nombre de ÷urs Ni
dans haun des groupes de priorité Gi. La quatrième (respetivement sixième) olonne
donne pour haque onguration du protoole GRR (resp. GGL) le taux d'utilisation
global minimum min(U) pour lequel l'algorithme a déterminé une solution valide. Les
inquième et septième olonnes donnent le nombre d'itérations de l'algorithme ayant été
néessaires à l'obtention de la solution.
Comme dans les résultats présentés au hapitre préédent, les protooles GRR et GGL
donnent les mêmes latenes de bus pour les as où il n'y a qu'un ou deux groupes de
priorité. De même, pour un protoole donné ertaines ongurations sont équivalentes,
par exemple GRR-{1,3,3} et GRR-{3,1,3} aboutissent au même shéma d'arbitrage et aux
mêmes résultats. Lorsque nous déomptons le nombre de ongurations pour lesquelles
l'algorithme a trouvé une solution valide, nous ne prenons pas en ompte es doublons.
Les ases indiquant N/O orrespondent aux as où l'algorithme n'a pas trouvé de solution
ordonnançable.
La valeur de référene (en italique) orrespond à un arbitre de bus suivant Round-Robin
sur huit ÷urs (représenté dans le tableau par la ligne GRR-{8}). Dans ette onguration,
l'algorithme d'alloation des tâhes aux ÷urs a trouvé une solution valide ayant une
harge globale min(U) égale à 6,72. En revanhe, en utilisant le protoole GRR, la harge
globale du système peut desendre à 4,89 sur seulement six ÷urs ave les ongurations
GRR-{1,5} et GRR-{1,1,4} (ou GRR-{4,1,1}), e qui représente une diminution de 27,2%
par rapport à RR. Lorsque l'algorithme évalue les diérentes possibilités du protoole
GGL, la harge du système peut être réduite à 4,65 sur six ÷urs ave la onguration
GGL-{1,1,4}, e qui équivaut ette fois-i à une amélioration de 30,8% par rapport à la
valeur de référene. De manière générale, on peut remarquer que les harges obtenues ave
GRR et GGL sont systématiquement inférieures à la valeur de référene, ar pour haque
onguration la valeur donnée est elle de la solution ordonnançable ayant la harge la
plus faible (parmi tout l'espae des solutions valides).
Suivant les ongurations, la performane de l'algorithme peut varier grandement.
Ave Group Round Robin, de 51 à 7290 itérations ont été en moyenne néessaires pour
déterminer une solution ordonnançable, alors que le système de ontraintes linéaires a dû
être enrihi de 28 à 4224 fois dans le as de Geometri Group Latenies. Si l'on additionne
tous les aluls néessaires au parours de toutes les ongurations d'arbitre possibles, e
sont pas moins de 19.515 itérations qui ont été réalisées par l'algorithme.
Au nal, les solutions valides aux ongurations de GRR présentent une moyenne des
harges globales minimales obtenues de 5,37, tandis que dans le as de GGL ette valeur
est égale à 5,17. En moyenne, le nombre d'itérations néessaires à l'obtention une solution
valide est d'environ 824 pour le protoole GRR et de 477 pour GGL. Si on omptabilise
pour les deux protooles les ongurations à un et deux groupes, il y a dans le as de
GRR 12 ongurations ayant abouti à une solution valide tandis qu'il y en a 20 pour le
protoole GGL.
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Finalement, on peut noter que GGL surpasse légèrement GRR tant en diminution de la
harge du proesseur et en performanes de l'algorithme qu'en quantité de ongurations
ordonnançables.
Ave verrouillage des alloations valides
Le tableau 4.4 présente les résultats d'alloation obtenus en utilisant à la fois l'inter-
dition des ensembles de tâhes non ordonnançables et le verrouillage des ensembles de
tâhes valides (blaklist + whitelist). La présentation des résultats se fait sous la même
forme que pour le tableau 4.3. Ii, la valeur de référene pour le taux d'utilisation global
minimal du proesseur min(U) ave un arbitrage de bus suivant Round Robin est toujours
de 6,72. Cei est normal puisque dans le as d'un ensemble de tâhes ayant un taux d'u-
tilisation statique, la harge totale du système reste onstante quels que soient les ÷urs
exéutant les ombinaisons de tâhes.
En utilisant le protoole Group Round Robin, l'algorithme trouve ette fois-i une
solution valide permettant d'atteindre une harge globale de 5,01 ave sept ÷urs et la
onguration GRR-{1,1,5}, e qui représente une amélioration de 25,4% par rapport à la
valeur de référene. Lorsque l'algorithme évalue les diérentes possibilités du protoole
GGL, la harge du système peut être réduite à 4,70, toujours sur sept ÷urs et ave la
onguration GGL-{1,1,5}, e qui équivaut à une rédution de 30,1% du taux d'utilisation
onstaté ave RR.
Suivant les ongurations, le nombre d'itérations eetuées par l'algorithme est plus ou
moins élevé. Ave Group Round Robin, de 5 à 101 itérations ont été néessaires pour déter-
miner une solution valide, alors qu'ave Geometri Group Latenies de 6 à 111 itérations
ont dû être eetuées.
Au nal, les solutions valides aux ongurations de GRR présentent une moyenne des
harges globales minimales de 5,54, tandis que dans le as du protoole GGL ette valeur
est égale à 5,37. En moyenne également, le nombre d'itérations eetuées avant l'obtention
d'une solution valide est d'environ 27 pour le protoole GRR et de 34 pour GGL. Si on
omptabilise pour les deux protooles les ongurations à un et deux groupes, il y a dans
le as de GRR 16 ongurations ayant abouti à une solution valide tandis qu'il y en a
21 pour le protoole GGL. En additionnant tous les aluls néessaires au parours de
toutes les ongurations d'arbitre diérentes, e sont 917 itérations qui ont été réalisées
par l'algorithme dans le as présent.
Dans le adre d'un algorithme utilisant à la fois l'interdition des ombinaisons de
tâhes non ordonnançables et le verrouillage des alloations valides, on remarque que
si GGL surpasse légèrement GRR lorsqu'il s'agit de diminuer la harge du proesseur
ou d'obtenir plus de ongurations ordonnançables, 'est par ontre GRR qui donne les
meilleures performanes en termes de rapidité d'obtention d'une solution.
Si l'on ompare les résultats obtenus sans verrouillage des alloations valides à eux
montrés ii, on remarque qu'ils sont générés beauoup plus rapidement dans le seond
as. Le nombre moyen d'itérations néessaires diminue de 96,7% pour GRR et de 92,8%
pour GGL. Le prix à payer de ette amélioration importante de performanes est que les
solutions atteintes sont moins optimales : par rapport aux premiers résultats, la harge
moyenne est augmentée de 3,1% ave GRR et de 3,9% ave GGL. Cei étant, la plus grande
rapidité de l'algorithme ave verrouillage permet de générer des quantités beauoup plus
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Conguration GRR GGL
N1 N2 N3 min(U) nb_iter min(U) nb_iter
6 - - N/O - - -
1 5 - 5,07 7 - -
2 4 - N/O - - -
1 1 4 N/O - N/O -
1 2 3 N/O - 4,79 36
2 1 3 N/O - N/O -
3 1 2 N/O - N/O -
4 1 1 N/O - N/O -
7 - - N/O - - -
1 6 - 5,02 6 - -
2 5 - 5,61 10 - -
3 4 - N/O - - -
1 1 5 5,01 29 4,70 62
1 2 4 5,37 12 4,82 34
1 3 3 5,44 8 5,02 6
2 1 4 5,37 12 N/O -
2 2 3 5,98 82 N/O -
3 1 3 5,44 8 5,65 16
4 1 2 5,37 12 5,90 43
8 - - 6,72 101 - -
1 7 - 5,30 28 - -
2 6 - 5,86 9 - -
3 5 - 6,15 13 - -
1 1 6 5,03 18 4,76 62
1 2 5 5,30 75 4,86 7
1 3 4 5,46 5 5,05 32
2 1 5 5,30 75 N/O -
2 2 4 6,15 10 5,61 111
3 1 4 5,46 5 5,72 20
3 2 3 6,35 19 6,42 18
4 1 3 5,46 5 5,95 28
5 1 2 5,30 75 5,86 10
Moyenne 5,54 27,13 5,37 34,64
Table 4.4  Taux d'utilisation global minimummin(U) obtenu pour haque onguration
ave l'algorithme 4.1 (ave prise en ompte de la whitelist) et un taux d'utilisation par
tâhe u égal à 0,21.
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Figure 4.4  Nombre de ongurations ayant au moins une solution ordonnançable et
nombre moyen d'itérations de l'algorithme en fontion du taux d'utilisation par tâhe u.
importantes de résultats (f. setion 4.5.5).
Dans les deux tableaux, il semble raisonnable d'armer que les meilleurs résultats
obtenus ave GGL sont dûs au plus grand nombre de ongurations diérentes qu'il est
possible de générer à partir d'un même nombre de ÷urs, e qui favorise une adaptation
ne de la latene de bus aux besoins de haque tâhe. Quant à la variabilité des perfor-
manes de l'algorithme d'alloation, elle-i semble s'expliquer par la nature de l'ensemble
des tâhes exéutées et par les onits d'ordonnanement qui peuvent apparaître entre
elles, plutt que par la onguration d'arbitre retenue.
4.5.5 Ordonnançabilité en fontion du taux d'utilisation unitaire
Comme il n'est pas possible de reproduire ii l'ensemble des résultats obtenus ave
notre algorithme de résolution en testant plusieurs valeurs de taux d'utilisation unitaire
diérentes, nous avons plus simplement herhé à évaluer la orrélation entre ette variable
et les possibilités d'obtention d'une solution valide.
Sur la gure 4.4, la ourbe pleine présente l'évolution du nombre de ongurations
nb_configs ayant au moins une alloation de tâhes aux ÷urs ordonnançable en fontion
du taux d'utilisation par tâhe u. Les valeurs de u testées sont omprises dans l'intervalle
[0, 01 : 0, 3] par pas de 0,01, des résultats ayant été trouvés pour u ≤ 0, 27.
Il y a 57 ongurations diérentes de ÷urs dans les groupes possibles au total. Tant
que la valeur de u demeure inférieure à 0,17, notre algorithme est apable de déterminer
des solutions valides pour au moins 50 ongurations diérentes. Le nombre de solutions
déroît ensuite rapidement, notamment pare qu'il n'est plus possible d'ordonnaner la
harge de travail sur un nombre réduit de ÷urs. Lorsque u vaut 0,27 il reste enore deux
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Figure 4.5  Taux d'utilisation global moyen observé Uavg et harge de référene en
fontion du taux d'utilisation par tâhe u.
ongurations de bus pouvant aboutir à une alloation de tâhes valide.
Sur ette même gure, la ourbe en pointillés présente quant à elle l'évolution du
nombre moyen d'itérations nb_iteravg néessaires à l'obtention d'une solution valide, en
fontion du taux d'utilisation par tâhe u. La valeur nb_iteravg est alulée en faisant la
moyenne des nombres d'itérations de l'algorithme nb_iter obtenus pour les ongurations
ayant une solution valide.
On peut observer qu'en moyenne le nombre d'itérations est peu élevé pour des valeurs
de u faibles, e qui laisse à penser que dans es onditions il y a peu de onits de dates
d'éhéane entre les tâhes et qu'ainsi l'algorithme arrive failement à une solution. Cei
est d'ailleurs orroboré sur le même graphe par le nombre élevé de ongurations ayant
obtenu une solution valide. Les performanes de l'algorithme se dégradent ensuite en
même temps que le nombre de ongurations ayant abouti à une solution diminue.
La gure 4.5 présente l'évolution du taux d'utilisation global moyen Uavg en fontion
du taux d'utilisation par tâhe u. La ourbe en pointillés sert de référene et montre les
taux d'utilisation atteints ave Round-Robin et l'algorithme de bin-paking. Il est à noter
que les taux atteints en utilisant RR ave notre algorithme sont stritement identiques
(puisqu'ils ne dépendent pas du plaement des tâhes sur les ÷urs). La ourbe pleine
désigne quant à elle les valeurs de Uavg, alulées pour haque valeur de u en faisant la
moyenne des taux d'utilisation globaux minimummin(U) obtenus pour les ongurations
ayant une solution valide.
On remarque que la harge moyenne suit elle aussi une évolution quasi-linéaire en
fontion du taux d'utilisation unitaire. Plus la valeur de u augmente, plus l'éart entre la
harge de référene et les valeurs déterminées par notre algorithme de résolution de sys-
tèmes de ontraintes linéaires est important. A titre d'exemple, ave un taux d'utilisation
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par tâhe de 0,19, un arbitrage de bus ave RR atteint un oeient de harge de 6,08,
tandis qu'il n'est que de 4,97 ave notre algorithme.
Finalement, même en utilisant les 8 ÷urs disponibles il devient impossible d'utiliser
un arbitrage de bus fontionnant suivant Round-Robin lorsque u est supérieur à 0,21,
alors que les arbitres GRR et GGL peuvent atteindre une valeur de u égale à 0,27. Cei
prouve que l'utilisation onjointe de notre algorithme et des protooles GRR et GGL per-
met d'ordonnaner des harges de travail plus importantes en gardant une onguration
matérielle identique (quantité et aratéristiques des ÷urs).
Ce graphe montre également que des taux d'utilisation supérieurs à 7 semblent diiles
à atteindre en pratique sur un proesseur oto-÷urs tout en maintenant les ensembles de
tâhes ordonnançables. Cette aratéristique dépend par ailleurs fortement de la nature
de l'ensemble de tâhes à ordonnaner : étant non préemptibles et générant des grandes
durées d'attente pour les autres tâhes, les tâhes très longues ont tendane à faire huter
le taux d'utilisation des ÷urs.
Conlusion
Nous avons étendu dans e hapitre le hamp d'appliation des arbitres à deux niveaux
à des plateformes exéutant des harges de travail omplexes, où plusieurs tâhes ayant
des ontraintes temps-réel strit sont allouées à haque ÷ur. La variabilité des temps
d'exéution néessite la mise au point d'un algorithme pouvant partitionner des ensem-
bles de tâhes à taux d'utilisation dynamique. La solution que nous avons proposée repose
sur une représentation du problème d'alloation sous forme de programme linéaire. Notre
algorithme évalue toutes les ongurations possibles des arbitres Group Round Robin et
Geometri Group Latenies. Il permet de déterminer un ouple onguration / alloation
de tâhes qui minimise la harge globale du système, an de pouvoir exéuter simultané-
ment d'autres tâhes n'ayant pas de ontraintes temporelles strites. Cei se traduit aussi
par une diminution du nombre de ÷urs néessaires, e qui peut permettre par exemple
de séparer omplètement les ÷urs réservés aux tâhes temps-réel de eux exéutant des
tâhes de ritiité moindre.
De manière globale, l'utilisation onjointe de notre algorithme et des arbitres à deux
niveaux permet d'améliorer signiativement les performanes de la plateforme. Les ré-
sultats montrent qu'en onsidérant un ahe de données parfait, le protoole GGL permet
ii de réduire de 30,8% la harge totale du système dans le meilleur des as et ei par
rapport à une alloation des tâhes par bin-paking ave un arbitrage de bus lassique.
Cette valeur est par ailleurs omparable aux résultats présentés au hapitre préédent, où
la somme des temps d'exéution des tâhes a pu être réduite de 27,9% dans les mêmes
onditions. An de raourir les délais des aluls néessaires à l'obtention d'une solution
valide, nous évaluons une variante de notre algorithme où les sous-ensembles de tâhes
ordonnançables sont verrouillées sur un ÷ur, e qui permet de restreindre l'espae des
solutions à explorer. La harge minimale obtenue dans e as est réduite de 30,1% par rap-
port à la plateforme de référene, e qui est pratiquement équivalent à la première variante
de l'algorithme. Dans le même temps, le nombre d'itérations néessaires au parours de
toutes les ongurations et à l'obtention de la meilleure solution est réduit de 95,3%. Les
temps de alul, non mesurés dans notre protoole expérimental, sont raouris dans un
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ordre de grandeur omparable.
Finalement, nous montrons que notre méanisme permet également d'ordonnaner des
tâhes plus lourdes (ou un nombre de tâhes plus élevé). En eet, dans le protoole
expérimental proposé, utiliser un arbitrage de bus suivant Round-Robin sur une plateforme
à huit ÷urs ne permet pas de garantir l'ordonnançabilité d'un ensemble de 32 tâhes dont
le taux d'utilisation unitaire dépasse 0,21. En revanhe, en utilisant les protooles GRR
et GGL notre algorithme permet de déterminer des alloations valides jusqu'à un taux de
0,27, e qui représente une augmentation de 22,2% de la apaité utile du proesseur.
Conlusion
La vériation des ontraintes temporelles d'un système temps-réel strit dépend de
la onnaissane du temps d'exéution pire-as des tâhes onstituant l'appliation embar-
quée. L'utilisation de proesseurs multi-÷urs est l'un des moyens atuellement mis en
÷uvre an d'améliorer le niveau de performanes des systèmes embarqués. Cependant,
la détermination du temps d'exéution pire-as d'une tâhe sur e type d'arhiteture est
rendue diile par le partage de ertaines ressoures entre les ÷urs. Les onits d'aès
au bus d'interonnexion peuvent notamment rendre imprévisibles les délais de hargement
d'une donnée depuis ou vers la mémoire entrale.
Contributions
Nous avons tout d'abord proposé un méanisme d'arbitrage de bus à deux niveaux
permettant d'orir des niveaux de priorité diéreniés aux requêtes des diérents ÷urs.
Les latenes pire-as d'aès au bus garanties par e dispositif sont totalement prévisibles
et ne dépendent pas du omportement des autres tâhes, e qui permet de les intégrer à
l'analyse statique de temps d'exéution pire-as. Les deux politiques de gestion de l'arbitre
introduites, Group Round Robin et Geometri Group Latenies, dénissent des groupes de
priorité auxquels appartiennent un ou plusieurs ÷urs qui partagent ainsi les mêmes délais
d'aès au bus. Ce méanisme permet de s'adapter à des ensembles de tâhes hétérogènes :
la priorité de haque ÷ur est ajustée en fontion des besoins en bande passante de la
tâhe qu'il exéute.
Identier le sénario menant à la plus grande amélioration des temps d'exéution pire-
as peut être rédhibitoire, en raison de l'étendue des possibilités à évaluer (attribution des
tâhes aux ÷urs et répartition des ÷urs dans les groupes). Nous avons don introduit
un ritère d'alloation : la sensibilité du temps d'exéution pire-as à la latene de bus.
Cette valeur permet d'identier les tâhes qui bénéient le plus de latenes d'aès au bus
réduites. En allouant les tâhes présentant une grande sensibilité du temps d'exéution
aux ÷urs ayant le niveau de priorité le plus élevé, les performanes optimales de notre
méanisme sont systématiquement atteintes.
Nous avons ensuite étendu le hamp d'appliation de notre arbitre à deux niveaux à
des harges de travail omplexes, où le nombre de tâhes ayant des ontraintes temps-réel
strites dépasse le nombre de ÷urs disponibles. Nous avons utilisé une stratégie de parti-
tionnement de la harge en sous-ensemble de tâhes exéutés haun par un unique ÷ur
et sur lequel un test d'ordonnanement mono-proesseur peut être réalisé. L'utilisation
des politiques GRR et GGL induit que les tâhes ont des taux d'utilisation du proesseur
dynamiques, 'est-à-dire variant suivant le ÷ur sur lequel elles sont exéutées. Les algo-
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rithmes d'alloation les plus répandus ne permettent pas de traiter e as de gure.
Nous avons proposé un algorithme eetuant une représentation du problème d'allo-
ation des tâhes aux ÷urs sous forme de programme linéaire. Il permet d'identier,
pour haque onguration possible de l'arbitre, une alloation de tâhes aux ÷urs qui
minimise la harge totale du proesseur et le nombre de ÷urs utilisés. L'ordonnançabi-
lité des ensembles de tâhes ainsi générés est garantie. Dans un seond temps, nous avons
évalué une variante de notre algorithme permettant de réduire grandement les délais de
alul néessaires à l'obtention d'une solution valide.
Perspetives
Nous avons listé quelques perspetives intéressantes de problèmes non résolus ou d'ex-
tension des méthodes présentées ii et pouvant faire l'objet de travaux futurs.
Optimisation multi-ritères de l'alloation
La méthode d'alloation de tâhes aux ÷urs présentée en setion 4.3.2 repose sur
un algorithme itératif qui évalue l'ordonnançabilité de ombinaisons de tâhes en allant
de la plus faible harge totale possible vers la plus élevée. Nous avons utilisé la harge
totale omme fontion à minimiser dans le programme linéaire, an d'être sûr d'obtenir les
solutions menant au plus grand potentiel d'amélioration des performanes. Cei entraîne
l'exploration omplète de l'espae des solutions non ordonnançables ayant un fateur de
harge totale inférieur à la solution valide. Le oût de ette exploration est non négligeable
en termes de durées de alul.
L'optimisation de la solution d'un système d'équations linéaires ne peut se faire que
suivant un seul ritère. Il serait pourtant intéressant de pouvoir introduire simultanément
un ou plusieurs ritères d'optimisation supplémentaires, omme eux ayant trait aux a-
ratéristiques des tâhes, et notamment la sensibilité du temps d'exéution pire-as à la
latene de bus. Nous avons vu qu'allouer les tâhes ayant les valeurs de sensibilité les
plus fortes aux ÷urs de priorité supérieure permet d'aboutir à la ombinaison optimale
lorsque le nombre de tâhes à exéuter est inférieur ou égal au nombre de ÷urs. La seonde
fontion linéaire à minimiser ii pourrait don être égale à la somme des sensibilités des
tâhes pondérées de la latene du ÷ur sur lequel elles s'exéutent.
L'utilisation d'algorithmes de reherhe multi-ritères permet de se rapproher plus
rapidement d'une solution optimale. En eet, il n'existe généralement pas de solution
pouvant satisfaire tous les ritères à la fois. Les algorithmes évolutionnistes permettent
ependant de trouver des solutions aeptables dans un ontexte d'optimisation multi-
ritère [95℄. Ils pourraient être utilisés en lieu et plae du problème linéaire en nombres
entiers.
Prise en ompte de l'hétérogénéité des ÷urs
La variabilité des temps d'exéution sur un proesseur multi-÷urs n'est pas unique-
ment due à la diérene entre les niveaux de servie garantis aux ÷urs lorsqu'ils aèdent
aux ressoures partagées. La diéreniation des ÷urs eux-mêmes est amenée à se répandre
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de plus en plus dans les systèmes sur pue embarqués, dans un premier temps eux exé-
utant des appliations temps-réel souple (omme les tablettes tatiles ou les téléphones
de nouvelle génération).
En 2011, ARM a proposé le proesseur Big.LITTLE qui ouple des ÷urs Cortex A7
et Cortex A15 sur une même pue. La soiété nVidia a de son té présenté l'arhiteture
Kal-El, basée sur une tehnologie nommée Variable Symmetri Multiproessing (vSMP)
qui assoie quatre ÷urs prinipaux à un ÷ur ompagnon. Dans les deux as, un des
÷urs présente une fréquene d'horloge moindre ou une miro-arhiteture plus simple et
est destiné aux tâhes de fond (par exemple, synhronisation du ourrier életronique) [98℄.
Pendant que e ÷ur lent est utilisé, les autres sont désativés an d'éonomiser la bat-
terie de l'appareil. Ces arhitetures présentent l'avantage d'adapter ontinuellement la
quantité de ressoures matérielles disponibles aux besoins de l'ensemble de tâhes exéuté.
L'approhe d'ARM omprend également un modèle de multiproessing hétérogène où
tous les ÷urs sont utilisés en même temps et où haque tâhe est allouée à l'un ou
l'autre des types de ÷urs en fontion de ses besoins ou du niveau de priorité qui lui est
assoié. Cei rejoint le hamp d'appliation de notre algorithme permettant de déterminer
une alloation optimale des tâhes sur des proesseurs où le niveau de performane est
diérenié suivant les ÷urs.
Cependant, omme dans n'importe quel proesseur, le oût du transfert d'une tâhe
entre deux ÷urs n'est jamais nul. En eet, il faut sauvegarder puis re-harger le ontenu
des registres et des ahes, vider le pipeline du premier ÷ur puis ré-amorer elui du
seond, et ainsi de suite. Par exemple, ARM annone un délai de migration de 20.000
yles qui doit être pris en ompte pour déterminer s'il est ou non plus avantageux de
transférer la tâhe en ours d'exéution sur un ÷ur prinipal vers le ÷ur ompagnon.
De plus, la prise en ompte des préemptions et des migrations dans le alul de temps
d'exéution pire-as néessite l'analyse onjointe de l'ensemble de tâhes exéuté, omme
dans [23℄.
Analyse d'appliations parallèles
Les proesseurs multi-÷urs permettent d'améliorer les performanes des systèmes em-
barqués en exéutant simultanément des tâhes aux aratéristiques diérentes (temps
d'exéution, ritiité, et.). Cependant, nous avons vu qu'il est diile de répartir la
harge de travail totale de manière homogène sur les diérents ÷urs. C'est pourquoi
il apparaît néessaire d'exploiter le parallélisme de tâhe : haque tâhe est séparée en
plusieurs proessus légers s'exéutant en parallèle et se synhronisant pour éhanger des
données. Cependant, à l'heure atuelle les appliations temps-réel peuvent enore di-
ilement tirer parti de ette tehnique. En eet, elles sont onçues pour être exéutées
de manière séquentielle, et bien souvent les ompilateurs eetuant une parallélisation
automatique du ode ne prennent pas en ompte les ontraintes temporelles des systèmes
embarqués.
Le projet parMERASA
2
se propose de répondre au dé de la parallélisation d'applia-
tions temps-réel sur un proesseur multi-÷ur. Une desription préise de la tâhe paral-
lélisée, par exemple sous forme de graphe de dépendanes entre proessus, est néessaire
2. http://www.parmerasa.eu/
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an d'eetuer l'analyse statique de temps d'exéution pire-as de l'ensemble de tâhes
exéuté. Une solution peut être de séparer les périodes de alul des périodes de om-
muniation entre proessus, an d'identier lairement les endroits où les tâhes doivent
se synhroniser. Dans le as de proessus parallèles dont les temps d'exéution ne sont
pas identiques, il peut être intéressant de diminuer les latenes d'aès aux ressoures
partagées subies par les proessus ritiques, 'est-à-dire eux provoquant le plus d'attente
aux points de synhronisation.
Annexe A
Programmes de test utilisés
Que l'on utilise un outil de alul de temps d'exéution pire-as par simulation ou par
analyse statique, l'obtention de résultats néessite toujours l'utilisation de programmes
de test, ou benhmarks. Ces programmes permettent d'établir des valeurs-étalon à partir
desquelles on va mesurer l'inidene, en nombre de yles, de la modélisation de méa-
nismes internes au proesseur (pipeline, ahe ...) ou externes (bus, interruptions ...), et
ainsi déterminer la abilité ou l'inuene sur les performanes de leur implémentation.
La plateforme OTAWA développée à l'IRIT au sein de l'équipe TRACES est un outil
d'analyse statique de temps d'exéution pire-as. Habituellement, les programmes de test
utilisés proviennent des suites SNU-RT et Malardalen. Ce sont des petits programmes
simples bien onnus de la ommunauté temps-réel ar ils ne réservent pas de mauvaise
surprise au développeur. Nous avons également herhé à diversier nos benhmarks en
utilisant ertaines fontions des MiBenhs
1
, des jeux de test initialement développés pour
évaluer les performanes des mahines de alul. Contrairement aux programmes habituels
qui reposent prinipalement sur des fontions de alul, lesMiBenhs ouvrent une grande
partie des appliations atuelles des systèmes embarqués : automobile, réseaux, séurité,
multimédia, et. Ce sont également des programmes relativement longs et qui donnent
don une meilleure idée des tâhes pouvant être réellement exéutées sur un système
temps-réel.
Le prinipal inonvénient des MiBenhs est qu'ils sont onçus pour être exéutés di-
retement sur l'arhiteture ible, ou éventuellement par un simulateur. Le fait qu'ils ne
soient pas ou peu utilisés dans les approhes par analyse statique s'explique par ertaines
des aratéristiques intrinsèques du ode, listées i-dessous :
 l'analyse manuelle de ot (alul des bornes de boule) peut se révéler diile voire
impossible ;
 ertains programmes utilisent l'alloation dynamique des emplaements mémoire, e
qui pose des problèmes lorsqu'on veut simuler la présene d'un ahe de données ;
 les appels aux librairies système sont nombreux (ahage, alloation d'emplaements
mémoire, et.) or il n'est pas possible d'analyser es appels ;
 de plus, ertains programmes ne semblent pas tourner en ode natif.
Par onséquent, es fontions ont dû subir quelques modiations an d'être analysables
par notre outil :
1. http://www.ees.umih.edu/mibenh/
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inline float sqrtf(float number) {
long i;
float x, y;
onst float f = 1.5F;
x = number * 0.5F;
y = number;
i = * ( long * ) &y; // get bits for floating value
i = 0x5f3759df - ( i >> 1 ); // gives initial guess y0
y = * ( float * ) &i; // onvert bits bak to float
// Newton step, repeating inreases auray
y = y * ( f - ( x * y * y ) );
// Newton step, repeating inreases auray
y = y * ( f - ( x * y * y ) );
return number * y;
}
Figure A.1  Fontion raine arrée
 nous n'utilisons que des fontions susamment longues à exéuter (le temps d'exé-
ution pire-as se ompte idéalement en millions de yles) ;
 lorsque les fontions font appels à des fontions mathématiques de la librairie stan-
dard UNIX (math.h), nous avons remplaé es fontions par des fontions produisant
un résultat omparable mais dont le temps d'exéution peut être borné (un exemple
est donné dans la gure A.1) ;
 les autres appels système sont soit ommentés dans le ode, soit dans le hier
d'analyse de ot (l'instrution noall permet d'ignorer un branhement donné).
Le tableau A.1 liste les diérents programmes de test utilisés dans les résultats ex-
périmentaux des hapitres 3 et 4. Le tableau A.2 liste les temps d'exéution alulés
par OTAWA en onsidérant une plateforme mono ou oto-÷urs et un ahe de données
parfait ou absent.
Pour les autres aratéristiques (nombre de requêtes sur le bus, ratio d'aès au bus,
sensibilité du temps d'exéution pire-as), se référer au tableau 3.3 en setion 3.4.3.
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Benhmark Funtion
nsihneu Simulation d'un réseau de Petri étendu. Code généré au-
tomatiquement et ontenant beauoup de strutures on-
ditionnelles (plus de 250).
statemate Code généré automatiquement par l'outil STAtehart Real-
time-Code generator STARC.
ompress Programme de ompression de données provenant de la
suite de benhs SPEC95. La ompression est eetuée sur
un tampon ontenant une petite quantité de données aléa-
toires.
susan_orners_quik Algorithme rapide de détetion d'angles provenant de la
suite SUSAN (programme de traitement d'image bas-
niveau).
susan_edges_small Algorithme rapide de détetion de bords de SUSAN.
susan_priniple Algorithme d'appliation de ltre de SUSAN.
edge_draw Algorithme de traé de bords de SUSAN.
orner_draw Algorithme de traé de oins de SUSAN.
setup_brightness_lut Fontion d'initialisation de la look-up table de luminosité
dans SUSAN.
susan_priniple_small Algorithme rapide d'appliation de ltre de SUSAN.
enlarge Algorithme d'élargissement d'image de SUSAN.
susan_thin Algorithme de rétréissement d'image de SUSAN.
susan_orners Algorithme de détetion d'angles de SUSAN.
susan_edges Algorithme de détetion de bords de SUSAN.
matmult Calul du produit de matries.
ns Reherhe dans un tableau multi-dimensionnel.
Table A.1  Programmes de test utilisés.
i Benhmark Data Always-Hit WCET Data Always-Miss WCET
1-÷ur 8-÷ur 1-÷ur 8-÷ur
0 nsihneu 529.409 3.633.511 687.763 4.180.618
1 statemate 786.369 5.245.082 920.367 5.712.936
2 susan_orners_quik 2.125.304 12.220.502 5.016.023 33.738.971
3 susan_edges_small 2.260.287 8.250.051 7.186.993 46.021.703
4 ompress 671.504 980.397 1.303.706 5.251.557
5 susan_priniple 836.778 928.824 5.069.392 32.350.738
6 edge_draw 820.343 820.681 4.274.231 25.321.189
7 orner_draw 915.205 915.377 4.901.337 29.010.667
Table A.2  Temps d'exéution pire-as de ertaines tâhes du jeu de test utilisé. Taille
du ahe d'instrution : 2 Ko
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Résumé
Les défaillanes des appliations embarquées dans les systèmes temps-réel strit peu-
vent avoir des onséquenes graves (atastrophes industrielles, mise en danger de vies hu-
maines). La vériation des ontraintes temporelles d'un système temps-réel strit dépend
de la onnaissane du temps d'exéution pire-as des tâhes onstituant l'appliation em-
barquée. L'utilisation de proesseurs multi-÷urs est l'un des moyens atuellement mis
en ÷uvre an d'améliorer le niveau de performanes des systèmes embarqués. Cependant,
la détermination du temps d'exéution pire-as d'une tâhe sur e type d'arhiteture
est rendue diile par le partage de ertaines ressoures par les ÷urs, et notamment le
bus d'interonnexion permettant l'aès à la mémoire entrale. Ce doument propose un
nouveau méanisme d'arbitrage de bus à deux niveaux permettant d'améliorer les perfor-
manes des ensembles de tâhes exéutés tout en garantissant le respet des ontraintes
temporelles. Les méthodes dérites permettent d'établir un niveau de priorité d'aès au
bus optimal pour haune des tâhes exéutées. Elles permettent également de trouver
une alloation optimale des tâhes aux ÷urs lorsqu'il y a plus de tâhes à exéuter que
de ÷urs disponibles. Les résultats expérimentaux montrent une diminution signiative
des estimations de temps d'exéution pire-as et de l'utilisation du proesseur.
Abstrat
Software failures in hard real-time systems may have hazardous eets (industrial di-
sasters, human lives endangering). The veriation of timing onstraints in a hard real-
time system depends on the knowledge of the worst-ase exeution times (WCET) of the
tasks aounting for the embedded program. Using multiore proessors is a mean to im-
prove embedded systems performanes. However, determining worst-ase exeution times
estimates on these arhitetures is made diult by the sharing of some resoures among
ores, espeially the interonnetion bus that enables aesses to the shared memory. This
doument proposes a two-level arbitration sheme that makes it possible to improve exe-
uted tasks performanes while omplying with timing onstraints. Desribed methods
assess an optimal bus aess priority level to eah of the tasks. They also allow to nd an
optimal alloation of tasks to ores when tasks to exeute are more numerous than avai-
lable ores. Experimental results show a meaningful drop in worst-ase exeution times
estimates and proessor utilization.
