Hierarchical storage management has the potential to optimize the cost and performance of data storage and access by automatically managing the placement of data on different storage media. Unfortunately, this potential is not realized for data stored by database management systems (DBMSs), because current DBMSs require all database tables to be stored on disk. This paper describes a prototype that integrates a database management system with a storage management system, allowing simple, cost effective access to large volumes of data stored in a tape archive.
Introduction Background
The work described is oriented toward science data systems. These systems have certain characteristics that strongly influenced the design of the Prototype, including the following:
They contain large volumes of complex data, such as multi-spectral satellite imagery, making the cost of data storage a primary concern. Although the prototype can be scaled down to small systems, it is probably not cost effective to do so for databases much less than 10 GB in size.
Data are used primarily for analysis, and thus updates are infrequent compared to searches. Designing for search rather than update greatly simplifies the prototype.
The primary goal of the end users is research, and thus the information sought from the system is constantly changing. Systems with more predictable (e.g., monthly batch) usage patterns probably cannot justify the use of a DBMS for accessing data.
The end users are primarily scientists, often with little or no background in computer science. The prototype sacrifices a certain amount of efficiency to avoid requiring users to write custom programs to low-level data interfaces. ' The minimum cost-effective size is approximately the disk capacity that could be purchased for a given storage management system cost.
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It is also important to keep sight of the overall problem. Data management is certainly an important part of the total system, but it is only one part nonetheless. Science data systems also contain many other components to provide functions such as data collection and analysis. For example, Figure 1 depicts the system context in which the integrated storage/data management prototype was developed. Application developers for these systems are likely to be using powerful tools for automatically generating graphical user interfaces and perhaps visual programming environments for construction of the application. They are likely to be unimpressed if the highest level function our data management system can provide is the capability to read a string of bytes. In this context, raising the systemprovided data management services to the highest practical level should reduce the amount of custom application software required, thus reducing the development time and cost required to provide a powerful total system.
Visual
Problem
Science data systems often contain tens or hundreds of terabytes of data, making the cost of storage a primary concern. However, efforts to reduce storage costs generally make it more difficult for users and applications (hereafter called clients) to access the data. As depicted in Figure 2 , typical systems place data in different storage subsystems based mostly on the size of the data and the cost of storage for each subsystem:
Small, structured data are placed in database tables;
Large datasets are placed in disk files;
Very large or infrequently accessed datasets are placed in tape archives. In science data systems, for example, data are usually placed in the file system and tape archive, with the DBMS only containing metadata and application-defined pointers to the data (e.g., a dataset name). Thus, these systems require client intervention between the steps of locating the data (using the DBMS), retrieving the data (from the tape archive), and accessing the data (using the file system). This loose coupling between the data subsystems introduces the following problems:
Clients become more complex (or more confused) and less productive because the semantics for accessing data depend on the location of the data.
Software complexity and cost is increased because custom applications must actively participate in data management (e.g., to maintain referential integrity between the DBMS and file system).
Innovative research is impeded, because manual procedures slow the analysidsynthesis cycle and because scientists are less likely to use data that is difficult to retrieve [I] . Further, excluding data from the DBMS increases dependencies on pre-defined metadata, which may not identify unexpected features of interest.
Hierarchical storage management has the potential to eliminate these problems by transparently managing the placement of data on different storage media. Unfortunately, this potential is not realized for data stored in databases, because current DBMSs can only operate on data that are on disk. What is needed is hierarchical storage management for DBMSs to eliminate the problems described above while optimizing the cost and performance of data storage and retrieval.
Objective
Our primary objective is to make large volumes of data easily accessible by end users. By removing the syntactic and operational barriers between the DBMS, file system, and tape archive, we can simplify and speed access to data within very large information systems, where much of the data of interest may reside on tape (see Figure 3 ). For science data systems, this means we can remove the distinction between the DBMS and archive or, alternatively, allow the DBMS to contain large vofumes of information such as browse data. One way of achieving this objective is to enable the DBMS to access data in the file system and tape archive.
A prototype which does this is described below.
Prototype Design
In addition to the DBMS, file system, and tape archive, the prototype consists of two important components: A DBMS storage manager, and A file storage manager.
The structure of the prototype is depicted in Figure 4 and described in the following sections. The number of columns stored in the key table can range from one to all, with the specific choice made by a database administrator based on cost and performance goals. This decision is, of course, transparent to clients. A complete copy of the data is stored in one or more files in the file system. Maintaining a complete copy simplifies the process of staging to the DBMS and allows virtual 
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Prototype Implementation Physical configuration
The physical configuration of the prototype is depicted in Figure 7 . Note that the components for the file storage manager are located in Bedford, Massachusetts, while the components for the DBMS storage manager are located in
McLean, Virginia. This configuration was dictated by other uses of the equipment unrelated to the prototype, but coincidentally allowed us to investigate some effects of geographic distribution on the design.
The prototype implementation is capable of managing databases over 500 GB in size. An operational system would undoubtedly increase the cache size for better performance and large file handling. Nonetheless, the prototype successfully demonstrates relational access to this volume of data at a system cost of about 402 per megabyte, suggesting that very large databases are feasible from a cost perspective.
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Operational flow
The response to a client query is depicted in Figure 8 .
Subsequent queries to the same physical table are likely to execute much more quickly, because the data will probably be found in the file system cache and the tape archive will not need to be accessed. In the case where the selected rows are in the tape archive, the following steps are performed:
2.
3.
4.
5, 6 .
7, 8.
9, 10.
The client issues a query requesting the desired data.
The DBMS storage manager issues a control query to determine the physical location of the data. The response to the query indicates that the physical table resides in the file system.
The DBMS storage manager issues a sub-query (keys only) and retrieves a row subset pointing to records in the file system.
The DBMS storage manager accesses the file storage manager for the specified records, including non-key fields.
The file storage manager recognizes that the needed files are not resident in the file system, mounts the proper tape, and stages the necessary files to the file system.
The DBMS storage manager reads the record subset through the file storage manager and inserts the records as rows into a temporary table in the database.
The DBMS storage manager reissues the original query and returns the results to the client.
Performance optimization
Early in the design of the prototype we realized that inserting data into the DBMS would be time consuming. Experimentation with the prototype confirmed this: retrieving sixteen 24KB satellite images required about one minute to stage the file from tape to a disk file, and another minute to stage the rows from the disk file to the database. For the row insertion step, response time becomes progressively worse as the number of rows increases.
The reason for inserting the records into the database is to avoid having to implement a full SQL processor in the DBMS storage manager. The final query (Figure 8 , step 9) may have to process non-key predicates, data formatting qualifiers in the "project" clause, "having" clauses, and so on. It would be self-defeating to reimplement a full DBMS on the file system.
However, there are common queries that require very little additional processing. In particular, if all the fields referenced in the "where" clause are present in the key table, all of the records indicated by the sub-query to the key table (Figure 8 , step 3) will be returned to the client. It seems unproductive to insert them into the database only to retrieve all of them again.
We changed the DBMS storage manager to recognize this special case, order the fields according to the "project" clause, and return the data directly to the client. This bypass is depicted in Figure 9 , step 8. 
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We also revised the key table to contain all the searchable metadata for each satellite image, but left the image itself (which appears in the "project" clause but never appears in the "where" clause) in the file system. This met the requirements for the special case, and reduced the latency introduced by the DBMS storage manager in our test scenario from about one minute to a few seconds-a reduction of more than 95%.
Future work
There are many areas of the prototype which could benefit from further investigation. Some of them are described in the following sections.
Database row caching
The prototype currently discards the data staged in the temporary tables after the successful completion of each query. In the cases where inserts cannot be completely bypassed, it should be possible to retain data in the temporary tables and avoid inserting rows that have been previously inserted and thereby improve performance.
Commercial DBMS storage manager
The DBMS storage manager is a special case of a heterogeneous database manager, of which several commercial implementations exist, Replacing the DBMS storage manager with one of these commercial products would allow the prototype to be connected to many different types of DBMSs.
Other DBMS extensions
The DBMS storage manager interprets SQL to provide the storage management extension to the DBMS. Similarly, many other extensions-such as spatial indices, integration with a geographic information system, or userdefined functions-could be added. Some of these extensions might be transparent, and some might be provided as extensions to the standard query language. In particular, integration of this prototype with the R-tree spatial index prototype at the University of Maryland [3] would be interesting, because it uses a system structure compatible with the prototype described here.
DBMS name server
The prototype currently references tables stored in the file system by file name, requiring a file name lookup. Replacing the file name with the Bitfile Identifier would result in a DBMS-based Name Server per the IEEE Mass Storage System Reference Model [4] . Note, however, that we exploited the non-uniqueness of file names by redirecting the DBMS storage manager to both local and remote directories for test purposes -a capability that would be lost with this change.
Object-Oriented DBMS storage manager
The current DBMS storage manager migrates and caches tables or portions of tables. Similarly, it should be possible to migrate and cache objects in an object-oriented DBMS. The recursive structure of objects is more amenable to fine granularity caching than is the definition of tables.
Conclusions
The prototype presented above successfully integrates data management with storage management. This effectively provides a high-level DBMS interface to large volumes of data stored in tape archives, and suggests that it is feasible from both technical and cost perspectives to store not just metadata, but large satellite images in a DBMS. The actual location of the data, whether in the DBMS, file system, or tape archive, is transparent to clients, allowing cost/performance optimization to be performed without affecting the interface to the client. Further, in common cases where database inserts can be bypassed, the performance of the prototype is equivalent to file system I/O.
