Abstract -This paper is concerned with a high order difference scheme for a nonlocal boundary-value problem of parabolic equation. The integrals in the boundary equations are approximated by the composite Simpson rule. The unconditional solvability and L ∞ convergence of the difference scheme is proved by the energy method. The convergence rate of the difference scheme is second order in time and fourth order in space. Some numerical examples are provided to illustrate the convergence.
Introduction
In the field of quasistatic thermoelasticity, one needs to solve the following nonlocal boundary value problem: Day [1, 2] showed that the maximum modulus, max x∈ [0, 1] |u(x, t)|, is a decreasing function in t. In [3] , Friedman extended this result to a general parabolic equation (in n dimensions) using a method based on the maximum principle. He also showed the existence and uniqueness of the solution to his extended version of the problem. Ekolin [4] presented the forward Euler, the backward Euler, and the Crank-Nicolson difference schemes for (1.1), respectively. The integrals in the boundary conditions for x = 0, 1 are approximated by the composite trapezoidal rule. By maximum principle, Ekolin showed that, if the mesh ratio λ ≡ τ /h 2 0.5 (τ temporal step size, h spatial step size), then the error in the forward Euler method is of second order in space, and that the error in the backward Euler method is of first order in time and second order in space without any restrictions on λ. By energy arguments, the maximum norm of the error for the Crank-Nicolson method was showed second order in both space and time. Lin, Xu and Yin [9] studied the finite difference approximations to the solution of the two dimensional heat equation with nonlocal boundary conditions on the unit rectangular. They presented a semi-implicit and a fully implicit backward Euler difference schemes. It is proved that both schemes preserve the maximum principle and monotonicity of the solution of the original problem and are unconditionally convergent of first order in time and second order in space. In [5, 7 ,8] , Ionkin dealt with the stability of difference schemes approximating another nonlocal boundary conditions, namely, u(0, t) = 0, ∂u ∂x (0, t) = ∂u ∂x (1, t), 0 t T for heat equation (1.1.1). It is well known (see, e.g., [6, 11] ) that a six-point difference scheme with second order in time and fourth order in space may be constructed for one-dimensional heat equations with constant coefficients and the first kind of boundary conditions. In [13] , a similar difference scheme was derived for the variable coefficients case and proved that the difference scheme was unconditionally stable and convergent with the convergence
In addition, an asymptotic expansion of the difference solution is gained and an O(τ
) order in the L ∞ −norm accuracy approximation by single extrapolation is obtained. In this paper, we will provide a two-level implicit difference scheme for (1.1). The integrals in (1.1.2) and (1.1.3) are approximated by the composite Simpson rule. It is shown that the maximum norm of the error of the difference scheme is second order in temporal step size and fourth order in spatial step size without any restrictions on the mesh ratio.
We take a positive integer K and a positive even integer M.
We introduce the following notation:
Our difference scheme for (1.1) is as follows:
where c 0 and c 1 are two constants such that
Equations (1.2.4) is a similarity of the compatibility conditions (1.1.5). At the end of this section, we will point out how to choose c 0 and c 1 .
Lemma 1.1 [12] . Let M be an even integer,
Proof. It follows from Lemma 1.1 that
Proof. Using the Cauchy-Schwartz inequality, we have
According to Lemma 1.1, we have
Similarly, we can obtain
According to Lemma 1.1 and (1.1.5), we have
, there exists a constant c 4 such that
Consider the system of linear algebraic equations
there exists a h 0 , for h h 0 , the determinant of the coefficient matrix of (1.5)
Thus, (1.5) has a unique solution
Taking these c 0 , c 1 in (1.2.3), we have
and multiplying (1.5) by h
4
, we obtain
3) can be written as
2. The solvability Proof. At first, we notice that {U
In order to prove that it has a unique solution, one only needs to prove that the homogeneous equation
has a trivial solution.
Let
Then, we have
Substituting (2.4.2) and (2.4.3) into (2.2) and multiplying the result by τ, we know that
Multiplying (2. h
Estimate each term in (2.6) as follows: using (2.5), we have
In the following, we denote
Then, it follows from (2.4.1) and Lemma 1.3 that
Consider the right-hand side of (2.6). Using (2.9), we have
Inserting (2.7), (2.8) and (2.10) into (2.6), we obtain
, there exists a h 0 , when h h 0 ,
Then, it follows from (2.11) that 
The convergence
Define the net functions on Ω h × Ω τ : 
Then there exist two constants C and h 0 , such that, when h h 0 ,
Proof. Using the Taylor expansion, Lemma 1.1 and (1.1), we have
and u
where
There exists a constant c 4 such that
It follows from (3.1.2) and (3.1.4) that
are similar. Equation (3.3) may be regarded as the expansions of the following two equations:
which is the derivative of (1. 
Then we have
Substituting these two equalities into (3.5), we obtain 
Similarly to the proof of (2.9), it follows from (3.7.1) that and summing up for i from 1 to M − 1, we have
(3.14)
In the last inequality, we have used (3.10). Inserting (3.12)-(3.14) into (3.11), we get
Therefore, we have
Using (3.2.1) and (3.4), there exists a constant c 6 such that
Noticing the definition (3.6), we have
Using this inequality and (3.2.2), there exists a constant c 7 such that
Using (3.6), we may obtain
Thus,
Using (3.6), we obtain
Using (3.6) again, we obtain 
Numerical examples
In this section, we test the proposed difference method on six examples, whose exact solutions are known to us. The right-hand side functions as well as the nonlocal boundary value conditions and initial value conditions are obtained from the exact solutions. The systems of linear algebraic equations have been solved by using the Gaussian pivot method. .6703200 1.0000000 Table 4 .3. Some numerical results for Problem 3 at t = 1
. 20 Table 4 .6. Some numerical results for Problem 6 at t = 1
. Take τ = h 2 , or, K = M 2 . Some numerical results at t = 1 are listed in Tables 4.1-4.6, respectively. In the tables, u τ h (x) represents the numerical solution with the space step-size h and the time step-size τ at the point (x, 1.0) and e τ h (x) = |u(x, 1.0) − u τ h (x)|. The exact solutions at the points (x, 0.1) are listed in the last row.
Conclusions
We have presented a difference scheme (1.2) for the nonlocal problem (1.1) and proved the solvability and convergence in the order O(τ 2 + h 4 ). Numerical examples show us the coincidence with the theoretical results. The condition α L 2 + β L 2 < 6/5 3/10 is sufficient for convergence, but is not necessary for it. This can be seen from the numerical examples.
For a given tolerance error, for example, = 10 −8 , if we use the difference scheme (1.2) in this paper, we take h ∼ 10 −2 and τ ∼ 10 −4 ( i.e., M ∼ 10 2 and N ∼ 10 4 ) and have max 16k6N e k = O(τ 2 + h 4 ) ∼ . In other words, solving about N = 10 4 systems of linear algebraic equations, each with M = 10 2 unknowns, yields the satisfied numerical solution. But if we use the CrankNicolson scheme from [4] , in order to obtain the same accuracy numerical solution, about N = 10 4 same type systems of linear algebraic equations, each with M = 10 4 unknowns, must be solved.
Instead of (1.2.3), we may take initial value of the difference scheme as It is an important topic in practice to consider the difference methods with high order accuracy for two-dimensional heat equation with nonlocal boundary conditions. Perhaps, the method in this paper is useful.
