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Zusammenfassung—Viele Verfahren identifizieren zunächst
Textzeilen und ermitteln anschließend über die Dokumentrand-
eigenschaften die notwenige Korrekturtransformation. Das in
dieser Arbeit vorgestellte Verfahren benötigt keine Dokumen-
trandeigenschaften, sondern ermittelt die Dokumentorientierung
anhand der Buchstabenausrichtungen. Als Interpolationmethode
wird Thin-Plate-Spline verwendet.
I. EINFÜHRUNG
Viele Texterkennungverfahren setzen entzerrungsfreie, pla-
nare, korrekt rotierte Dokumente voraus. Aufnahmen von
planaren Dokumenten, bei denen lediglich die Rotati-
on korrigiert werden soll, lassen sich z.B. mit der
Hough-Transformation [13], projektionsbasierte [1], kreuz-
korrelationsbasierte Methoden [12] oder mit der Fourier-
Transformation [20] erfolgreich korrigieren.
Einige Methoden machen Annahmen über das geometrische
Modell eines Dokuments und passen dieses nach lokalen
Eigenschaften der Aufnahme entsprechend an [16].
Im Laufe der letzten Jahre, wurden zahlreiche Ansätze
entwickelt und untersucht [15], [7]. Dabei identifizieren ei-
nige Ansätze zunächst die Textzeilen und gehen anschließend
davon aus, dass der Textfluss in Blockform vorliegt. Anhand
dieser Informationen lässt sich ein Raster konstruieren, durch
das eine Korrektur des Bildes ermöglicht wird.
Andere Verfahren betten die Bildinformationen in ein Mo-
dell ein und passen dieses solange an, bis der entstehende
Fehler minimiert wird [26], [11].
II. IDENTIFIKATION DER TEXTZEILEN
A. Merkmalsextraktion
In der ersten Phase werden die Textzeilen identifiziert. Ein
Textblock I sollte dabei relativ gerade gedreht vorliegen. Um
die Orientierungen der Textzeilen zu identifizieren, werden
über m horizontale, schmale Bildstreifen der Breite w, die
lokalen Maxima innerhalb des Kantenbildes FSY (I) ermittelt,
mit FSY (I) wendet nur den Y -Gradienten des Sobelfilters
auf ein binarisierte Bild I an. Mit wk bezeichnen wir den k-
ten Bildstreifen, wobei k ∈ {0, 1, ...,m} ist. Nicht in jedem
Fenster lassen sich Maxima identifizieren.
Um die Maxima zu bestimmen, werden für alle Bildstreifen
wi Histogramme hi senkrecht zur erwarteten Textrichtung
aufgestellt. Histogrammwerte h(k) werden auf Null gesetzt,
für die h(k) ≤ w5 gilt. Im nächsten Schritt wird der Mittelwert
benachbarter, positiver Histogrammwerte auf den entsprechen-
den Schwerpunkt gesetzt. Im Kantenbild sind neben den
erwünschten Kanten unterhalb einer Textzeile, auch Teile der
Buchstaben enthalten . Die konkurrierenden lokalen Maxima
liegen sehr nahe beieinander und so kann ein direkter Vergleich
das gewünschte Maximum filtern.
Die identifizierten Merkmale für ein Textblockbeispiel sind
in Abbildung 1 gezeigt.
Abbildung 1. Identifizierte Textmerkmale über gefilterte Maxima in den
vertikalen Histogrammen.
B. Merkmalsverkettung
Die identifizierten Maxima werden zu n Punktelisten L
zusammengefasst (siehe Abbildung 2). Um zu entscheiden,
welcher Punkt eine Liste Li an der Stelle Li[j] = (x, y) fort-
setzt, wird der Fehler zwischen den zur Verfügung stehenden
Punkten und dem Vorhersagepunkt P (Li[j], ϕj) berechnet
P ((x, y), ϕ) = (Li[j].x+ w · cosϕ, −Li[j].y + w · sinϕ),
wobei ϕj der Orientierung an der Position Li[j] entspricht.
2Sollte im Bildstreifen wj+1 kein Punkt in Frage kommen,
da die oberen, bzw. unteren Linien, diesen Punkt bereits in
Anspruch nehmen, wird der Vorhersagepunkt an der Stelle
P (Li[j], ϕj) für das nächste Fenster wj+2 neu berechnet, usw.
Jede Linie Li kann dabei eine unterschiedliche Anzahl
von mi Maxima aufweisen. Da sich die Nachbarlinien ober-
und unterhalb einer Linie innerhalb eines Dokuments ähnlich
verhalten sollten, minimiert die Wahl der n Linienmodelle




wobei Ei den Fehler eines Linienmodells Li darstellt
Ei =
∑mi
j=1 dist(Li[j], P (Li[j], ϕj)).
Die Linienmodelle werden in Abbildung 2 farbig dargestellt.
Abbildung 2. Die Maxima der Histogramme werden verkettet und sind
farblich unterschiedlich dargestellt.
C. Splinerepräsentation der Merkmalslisten
Nachdem n Linienmodelle fest stehen, werden diese durch
n geglättete Funktionen (Splines) repräsentiert. Es gibt zahl-
reiche Methoden für die Approximation von Funktionen die
eine Kernel-Glättung mit entsprechendem Glättungsfaktor h
verwenden [14]. Für die Glättung der Textzeilen wird ein
Gaußkernel K verwendet





Aus den berechneten n Splines werden jeweils mit gleicher
Schrittweite, beginnend bei x = 0 die Ableitungen der
Funktionen ermittelt. Die gefundenen Ableitungen sind nur
innerhalb des Start- und Endpunkts einer Funktion definiert
(siehe Abbildung 3).
Bis zu diesem Arbeitsschritt ähnelt das Verfahren der Be-
schreibungen in den Arbeiten [23], [24].
D. Ableitungen im X-Vektorfeld
Jetzt werden die Ableitungen in X-Richtung berechnet. Für
die folgende Interpolation der Steigungen wird in den Arbei-
ten [23], [24] die Delaunay Triangulierung [6] für bekannte
Abbildung 3. Die identifizierten, langen Merkmalsketten werden durch
Splines approximiert.
und eine baryzentrische Interpolation für unbekannte Punkte
verwendet. Die baryzentrische Interpolation ermittelt dabei
für jeden Pixel p innerhalb eines Dreiecks, das durch die
Punkte a, b, c gegeben ist und die bekannten Funktionswerten
f(a), f(b) und f(c) besitzt, mit
f(p) = α · f(a) + β · f(b) + γ · f(c)
den entsprechenden, gewichteten Mittelwert, wenn p = α ·
a + β · b + γ · c. Das hat den Nachteil, dass sie nicht glatt
ist und deshalb ein kantiges Korrekturbild liefert. Eine glatte
Interpolationsfunktion ist dem vorzuziehen.
E. Interpolation mit Thin-Plate-Spline
Um ein vollständiges Mesh für alle Positionen innerhalb des
Bildes zu erhalten, werden die fehlenden Ableitungen durch
das Verfahren Thin-Plate-Spline (TPS) approximiert [8], [27].
Eine Generalisierung der kubischen Splines zu einer 2-
dimensionalen Repräsentation von Funktionswerten stellt das
TPS-Verfahren dar [8], [4]. Der Name bezieht sich auf eine
Analogie in der Physik, bei der eine dünne Blechplatte in
Abhängigkeit von einigen bekannten Punkten gebogen wird
[18], [9].
Durch gegebenene Beispielrepräsentanten im R2 findet das
TPS-Interpolationsverfahren eine minimal gebogene, glatte
Fläche, die diese Punkte enthält. Sind drei Punkte gegeben,
so entsteht eine ebene Fläche. Für weniger als drei Punkte
ist die Funktion nicht definiert und bei mehr als drei Punkten
entsteht typischerweise eine gekrümmte Fläche.
Für das TPS-Modell im 2-dimenionalen Fall sind entspre-
chend aus zwei Bildern I1 und I2 zwei Punktemengen M1
und M2 gegeben mit
M1 = {(x1,i, y1,i)|i = 1, 2, . . . , n} und
M2 = {(x2,i, y2,i)|i = 1, 2, . . . ,m}.
Die Abbildungsfunktion f : R2 → R2 für einen unbekann-
ten Punkt (x, y) ist definiert durch
3f(x, y) =
∑n
i=1 wiU(|(x1,i, y1,i − (x, y)|).
Dabei ist wi eine gewichtete 1 × 2 Matrix und es gilt
U(r) = r2log(r). Dabei ist r die euklidische Distanz zwischen
dem unbekannten Pixel (x, y) und den gegebenen Punkten
(x1,i, y1,i). Ausführliche Modellbeschreibungen finden sich
hier [8], [3], [4].
Die Methode findet in unterschiedlichen 2-dim [3], [5], [21],
[19] und 3-dim [10] Anwendungen ihren Einsatz. Auch bei
der Entzerrung von Fingerabdrücken wurde TPS erfolgreich
eingesetzt [22], [25], [2].
Die Ableitungen werden durch TPS geliefert. Da jetzt die
Steigung an einer beliebigen Stelle im Bild angegeben werden
kann, werden beginnend an der linken Bildseite, in Abhän-
gigkeit der Ableitungen, Linien durch das Bild geschickt.
Abbildung 4 zeigt die Konstruktion der horizontalen Linien.
Abbildung 4. Konstruktion der X-Linien anhand der TPS-Interpolation.
Splinesableitungen (links), interpolierte Ableitungen (mitte) und neues
Linienmodell (rechts).
III. IDENTIFIKATION DER BUCHSTABENORIENTIERUNGEN
Dieser Ansatz identifiziert nicht die Randeigenschaften
des Textblocks oder Dokuments, sondern orientiert sich an
den Ausrichtungen der Buchstaben. In der Arbeit von Lu,
Chen und Ko [17] werden die sogenannte VSBs (vertical
stroke boundary) einer Textzeile, mit Hilfe morphologischer
Operatoren lokalisiert. Der Textzeilenkörper ist in dem dort
vorgestellten Verfahren bereits identifiziert und wenige Buch-
stabenmerkmale genügen, um die Textrichtung anzugeben.
A. Lokale PCA und Clustering
Auf Grund der Tatsache, dass die Identifizierung der Text-
zeilen mit Hilfe der lokalen PCA stattgefunden hat, und keiner-
lei Informationen über den ganzen Textkörper vorliegen, muss
eine andere Möglichkeit gefunden werden, die Orientierungen
der Buchstaben zu finden.
Lokale PCA wird auf das Blockbild BSB(I) angewendet
und diese anschließend geclustert. Dabei kann berücksichtigt
werden, dass Buchstaben nicht größer als der durchschnittliche
Funktionsabstand sind und nur Orientierungen zwischen 135−
45° relativ zur Zeilenorientierung (gegen den Uhrzeigersinn)
erlaubt sind. Abbildung 5 zeigt die resultierenden Cluster der
lokalen PCA.
Die Hauptrichtungen der Buchstaben sind dabei gut zu
erkennen.
Abbildung 5. Die lokale PCA liefert die Orientierungen der Buchstaben
in Y -Richtung.
B. Ableitungen im Y-Vektorfeld mit TPS
Diese Orientierungen werden wieder durch TPS interpoliert.
Anschließend werden Linien, diesmal von oben nach unten,
durch die interpolierten Daten geschickt. Das Ergebnis ist ein
Mesh (siehe 6), deren Schnittpunkte es zu finden gilt.
Abbildung 6. Interpolation der Y -Steigungen (links) und Erstellung des
kompletten Meshs (rechts).
IV. ENTZERRUNG DES RASTERS
Das Mesh lässt sich jetzt beispielsweise über lokale affine
Transformationen mit bikubischer Interpolation entzerren. Ein
Urspungsbild und die dazugehörenden entzerrte Versionen
zeigt Abbildung 7.
Dokumentbeispiele, in denen dieses Verfahren schlechtere
Ergebnisse als die Standardverfahren liefert, besitzen über-
wiegend kursive Textpassagen. Dieses Problem kann nur mit
einem neuen Verfahren gelöst werden, dass die Textzeilen
separat korrigiert.
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