We are interested in using the parareal algorithm consisting of two propagators, the fine propagator and the coarse propagator , to solve the linear differential equations u (t)+Au(t) = f with stable impulsive perturbations
INTRODUCTION
The qualitative research of impulsive differential equations (IDEs) began in 1960 with the work of Mil'Man and Myshkis 1 . The wide real world applications explain the growing interest of many authors in the investigation of these equations. The theory of IDEs is emerging as an important and active area of investigation, since it is much richer than the corresponding theory of the ordinary differential equations (ODEs) without impulsive effects. Furthermore, the IDEs appear to represent a natural framework for mathematical modellings of several real world phenomena. For example, systems with impulsive effects have applications in physics, biotechnology, industrial robotics, radiotechnology, pharmacokinetics, population dynamics, ecology, optimal control, microorganism reproduction, economics, production theory, and many others. The reader interested in the background of IDEs can refer to the monographs [2] [3] [4] . However, the mathematical theory of systems with impulse effect has developed rather slowly, owing to the considerable difficulties of a theoretical and technical nature related to the specific character of mass systems. In addition, the presence of impulses complicates the stability analysis of the system; for example, impulses not only can make a stable system become an unstable one, but can also make an unstable one become a stable one.
Recently, there have been intensive studies on the qualitative behaviour of solutions of impulsive differential equations [2] [3] [4] [5] [6] [7] . However, for many IDEs, even in the purely linear case, an analytic solution of simple form is often unavailable. In face of this situation, numerical computation is a natural choice [8] [9] [10] [11] . The goal of this study is to study the parareal algorithm proposed by Lions et al 12 for a class of representative IDEs:
where ∆u(t) = u(t + )−u(t − ), 0 < τ 1 < τ 2 < · · · , and A ∈ m×m is symmetric positive definite (SPD). This algorithm is used to realize parallel-in-time compuwww.scienceasia.org tation of differential equations. The parareal algorithm is defined by two time propagators, namely, and , which are, respectively, associated with a large step-size ∆T and a small step-size ∆t, when ∆T = J∆t for an integer J 2. These two propagators proceed in a prediction-correction manner: the -propagator generates rough approximations to the solution of differential equations of interest on the coarse time grids {T n } N n=1 , N = T /∆T , and then the -propagator generates accurate approximations on the fine time grids {T n+ j/J } J j=1 by using the rough approximation at t = T n as the initial value. Since such rough approximations are available for all the coarse time grids, the computation of thepropagator over all the subintervals
can start simultaneously. The last step is to perform the so-called coarse grid correction, the heart part of the parareal algorithm, to update the rough approximations on the coarse time grids via iterations. The parareal algorithm, the closely related variants are the SDC-parareal algorithm 13 and the PFASST algorithm 14 , attracts considerable attention in the past years. Particularly the convergence properties of this algorithm have been analysed for differential equations arising from different areas [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . However, there are no results about this algorithm for differential equations with impulses.
Throughout this study, we consider the case that the impulse points {τ l } l 1 are equally spaced, τ l+1 − τ l = τ for all l 0 with τ 0 = 0. We analyse the convergence properties of the parareal algorithm in the case that a single large step-size ∆T contains p impulses, p 1 is an integer, ∆T = pτ. In this case, we apply the -propagator with the large step-size ∆T to the problem
where β = (1+α) p −1 andτ l = τ pl for l 1. Clearly, this model is different from (1), but the iterates generated by the parareal algorithm still converge to the solution of (1) at the coarse time grids, which will be explained in the next section.
For the regular ODEs, α = 0 in (1), both models (1) and (2) are the same, and the convergence properties of the parareal algorithm bas been studied extensively in the past years 15, 16, 19, 22, 24 . The main finding is that the convergence factor ρ(J) of the parareal algorithm satisfies
if we choose for the implicit Euler method and for some L-stable numerical method such as the implicit Euler method, the 2nd-order singly diagonal implicit RK method, or the TR/BDF2 method (the ode23tb solver in MATLAB). This result implies that for SPD problem we can expect constant convergence factor for the parareal algorithm independent of the mesh ratio J and the eigenvalue distribution of the coefficient matrix A. This independence is important to guarantee that refining ∆t and/or ∆x to improve the accuracy of the converged solution does not deteriorate the convergence rate. However, this result does not hold universally when -propagator is only A-stable, e.g., Trapezoidal rule and 4th-order Gauss RK method, which will be explained later.
Interestingly, it is found in this study that the parareal algorithm with an A-stable -propagator can possess constant convergence factor when stable impulses occur, α = 0. We give rigorous proof for this statement for three representative parareal algorithms: parareal-Euler, parareal-TR, and parareal-Gauss4, which use for the implicit Euler method and for the implicit Euler method, the Trapezoidal rule, and the 4th-order Gauss RK method. The accuracy of the converged solution of these three parareal algorithms is of order 1, 2, and 4, respectively. We derive sharp bounds of the convergence factors of these three parareal algorithms, which only depend on the quantity γ := |1 + α| −p . In other words, there exists a quantitŷ ρ(γ) such that
whereρ(γ) approaches 1 as γ → 1 (α = 0 or α = −2) andρ(γ) < 1 for γ > 1 (α ∈ (−2, 0)). Our numerical results presented in the last section show that the upper boundρ(γ) is sharp and predicts the convergence rates of the three parareal algorithms very well.
THE PARAREAL ALGORITHM
In this section, we present details for the parareal algorithm with some preliminary results about the convergence property of the parareal algorithm. For problem (1), with two numerical propagators and , we denote by (T n , u n , ∆t) the approximate solution of (1) at t = T n +∆t, (T n , u n , ∆t) ≈ u(T n + ∆t), obtained by applying with the initial value u n at t = T n and the small step-size ∆t. Similarly, we denote by (T n , u n , ∆T ) the approximate solution of (2) at t = T n + ∆T obtained by applying with the initial value u n at t = T n and the large step-size ∆T . We divide the whole time-
We designate by the symbols and ⊕ the sequential and parallel parts of the parareal algorithm, respectively. Then the parareal algorithm is given as Algorithm 1.
Step 2: perform sequential corrections u
. . , N − 1, and is applied to (2);
Step 3: If {u Clearly, the argumentũ n+1 can be written asũ n+1 = J (T n , u k n , ∆t) and Algorithm 1 can be written compactly as
where ∆t = ∆T /J and J (T n , u k n , ∆t) denotes a value calculated by applying successively J steps of the fine propagator to (1) with initial value u k n and the fine step size ∆t. Clearly, upon convergence we have u
, the approximation at the coarse grids will have achieved the accuracy of the fine propagator with the small step-size ∆t. Hence, the -propagator has no effects on the accuracy of the converged solution and this explains why it makes sense to apply the -propagator to a completely different model, such as (2). 
Proof : The proof of this theorem follows directly from the analysis of Ref. 15 . Throughout this study, we choose for thepropagator the implicit Euler method. This is a common choice in the field of the parareal algorithm, since the propagator needs a large stepsize, and therefore needs to be strongly stable. Furthermore, the propagator should be cheap for implementation because it dominates the cost of the coarse grid correction for each iteration. For the -propagator, we consider three RK methods; the implicit Euler method, the Trapezoidal rule, and the 4th-order Gauss method. The resulting three parareal algorithms are denoted by parareal-Euler, parareal-TR, and parareal-Gauss4, respecively. To derive the stability function of the three RK methods applied to the impulsive differential equations, we consider the scalar model problem
where τ 1 = τ and τ l+1 −τ l = τ for l 1. We assume that τ = q∆t, the impulse distance τ contains q small step-sizes, and ∆T = pτ. Thus J = pq. We illustrate the relation between the numerical solutions computed by using the small step-size ∆t at two adjacent impulses, t = τ l−1 and τ l . Denote by u l, j/q and u l,0 the approximations of u(T l+ j/q ) and u(T l + 0), where T l+ j/q = T l + j∆t and T l = lτ with 0 j q, l = 0, 1, . . . , N τ = T /τ. Thus for the implicit Euler method we have
This implies that the stability functions of the implicit Euler method, used as the -propagator for the IDE (2) and the -propagator for the IDE (1), are g (∆T λ) = (1 + β) Euler (∆T λ) and
www.scienceasia.org For a general RK method used as the -propagator with the small step-size ∆t, the function f (z/J) can be derived similarly,
where (z) is the stability function of the RK method applied to (8) with α = 0. Particularly, for the Trapezoidal rule and the 4th-order Gauss4 method, the stability functions are
. (11) With the above preparations, the contraction functions (7) for the three parareal algorithms pararealEuler, parareal-TR, and parareal-Gauss4 are specified as
By letting β = (1 + α) p − 1, we write
with γ = 1/|1+α|
we cannot represent the contraction factor Euler,TR,Gauss4 (z, J) by the simple form (13) , and the derivation of a sharp upper bound of Euler,TR,Gauss4 (z, J) is extremely complicated.
CONVERGENCE ANALYSIS
In this section, we derive a sharp upper bound of Euler,TR,Gauss4 (z, J), which depends only on γ.
We obtain a functionρ(γ) such that max J 2,z 0 Euler,TR,Gauss4 (z, J) ρ(γ).
The Parareal-Euler algorithm
We first consider the parareal-Euler algorithm, which consists of using the implicit Euler method for both the -and -propagators.
(z/J))) = sign(R(s)). Then it suffices to prove R(s) 0 for all s 0. We have
Hence it holds that R (s) R(0) for s 0. This together with R(0) = 0 gives R(s) 0, which implies
From Lemma 1, we now present the sharp boundρ(γ) of the convergence factor of the parareal-Euler algorithm.
Theorem 2 For any
with z † ∈ (1, 3) is the unique root of the equation
Proof : By Lemma 1 we have
2 ) e −z and has a unique root z † , which is the global maximizer of Φ(γ, z) for z ∈ [0, ∞). The root
The Parareal-TR algorithm
The stability function TR (z) = (1 − z/2)/(1 + z/2) of the Trapezoidal rule has different signs for z < 2 and z > 0. Hence, the convergence properties of the parareal-TR algorithm consists of two cases, J is even and J is odd. We first consider the case J is even, and the case for J odd is commended in Remark 1.
Lemma 2 Let J 2 be an even integer. Then for any
Hence it suffices to check the sign of the function φ(s, J) with respect to s. We consider two cases, s ∈ (0, 2) and s > 2. For s ∈ (0, 2), we have
which holds for any J 1. Hence 
Then for any real numbers J
Since R(0) = 0, thus R(s) > 0 for s ∈ (0, 2). Based on Lemmas 2 and 3, we derive the following result for the upper bound of the contraction factor TR (z, J) of the parareal-TR algorithm. 
Proof : The proof consists of two parts. Thus from the proofs of Part A and Part B given above, it is easy to see that Theorem 3 is also applicable to an odd integer J 3.
The Parareal-Gauss4 algorithm
It remains to consider the parareal-Gauss4 algorithm, which consists of using the 4th-order Gauss RK method for the -propagator. The converged solution of the parareal-Gauss4 algorithm is of order 4, u
Lemma 4 Let
Proof : Let s = z/J, r(s) = Gauss4 (s), and R(s) = log r(s) − sr (s)/r(s). Then for z > 0 and J 2,
This gives max s 0 R(s) = max{R(0), lim s→∞ R(s)} = 0, since r(0) = lim s→∞ r(s) = 1, r (0) = −1, and lim s→∞ r (s) = 0. Hence, it holds that ∂ J J Gauss4 < 0 for any J 2, which proves (22) .
Theorem 4 Let γ = |1 + α|
−p 1 and J 2 be an integer. Then, for the parareal-Gauss4 algorithm, the contraction factor Gauss4 (z, J) defined by (13) 
and z † ∈ (1, 3) is the unique root of the equation
Proof : The proof is similar to that of Theorem 3 concerning the parareal-TR algorithm. Precisely, following the proof of Lemma 2, we fix some quantity s 0 4 such that
Discussions
We now discuss the upper boundsρ Euler,TR,Gauss4 (γ) of the three parareal algorithms. With γ = |1 + α|
and four values of p, Fig. 1 shows the profile of the three bounds as functions of α ∈ [−2, 0]. For a given γ, the values ofρ TR (γ) andρ Gauss4 (γ) are very close, as shown together in Fig. 1a . For a given impulsive parameter α ∈ (−2, 0), all three parareal algorithms possess a constant convergence factor less than 1, and the constant convergence factor becomes smaller when p is larger (Fig. 1), i.e., a single large step-size ∆T contains more impulses. Furthermore, for a given γ the parareal-Euler algorithm has smaller convergence factor than the other two algorithms.
One of particular interest is the behaviour of ρ Euler,TR,Gauss4 (γ) as γ approaches 0 and 1, which, respectively, correspond to α = −1 and α = −2 (or α = 0).
For α = −1,ρ Euler,TR,Gauss4 = 0, which implies that all three algorithms converge in one iteration.
, which is equivalent to u(τ + l ) = 0, and this implies that the IDE is a completely autonomic differential equation in the subinterval [τ l , τ l+1 ] with the zero initial value. Hence we are solving a series of independent ODEs on the time intervals {[τ l , τ l+1 ]} l 0 with τ 0 = 0 and τ l+1 − τ l = τ by the parareal algorithm. Since ∆T τ, we have only one large subinterval in the framework of the parareal algorithm. Hence we obtain the converged solution after one iteration. This can also be explained by using the property of convergence in finite iterations for the parareal algorithm 15 . For α = −2 or α = 0, i.e., γ = 1, we havê ρ TR,Gauss4 = 1 andρ Euler = 0.3. For γ = 1, the contraction factors Euler,TR,Gauss4 (z, J) is reduced to
, which is exactly the contraction factors of the three parareal algorithms applied to the regular ODEs without impulses 15 . In this case, from Ref. 
NUMERICAL EXPERIMENTS
In this section, we provide numerical results to validate the theoretical prediction given in previous sections. We first consider a linear problem arising from semi-discretizing the impulsive heat equations and then consider the impulsive logistic equation, a nonlinear problem arising from population dynamics 25 .
Impulsive heat equations
Consider the following impulsive heat equations (25) www.scienceasia.org with u(0, t) = u(1, t) = 0 and u(x, 0) = 0. By using the centred finite difference formula with mesh size ∆x to discretize ∂ 2 x , we obtain the ODEs system:
where u(t) = (u 1 (t), u 2 (t), . . . , u m (t)) T with u j (t) ≈ u(x j , t), x j = j∆x, and j = 1, 2, . . . , m = 1/∆x − 1. The matrix A and the source term f(t) are
Let ∆x = 0.01, T = 20, τ = 1/3, ∆T = pτ, α = −1.45, and ∆t = ∆T /J with J = 20. Fig. 2 shows the measured error max 1 n N u k n − u n ∞ at each iteration for the three parareal algorithms, where {u n } N n=1 with N = T /∆T denotes the converged solution. We consider two values of p, p = 1 (Fig. 2a) and p = 2 (Fig. 2b) . The error predicted by the linear boundρ Euler,TR,Gauss4 , i.e., max 1 n N u 0 n − u n ∞ρ k Euler,TR,Gauss4 (γ) with γ = |1 + α| −p , is shown by the dotted lines. As already mentioned, for a given γ the quantitiesρ TR (γ) andρ Gauss4 (γ) are very close, there is only one dotted line for the parareal-TR and parareal-Gauss4 algorithms in Fig. 2 . Fig. 2 shows that linear bounds for the three algorithms are sharp, and for a given impulsive parameter α, all three parareal algorithms converge faster when a single large step-size ∆T contains more impulses. These observations coincide with the theoretical predictions implied by Fig. 1 . We now validate the robustness of the convergence rates of the three parareal algorithms with respect the change of space and time discretization parameters. We show in Fig. 3 the effects of the space discretization parameter ∆x (Fig. 3a) and the ratio J = ∆T /∆t (Fig. 3b) on the convergence rates of the three parareal algorithms. For given ∆x (or J) we show the iteration number needed to reach the error tolerance 10 −12 , i.e., max 1 n N u k n − u n ∞ 10 −12 . Fig. 3 implies that the three parareal algorithms possess strongly robust convergence rates with respect to the reduction of ∆x and the increase of J. Particularly, it is interesting to point out that the parareal-TR and parareal-Gauss4 algorithms converge faster when a larger J is used (Fig. 3b) . This means that increasing the ratio J to improve the accuracy of the converged solution does not deteriorate the convergence rates in practice.
Impulsive logistic equation
Consider a nonlinear problem, the impulsive logistic equation 25 ,
where Ω = (0, 1) 2 , a > 0, and K > 0. We consider the Dirichlet boundary condition u(x, y, t) = 0 for (x, y) ∈ ∂ Ω and constant initial condition u(x, y, 0) = 1 for (x, y) ∈ Ω. Applying the centred finite difference formula to the spatial derivatives in , for
(a) (b) Fig. 3 Verification of the robustness of the convergence rates of the three parareal algorithms with respect to the change of (a) the space discretization parameter ∆x and (b) the ratio J = ∆T /∆t.
(28), we obtain the impulsive ODEs: Fig. 4a the iteration number needed to reach the error tolerance
10
−12 for ∆x varies from large to small. Similar information for the case that ∆x = 0.02 is fixed and the ratio J = ∆T /∆t varies from small to large is shown in Fig. 4b . Clearly, similar to the linear case, the three parareal algorithms analysed in this paper still possess strongly robust convergence rates for nonlinear problems, with respect to reduction of the spatial discretization parameter ∆x and the increase of the ratio J = ∆T /∆t.
CONCLUSIONS
We have analysed the convergence properties of the parareal algorithm for differential equation with impulses. The parareal algorithm studied here consists of using for the -propagator the implicit Euler method and for the -propagator three representative Runge-Kutta methods, the implicit Euler method, the Trapezoidal rule and the 4th-order www.scienceasia.org Gauss Runge-Kutta method. The converged solution of the resulting three parareal algorithms is of order one, two and four, respectively. The effect of the impulses on the convergence rate of the parareal algorithm is characterized by two parameters, the impulsive magnitude α and the impulsive frequency p within one large step-size (i.e., ∆T = pτ). With given α and p, the -propagator is applied to a modified impulsive differential equations. We performed a rigorous convergence analysis for the three parareal algorithms, and the dependence of the convergence rate on the impulsive parameters is derived. An interesting finding is that when the impulses are of stable type, i.e., α ∈ (−2, 0), we can expect faster convergence for the three parareal algorithms and particularly for the case =Trapezoidal rule the parareal algorithm also possesses a constant convergence factor ρ < 1, which is independent of the ratio J = ∆T /∆t and the eigenvalue distribution of the coefficient matrix A. This result is interesting because it is well known that for the regular differential equation (without impulses), the convergence factor of this parareal algorithm approaches 1 when λ max → ∞, where λ max denotes the largest eigenvalue of the coefficient matrix.
