Abstract-In-band crosstalk, due to multiple interferers, has been identified as one of the most severe impairments in optical transparent networks, especially in the ones with a large number of nodes and a high wavelength density. Due to its robustness to in-band crosstalk differential phase-shift keying (DPSK) emerges as an attractive modulation scheme to be used in such environments. This paper proposes a rigorous formulation to estimate the performance of direct-detection DPSK receivers using an eigenfunction expansion technique in the time domain. The method takes into account both the in-band crosstalk, due to an arbitrary number of interfering terms, and the amplified spontaneous emission noise and is able to deal with any combination of optical and electrical filter shapes. Using this method the accuracy of an approximation based on the wideband optical filtering assumption was evaluated and shown that the approximation, although not providing reliable results for the error probabilities, can be used with confidence to compute power penalties due to in-band crosstalk. Furthermore, the crosstalk tolerance of DPSK over on-off keying was quantified and shown that this tolerance is reduced when the number of interferers increases.
D
IFFERENTIAL PHASE-SHIFT KEYING (DPSK) is employed as a modulation scheme in a wide variety of digital communication systems. This scheme entered in the optical arena in the late 1980s, in the context of a research effort that took place at that time in order to use coherent detection techniques as a way to improve receiver sensitivity and hence transmission distance [1] , [2] . However, the advent of erbium-doped fiber amplifiers refocused the interest on direct-detection techniques and, as a consequence, the possibility of using a Mach-Zehnder delay interferometer in conjunction with a dual-photodiode balanced receiver, to demodulate optical DPSK signals, started to attract attention [3] - [5] . In the last years, direct-detection DPSK has regained momentum aiming mainly dense wavelength division multiplexing (DWDM) long-haul transmission applications [6] - [8] . This renewed interest comes from the fact that DPSK outperforms the traditional binary on-off keying (OOK) in such aspects as receiver sensitivity, robustness to transmission impairments, and tolerance to signal power fluctuations [9] , [10] . In addition, there is also a significant interest about the promises of this scheme, having in view optical networking applications. Besides the reasons invocated for long-haul transmission, this modulation format presents some properties particularly advantageous in the context of optical networks, including the following: 1) the constant-intensity nature of DPSK favors the use of semiconductor optical amplifier gates in optical switching applications [11] , because the patterning effects and the dynamic interactions between DWDM channels due to carrier lifetimes can be greatly reduced [12] , [13] ; 2) the fact that the decision threshold is zero facilitates the design of optical receivers for burst applications in diverse areas, such as optical packet switching, optical burst switching, and passive optical networking, because it avoids the use of complex decision threshold tracking circuits employed in traditional OOK receivers [14] , [15] ; 3) the robustness to narrow band optical filtering [16] facilitates the design of transparent optical networks in the measure that contributes to mitigate the cascading filtering effects of optical add-drop multiplexers (OADMs); 4) a higher tolerance to in-band crosstalk than OOK [17] permits to relax the isolation requirements of optical devices, such as multiplexers, and optical switches.
The improved tolerance of DPSK towards crosstalk is particularly advantageous in optical networking environments, because due to imperfections of optical devices used to build network elements, such as OADMs, optical cross-connects, optical burst switches, as well as from spurious reflections inside the network, there are many leakage signals that interfere with the desired signal originating crosstalk [18] - [20] . It is well known that this phenomenon can be particularly damaging when the interference and the signal have the same nominal wavelength, leading to the so-called in-band or homodyne crosstalk, since in this case the signal-crosstalk beatings originated at the receiver can not be filtered out, becoming, as a consequence, an important source of signal quality degradation.
In the context of optical transparent networks its damaging effect is further enhanced due to the fact that the crosstalk accumulates as the signal, corresponding to a given lightpath, traverses multiple network nodes [21] . In networks with a large number of nodes and a high wavelength density this impairment can become one of the most severe sources of performance degradation. Hence, the development of techniques capable of providing accurate performance estimations in the presence of 0733-8724/$26.00 © 2010 IEEE in-band crosstalk is a critically important issue, especially in what concerns the physical layer design of optical transparent networks.
The problem of in-band crosstalk has been the focus of widespread attention in applications based on OOK and a great number of techniques appropriate to evaluate its effect on system performance have been published (see [22] and references therein). These techniques range from simpler ones, based on approximating the statistic of the decision variable as a Gaussian process, to rigorous methods, that rely on the exact statistics. On the contrary, only a few studies have been reported in the literature dealing with the problem of in-band crosstalk in the context of DPSK. In [23] , it is derived an analytical expression for the error probability of a DPSK signal considering a single interferer, but the analysis is based on the hypothesis that the optical filter is an ideal matched filter, which is not a viable profile to design optical filters due to current technological constraints. The case of multiple interferers was also studied in this reference using a quite simplistic treatment, based on the Gaussian approximation. A more rigorous and elaborated treatment to analyze the performance of DPSK receivers in the presence of multiple interferers is described in [24] . However, this treatment is based on the assumption that the number of interferers is infinite, which is not a sufficiently general assumption to accurately describe many of the circumstances encountered in real optical networks. Another published approach was proposed by the authors to estimate the bit-error rate of DPSK systems in the presence of amplified spontaneous emission (ASE) noise and in-band crosstalk due to a single [25] , and multiple interfering signals [26] . Nevertheless, this analysis relies on a simplified assumption, since it considers an idealized receiver resulting from the combination of an ideal rectangular optical filter with large bandwidth-time product and an integrate-and-dump electrical filter, the so-called wideband optical filtering assumption [27] , [28] . It is also worth noting that due to the complex nature of the statistics of the decision variable, the Gaussian techniques can not be applied to give accurate results with DPSK signals, even when the number of interferers is high [29] , restricting considerably the space of solutions in comparison with OOK. In our recent work we have also developed some theory to deal with coherent in-band crosstalk originated from multipath interference, but once again its foundation relies on the wideband assumption [30] .
In the present paper, we provide a general formulation for estimating the performance of optically pre-amplified DPSK receivers in the presence of in-band crosstalk due to an arbitrary number of interferers, by extending our previous work to the case of arbitrary optical and electrical filtering. The formulation uses an eigenfunction expansion technique to decompose the signal, the interference, and the ASE noise, at the optical filter input, in terms of a series of orthogonal functions and relies on the moment generating function (MGF) to describe the statistics of the decision variable. This approach follows the treatment introduced by Emerson to study square law detectors [31] and has some similarities with the rigorous approaches reported in [10] , and [32] to evaluate the bit-error rate of DPSK receivers. The main difference is that [10] uses the eigenfunction expansion in the frequency domain, rather than in the time domain, as happens here, whereas [32] uses an expansion at the optical filter output, leading to a different integral equation. In comparison with [32] , our approach has the advantage of simplifying the orthonormality conditions, as well as the computation of the expansion coefficients, since they become independent of the electrical filter impulse response. It may be noted that the Forestieri method [33] has also been applied in rigorous studies in the context of direct-detection DPSK receivers [9] , [34] . However, this method uses the Fourier series as the orthornormal basis for performing expansions, which differs from our strategy of computing a basis function for each combination of optical and electrical filters.
The remainder of this paper is structured as follows. In Section II, we describe the model used to characterize the decision variable at the DPSK receiver output, and show how this variable can be written as a series of independent random variables in order to deal with arbitrary filtering. In Section III, the MGF of the decision variable is derived and the application of the saddle-point integration method to error probability and probability density evaluation is discussed. In addition, the simplifications subjacent to the wideband optical filtering assumptions are also outlined. Numerical results are given in Section IV and some concluding remarks are provided in Section V.
II. DECISION VARIABLE MODELING AND
EIGENFUNCTION EXPANSION The structure of a typical direct-detection DPSK receiver using balanced detection is shown in Fig. 1 . It consists of an optical pre-amplifier with gain , an optical filter, a delay interferometer with a differential delay equal to the bit period , a balanced photodetector, and a post-detection electrical filter. The optical filter is assumed to have an arbitrary low-pass equivalent impulse response and an optical bandwidth , whereas the electrical filter is described by the impulse response and by the electrical bandwidth . In a DPSK signal the binary information is transmitted by shifting the phase of the optical carrier, by either 0 or , between adjacent signaling intervals. Therefore, the delay interferometer acts as an optical demodulator, converting the phase modulation to intensity modulation. Here, we assume that when the symbol "one" is received the signal emerges from the constructive port, and when the symbol "zero" is received it emerges from the destructive port. Suppose that at the receiver the incoming DPSK signal is impaired by in-band crosstalk due to DPSK interferers, originated from different sources with the same bit rate and nominal wavelength as the desired signal. Therefore, the total electrical field at the interferometer input can be given by (1) where the first term corresponds to the desired signal, the second term to the in-band crosstalk, and the third term to the ASE noise originated from the optical pre-amplifier. The complex envelope of the signal field during the interval can be represented as (2) where denotes convolution, the average signal power incident at the amplifier input, a rectangular pulse of unitary amplitude within the interval and zero elsewhere, the polarization unit vector, and the signal phase. This phase is given by , where is the phase in the previous time interval, and for symbol "one" and for the symbol "zero". The complex envelope of the -th interfering signal in turn can be given by (3) where is the average crosstalk power at the amplifier input, is the phase conveying the information, with for the symbol "one" and for the symbol "zero", and is a random phase. The crosstalk level of the -th interferer is defined as the ratio between the crosstalk power and the signal power , whereas the total crosstalk level is given by . Throughout this paper it is considered a worst case interference scenario reflected in the fact that all the interfering signals are assumed to be co-polarized and temporally aligned with the desired signal. In practice, the polarization vectors are random, but as they show a statistical tendency to be aligned and stay in this state for a long time [35] , the co-polarization scenario is justified. The ASE noise due to the pre-amplifier is considered to be a zero mean white stationary Gaussian noise with a single-sided power spectral density in each polarization given by , where is the photon energy at the signal wavelength, and is the noise factor. We assume that the gain is sufficiently high, so that the ASE noise dominates over shot noise and thermal noise in the receiver, allowing us to neglect these noises in the present analysis. The field can be expressed in terms of in-phase , and quadrature components, giving for the case of the ASE noise having the same polarization as the signal . The electrical fields at the interferometer outputs are for the constructive port and for the destructive port. These fields are detected using a pair of identical photodiodes with unitary responsivities and the resulting currents are subtracted and filtered by the electrical filter. The decision variable at the filter output, defined at the decision time , can then be written as (4) where , and . The decision variable is the difference between the random variable , resulting from the constructive port, and the random variable , resulting from the destructive port. These random variables can be rewritten as (5) and (6) where is defined by (7) and (8a)
In the above equations , and . The random process represents the difference between the accumulated phases of the -th interferer and the signal, and includes also the phase . This phase can be viewed as the relative phase between the signal and the -th interferer and depends, namely, on the laser phase noise [23] . Since the laser coherence time typically exceeds the bit period , the phase can be assumed constant over this period and uniformly distributed in . Bearing in mind the properties of uniformly distributed random processes [36] the process is also modeled as uniform over the same interval. It is also reasonable to assume that all the are statistically independent, because the interferers are originated from different sources.
The function is continuous and is also symmetric because . Furthermore, if the condition is satisfied this function is in addition positive semidefinite and the Mercer's theorem can be applied giving [31] (10) where is the th eigenfunction, and the corresponding eigenvalue of the integral equation (11) and, as a result, the functions satisfies the orthonormality condition (12) where is the Kronecker delta function. Inserting (10) into (5) and (6) we get after some algebra (13) (14) with (15) (16) and (17) where is given by (15) with replaced by and replaced by , whereas is given by (16) with replaced by . In (17) , the random coefficients are mutually independent zero-mean Gaussian random variables, with variances , for , since according with (17) and (12) we have (18) where is the Dirac delta function and the operator denotes the expected value. An additional simplification can be obtained in (15) and (16) by assuming that is constant over the interval giving
where (21) If the ASE noise in the polarization orthogonal to the signal is taken into account, then (13) and (14) must be written in the following form:
where the noise terms , for , are statistically distributed as the terms , for , and are independent of them.
III. EVALUATION OF THE ERROR PROBABILITY

A. Moment Generating Function Derivation
The statistics of the random variable are described here using the MGF, which is defined as . This function is computed by deriving, in first place, the conditional MGF of for a given realization of , denoted as , and then averaging over all the possible values of . From (4), (13) , and (14), it can be concluded that the conditional random variable is the difference of two non-central chi-square variables. In these circumstances, as the cross-correlation coefficient between the noise terms and is equal to , the non-central chi-squares are independently distributed [37] , [38] , and in this way the conditional MGF of , can be written as the product of the MGFs of the conditional random variables and . As a consequence, the unconditional MGF of is given by (24) where (25) (26) with (27) with denoting the modified Bessel function of the first kind of order zero and , whereas is given by (27) with replaced by and replaced by , and
. When the ASE noise in the orthogonal polarization is accounted for (25) and (26) still hold, but now with . The way how (25) to (26) were derived deserves some attention. First of all and are a sum of noncentral chi-square random variables, whose individual MGFs are well known [39] . As these random variables are statistically independent, then the final MGFs of and are the product of the individual ones. The next step of the derivation process requires the averaging over , which leads to . This function is obtained from , deduced in Appendix, by changing the variable by . In this derivation, for the sake of simplicity, we have assumed that the crosstalk-crosstalk beating terms are independent of the signal-crosstalk beating terms.
A concurring technique for MGF representation used by some authors in crosstalk studies on OOK scenarios [40] , [41] relies on the wideband optical filtering assumption. This approximation avoids the problem of solving complicated integral equations by using, for example, complex exponentials as orthogonal functions in the signal and noise expansions. The technique has also been adapted to DPSK [25] , [26] , and implies using an ideal optical filter with a large bandwidth-time product and an integrate-and-dump electrical filter with for and zero elsewhere. In this case, the MGFs given by (25) and (26) can be simplified by making the following approximations: 1)
, for and zero elsewhere; 2)
. Intuitively, it is expected that the accuracy of the referred simplification will depend on both the filters profile and bandwidth. To analyze this problem the eigenfunctions and the eigenvalues of (11) are obtained for two different receiver configurations: 1) Ideal receiver, resulting from the combination of an ideal optical filter and an electrical integrate-and-dump filter; 2) Gaussian receiver, based on Gaussian shaped optical and electrical filters. The integral equation (11) was solved by applying the Gaussian quadrature rules integration technique and the resultant matrix eigenvalue problem was solved by applying the QL algorithm with implicit shifts [42] , which requires that the matrix kernel is first transformed into a symmetric and tridiagonal matrix [42] . Fig. 2 represents the normalized eigenvalues for the receiver configurations considered. As shown, for all the eigenvalues are smaller than 1, indicating that the first requirement of the simplified approach does not hold. As an additional remark, it should be referred that this discrepancy is higher for the ideal receiver than for the Gaussian receiver (  for  and  for ). For the results corresponding to the ideal receiver are in accordance with the first requirement of the wideband assumption, whereas the results for the Gaussian receiver clearly depart from that requirement.
Using the eigenfunctions and applying (21) the parameter can be computed. The knowledge of permits to evaluate , which value is represented in Fig. 3 as a function of . The summation value approximates 1 as increases, but deviates markedly from this value for low values of , indicating that the simplified approach lacks accuracy in this region. This trend is more remarkable for the ideal receiver where leads to , whereas for the Gaussian receiver we have for both and . These results suggest that for what concerns the statistical modeling of the decision variable the wideband approximation lacks accuracy when the Gaussian receiver is used, restricting its range of application only to scenarios based on the ideal receiver with bandwidth-time products larger than 1.
B. Exact Error Probability Evaluation
From (24) the probability density function (PDF) of the decision variable can be evaluated by using the inverse Laplace transform, that is [43] ( 28) in which , and the contour of integration is a vertical line parallel to the imaginary axis that crosses the real axis at the point , that lies in the region in which the integral converge.
The correct detection of binary information digits depends on the observed sign of the random variable . When signaling a "one" in a DPSK signal the observed sign of should be positive. Taking into consideration the fact that the optimum decision threshold for an ideal balanced receiver is zero [24] , then in that situation an observed negative value leads to a decision error. As a consequence, the error probability can be evaluated by integrating (28) from to 0 and can be written, for the specific case that of the interferers are "ones", in the following form: (29) where denotes probability, is the upper limit of the region of convergence of the integral, and is the conditional MGF given that the signal symbol is "one" and the number of interferers at the state "one" is . Bearing in mind that for interferers in the state "one" there are in the state "zero", and using (24) , the conditional MGF is . The average error probability is evaluated by applying a binomial symbol conditioning on the interfering signals. As a result, and for the case of the "one" and "zero" interfering symbols being equally likely, the average error probability is given by (30) The integral in (29) can be evaluated numerically by using the saddle point integration method [44] . According to this method a possible contour of integration is a straight line parallel to the imaginary axis, which is required to pass through the saddle point of the integrand of (29) It should be noted that the same strategy can be used to solve the integral in (28) in order to obtain the PDF of the decision variable , although in this case the phase function (31) must be replaced by . Expanding into a Taylor series around the point , and retaining only the terms up to order , one arrives to the wellknown saddle-point approximation. This approximation gives quite accurate results in the context of error probability estimations, but fails to describe properly the probability densities of DPSK signals in the presence of crosstalk, especially in the center region of the curves [45] . For this reason, and for a question of homogeneity in numerical calculations, we have only used the saddle point integration method through all this paper in order to compute both probability densities and error probabilities.
IV. ILLUSTRATING RESULTS
In order to illustrate the application of the rigorous formulation developed previously, this section presents some numerical results for both the ideal and the Gaussian receiver configurations, assuming a bit rate of 10 Gb/s and a Gaussian electrical filter with a 3 dB bandwidth such that . Furthermore, the analysis takes into account the impact of in-band crosstalk and ASE noise from both polarizations. This noise is due to the optical pre-amplifier, which is characterized by dB and dB. For comparison purposes, the simplified approach resulting from the optical filtering wideband assumption is also evaluated.
We start our discussion with the evaluation of the PDF of the decision variable
, since the precise knowledge of this function is crucial to gain insight into DPSK properties. In these evaluations, it is assumed that the desired signal and the interferers are in the same symbol state ( , with ), and that the average signal power incident at optical pre-amplifier input is dBm. Fig. 4 shows the PDFs of the decision variable (normalized with respect to the signal power ), for the two receiver configurations, considering a single interferer with a crosstalk level of dB. The results for the simplified approach are also included. It is clearly seen from Fig. 4 that for the different scenarios considered the inner tails of the PDFs associated with the symbols "one" and "zero" are symmetric around zero. This is a distinctive feature of DPSK, provided that the optical demodulator is ideal [32] , and explains why its decision threshold is zero. Fig. 4(a) , which corresponds to the case of , also shows that the crossing point of the ideal receiver curves occurs at a higher value than the other curves, but this situation changes for (Fig. 4(b) ) with the simplified approach and ideal receiver curves being almost indistinguishable and the crossing point of the curves corresponding to the Gaussian receiver leading to the highest value. As the error probability is determined by the area under the inner tails of the PDFs, it is expected that the simplified formulation resulting from the wideband assumption leads only to accurate performance estimations for the ideal receiver with a bandwidth-time product larger than 1, confirming the conclusions derived from the analysis presented in Section III.A. Fig. 5 shows again the PDFs of the decision variable, but only for the Gaussian receiver, considering a total crosstalk level of dB equally distributed among a variable number of interferers. As expected, the crossing points increase with the number of interferers and their values are higher for the case (Fig. 5(b) ) than for the one (Fig. 5(a) ). This behavior is due to the fact that the impact of the ASE noise is more significant for than for , leading to an enlargement of the PDF shapes, as can be easily confirmed by comparing Fig. 5(a) with Fig. 5(b) .
The effect of the number of interferers on the receiver performance is shown in Figs. 6(a) and (b) for and , respectively, considering a total crosstalk level of dB. These figures plot the error probability as a function of the optical signal-to-noise ratio (OSNR) for the two receiver configurations under consideration, which is computed using the exact analysis described in the previous sections. The error probability evaluated using the simplified approximation resulting from the wideband assumption is also plotted. The OSNR is defined in this work as the ratio of the average signal power before the optical filter to the ASE noise power in both polarizations evaluated using a noise bandwidth equal to the bit rate. As the first observation, it may be noted that the curve for the single interferer in Fig. 6(a) , computed with the simplified approximation, is in excellent agreement with that obtained using ( [23] , (20) ) or ( [46] , (8.30) ). Several other observations can be made. In first place, it is clear that despite the total crosstalk level remaining constant ( dB) the performance deteriorates as the number of interferers increases, a trend that is already expected from the analysis of the PDF behavior. The curves also show that the performance depends on the shape of the optical and electrical filters, with the Gaussian receiver with experiencing about 1.0 dB and 0.7 dB penalties with respect to the ideal one at for and , respectively. On the other hand, for the case, the discrepancies between the results obtained with the two receiver configurations are reduced and the referred penalties decrease to 0.5 dB. In both figures the presence of an error floor is clearly evident for both and . This floor is due to the in-band crosstalk, as has already been evidenced in [24] , and in the case of it even prevents to reach an error probability of . Fig. 6 (a) also indicates that for the simplified approach is not appropriate to provide accurate performance estimates for neither the ideal receiver, nor the Gaussian receiver, leading to an OSNR penalty of about 1.1 dB at for the former receiver and 0.6 dB for the latter one, assuming again that . For the results obtained with the simplified analysis are in good agreement with the ones obtained using the exact treatment for the ideal receiver, but the approximation also fails to provide rigorous estimates for the Gaussian receiver. Indeed, in this case the discrepancy between the exact and simplified results is about 1.0 dB and 0.7 dB for and , respectively, assuming the same conditions as before. Therefore, the simplified approach is not a reliable method for predicting error probabilities for Gaussian receivers in the presence of ASE noise and in-band crosstalk, and also fails for ideal receivers with bandwidth-time products closer to 1.
Next, we consider in Fig. 7 the results for the OSNR penalty due to in-band crosstalk as a function of the total crosstalk level , considering . The OSNR penalty is a widely used metric to quantify the crosstalk impact and is defined in this work as the increment in decibels in the OSNR, required to maintain the error probability fixed at in the presence of crosstalk. Contrary to what happened in the error probability analysis, the OSNR penalty results are practically independent of the filter shapes. These results, as well as our calculations for other values of , also evidence the fact that the simplified Fig. 7 . OSNR penalty versus the total crosstalk level for different numbers of interferers and two receiver configurations. The error probability is fixed at 10 and B T = 5. approach can be employed to obtain accurate penalties irrespectively of the bandwidth-time product. Finally, in order to compare the penalties of the DPSK format with the ones of the OOK modulation with NRZ pulses, we estimated the performance of OOK, following the same lines outlined in the previous sections adapted to an OOK receiver. A particular difference between the models resides on accounting for OOK the effect of the extinction ratio, which is defined as the ratio of the average optical power of symbol "one" and that of the symbol "zero", assumed in this paper to be equal to 20 dB. The obtained results are plotted in Fig. 8 , showing that for a 2 dB OSNR penalty and a single interferer case DPSK has a gain of 5.5 dB over OOK in terms of crosstalk tolerance, since it tolerates a dB crosstalk level, whereas OOK only tolerates a dB. Note that this gain is very close to the 6 dB one, reported by Liu et al. [17] , obtained by experimental means. For the case of 8 and 16 interferers, the crosstalk tolerance is reduced to about 3.2 dB and 3.0 dB, respectively, demonstrating that the robustness of DPSK towards in-band crosstalk diminishes as the number of interferers increases.
V. CONCLUSION
A rigorous formulation has been developed in this paper to study optically pre-amplified DPSK receivers in the presence of in-band crosstalk due to an arbitrary number of interferers. The formulation relies on using an eigenfunction expansion technique and is sufficiently general to deal with the case of arbitrary optical and electrical filtering. The method was used afterwards to analyze the accuracy of the wideband optical filtering assumption. Numerical results show that the error probability estimates depend on the filter shapes, and also suggest that the wideband assumption lacks accuracy when realistic receiver configurations, like the one resulting from the combination of Gaussian optical and electrical filters, are used, restricting its range of application only to scenarios based on an ideal receiver with bandwidth-time products larger than 1.
However, the situation is quite different for the OSNR penalty due to in-band crosstalk, the metric commonly use to quantify the crosstalk effects. In this case, the results remain almost independent of the filters profile and the wideband approximation can be used to give reliable predictions to this metric. In addition, the crosstalk tolerance of DPSK over OOK was also analyzed and shown that the advantages of using DPSK reduce as the number of interferers increases.
APPENDIX
In this Appendix, the MGF of the random variable , which will permit to obtain (27) , is derived. This function can be written as (A1) Taking into account (19) and (20) we can write (A2)
Inspecting the right-hand side part of (A2) we verify that the first and the second terms are the optical power of the signal and crosstalk, respectively. The third term corresponds to the signal-crosstalk beating, and the last one to the crosstalk-crosstalk beating. The presence of the random variable in both the beating terms introduces some correlation between the signal-crosstalk and crosstalk-crosstalk terms, making the expectation in (A1) particularly difficult to evaluate in an exact way. To simplify the calculations we assumed that the terms of the crosstalk-crosstalk contribution are mutually independent and uncorrelated from the terms of the signal-crosstalk contribution. In this case, if we have in mind that is uniformly distributed in and , then (A1) can be written as (A3)
Having in mind that the expected value of is ( [47] , (3.339)) the above expression can be written as (A4)
It is worth noting that the impact of the crosstalk-crosstalk components grows as the OSNR increases. This effect is more visible in the scenarios depicted in Figs. 6(a) and (b) , especially for the case of . If we neglect those components we find out that there is no noticeable error floor for the case referred. However, in the presence of the crosstalk-crosstalk beating terms an error floor is building up, a phenomenon that is especially evident in Fig. 6(a) . Besides this aspect, the influence of these terms is minimal in all the other results presented in Section IV.
