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We analyze the role of spectral diffusion in the problem of many-body delocalization in quan-
tum dots and in extended systems. The spectral diffusion parametrically enhances delocalization,
modifying the scaling of the delocalization threshold with the interaction coupling constant.
I. INTRODUCTION
The essence of the phenomenon of Anderson localiza-
tion [1] is conventionally understood in terms of spatial
localization of a quantum particle by disorder in the ab-
sence of interactions of the particle with other particles,
or any other degrees of freedom in the system for that
matter. A key feature of Anderson localization is the
sharp boundary between continua of localized and de-
localized single-particle states, as the particle energy is
varied. For a macroscopic noninteracting electron sys-
tem, this means a quantum phase transition at temper-
ature T = 0, namely the Anderson transition between
the metallic and insulating phases, with changing, e.g.,
Fermi energy. Localization theory has been under in-
tensive development up until recently, culminating in a
rich variety of the universality classes of the Anderson
transition depending on the underlying symmetries and
topologies [2]. For the generic case of a random scalar po-
tential, however, all single-particle states, independently
of their energy, are localized for d = 1, where d is the
space dimension, and (in the absence of a magnetic field
leading to the quantum Hall effect and of spin-orbit cou-
pling) for d = 2, the latter being the lower critical dimen-
sionality for the metal-insulator transition for this type
of disorder.
One of the key questions in this area is how the inelas-
tic transitions due to electron-electron interactions affect
Anderson localization at nonzero T . More specifically,
one may wonder about the resulting T dependence of the
electrical conductivity σ(T ) in the phase that is insulat-
ing at zero T . It was about a third of a century ago that
two important advances were made in order to answer the
latter question. On the one hand, it was argued in Ref. [3]
that short-range interactions in a disordered system with
localized single-particle states do not destroy localization
also at nonzero T , implying that σ(T ) = 0 in the ab-
sence of a zero-T mobility edge, at least in the strongly
disordered limit. The reasoning was based on a perturba-
tion series analysis of the tentative single-particle decay
through the excitation of localized particle-hole pairs.
On the other hand, it was found in Ref. [4] that in-
elastic electron-electron scattering in the weakly disor-
dered limit leads to a finite dephasing rate and thus to a
nonzero σ(T ), even for the case of d ≤ 2 where all single-
particle states are localized. The calculation rested on
a self-consistent description of Nyquist noise produced
by delocalized electrons. The latter approach offered an
appealing picture of the weak-localization limit for dis-
ordered Fermi liquids [5].
Assuming that the two arguments [3, 4], taken at
face value, are correct, a disordered interacting sys-
tem with localized single-particle states must undergo a
finite-T localization-delocalization transition with chang-
ing strength of disorder. If disorder is not too strong (the
condition relevant to tight-binding lattice models), the
localization-delocalization transition must also occur as
T is changed. In other words, at certain finite T , inelas-
tic scattering due to electron-electron interactions should
lead to a delocalization (“many-body delocalization”) of
electrons that are localized in the absence of interactions.
At that time, however, and up until the last decade, this
logical construction, although obviously having funda-
mental theoretical implications, was not commonly ap-
preciated as an essential part of the conceptual frame-
work for disorder-induced phase transitions. Important
early ideas in this direction (in particular, the very possi-
bility of a finite-T localization-delocalization transition)
were put forward in Ref. [6].
Interest in the problem was revived in the context of
Anderson localization in Fock space. The concept of
viewing higher-order electron-electron scattering as the
Anderson localization problem on a certain graph (cf.
Ref. [7]) in Fock space was proposed in Ref. [8] with the
aim to study the hybridization of a highly excited single-
particle state, as a function of its energy, in a quantum
dot. This concept has become a central element in subse-
quent developments, see Ref. [9] for the recent overview.
While Ref. [8] dealt with a closed zero-dimensional sys-
tem, subsequent works addressed the problem of localiza-
tion in a spatially extended many-body system at finite
T , with one of the goals being to resolve the dichotomy
between the early results of Refs. [3] and [4]. Soon af-
ter, two papers [10, 11], studying the interaction-induced
decay of a single-particle state for the short-ranged inter-
action in the spirit of Refs. [3] and [8], obtained the scal-
ing of the ratio of a higher-order matrix element to the
relevant many-body level spacing with the order of the
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2perturbation theory (equivalently, with the “generation
number” in Fock space). Both papers [10, 11] arrived
at the conclusion that there is a finite-T localization-
delocalization transition, with σ(T ) being zero on the
low-T side of the transition and nonzero on the other
side. The result was obtained by means of a mapping
on the Bethe-lattice problem in the vicinity of the tran-
sition in Ref. [10] and a self-consistent treatment of the
perturbation series in Ref. [11].
The articles [10, 11] initiated a considerable interest in
the problem of many-body localization at nonzero tem-
perature in spatially extended systems. Numerous works
studied the problem by means of numerical simulations of
one-dimensional systems in the presence of disorder and
(short-range) interaction, see, in particular, Refs. [12–19],
with results supporting the existence of the transition.
An analytical proof of the existence of many-body local-
ization for a particular spin-chain model was proposed in
Ref. [20]. On the experimental side, signatures of a many-
body localization-delocalization transition in interacting
systems were observed in indium-oxide films [21, 22] as
well as in a d = 1 system of fermionic atoms placed in
two incommensurate optical lattices [23] and in a d = 2
system of cold bosonic atoms [24]. Many-body localiza-
tion was studied experimentally also in arrays of coupled
one-dimensional optical lattices [25, 26].
The main goal of this paper is to revisit the scaling of
the position of the many-body delocalization transition
(in terms of a critical strength of disorder or a critical
temperature) with the strength of (weak) interaction in
a broad class of models specified in Sec. II below. These
include a quantum dot with interacting electrons, a spin
quantum dot, as well as spatially extended systems of
spins or electrons (with localized single-particle states)
with short-range interactions.
Identifying the position of the many-body delocaliza-
tion transition in many-body systems is a highly nontriv-
ial problem. Indeed, a naive Thouless criterion that com-
pares a matrix element with the level spacing of directly
coupled states may be very deceptive. For example, in an
extended system with localized single-particle states the
level spacing of many-body states coupled to a given typ-
ical many-body state is inversely proportional to the sys-
tem volume Ld, where L is the linear size of the system.
Employing the above naive criterion, one would arrive at
the conclusion that in the thermodynamic limit L → ∞
all many-body states are extended for an arbitrarily weak
(but finite) interaction and at arbitrarily low temperature
T 6= 0, in contradiction with Refs. [3, 10, 11]. The prob-
lem with the above argumentation becomes particularly
obvious if one notices that it could also be applied to
the situation in which different localization volumes are
fully decoupled, and thus many-body states are definitely
localized.
In Refs. [10, 11], as a solution to this problem, it was
proposed to consider single-particle excitations. Specif-
ically, following essentially the arguments of Refs. [3]
and [8], the criterion for the many-body localization-
delocalization transition was identified (up to a logarith-
mic factor) by comparing the typical interaction matrix
element with the typical level spacing of final (three-
particle: two electrons and a hole) states for the decay of
a single-electron excitation. The obtained position of the
transition was determined by the critical condition for a
Bethe lattice [7] in Fock space [8].
While the approaches used in Refs. [10, 11] were differ-
ent, the results for the transition temperature Tc are the
same, up to a numerical prefactor, see Ref. [27] for a re-
cent detailed discussion. Specifically, it was found [10, 11]
that the system exhibits a transition between the low-
temperature localized phase [3] and the high-temperature
delocalized phase [4] at the temperature
Tc ∼ ∆ξ
α ln(1/α)
, (1)
where ∆ξ is the characteristic single-particle level spacing
in the localization volume, α  1 is the dimensionless
strength of the short-range interaction, and the symbol
“∼” means “up to a numerical coefficient of order unity”.
Recently, in Ref. [9], an analysis of the localization-
delocalization transition in an electronic quantum dot [8]
was performed that is a direct counterpart of the analy-
sis of a spatially extended system in Refs. [10] and [11].
Specifically, it was found [9] that many-body states in a
quantum dot undergo the Fock-space delocalization tran-
sition at the energy
Ec = (g/ ln g)∆, (2)
which can be translated into an effective transition tem-
perature [9]
Tc ∼ (Ec∆)1/2 ∼ ∆(g/ ln g)1/2 . (3)
Here, ∆ is the characteristic single-electron level spacing
in the dot, and g  1 is the dimensionless conductance
which determines the characteristic value of the interac-
tion matrix elements V ∼ ∆/g [thus 1/g plays a role of
α in Eq. (1)]. The threshold (3) emerges in a particu-
larly transparent way when one considers the decay of a
single-particle excitation on top of a thermal state in a
quantum dot. In full analogy with Eq. (1), this result
can be obtained (up to a logarithmic factor) by compar-
ing the matrix element with the level spacing of directly
coupled states.
In the present paper, we argue that the approximation
adopted in the previous works [9–11, 27] discarded an
important ingredient that affects the scaling of the delo-
calization threshold: spectral diffusion. This relaxation
mechanism was identified in the theory of spectral lines
in spin-resonance phenomena [28] and was later analyzed
in the context of the relaxation properties of glasses in
Refs. [29–32]. In particular, in Refs. [31] and [32], the
importance of spectral diffusion for delocalization of col-
lective excitations was emphasized. The essence of spec-
tral diffusion is that transitions that have already taken
3place in an interacting many-body system shift resonant
conditions for other possible transitions. Recently, it was
shown that spectral diffusion plays an essential role in de-
termining the position of the many-body delocalization
transition in a finite system with power-law interactions
[33, 34] (see also Ref. [35] where manifestations of spec-
tral diffusion in this context were observed experimen-
tally). The aim of the present work is to show that a
similar mechanism leads to enhancement of many-body
delocalization in quantum dots and in extended systems
with short-range interaction, and to determine the cor-
rect scaling of the delocalization thresholds with the pa-
rameters of the system.
On the technical level, Refs. [9–11, 27] neglected diago-
nal (in the single-particle basis) terms of the interaction,
retaining only the matrix elements of interaction with all
four indices being distinct. The usual argument behind
this approximation refers to the Hartree-Fock basis that
includes such diagonal terms on the single-particle level.
We will show below, however, that such an approxima-
tion is, in fact, too naive: the spectral diffusion driven
by diagonal matrix elements changes the localization-
delocalization threshold parametrically.
When addressing extended systems in this work, we
consider a model with finite-range interaction. At the
same time, it is worth noting that, while the rele-
vant matrix elements of the long-range Coulomb inter-
action are expected to be effectively short-ranged in one-
dimensional systems, the Coulomb interaction in higher-
dimensional (2D and 3D) systems was shown to lead to
the delocalization of excitations at arbitrary tempera-
tures [32, 34, 36–39]. More specifically, the delocaliza-
tion occurs when the spatial dimensionality exceeds the
half of the exponent of the power-law decay of random
long-range interactions.
The remainder of the paper is organized as follows. In
Sec. II, we describe the models of interest and remind the
reader of previous results for these models. In Sec. III,
we show that the Fock-space delocalization in a quan-
tum dot is substantially enhanced by spectral diffusion
and determine the scaling of the corresponding delocal-
ization threshold. In Sec. IV, we analyze the role of spec-
tral diffusion in the problem of many-body delocalization
in extended systems. In Sec. V, we summarize our find-
ings, discuss further implications of our work, and outline
possible generalizations of our theory.
II. MODELS OF THE MANY-BODY
DELOCALIZATION TRANSITION
In this Section we list four (closely interrelated) mod-
els. The scaling of many-body delocalization transitions
in these models—with the emphasis on the role of spec-
tral diffusion—is the main subject of this work.
A. Electron quantum dot
1. Model
We begin by considering a disordered quantum dot
with the mean single-particle level spacing ∆ (i.e., with
the single-particle density of states ν1 = 1/∆) and di-
mensionless conductance g  1. The Thouless energy is
given by
ET ∼ g∆. (4)
For simplicity, we focus on the system of spinless (spin-
polarized) electrons. The Hamiltonian of the dot reads
H =
∑
ic
†
i ci +
1
2
∑
Vijklc
†
i c
†
jckcl, (5)
where i are the energies of single-particle orbitals. These
orbitals are coupled by a two-particle interaction with
matrix elements Vijkl being random quantities. The root-
mean-square (r.m.s.) deviation of the matrix elements
for the Coulomb interaction (screened by electrons in the
quantum dot) behaves as [40, 41]
V ∼ ∆/g (6)
when all energies of the involved single-particle states be-
long to the energy band of width ET around the Fermi
level. When the difference between the energies of single-
particle states exceeds the Thouless energy, the matrix
element is suppressed in a power-law manner as a func-
tion of the energy difference. In what follows, we will
neglect such matrix elements. In fact, for the quantum-
dot problem, states with energies above ET will be of
no interest anyway, since the localization threshold is be-
low ET . The decay of the matrix elements will, however,
become important for the case of spatially extended sys-
tems, see Sec. II B below.
Let us consider a typical state with the total energy
E. The characteristic number of excited quasiparticles
forming this state is
N ∼ (E/∆)1/2. (7)
and the characteristic energy of each particle (“effective
temperature”) is
T ∼ (E∆)1/2 ∼ N∆ . (8)
For a given dimensionless interaction strength 1/g 
1, the system undergoes a Fock-space delocalization tran-
sition with increasing energy. The question of the scaling
of the transition is how the critical value Nc  1 (or,
equivalently, the critical temperature Tc ∼ Nc∆, or the
critical energy Ec ∼ N2c∆) scales with 1/g.
2. Previous result: “Conservative estimate” for the
delocalization transition
We briefly remind the reader about the result for Nc
that is obtained [9] if one neglects the effect of the shift
4of single-particle levels. More specifically, one considers
the decay of a single-particle excitation, keeping contri-
butions corresponding to creation of a maximum number
of quasiparticles at each order of the perturbation theory.
This is a direct counterpart of the “forward approxima-
tion” used in the context of spatially extended systems
in Refs. [10, 11, 27], see Sec. II B 2. The level spacing of
three-particle states to which a single-particle state with
energy ∼ T is connected scales as
∆3(T ) ∼ ∆3/T 2 ∼ ∆2/E. (9)
Equating this to V , Eq. (6), one gets the energy
E ∼ g∆. (10)
Taking into account higher-order processes allows one to
gain a logarithmic factor (familiar from the Bethe-lattice
problem), yielding
Ensdc ∼ (g/ ln g)∆, (11)
or, equivalently,
T nsdc ∼ Nnsdc ∆ ∼ (g/ ln g)1/2∆. (12)
This is the result for the delocalization border as found
in Ref. [9]. The superscript “nsd” indicates that this re-
sult was obtained within the approximation that neglects
spectral diffusion. In view of what comes below, one can
consider it as a “conservative approximation”: the states
above this energy are definitely delocalized. In what fol-
lows, we will improve this result by including the effects
of spectral diffusion which will parametrically lower the
critical energy.
B. Electrons with spatially localized single-particle
states and weak short-range interaction
1. Model
Let us now specify the model used in the study
of many-body delocalization in an extended system of
fermions with localized single-particle states. Consider
the basis of localized (with the localization length ξ)
single-particle states φα and a short-range interaction be-
tween them. The Hamiltonian of the system reads:
H =
∑
α
αc
†
αcα +
1
2
∑
Vαβγδc
†
αc
†
βcγcδ. (13)
The interaction term here is antisymmetrized: Vαβγδ =
Vβαδγ = −Vβαγδ = −Vαβδγ .
The matrix elements Vαβγδ of the short-range interac-
tion connect only those states that are within a distance
∼ ξ in real space, where ξ is the single-particle local-
ization length. (We will assume that ξ is of the same
order for all single-particle states of interest.) Further-
more, only those matrix elements are retained that cou-
ple electron-hole pairs with an energy difference . ∆ξ,
where ∆ξ ∼ 1/ρξd is the single-particle level spacing in
the localization volume, ρ is the single-particle density of
states:
|α − γ |, |β − δ| . ∆ξ or |α − δ|, |β − γ | . ∆ξ.
(14)
For larger energy differences, the matrix elements are
suppressed and can be neglected (cf. the matrix elements
in a quantum dot with the dimensionless conductance set
to g ∼ 1). The retained matrix elements are of the order
of
Vαβγδ ∼ V ∼ α∆ξ, (15)
where α is the interaction constant. We will assume the
case of weak interaction, α 1.
With increasing temperature, the system undergoes a
many-body delocalization transition at a certain critical
temperature Tc. The question of the scaling of the transi-
tion threshold is how the dimensionless ratio Tc/∆ξ  1
scales with the dimensionless coupling constant α 1.
2. Previous result: “Conservative estimate” for the
delocalization transition
Similarly to Sec. II A 2, we remind the reader about
the result for the scaling of the transition as obtained
in previous works, Refs. [10, 11, 27]. The approximation
used there (termed “forward approximation” in Ref. [27])
was in keeping only diagrams with all quasiparticles in-
volved being in different states. The arguments in favor
of this approximation look at first sight quite convincing.
First, one can argue that matrix elements with repeated
indices are taken into account by choosing the Hartree-
Fock single-particle states, see Sec. 2.2 of Ref. [11]. The
second argument is essentially that the number of such
matrix elements is parametrically smaller, so that they
do not affect the combinatorial estimates of the prob-
abilities to encounter a resonance at higher order, see
Refs. [10, 27]. While we will show in this paper that
these arguments are in fact misleading, we present here
the results of Refs. [10, 11, 27] obtained within the above
approximation.
Consider the perturbative expansion for the decay of a
localized single-particle excitation |α〉 due to the interac-
tion term in the Hamiltonian (13). The lowest-order pro-
cess is the transition to a three-particle state – two elec-
trons |β〉, |γ〉 and a hole |δ〉, all located within a distance
∼ ξ. Since energies of all the relevant single-particle
states are within the window of width ∼ T and satisfy the
restriction (14), the level spacing of those three-particle
states to which the original state |α〉 is coupled according
to (15), reads
∆
(3)
ξ ∼ ∆2ξ/T. (16)
Using Eqs. (15) and (16), one finds the golden-rule in-
elastic broadening of single-particle states
Γ ∼ |V |2/∆(3)ξ ∼ α2T. (17)
5The natural condition of validity of the golden-rule cal-
culation is V  ∆(3)ξ , or, equivalently, Γ  ∆(3)ξ , which
translates into T  T3, where
T3 = ∆ξ/α. (18)
Below this temperature the elementary decay processes
described by the lowest-order matrix element (15) are
typically blocked by the energy conservation. The anal-
ysis of higher-order processes which takes into account
resonant transitions between distant states in Fock space
[10, 11, 27] yields the critical temperature which differs
from Eq. (18) only logarithmically,
T nsdc ∼
∆ξ
α ln(1/α)
. (19)
where the superscript “nsd” again indicates the neglect
of the spectral diffusion.
C. Spin quantum dot
The analysis of the electronic model of Sec. II B sug-
gests introducing a closely related spin model. Specif-
ically, let us combine states within one localization vol-
ume in pairs according to their energy ordering, and then
replace each pair by a spin 1/2. We then get the following
model
H =
N∑
k,k′=1
∑
i,j
vijkk′S
i
kS
j
k′ +
N∑
k=1
hkS
z
k , (20)
where Sk are spin-1/2 operators, i, j are cartesian compo-
nents (taking values x, y, z), vijkk′ are random interactions
with zero mean and the r.m.s. value
V =
〈(
vijkk′
)2〉1/2
= α∆, (21)
and hk is a random Zeeman field with a uniform (box)
distribution in the range 0 < h < ∆.
At infinite temperature, T = ∞, the problem is char-
acterized by two dimensionless parameters: the number
of spins N  1 and the interaction strength α  1. At
fixed α and with increasing N , the system undergoes a
many-body delocalization transition at a certain critical
value Nc. The question of the scaling of the transition
threshold is how Nc scales with α 1.
A correspondence between the parameters of this “spin
quantum dot” model and a single localization volume of
the electronic model of Sec. II B 1 is quite transparent.
Specifically, the scale ∆ of the present model corresponds
to ∆ξ of Sec. II B 1, and the number of states N of the
present model (considered at infinite T ) corresponds to
T/∆ξ of Sec. II B 1. The interaction strength is denoted
by α in both cases, to emphasize the correspondence.
While the two models are clearly not identical, they are
expected to share the same scaling of the transition, as
discussed in detail below.
D. Extended spin system with weak finite-range
interaction
Having introduced in Sec. II C the spin quantum dot
model corresponding to a single localization volume of
the electronic model of Sec. II B, we promote it to a spa-
tially extended system (cf., e.g., Ref. [31]). This gener-
alization is quite straightforward: we arrange such spin
quantum dots in a d-dimensional lattice and introduce
interaction between spins in adjacent quantum dots of
the same order as the interaction between spins within
the same quantum dot. The Hamiltonian thus reads
H =
∑
〈k,k′〉
∑
i,j
vijkk′S
i
kS
j
k′ +
∑
k
hkS
z
k , (22)
where the summation in the first term goes over pairs of
spins belonging to the same box or to the adjacent boxes.
The distributions of the corresponding interaction matrix
elements vijkk′ and of the random fields hk are the same
as in the single-quantum-dot problem, Sec. II C.
In full analogy with the case of a single spin quantum
dot, the problem is characterized, at infinite temperature,
T =∞, by two dimensionless parameters: the number of
spins in each quantum dot, N  1, and the interaction
strength α 1. Again, at fixed α and with increasing N ,
the system undergoes a many-body delocalization tran-
sition at a certain critical value Nc. The question of the
scaling of the transition threshold is the same: how Nc
scales with α 1.
A correspondence between the parameters of this spa-
tially extended spin model and the electronic model of
Sec. II B 1 is established in the same way as for the
problem of spin quantum dot. Again, the scale ∆ of
the present model corresponds to ∆ξ of Sec. II B 1, the
number of states N in each quantum dot in the present
model (considered at infinite T ) corresponds to T/∆ξ of
Sec. II B 1, and the interaction strength is α in both cases.
The models are clearly not identical: in particular, in the
electronic model one can speak about transport of charge
and of energy, while in the spin model only energy trans-
port can be considered. Nevertheless, the scaling of the
many-body delocalization threshold, Nc(α), is expected
to be the same in two models, as will be discussed below.
III. ENHANCEMENT OF DELOCALIZATION
BY SPECTRAL DIFFUSION IN QUANTUM
DOTS
We begin the analysis of the scaling of delocalization
transitions by considering the quantum dot problems de-
fined in Secs. II A and II C. Later we will generalize the
obtained results onto the spatially extended models of
Secs. II B and II D.
6A. Electron quantum dot
1. First-order resonances: Delocalization down to N ∼ g2/5
We start with the model of an electronic quantum dot
defined in Sec. II A 1. Consider a given many-body basis
state represented by a (Hartree-Fock) Slater determinant
with N quasiparticles, see Eq. 7. According to the con-
servative estimate presented in Sec. II A 2, the position of
the threshold was determined (up to a logarithmic factor)
by the requirement that each of N involved quasiparti-
cles has of the order of unity resonance decay channels
in the first order of perturbation theory (i.e., basis states
resonantly coupled to the original one by a first-order
process involving the given particle). In other words, this
requirement is equivalent to the condition that a typical
basis state is resonantly connected to ∼ N other basis
states. Each such resonance corresponds to a process
α, β → γ, δ, where the states α and β are occupied in the
given basis state, while the states γ and δ are empty, and
the energies satisfy
|α + β − γ − δ| . V. (23)
This has led to the estimate (11) for the threshold. (At
the moment we will discard logarithmic factors and will
return to them in the end of the analysis.) We will now
show that the above condition for delocalization is in fact
parametrically too strong: it is sufficient that there are
in total ∼ 1 resonances for a typical basis state. The key
role in this enhancement of delocalization is played by
spectral diffusion.
The level spacing of all basis states to which a given
basis state is connected is
∆(N) ∼ ∆
N3
∼ ∆
(
∆
E
)3/2
. (24)
[We remind the reader that the connection between the
energy E and the number of particles N is provided by
Eq. (7).] The condition ∆(N) ∼ V yields the energy at
which resonances start to appear, i.e., a typical many-
body basis state starts to hybridize with its Fock-space
neighbors:
N ∼ g1/3, or, equivalently, E ∼ g2/3∆. (25)
This energy scale was identified in Refs. [42–44]. It
is also worth mentioning that the relevance of the en-
ergy scale at which ∆(N) ∼ V to the onset of quantum
chaos in nuclei was conjectured (on the basis of numeri-
cal simulations) by A˚berg [45] who considered a random-
interaction model similar to the quantum-dot model de-
fined in Sec. II A 1.
Consider a basis state with the energy E above the
threshold (25):
g2/3∆ . E . g∆. (26)
Equivalently, this means that the energy per particle T
and the number of particles N ∼ T/∆ satisfy
g1/3∆ . T . g1/2∆, g1/3 . N . g1/2. (27)
The number of resonances for such a many-body basis
state is estimated as
p ∼ V
∆(N)
∼ N
3
g
. (28)
In terms of an effective tight-binding model in the Fock
space, this means that the considered state (represented
by a site on a graph in such a representation) is well (res-
onantly) connected to p further states, Fig. 1(a). Each
of these p states is in turn well connected to p states,
etc. One could thus conclude that the problems maps es-
sentially on a tree-like graph (looking locally as a Bethe
lattice) with p well-coupled neighbors for each vertex,
which would imply a delocalization transition at p ∼ 1.
(Recall once more that we neglect for a while logarithms
originating from higher-order resonant processes.) The
problem with this argument is that the resonances that
we encounter at higher orders are, as was pointed out
in Ref. [46], not necessarily new ones, see a discussion
in Refs. [9, 11, 27, 44]. In particular, if the shift of en-
ergy levels due to transitions of other electrons (which
is the source of spectral diffusion) is discarded [47], the
hybridization will only be able to proceed up to genera-
tion p, at which stage all resonances will be exhausted,
see Fig. 2(a). As a result, our original basis state will
hybridize with only ∼ 2p further basis states. A full
hybridization of states in the many-body Hilbert space
requires that one can proceed up to generationN . Equat-
ing p = N , one obtains (up to a logarithmic factor) the
“conservative estimate” (11), (12).
Now we are ready to incorporate the spectral diffusion.
For this purpose, we should take into account the effect of
diagonal matrix elements Vαββα = −Vαβαβ whose fluctu-
ations [41] have the same magnitude V , Eq. (6), as those
of nondiagonal elements (the average diagonal matrix el-
ements give a constant correction to the total energy and
hence are not important in the present context). At each
step two electrons change their states. As a result of this,
and because of the diagonal matrix elements, energies of
all other electrons are shifted by a random amount ∼ V .
This means that roughly a half of p resonances will not
satisfy any more the resonant condition at the next step.
Since the number p of resonances is essentially the same
for all typical basis states, these resonances will be re-
placed by new ones, see Fig. 1(b). Thus, the spectral dif-
fusion leads to a kind of “reinitialization” of resonances.
How far can we proceed now with constructing the res-
onance network in Fock space (Fig. 2)? Let us assume
that we proceed up to generation m. During this pro-
cess, the spectral diffusion shifts all energies by a random
amount of the order of m1/2V . In other words, the sets
of single-particle levels (α, β; γ, δ) that will provide a res-
onant step in such a process will be typically those that
7FIG. 1: Schematic illustration of resonant processes for N = 6, p = 3 starting from the initial many-body state i in the
absence (a) and presence (b) of spectral diffusion. Full (empty) dots denote filled (empty) single-particle states. Without
spectral diffusion (a), there are only three elementary resonances mediated by V1, V2, and V3; all p! = 6 possible consecutive
orderings of these resonances produce the same final state f , such that the corresponding amplitudes interfere. In contrast,
spectral diffusion (b), emphasized by random shifts of the original levels, leads to a possibility of reinitialization of resonances
at each step, so that new resonances mediated by V4, V5, V7, and V8 appear, leading to distinct final states a
′′′ and c′′′. The
corresponding resonant networks in Fock space are shown in Fig. 2.
FIG. 2: Resonant networks in Fock space without (a) and
with (b) spectral diffusion. The paths i → a → a′ → f and
i → c → c′ → f in panel (a) are schematically depicted in
Fig. 1(a). The paths i→ a→ a′′ → a′′′ and i→ c→ c′′ → c′′′
in panel (b) are schematically depicted in Fig. 1(b).
have originally a mismatch |α + β − γ − δ| ∼ m1/2V .
The total number nm of sets (α, β; γ, δ) in the energy
window m1/2V is
nm ∼ m
1/2V
∆(N)
.
As long as this number is large compared with m, we
will have at each step ' p resonances that have not been
“used” at previous steps, i.e., the process will proceed up
to generation m without a problem. In this regime, the
effective Fock-space structure illustrated in Fig. 2(b) has
a lot of similarity with a tight-binding model on a tree-
like graph; we will return to this analogy below. The
maximum generation m up to which we can proceed is
thus given by the condition
m∆(N) ∼ m1/2V, (29)
which yields
m ∼ p2. (30)
This number restricts the size of the cluster in Fig. 2(b).
We thus have shown that the spectral diffusion allows
one to proceed to a parametrically larger resonance gen-
eration (m ∼ p2 instead of m ∼ p). Equating m = N and
using Eq. (28) for p, we get the number of electrons N
(and thus the energy E) above which all electrons will be
involved in resonances within the considered mechanism:
N ∼ g2/5, E ∼ g4/5∆. (31)
Therefore, the actual delocalization border is in fact para-
metrically lower than the estimates (11), (12) discarding
the spectral diffusion.
Let us analyze the scaling of the relaxation rate in the
range
g2/5 . N . g1/2, or, equivalently, g4/5∆ . E . g∆
(32)
covered by the above spectral-diffusion mechanism. The
total decay rate of a many-body basis state reads
ΓMB ∼ V
2
∆(N)
∼ ∆
2/g2
∆3/N
∼ ∆N
3
g2
. (33)
Thus, the relaxation rate for a given single-particle exci-
tation can be estimated as
1
τ
∼ 1
N
ΓMB ∼ ∆N
2
g2
, (34)
8FIG. 3: Second-order process. Short wavy lines denote the
diagonal interactions between the participating particles. The
composite matrix element is a sum of two contributions that
differ by the ordering of the off-diagonal interactions V and
V ′. The colored blocks denote the coupling of the particles
by the diagonal interactions. The middle blocks representing
the virtual states in the two contributions differ from each
other and hence include different diagonal matrix elements.
The change of energy between the virtual state (blue block)
and initial state in the first term is given by ω =  + Uγα′ +
Uγβ′ + Uδα′ + Uδβ′ − Uαα′ − Uαβ′ − Uβα′ − Uββ′ , whereas
in the second term (with the magenta block) it is ω′ = ′ +
Uγ′α +Uγ′β +Uδ′α +Uδ′β −Uαα′ −Uαβ′ −Uβα′ −Uββ′ . Here
we use the short-hand notation Uµν = Vµνµν for the diagonal
interactions.
which is nothing but the conventional golden-rule formula
1
τ
∼ V
2
∆3
∼ E
g2
. (35)
This is not the end of the story, though. Up to now,
we have only considered the lowest-order resonant pro-
cesses. Including higher-order processes (see Fig. 3),
we will show below that the delocalization border is in
fact still lower—in the sense of its power-law dependence
on the effective interaction strength 1/g—than Eq. (31).
However, before proceeding with the analysis of higher-
order resonance processes, it is worthwhile to pause for a
moment and to analyze why the previous arguments sug-
gesting that the diagonal matrix elements can be safely
discarded have turned out to be incorrect.
2. Discussion: Why diagonal matrix elements do matter
In Sec. II B 2 we described the earlier arguments [10,
11, 27] suggesting that the diagonal matrix elements do
not affect the scaling of the transition. Since we have
shown that the inclusion of these matrix elements para-
metrically enhances the delocalization via spectral diffu-
sion, it is natural to discuss where the loopholes in the
previous arguments were.
The first argument was that the diagonal matrix el-
ements can be absorbed into the definition of Hartree-
Fock single-particle levels. It is clear, however, that the
Hartree-Fock energies depend on the occupation of other
states. It is exactly the variation of the Hartree-Fock en-
ergies due to repopulation of other states that leads to
spectral diffusion.
The second argument was essentially of a counting
type: there are much less of diagonal matrix elements
than nondiagonal ones. So, it seems that, when contri-
butions to the decay rate of single-particle excitations
are estimated in the perturbation theory, the diagonal
terms can be neglected. Here two points should be em-
phasized. First, including the shift of Hartree-Fock ener-
gies amounts to inserting ladders between every pair of
involved quasiparticles, which is already a resummation
of an infinite series from the point of view of Feynman
diagrammatics, see Sec. IV C below. Second, apart from
the insertion of ladders, the relaxation of a single-particle
excitation requires, in the regime where the spectral dif-
fusion is important for delocalization, considering pro-
cesses of parametrically higher order that describe redis-
tribution of other quasiparticles. Due to a combination
of these two reasons, it is difficult to straightforwardly
include spectral diffusion in the analysis of a decay of
single-particle excitations. This explains why its effect
was missed in Refs. [10, 11, 27]. In particular, this in-
validates the proof of stability of the insulating phase at
temperatures T < T nsdc presented in Ref. [11]: as we see
now, the insulating phase might become stable only at
parametrically lower temperatures.
3. Higher-order processes: Delocalization down to N ∼ g1/3
Consider now a second-order transition resulting from
a combination of two first-order processes, α, β → γ, δ
and α′, β′ → γ′, δ′, see Fig. 3. We assume that each
of the constituent first-order processes is non-resonant
(virtual), i.e., the associated energy mismatches , ′ are
large, ||, |′|  V , whereas the total second-order pro-
cess is resonant. The energy mismatch associated with
this process is
(2) = + ′ + U, (36)
where U ∼ V originates from the diagonal interactions
between the particles of the set α, β, γ, δ and those of the
set α′, β′, γ′, δ′ (Fig. 3). The origin of U is thus the same
as that of the spectral diffusion.
The effective matrix element of the transition is found
by using the second order of the perturbation theory,
V (2) = VαβγδVα′β′γ′δ′
(
1

+
1
′
)
∼ V 2 + 
′
′
. (37)
Since the resonance condition requires |(2)|  V (see
below), we find from Eq. (36) that | + ′| ' |U | ∼ V .
Therefore, the amplitude of the considered second-order
resonant transition is estimated as
|V (2)| ∼ V
3
|′| ∼
V 3
2
. (38)
It is worth emphasizing an important role that was played
by the term U in Eq. (36) for this estimate. Without this
term, Eq. (38) would give a vanishing result at resonance,
(2) = 0, which is a well-known cancelation that has been
9discussed, in particular, in Refs. [9, 11, 27, 44, 46]. These
are diagonal matrix elements that couple two processes,
α, β → γ, δ and α′, β′ → γ′, δ′, thus yielding a contribu-
tion U to Eq. (36) and destroying the cancelation.
We analyze now whether such second-order resonant
processes are sufficient to ensure delocalization in the
whole many-body system. In this analysis, we will con-
sider the intermediate-state energy  as a free parameter
and will optimize with respect to it (a more detailed cal-
culation is presented in Appendix A). The delocalization
requires fulfilment of two conditions. First, there should
be resonances at each step, which means that the effective
matrix element should be larger than the level spacing of
final states ∆
(N)
(2) (to be evaluated below),
|V (2)| & ∆(N)(2) . (39)
Second, the spectral diffusion should be sufficiently ef-
ficient to ensure that the process can proceed up to a
generation ∼ N . The corresponding condition is a direct
generalization of Eq. (29):
N∆
(N)
(2) . N
1/2V. (40)
The level spacing ∆
(N)
(2) is found to be
∆
(N)
(2) ∼
(
∆(N)
)2

∼ ∆
2
N6
, (41)
if the energy of the intermediate state is restricted to
the interval between  and 2. Indeed, if we do not im-
pose any restrictions on the intermediate state, we have
typically  ∼ N∆ and the level spacing of final states
∆
(N)
(2) ∼ ∆/N7. Restricting the energy of the interme-
diate state to be of order , we reduce the number of
possible finite states proportionally to , which leads to
an increase of ∆
(N)
(2) proportionally to 1/.
Using Eq. (41), we rewrite the conditions (39) and (40)
in the form
 . ∆N
6
g3
(42)
and
 & ∆g
N11/2
, (43)
respectively. These conditions are compatible for N &
N
(2)
c , where
N (2)c ∼ g8/23. (44)
Thus, taking into account the second-order processes (in
combination with spectral diffusion) has allowed us to
further lower the boundary of the region for which the
delocalization has been shown from Eq. (31) to Eq. (44).
This argumentation can be extended to processes of
still higher orders. Consider resonant transitions of k-th
order that go through virtual states with energies ∼ .
The composite matrix element describing the transition
of 2k particles mediated by k elementary off-diagonal ma-
trix elements and fully dressed by diagonal matrix ele-
ments can be written as (cf. Ref. [48]):
V (k) = Vk
∑
{t}k
k−1∏
i=1
Vi∑i
j=1 ˜tj +
∑
j′<j≤i U˜tjtj′
. (45)
Here the summation is performed over all k! permuta-
tions {t}k of the orderings of the off-diagonal matrix ele-
ments Vl = Vαlβlγlδl and ˜l denotes the energy mismatch
for the l-th pair (with inclusion of the diagonal matrix el-
ements of interaction with the “background”). The term
U˜lm in the denominator describes the diagonal interac-
tions between l-th and m-th pairs: it is a linear combina-
tion of the diagonal matrix elements Vµlµmµlµm between
the states belonging to the pairs l and m, see Fig. 3.
To count resonances, it is convenient to introduce the
“coupling constant” ηk (see Appendix A) which is a ratio
of the composite matrix element V (k) and the energy
mismatch (k) between the initial and final many-body
states. The latter is given by the same sum of all ˜ and
U˜ for each of the orderings {t}k of the off-diagonal matrix
elements Vj :
(k) =
k∑
j=1
˜j +
∑
j′<j≤k
U˜jj′ . (46)
In the limit U  V (large diagonal energy shifts [48]),
the coupling constant reduces to the one on a Bethe lat-
tice. For U = 0, the sum over k! permutations transforms
identically to a single term [9, 11, 27, 44, 46]. For exam-
ple, the explicit expression for η3 takes the form:
η3 =
V (3)
(3)
=
V1V2V3
˜1 + ˜2 + ˜3 + U˜12 + U˜13 + U˜23
×
[
1
˜1(˜1 + ˜2 + U˜12)
+
1
˜1(˜1 + ˜3 + U˜13)
+
1
˜2(˜1 + ˜2 + U˜12)
+
1
˜2(˜2 + ˜3 + U˜23)
+
1
˜3(˜1 + ˜3 + U˜13)
+
1
˜3(˜2 + ˜3 + U˜23)
]
. (47)
This should be contrasted with the corresponding expres-
sion in the absence of diagonal interactions:
η3 =
V1V2V3
1 + 2 + 3
×
[
1
1(1 + 2)
+
1
1(1 + 3)
+
1
2(1 + 2)
+
1
2(2 + 3)
+
1
3(1 + 3)
+
1
3(2 + 3)
]
=
V1V2V3
123
. (48)
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The conditions that the processes of k-th order lead
to delocalization are obtained as straightforward gener-
alizations of Eqs. (39) and (40):
|V (k)| & ∆(N)(k) (49)
and
N∆
(N)
(k) . N
1/2V. (50)
The level spacing ∆
(N)
(k) is of the order of
∆
(N)
(k) ∼
(
∆(N)
)k
k−1
∼ ∆
k
N3kk−1
, (51)
which is a generalization of Eq. (41). The matrix element
V (k) is estimated, in full analogy with Eq. (38), as
|V (k)| ∼ V
k+1
k
. (52)
Using Eqs. (51) and (52), it is easy to see that the in-
equalities (50) and (51) are compatible under the condi-
tion N & N (k)c , where
N (k)c ∼ Ckg2k
2/(6k2−1), (53)
with Ck a k-dependent numerical coefficient. For k =
1 and k = 2 this result reduces to Eqs. (31) and (44),
respectively.
Taking the large-k limit in Eq. (53), we conclude that
the actual delocalization threshold is
Nc ∼ g1/3 (54)
up to subleading factors resulting from Ck in Eq. (53).
This corresponds to the point where the number p of res-
onances for a many-body basis states is of order unity,
see Eq. (28). From this point of view, the delocaliza-
tion threshold in the considered model of an electronic
quantum dot is similar to that in a finite system with
power-law interactions [34]. In both cases, the appear-
ance of just a few resonances is sufficient, by virtue of
spectral diffusion, for many-body delocalization of the
whole system. It is worth pointing out, however, that
the way to delocalization in the present case is some-
what more complicated than in the model of Ref. [34].
Specifically, in that model, the spectral diffusion was in
fact a superdiffusion, which was so efficient that already
the first-order resonances were sufficient to establish de-
localization. On the other hand, in the present problem,
such a treatment is sufficient only down to an intermedi-
ate scale (31) where the number p of resonances is still
parametrically large, p ∼ N1/2. In order to establish de-
localization down to the scale (54), where p ∼ 1, we had
to invoke higher-order resonant processes.
4. Comparison with tight-binding models on tree-like
graphs: Logarithmic factor
The analysis presented in Sec. III A 3 demonstrates
that the actual delocalization border is given by Eq. (54).
In Appendix B we give an alternative derivation of this
result. The idea of this derivation is as follows. We con-
sider the regime g1/3 < N < g2/5, so that the number
of direct (first-order) resonances characterizing a typical
many-body basis state is given by Eq. (28). Exploiting
these resonances, one can proceed up to the generation
m given by Eq. (30), as explained in Sec. (III A 1). This
yields a “resonant subsystem” formed by m resonances,
with the total number of many-body states estimated as
Nr ∼ exp{m}. All these basis states are well mixed,
yielding states distributed roughly uniformly over them,
with a level spacing ∼ 1/Nr. The resonant subsystem
now serves as a kind of “bath” that assists decay pro-
cesses for other electrons (similar to the spin bath model
[49]). Of course, we deal with a finite system, so that
the “bath” has in fact a discrete spectrum. What helps,
however, is that the level spacing is exponentially small.
As a result, already for a logarithmically large number of
resonances, this level spacing becomes smaller than the
characteristic energy scales of the electron decay process,
so that the resonant subsystem can serve essentially as
a continuous bath. Specifically, a detailed analysis pre-
sented in Appendix B leads to Eq. (B7) for the energy
above which the whole system gets delocalized via this
mechanism. This result agrees with Eq. (54), up to a
logarithmic factor (ln g)1/4.
We thus have two different arguments that lead us to
the conclusion that the delocalization border Nc for the
electronic quantum dot problem scales with g as
Nc ∼ g1/3(ln g)µ. (55)
The analysis of Appendix B provides us with the upper
bound for the shifting down of the delocalization transi-
tion point: µ ≤ 1/4. On the other hand, a logarithmic en-
hancement (µ < 0) of the delocalization is known to take
place for the Anderson transition in tight-binding models
on the Bethe lattice and related tree-like graphs, such as
random regular graphs (RRG). In fact, the Fock-space
structure of the considered model is similar to an RRG
with an average number of resonantly coupled neighbors
for each vertex equal to p = N3/g. The position of the
Anderson transition for such an RRG model will be
pc ∼ 1/ ln g, (56)
yielding
NRRGc ∼
(
g
ln g
)1/3
, (57)
which has a form of Eq. (57) with µ = −1/3. This value
of µ would correspond to the limit of U → ∞, where
the Bethe-lattice structure of the matrix elements (45) is
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restored. Therefore, we conclude that for U ∼ V the de-
localization threshold in a quantum dot is characterized
by
− 1
3
≤ µ ≤ 1
4
. (58)
At this point, it is worth discussing whether the mecha-
nism that leads to the logarithmic enhancement of the po-
sition of the delocalization threshold in the RRG model,
Eq. (57), is operative in the many-body problem. The
emergence of the logarithm in the Bethe-lattice and RRG
problems can be seen by starting from the localized phase
and inspecting the probabilities to have resonances of or-
der k ≥ 2. For k = 2, the effective matrix element is
then
|V (2)| ∼ V
2

, (59)
where  is the energy of the intermediate state. The level
spacing ∆(2) of final states is given, under the condition
that the energy of the intermediate state is between  and
2, by
∆(2) ∼ V
2
p2
. (60)
Using Eqs. (59) and (60), one finds that the probability to
have a resonance is ∼ |V (2)|/∆(2) ∼ p2, independently of
. Summing over the windows (, 2) of the intermediate-
state energies amounts, in the continuous version, to eval-
uation of the integral
∫
d/||, yielding a logarithmic fac-
tor (translating to ln g in our notation). Similarly, in
the third order an integral of the type
∫
d1d2/|12|
emerges, and so on. As a result, the probability to have
a resonance in k-th order scales as pk(ln g)k−1, thus yield-
ing Eq. (56).
Extending this analysis to the quantum-dot many-
body problem with U ∼ V , we observe the following
difference (see Appendix A). The matrix element V (2) is
given in the case of a quantum dot by Eq. (38), i.e.,
it is suppressed as compared to the case of a Bethe-
lattice (or RRG), Eq. (59), by the additional small fac-
tor V/ resulting from a partial cancelation of two con-
tributions. As a result, the probability to have a res-
onance in the second order will now include, in place
of
∫
d/|| appearing in Bethe-lattice-like models, an in-
tegral V
∫
d/2. This integral is not logarithmic any-
more but rather is determined by its lower limit, which
is  ∼ ∆/N3 (for ∆/N3 . V ), thus yielding simply a fac-
tor p = N3/g . 1. The same happens at higher orders.
As an example, to third order, we obtain, instead of the
Bethe-lattice integral
∫
d1d2/|12|, an integral of the
type V
∫
dd′/|′(+′)|, which is again not logarithmic
in g. As a consequence, in the many-body problem the
probability to find a resonance of k-th order scales with
g as pk+1 ∝ 1/gk+1. This suggests that the resonances
start to proliferate at pc ∼ 1, instead of Eq. (56) valid
for a tree-like model.
However, this estimate ignores the non-parametric k-
dependence of the above integrals [cf. factors Ck in
Eq. (53)]. In particular, at k-th order the accumula-
tion of elementary energy shifts due to the diagonal ele-
ments is expected to lead to the appearance of a typical
overall shift
√
kU , similar to the spectral-diffusion pic-
ture. Then, for U ∼ V , there appears the energy window
V <  <
√
kV where a logarithmic factor ln k can be ac-
cumulated, replacing the ln g-factor in the probability to
find a resonance, see Appendix A. Taking the maximum
value k ∼ Nc, one would recover the ln g-factor in the
critical value of p. This would, in turn, lead to Eq. (55)
with −1/3 ≤ µ < 0.
A more detailed study of the logarithmic factor in the
position of the delocalization threshold is relegated to
future work. For the purposes of the present paper, we
only establish the bounds on µ, see Eq. (58) above.
B. Spin quantum dot
We turn now to the spin quantum dot model defined
in Sec. II C. Its analysis proceeds in the same way as
for the electronic quantum dot in Sec. III A. The role
of many-body basis states is played by the eigenstates
of all Szk operators. The first term in the Hamiltonian
(20) induces transitions between them. (Each of such
transitions corresponds to flipping two spins or a single
spin.) The dimensionless interaction coupling α plays the
same role as 1/g in the formulas of Sec. III A. The level
spacing of all states resonantly coupled to a given basis
state is now
∆(N) ∼ ∆
N2
, (61)
which is larger by a factor of N than that in the quantum
dot model of Sec. III B, see Eq. (24). This is the only
essential change, which correspondingly modifies all the
results. Discarding the spectral diffusion, one finds, in
analogy with Eq. (12), the “conservative estimate” for
the transition point:
Nnsdc ∼
1
α ln(1/α)
. (62)
Up to a logarithmic factor, Eq. (62) is obtained by com-
paring the matrix element (61) with the level spacing
N∆(N) ∼ ∆/N of states corresponding to the first-order
decay of a given spin. The total number of first-order
resonances (due to processes with two spins flipped) in a
given many-body basis state is
p ∼ V
∆(N)
∼ αN2, (63)
which is a counterpart of Eq. (28). The critical point is
determined by the condition pc ∼ 1, yielding
Nc ∼ α−1/2, (64)
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up to a possible logarithmic factor lnµ |α| (see discus-
sion in Sec. III A 4). The delocalization for N & α−2/3
is obtained by considering the first-order processes and
including into consideration the spectral diffusion, in full
analogy with Sec. III A 1. In this range, the spin relax-
ation rate is given by the conventional golden-rule for-
mula,
1
τ
=
1
N
ΓMB ∼ V
2
∆/N
∼ α2N∆, (65)
in analogy with Eqs. (34), (35). On the other hand, to
demonstrate delocalization for N below α−2/3 [down to
the critical value (64)], one should invoke higher-order
processes, in analogy with Secs. III A 3 and III A 4.
IV. ENHANCEMENT OF DELOCALIZATION
BY SPECTRAL DIFFUSION IN SPATIALLY
EXTENDED SYSTEMS
In Sec. III, we have analyzed the scaling of the many-
body delocalization threshold in two models of a quan-
tum dot. In the present section, we expand the analysis
to the case of spatially extended systems. We first con-
sider the spin system of Sec. II D and then generalize the
results to the electronic model with spatially localized
single-particle states, Sec. II B.
A. Spin system
Here we analyze the spin system defined by the Hamil-
tonian (22). It can be viewed as a system of coupled spin
quantum dots considered in Sec. III B, with the interac-
tion of spins in adjacent dots being of the same order
as within a dot. We argue now that the scaling of the
delocalization transition is given by the same formula as
for the spin quantum dot, Eq. (64), where N is the num-
ber of spins in each dot. Let us first show that for N
exceeding this value the system is definitely delocalized.
We present two somewhat different (though, of course,
related) ways of reasoning.
Consider a typical basis state of the whole system
(which is a product of the basis states of all dots). The
number p of resonant spin pairs in each dot, or in a pair
of adjacent dots, is given by Eq. (63). Let us flip one
such resonant pair. Because of spectral diffusion, this
will create ∼ p new resonant pairs in adjacent dots (or
pairs of dots), thus inducing ∼ p new transitions. We
can again choose any of them and apply the same rea-
soning, with an excitation moving to a new dot on each
step. As a result, a structure characteristic of the Bethe
lattice emerges, in a certain analogy with the processes
of a quasiparticle decay considered in Refs. [10] (where
they were called “ballistic”) and [27] (where the term
“necklace diagrams” was used). This Bethe-lattice-like
structure is characterized by the number p of states well
coupled at each step. This ensures that for p & 1 the
system should be in the delocalized phase.
The second version of this argumentation is in the
spirit of the approach used for the analysis of systems
with power-law interaction, see Ref. [34] and references
therein. Let us assume that the system is in the local-
ized phase. In each quantum dot we have ∼ p resonant
spin pairs. Two flip-flop states of such a pair can be
considered as forming a pseudospin. Restricting our at-
tention to a subspace formed by such pseudospins, we
get an effective Hamiltonian of the pseudospin subsys-
tem (“resonant subsystem”), which has the same form
as Eq. (22) but with the number of pseudospins per dot
being p (instead of N) and with the ratio of the matrix
element to the typical Zeeman field being unity (instead
of α). This system clearly undergoes a many-body de-
localization transition at some pc ∼ 1. Thus, above this
pc the assumption about the localization of the original
system was incorrect: the localized phase is unstable.
We have thus shown that the delocalization extends at
least down to the value of N given by Eq. (64). As in
the spin quantum dot, the spin relaxation rate for N &
α−2/3 is given by the conventional golden-rule formula
(65). The relaxation rate closer to the transition, i.e., for
Nc < N  α−2/3 remains to be determined.
It is worth pointing out an interesting property of the
localized phase (which is in fact a general feature of
models of many-body localization with spatially localized
single-particle states). In the localized phase, N  Nc,
the average number of resonances per dot is much smaller
than unity, p ∼ αN2 ∼ (N/Nc)2  1. This means that
in most of the quantum dots forming the system there
are no resonances at all, while in a fraction p of them
there is a single resonance. If we consider a large but
finite system with M dots, there will be pM dots with
a resonance. A standard characteristic of the degree of
localization of an eigenstate Ψ is its inverse participation
ratio (IPR)
P2 =
∑
i
|〈ψi|Ψ〉|4, (66)
where ψi are the basis states (which are eigenstates in
the limit of complete localization). For noninteracting
systems the localized phase is characterized by P2 ∼ 1,
while the delocalized phase by P2 ∝ 1/N , where N is
the size of the Hilbert space. For our many-body system
we have N = 2NM . Further, according to the above
discussion, the IPR in the localized phase is estimated as
P2 ∼ 1/2cpNM = N cp, with c ∼ 1, where we used the
fact that a quantum dot where there are no resonances
is roughly in one of its basis states, while a dot with a
resonance is approximately equally spread over its two
basis states. This yields
P2 ∼ 1/N τ , with τ ∼ p, (67)
i.e., the IPR in the many-body localized phase scales as a
fractal power of the total number of many-body statesN .
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While for single-particle system such a fractality is a very
nontrivial property that emerges only at the Anderson-
transition point, in the case of a many-body system it
represents, for a rather simple reason, a general property
of the localized phase. This behavior of IPR is closely
related to the volume-law scaling of the long-time sat-
uration value of the entanglement entropy for the case
when the initial state is a basis state [50, 51].
B. Electron system
In view of the close connection between the spatially
extended spin system analyzed in Sec. IV A and the elec-
tronic system defined in Sec. II B, the result for the de-
localization threshold in the former model, Eq. (64), ap-
plies to the latter model as well. Translating the value
of N into a temperature according to the “dictionary”
presented in Sec. II D, we obtain the critical temperature
Tc ∼ ∆ξ
α1/2
, (68)
up to a possible logarithmic factor lnµ(1/α) with −1/2 ≤
µ ≤ 0. We note that the upper bound for µ is zero, since
the level spacing in the resonant network (Appendix B)
in an extended system goes to zero.
The result (68) is parametrically lower than the result
(19) of Refs. [10, 11, 27]. At this temperature both energy
and charge get delocalized. The energy delocalization is
fully analogous to that in the spin model discussed in
Sec. IV A. The existence of charge excitations is what
distinguishes the electronic model from the spin one. In
the electronic model, each single electron state can form
a “spin” with a few partner states (separated by energy
∼ ∆ξ) in the same or adjacent quantum dot, which leads
to charge transport. It is expected that the spin and
charge delocalization do not only have the same scaling
(68) but actually happen at the same point. Indeed, en-
ergy transport implies the existence of a “bath” to enable
charge transport as well.
The result (65) for the relaxation rate translates into
the golden-rule formula
1/τ ∼ α2T, T & ∆/α2/3. (69)
This can be used to estimate the conductivity. A con-
venient quantity is the dimensionless conductance of a
piece of the system of linear size ξ:
gξ ∼ 1
τ∆
∼ α2 T
∆
, T & ∆/α2/3. (70)
This transport regime was termed “power-law hopping”
in Ref. [10]; we now see that its range of validity ex-
tends further down to parametrically lower temperatures
in comparison with what was found in that work. The
behavior of the relaxation rate and of the conductivity
closer to the transition point, i.e., at Tc < T  ∆/α2/3
remains to be determined.
C. Feynman diagrams and factorials
Let us now discuss how the above results could be
obtained in the Feynman diagrammatic approach em-
ployed in Refs. [10, 11, 27], where a single-particle decay
was considered. A typical self-energy diagram describ-
ing such a decay is shown in Fig. 4. In the absence of
diagonal matrix elements U , the time-ordering of the off-
diagonal interactions V that produces distinct paths in
Fock space (Fig. 2) within the Schro¨dinger perturbation
theory, is redundant. All such paths are contained in
a single Feynman diagram (skeleton diagram in Fig. 4)
[9, 11, 27, 44, 46].
Let us first show how the threshold (12) for the quan-
tum dot is obtained within an estimate of such skeleton
diagrams in the spirit of Refs. [10, 27]. We consider pro-
cesses of order n corresponding to transitions between
the original single-electron excitation and the final state
with 2k+1 quasiparticles βj (k+1 electrons and k holes).
The final state corresponds to a central cross-section of
the skeleton diagram of the type shown in Fig. 4a; see
also Fig. 1b or Ref. [10].
The matrix element of a transition from an initial to
the final state is given by [10]
V (k) =
∑
diagrams
∑
γ1...γk−1
V1
k−1∏
i=1
Vi+1
Ei − γi
, (71)
where the matrix element Vi corresponds to the i-th inter-
action line, γi are the virtual quasiparticles corresponding
to the internal quasiparticle lines in the diagram, and Ei
are the associated energy variables that can be expressed
as linear combinations of the energies of the final-state
quasiparticles βj using the energy conservation. Note
the absence of interaction matrix elements in the denom-
inator of Eq. (71), which is in contrast to the structure
of the composite matrix element (45).
The number of topologically different diagrams, D(k),
satisfies the recurrency relation [10]
D(k) =
∑
k1+k2+k3=k−1; k1,2,3≥0
D(k1)D(k2)D(k3) , (72)
with the initial condition D(0) = 1. The solution of this
equation increases with k as D(k) ∼ ak with a ∼ 1 (the
numerical value of a was determined in Ref. [27]). We will
not be interested in such factors here (since they will only
produce factors of order unity for the localization thresh-
old), so that we can replace D(n) by unity. The summa-
tion over γi can be replaced by taking the “optimal” γi,
which renders the corresponding energy denominator in
Eq. (71) to be of order ∆. For a given set of final-state
quasiparticles βj there is M
(k) = k!(k+1)! ∼ k2k permu-
tations of the corresponding lines in the diagram. The
dominant contribution will be given by the optimal per-
mutation [27], thus yielding
V (k) ∼M (k)V k+1∆−k ∼ ∆
(
k2
g
)k
. (73)
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FIG. 4: (a) Self-energy diagrams for single-particle decay: the dressing of a skeleton diagram by diagonal interactions U
produces a factorial number of nonequivalent Feynman diagrams. Blue blocks represent full ladders of all possible diagonal
interactions between n particles, as shown in panel (b).
The level spacing of final states of the generation k is
estimated as
∆(k) ∼ ∆
(
k
N
)2k
. (74)
Therefore, we find for the parameter ηk = V
(k)/∆(k)
controlling the hybridization at k-th order:
ηk ∼
(
N2
g
)k
. (75)
This yields Nc ∼ g1/2 for the position of the localiza-
tion transition. A more accurate analysis of the sums
over intermediate states leads to the emergence of an
additional factor ∼ (lnN)k−1 in Eq. (73), thus yielding
Nc ∼ (g/ ln g)1/2, which is the threshold (12).
As emphasized above, this estimate used in a very es-
sential way the fact that a single skeleton diagram rep-
resents all processes with different time orderings of the
interaction lines. However, this is no longer the case when
the skeleton diagram is dressed by diagonal interactions.
Indeed, as shown in Fig. 4a, such a dressing generates
a factorial number of nonequivalent Feynman diagrams,
when the diagonal matrix elements, combined in multi-
leg ladders as illustrated in Fig. 4b, are inserted in all
possible ways into the skeleton diagram. These ladders
introduce the diagonal matrix elements U into the energy
denominators in the expressions for the diagrams, lead-
ing to the structures of the type
∑
ij U˜ij that appear in
the composite matrix element V (k) in Eq. (45) (similarly
to the appearance of the interaction in the denomina-
tor of an exciton propagator). The spectral diffusion is
thus encoded in the energy shifts in these denominators
which are accumulated with increasing order of the dia-
gram and lead to the factorial growth of the number of
distinct Feynman diagrams.
Thus, in terms of a single-electron excitation decay, the
enhancement of delocalization (in comparison with the
results found for the extended system in Refs. [10, 11] and
for a quantum dot in Ref. [9]) is due to the k! factor in the
number of processes at k-th order (due to permutations
of k elementary processes mediated by the off-diagonal
interaction). If one discards spectral diffusion, these k!
contributions combine to a single one, yielding the results
of the above works [52]. We discuss now the effect of the
spectral diffusion on the localization threshold, first for
a quantum-dot model and then for an extended system.
In the case of a quantum dot, including spectral dif-
fusion essentially yields an additional factor k! (given by
the number of diagrams generated by a single skeleton
diagram, see Fig. 4a). We thus find, instead of Eq. (75),
ηk ∼
(
N2
g
)k
k! ∼
(
N2k
g
)k
. (76)
Taking in this formula k to be the maximum possible (i.e.,
of the order of N , the number of active single-particle
states), we get the following estimate for the effective
coupling controlling the perturbative expansion of the
self-energy (cf. Ref. [44]):
ηk
k∼N→
(
N3
g
)N
, (77)
Equating ηk∼N to unity, we recover the result of Sec. III A
for the localization threshold, see Eq. (55).
A word of caution is in order at this point. What
we have shown in the preceding part of this subsection
is that (i) when spectral diffusion is included, a single
skeleton Feynman diagram generates ∼ k! diagrams, and
(ii) when all of them are considered as independent, we
reproduce the result (55) for the localization threshold
in a quantum dot. However, there are clearly certain re-
maining correlations between these k! diagrams, and, in
order to justify rigorously the appearance of the whole
k! factor in Eq. (77), one would have to prove that these
correlations are not essential. Thus, the above arguments
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based on Feynman diagrammatics make the result (55)
plausible but, strictly speaking, do not prove it. We have
shown, however in Sec. III A, by using an alternative ap-
proach based on the perturbation theory for Fock-space
states, that Eq. (55) is indeed correct.
For an extended system, including the total factor k!
into the number of diagrams (as was done in Ref. [53])
would lead to the absence of the genuine many-body lo-
calization in the thermodynamic limit [54]. However, for
a short-range interaction there is no contribution to spec-
tral diffusion due to interactions between remote “quan-
tum dots” (localization volumes). Thus, only the fac-
torial factors originating because of the permutation of
processes within a given quantum dot should survive.
Writing k = MN , where M is the number of quantum
dots involved, we see that out of k! ∼ kk only the fac-
tor (N !)M ∼ NNM = Nk survives. This will exactly
transform the result of Refs. [10, 11] into Eq. (68):
ηk ∼
(
V
∆3(T )
)k
(N !)M ∼
(
αTN
∆ξ
)k
∼
(
α
T 2
∆2ξ
)k
.
(78)
In full analogy with the quantum-dot case, these
Feynman-diagrammatics arguments make plausible the
emergence of the factor Nk in ηk because of spectral
diffusion—which leads to Eq. (68) for the delocalization
threshold—but, strictly speaking, do not prove it. We
know, however, on the basis of the arguments given in
Sec. IV, that Eq. (68) is indeed correct.
Within this picture, delocalization in extended systems
occurs by means of consecutive delocalization in con-
stituent “quantum dots”. The corresponding paths in
both Fock and real spaces can be viewed as “ballistic”
(in the sense of Ref. [10] or, equivalently, in the sense of
necklace diagrams from Ref. [27]) after “coarse-graining”
in which each step corresponds to delocalization of one
quantum dot. At this stage, we can not fully exclude a
possibility that spectral diffusion might potentially fur-
ther lower the threshold temperature when included into
other (“non-ballistic”) processes. We relegate this issue
to future work.
V. SUMMARY AND DISCUSSION
To summarize, we have shown that taking into account
the spectral diffusion, which originates from diagonal ma-
trix elements of the interaction, parametrically enhances
the delocalization threshold in many-body systems. This
happens both in quantum-dot models and in spatially
extended models with localized single-particle states. In
particular, in an electronic system of the latter type, the
critical temperature Tc of the delocalization transition
scales with the interaction strength α  1 according to
Eq. (68), which is parametrically lower than the previous
result (19) of Refs. [10, 11, 27].
Before closing, let us discuss some further implications
of our work as well as directions for future research.
(i) Our analysis shows that the localization transitions
in quantum-dot many-body problems have a lot
of similarity to those in tight-binding models on
tree-like graphs, such as the RRG [55] and sparse
random-matrix [56] models. The essential differ-
ence is in the fact that for the effective tight-binding
model of a quantum dot there are small loops [e.g.,
the processes (α, β → γ, δ) and (α′, β′ → γ′, δ′)
performed in opposite order results in the same
state] and that the corresponding amplitudes par-
tially cancel. This cancelation affects the analysis
of logarithmic corrections to the scaling of the delo-
calization threshold, see Sec. III A 4. At the present
stage, we are only able to give boundaries, Eq. (58),
for the power of the logarithm µ in the scaling law,
Eq. (55). An accurate determination of µ remains
an important research prospect.
Further, it would be interesting to study whether
(and, if yes, how) the above difference between the
quantum-dot problem and the RRG affects the crit-
ical behavior at the transition. In particular, one
can study the scaling of the wave function statistics
(inverse participation ratios), and the level statis-
tics in the quantum-dot problem, at criticality and
near the transition.
(ii) The problem of exact determination of the power of
the logarithmic factor in the scaling of the thresh-
old applies also to spatially extended models with
localized single-particle states, see a comment be-
low Eq. (68). Clearly, the scaling of observables
at and near the transition in this class of many-
body systems is of great interest as well. Three
of us have argued in Ref. [10], by using a relation
of the delocalization of a quasiparticle excitation
by “ballistic” paths to the Bethe lattice, that the
quasiparticle relaxation rate and the conductivity
scale near critical point as
σ ∝ exp
[
−const× (T − Tc)−1/2
]
.
While the spectral diffusion modifies Tc, it does not
seem to affect the argument in favor of this scal-
ing. Indeed, for a spatially extended system, the
k-dependence of the k-th order effective matrix el-
ement for a quasiparticle decay remains for large
k the same as in the Bethe-lattice problem also
with spectral diffusion taken into account. Clearly,
the above argument is not rigorous since it dis-
cards other contributions to the quasiparticle de-
cay. A rigorous derivation of the critical behavior
in a many-body problem remains an outstanding
challenge for future research.
It is worth mentioning that an experimental ev-
idence in favor of an exponential vanishing of the
conductivity at the threshold was recently obtained
in Ref. [22] in a 2D system on the localized side of
the superconductor-insulator transition.
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(iii) Several numerical studies of 1D systems have re-
ported a subdiffusive transport on the delocalized
side of the transition [57–60]. The existence of
such a phase has been ascribed to rare (Griffiths-
type) events [58, 61–64]. An important question is
whether this subdiffusive phase really exists in the
thermodynamic limit. Recent work [65] observed
a substantial flow of the corresponding fractal di-
mension with the system size (in a certain analogy
with Ref. [55] for RRG), which suggests that the
thermodynamic-limit behavior might differ essen-
tially from the one observed numerically in rela-
tively small systems.
Signatures of many-body localization were also
studied in systems without quenched disorder [6,
66–71]. A distinction between the models with and
without quenched disorder in the problem of many-
body localization was emphasized in Ref. [69]. In
a related line of reasoning, it was conjectured in
Refs. [27, 71] that the rare events of the “hot
bubble” type may destroy the many-body local-
ized phase. It is interesting to note that the rare
events were argued to lead both to suppression and
to enhancement of localization, see discussion in
Refs. [64] and [72].
It remains an open issue to understand whether the
rare-region effects of both types can be captured
within the scheme developed in the present work,
with the spectral diffusion included.
(iv) A verification of the analytical predictions for the
scaling of the many-body localization threshold
by means of numerical simulations would be of
great interest. Several papers addressed this scal-
ing numerically in the framework of the electronic
quantum-dot problem fifteen to twenty years ago
[42, 73–77] with seemingly contradictory conclu-
sions. Specifically, Refs. [42, 73, 75, 76] concluded
that the localization threshold scales as Nc ∼ g1/3,
which is in agreement with our result Eq. (55) (pos-
sibly up to a logarithmic factor). On the other
hand, Ref. [74] came to the conclusion that the scal-
ing is of the form Nc ∼ (g/ ln g)1/2, which is the
result (12) obtained within the approximation [9]
that discards the spectral diffusion. It should be
emphasized, however, that Ref. [74] considered a
model of the type (13) which included only interac-
tion terms with four different indices α, β, γ, and δ.
This absence of diagonal terms in the Hamiltonian
of Ref. [74] reduced the effect of the spectral diffu-
sion, which may explain why the threshold found
in Ref. [74] corresponds to Eq. (12) that neglects
the spectral diffusion. Clearly, exploring somewhat
larger systems would be beneficial for a clear iden-
tification of the power-law exponent. Probably, it
would be easier to distinguish between the differ-
ent types of scaling in the spin quantum dot model
formulated in Sec. II C.
In the case of spatially extended models, the phase
diagrams in the interaction-disorder plane have
been established numerically in Refs. [57] and [16].
While a determination of the scaling of the critical
disorder with the interaction strength has not been
attempted in these works, it appears to be feasi-
ble (although clearly not simple). As an approach
complementary to exact diagonalization, a numeri-
cal evaluation of a sum over forward-approximation
paths [78] might be used for this purpose.
The authors of Ref. [79] analyzed specifically the
role of diagonal matrix elements in many-body de-
localization in the framework of a spin model on
a random regular graph. Numerical calculations
performed in Ref. [79] are in a qualitative agree-
ment with the spectral-diffusion picture: the addi-
tional diagonal terms substantially enhance delo-
calization.
(v) It is worth emphasizing that, when considering
spatially extended systems in this work, we as-
sumed (following Refs. [10, 11, 27]) that the single-
particle localization length may be considered as an
energy-independent quantity. This approximation
is clearly justified if one considers a tight-binding
lattice model with energy somewhere in the middle
part of the band. On the other hand, for systems
defined in a spatial continuum, one encounters a
situation in which there are states with an arbi-
trarily large single-particle localization length (see
Refs. [80–82] for the discussion of many-body local-
ization in systems with an energy-dependent single-
particle localization length). Of course, these are
highly excited states whose thermal occupation is
exponentially low, so that their effect is not clear a
priori and has to be carefully investigated. An anal-
ysis shows [83] that scattering between thermal and
high-energy states eliminates the finite-T many-
body localization transition, rendering many-body
states delocalized in the thermodynamic limit at
arbitrarily low (but still nonzero) temperature. In
such a situation, the critical temperature identified
in the present work will become a crossover temper-
ature below which the conductivity tends to zero in
a faster-than-activation fashion.
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Appendix A: Distribution function of resonant
couplings
In this Appendix we calculate the distribution func-
tion of the effective coupling constant for second-order
processes (Fig. 3) and estimate the number of k = 2 res-
onances in a quantum dot for given values of N and g.
For given values of the energy mismatches , ′, off-
diagonal interactions V , V ′, and diagonal interaction U
between the two parallel processes, the coupling con-
stant η2 is given by the ratio of the composite matrix
element V (2), Eq. (37), and the total energy mismatch
(2), Eq. (36). We define the function
F2(x) =
∫ ∞
x
dη
∫
d pE()
∫
d′ pE(′)
×
∫
dUPu(U)
∫
dV Pv(V )
∫
dV ′Pv(V ′)
× δ
(
η − V V
′(+ ′)
′(+ ′ + U)
)
, (A1)
which gives the number of k = 2 processes with the
coupling constant exceeding x. The energy distribution
function pE() describes the thermal distribution of four
single-particle energies characterized by T ∼ ∆N ; for
simplicity, we approximate it by the homogeneous box
distribution (in what follows, we omit the numerical pref-
actors):
pE(x) ∼ N
3
∆
θ(N∆− |x|). (A2)
The distribution of the interaction matrix elements is
Gaussian:
Pu(x) ∼ 1
U0
exp
(
− x
2
U20
)
, (A3)
Pv(x) ∼ 1
V0
exp
(
− x
2
V 20
)
. (A4)
In the problem under consideration, U0 ∼ V0 ∼ ∆/g, but
it is instructive to keep the typical values of the diagonal
and off-diagonal matrix elements nonequal. Writing the
delta-function in Eq. (A1) as an integral over the auxil-
iary variable, we integrate out V and V ′, which yields
F2(x) ∼ N
6
∆2
∫ ∞
x
dη
∫∫
dd′
∫
dU
U0
e−U
2/U20
×
∫
dq eiqη
{
1 +
[
qV 20 (+ 
′)
2′(+ ′ + U)
]2}−1/2
∼ N
6
∆2
∫ ∞
x
dη
∫∫
dd′
∫
dU
U0
e−U
2/U20 zK0 (ηz) ,
(A5)
where
z =
2|′(+ ′ + U)|
V 20 |+ ′|
(A6)
and K0(x) is the modified Bessel function of the second
kind,
zK0 (ηz) '

z ln
1
ηz
, zη  1,√
piz
2η
e−ηz, zη  1.
(A7)
We first consider the case U0  V0. The integration
over U effectively sets |U | ∼ U0 in z and, then, it is suf-
ficient to analyze the contribution of the domain V0 < ,
V0 < −′, with U replaced by U0. Since we are inter-
ested in resonant processes (x & 1), we have η & 1.
On the other hand, the contribution of small ||  V0
and |′|  V0 to the integral in Eq. (A5) should be dis-
regarded, since such energy mismatches correspond to
k = 1 resonances. Therefore, the product ηz in Eq. (A7)
is typically large and one should then use the exponential
asymptotics of K0(ηz), unless  + 
′ + U is anomalously
small. The main contribution to F2(x) turns out to be
given by these resonances satisfying zη  1. Introducing
w = − |′|,
we write
z ∼ (+ U0)w
V 20 U0
≡ y
η
and use the logarithmic asymptotics of Eq. (A7):
F2(x) ∼ N
6
∆2
∫
x
dη
η2
∫
V0
d
V 20 U0
(+ U0)
∫ 1
0
dy y ln(1/y)
∼ N
6
x
V 20
∆2
ln
U0
V0
. (A8)
We see that F2 is proportional to the logarithmic factor
containing a ratio of the energy shift in the final state due
to the diagonal interaction U0 and the off-diagonal matrix
element. This logarithmic factor is accumulated in the
energy interval V0 <  < U0, where the lower bound on
 excludes the appearance of the first-order resonance.
For U0 ∼ V0, this logarithmic factor disappears in F2,
confirming the observation made in Sec. III A 4 that there
is no ln g factor in the resonance condition for k ∼ 1.
Note that, limiting the integration over  in Eq. (A8) by E
from below (with E > U0) and imposing the condition of
existence of resonances, F2(1) > 1, one obtains inequality
(42) for E .
The structure of the integrals in F2(x) suggests, how-
ever, that at higher orders k  1, there will be a logarith-
mic factor in Fk(x). Indeed, a typical denominator in the
matrix element (45) contains a sum of diagonal matrix
elements which grows as
√
kU0 with increasing k, while
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the typical bounds for energies that exclude “accidental”
resonances in previous generations decrease with k. This
is expected to produce a (ln k)k−1 factor after consecu-
tive integration over the ordered set of energies, leading
to the logarithmic shift of the threshold, as discussed in
the end of Sec. III A 4.
Appendix B: Many-body delocalization via a
resonant subsystem
In this Appendix we consider the model of electronic
quantum dot from the perspective that bears a certain
similarity with the spin-bath model [49]. In the regime
g1/3 < N < g2/5 , the number of direct (first-order) res-
onances characterizing a typical many-body basis state
is given by Eq. (28). Using these resonances, one can
proceed up to generation m given by Eq. (30), as ex-
plained in Sec. (III A 1). Thus, the original basis state
will efficiently mix in this way with
Nr ∼ em (B1)
other basis states.
We approximate the whole system as consisting of
a resonant subsystem of m well coupled “pseudospins”
(representing resonances) and the remaining electrons.
In the region under consideration the number of reso-
nances is much smaller than the number of electrons.
We will argue that, already at m which is only logarith-
mically larger than unity, the resonant subsystem delo-
calizes other electrons.
The Hamiltonian is approximated as
H = Hr +H
(0)
n + Un + Unr. (B2)
Here Hr is the full Hamiltonian of the resonant subsys-
tem; it has Nr eigenstates which are superpositions of
the corresponding Nr basis states. In view of the strong
delocalization of the resonant subsystem, we will assume
that these basis states are strongly mixed (i.e., the in-
verse participation ratio of a typical exact eigenstate of
Hr over the basis states is of the order of 1/Nr.
Further, H
(0)
n is the noninteracting part of the Hamil-
tonian of nonresonant electrons; its eigenstates are Slater
determinants. Thus, the eigenstates of Hr +H
(0)
n are as-
sumed to be “known”: these are the products of nonreso-
nant Slater determinants and the exact states of the reso-
nant subsystem. The remaining two terms are considered
as the perturbation: the interaction Un within the non-
resonant subsystem and the interaction Unr between the
resonant and nonresonant subsystems. We want to con-
sider transitions in the nonresonant subsystem assisted
by transitions in the resonant system, i.e., a transition
from (NI,RI) to (NF,RF), where NI is the initial state
of the nonresonant system, RI the initial state of the
resonant system, NF the final state of the nonresonant
system (different from NI), and RF the final state of the
resonant system (different from RI). The question that
FIG. 5: An example of a third-order decay process stimulated
by the resonant subsystem, see text.
we want to answer is under what condition it will be pos-
sible to move any given nonresonant electron (let us call
it 1) by such processes.
We note first that the level spacing of three-particle
states (2,3,4) into which electron 1 could “decay” is
given by Eq. (9), which is larger than typical energies
∼ V ∼ ∆/g of the resonant subsystem. Thus, to satisfy
the energy conservation, we have to go to the next order
and to consider a decay of 1 into 5-particle states. Their
level spacing is
∆5(T ) ∼ ∆5/T 4 ∼ ∆3/E2,
which is smaller than ∆/g in the considered energy range.
Such a process is possible at second order of perturba-
tion theory, e.g., 1 → (2, 3, 4) and then 4 → (5, 6, 7).
Here 1,2,3,4,5,6,7 are nonresonant electron/hole states,
and both matrix elements originate from Un. This pro-
cess, however, does not touch yet the resonant subsystem.
We thus go to third order and include a matrix element
originating from Unr. Specifically, let this term be of the
form (7, X)→ (8, X), where X is a certain electron state
entering one of resonances. We choose this interaction
term to be diagonal in X, in order that it has matrix ele-
ments between the states of the resonant network. (Mov-
ing a resonant electron X to a state Y would normally
take the state off the resonant subspace.) It is important
that, in spite of the diagonal character (X → X), this in-
teraction has non-diagonal matrix elements between the
exact states of the resonant network, since these states
are not basis states but rather are formed by resonances.
Drawing the corresponding third-order diagram is
straightforward. Let us now estimate the correspond-
ing matrix element and the relevant level spacing. The
matrix element of third order is a product of three sim-
ple (first-order) matrix elements divided by a product of
two energy denominators. The first two matrix elements
(1,2,3,4) and (4,5,6,7) are of order V ∼ ∆/g. The energy
denominators are of order ∆3(T ) each. Thus, the prod-
uct of these matrix elements divided by the product of
energy denominators yields a small dimensionless factor(
V
∆3(T )
)2
∼
(
E
g∆
)2
. (B3)
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We should check whether it can be compensated by a ra-
tio of the remaining matrix element M(7, X, 8, X) to the
level spacing. For this purpose, we should estimate the
matrix element of c†XcX sandwiched between two differ-
ent states R1 and R2 of the resonant subsystem. Writ-
ing each of these states as a linear combination of Nr
basis states with random coefficients of order 1/
√Nr,
we obtain for this matrix element 1/Nr times a sum of
Nr contributions of order unity and random sign, i.e.,
in total 1/
√
Nr. Thus, we get for the matrix element
M(7, X, 8, X) sandwiched between R1 and R2 (Fig. 5)
the estimate
〈R1 |M(7, X, 8, X)|R2〉 ∼ ∆
g
√Nr
. (B4)
On the other hand, the level spacing of the final states
is controlled by the level spacing of resonant finite states
RF given by
∆RF ∼ ∆
gNr . (B5)
Thus, combining Eqs. (B3), (B4), and (B5), we obtain a
parameter determining the possibility of the process that
flips “spin” 1 in the form
ηr ∼
(
E
g∆
)2√
Nr.
Equating ηr to unity and using Eqs. (28), (30), and (B1),
we find p ∼ (log g)1/2 and thus the delocalization border
Ec ∼ ∆g2/3(log g)1/2, (B6)
or, equivalently,
Nc ∼ g1/3(log g)1/4, (B7)
It is worth mentioning that, within the above deriva-
tion, the result (B6) can be traced back to the following:
(i) the exponential dependence of Nr on p characteristic
of a many-body system; (ii) the 1/
√Nr dependence of
the matrix element for the interaction between an elec-
tron and a state of the resonant subsystem, and (iii) the
1/Nr dependence of the level spacing of the resonant sub-
system.
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