The conventional sequential dependence model (SDM) has been proved to perform better than the bag of words model for biomedical article search because it pays attention to the sequence information within queries. Meanwhile, introducing lexical semantic relations into query expansion becomes a hot topic in IR research. However, a few research have been conducted on combining semantic and sequence information together. Hence, we propose the semantic sequential dependence model in this paper, which provides an innovative combination of semantic information and the conventional SDM. Specifically, our synonyms are obtained automatically through the word embeddings which are trained on the domain-specific corpus by selecting an appropriate language model. Then, these synonyms are utilized to generate possible sequences with the same semantics as the original query and these sequences are fed into SDM to obtain the final retrieval results. The proposed approach is evaluated on 2016 and 2017 BioASQ benchmark test sets and the experimental results show that our query expansion approach outperforms the baseline and other participants in the BioASQ competitions.
I. INTRODUCTION
In recent years, the continuous development of biotechnology has brought a growing need on biomedical literature retrieval. At the same time, a surprisingly large number of literatures make accurate search a great challenge [1] . Therefore, it becomes increasingly important to have an effective article search method in the biomedical domain.
The traditional information retrieval technology in the biomedical field relies on the unigram Bag of Words (BoW) model in which queries and documents are represented by word frequency without considering semantic and sequence information [2] . However, in practice, it is more likely to be relevant if the documents and queries have similar sequences or semantics. In general, the Sequence Dependency Model (SDM) [3] is utilized for sequence information which has a competitive performance in many biomedical applications [4] . It considers both ordered and unordered bi-grams within queries. For utilizing semantic information, many researchers use synonyms that are semantically associated with query keywords to expand user queries. Currently, synonyms are acquired mainly in the following two ways. One is conducted with the manually constructed thesaurus [5] . The other is an automatic way by training on a public corpus through machine learning methods [6] . However, the manual construction method requires much human power, and also the update of the new words can't be done in time. Therefore, it is expected to seek an effective automatic approach. Word embedding, which can encode word semantics into vectors, is used in a wide range of natural language processing (NLP) tasks [7] - [10] . Appropriate word embedding can improve the comprehension of queries and documents, thus enhance the search performance [11] , [12] . The word representation based on neural networks [13] is also called as distributed representation, which is used in our experiment. In addition, word embeddings are easily affected by the training corpus and the language model. So, there is no set of word embedding which is applicable to every task. Therefore, selecting an appropriate language model and corpus to generate word embeddings for our task is our first consideration.
However, to our knowledge, there is few work to improve the retrieval performance by integrating both sequence and semantic information into IR models, especially in biomedical IR applications. In this paper, we propose a query expansion approach, Semantic Sequential Dependence Model (SSDM), to combine the semantic information of words that encoded into word embeddings and the conventional SDM in biomedical document retrieval tasks.
Specifically, to validate which language model is more appropriate to train the word representations of biomedical vocabularies, we generate word representations using five public neural-network-based word embedding algorithms, namely, NNLM, LBL, Order, CBOW and Skip-gram. And taking into account the characteristics of biomedical vocabularies and concepts, we choose MEDLINE, which is a domain-specific corpus with title and abstract text of biomedical literatures since 1950s, as our training corpus. So, the neural network which can compute the word embeddings with the best performance will be used to generate the final word embeddings in our method SSDM. Then, by computing the similarity of each pair of words in the semantic space and using the k Nearest Neighbor (kNN) classification algorithm, we construct synonyms of query keywords without any extra knowledge or handwork. Next, with these synonyms, the original query sequence can be used to generate several possible sequences that have the similar semantics to the original one. Afterwards, we process each sequence to get its score with the improved SDM model, in which we introduce the similarity degree. Finally, the final search score is calculated with a weighted sum of these scores in SSDM.
Our method is evaluated on the document retrieval task in BioASQ. 1 The experimental result shows that our method performs better than some basic IR models, such as the query likelihood and the SDM , and other participating teams in the evaluation.
In summary, our main contributions in this paper include: i) proposing a query expansion method that integrates both sequential information and semantics; ii) using different language models to generate word representations on a domainspecific corpus and comparing the effects of these different word embeddings in query expansion; and iii) achieving better retrieval results on the biomedical article search task.
The rest of the paper is organized as follows. Section II describes the related work; Section III describes the overview structure, the language models we apply and our new method SSDM, respectively; Section IV provides the details of the experimental setup and Section V shows the experimental results and analyses. Finally, we draw conclusions and discuss the future work in Section VI.
II. RELATED WORK A. QUERY EXPANSION
In 1986, Van Rijsbergen [14] put forward the query expansion technology. There were a large number of studies about query expansion in the biomedical domain. Researchers usually capture words that have a semantic association with query keywords to expand the original query. Such methods can be roughly categorized into two groups. One is based on an 1 http://participants-area.bioasq.org extra semantic knowledge, and another is to find synonyms of query keywords.
1) EXTRA SEMANTIC KNOWLEDGE
In the TREC Genomics Track [15] , Zhong and Huang [16] replaced query keywords with a collection of concepts to find biomedical entities. Aronson and Rindflesch [17] expanded queries with UMLS concepts obtained by MetaMap [18] . Zhou et al. [19] utilized Medical Subject Headings (MeSH) 2 and Entrez Gene. 3 Similarly, in the TREC medical records track [20] , Dĺłaz-Galiano et al. [21] and Gobeill et al. [22] also utilized the MeSH to expand the query. In the Image CLEF task [23] , there were also many studies using some semantic resources in query expansion [24] , [25] . In the BioASQ competitions, Choi [4] proposed a new method which combines semantic concepts and the dependence model, and identifies the UMLS concepts in the queries to help ranking documents. These researches require a large amount of biomedical knowledge and suffer from the problem of terms normalization and concepts matching.
2) SYNONYMS
In 1994, Voorhees [26] introduced lexical relations into query expansion which uses a thesauri, like WordNet. Nowadays, word embedding is generally used to comprehend the semantics of words. It has the ability of encoding the semantics of words, which has been proved in many researches [9] , [27] , [28] . Therefore, we considered to introduce word embeddings into synonyms query expansion in our study. In general, we can generate word embeddings using a word-document co-occurrence matrix or a neural network. Baroni et al. [29] compared the two kinds of word embeddings in the semantic aspect on several tasks and proofed that word embeddings computed using a neural network explicitly encode more semantic information. The idea that training the Language Model with neural networks was first proposed by Xu and Rudnicky [30] in 2000 and the word embedding was a by-product in the process of language model training. The follow-up works were mostly focused on the construction of neural network, many researchers had published their works [31] - [34] . For how to train good word embeddings for our task, the work of Lai et al. [35] and Chiu et al. [36] gave us a lot of help. Although there were some available pre-trained word embeddings [36] . 4 we still trained our own word embeddings. Compare to these work, we extended the experiments with other three neural networks and specified the final neural network used in our work. Additionally, their training corpus was somewhat dated.
B. METHODS USED FOR BIOASQ TASK
Here, we will briefly introduce other participants' methods of document retrieval employed in the 2016 [37] and 2017 BioASQ [38] challenge.
Papagiannopoulou et al. [39] built their system on Indri search engine and a variety of libraries had been used, such as the StAX Parser, the Stanford Parser and the GSON library. They formed their query by combining the bag of words with the query language grammar of Indri. The ''fdu'' systems [40] also used the package Indri. They used the query likelihood model to retrieve relevant documents and the pseudo-relevance feedback (PRF) to expand queries. The ''Oaqa'' systems [39] used a local Lucene index. They judged the document relevance combining virous sources and used LingPipe and ClearNLP to parse the questions. The ''HPI'' system [41] relied on existing NLP functionality in an in-memory database (IMDB). They resolved synonyms using UMLS and adjusted the tf-idf method by various means. The ''Olelo'' system was built based on the HPI system. The ''KNU-SG'' system [42] indexed PubMed journals using Lucene and used a clusterbased language model. It re-ranked the retrieved top-n results using five independent similarity models. The ''UNCC'' team retrieved relevant articles using the Stanford Parser and semantic indexing.
All in all, only some of the participants used the query expansion method, and most of them used extra semantic knowledge for query expansion. Obviously, the manual constructed resources have some inevitable shortcomings and this way isn't an automatic approach. There is also a team that implements automatic query expansion using PRF. Since this way does not consider the semantic information, its effect is also not very good.
III. PROPOSED APPROACH
In this section, we sequentially introduce the overview structure of the proposed SSDM model, the language models used to generate the word embeddings and our new approach SSDM.
A. STRUCTURE OVERVIEW
Here, we present a brief description about the overall framework of the SSDM model which is shown in Fig. 1 . We first obtain the training corpus by processing retrieved documents, and choose an appropriate language model to generate our word embeddings with the corpus. Next, we construct a thesaurus through the kNN classification algorithm. For a target word, its k nearest neighbors in the vector space based on Euclidean distance are regarded as its synonyms. Afterwards, the query keywords are extracted and the synonyms of these keywords can be picked out from the thesaurus. In this way, the original query can be re-organized [43] into several new queries by replacing one or more query keywords with their synonyms. Finally, these queries are processed by SDM and used for ranking the final search results.
B. LANGUAGE MODELS
We used five comparable neural-network-based language models to learn the vector representation of word semantics. Here, the structures of these language models are briefly described. 
1) NNLM
The structure of NNLM [31] is shown in Fig. 2 . It's a three-layer feedforward neural network. There is an n-gram w t−(n−1) . . . w t−2 ,w t−1 ,w t in a corpus. Our purpose is to predict the distribution of the target word w t . We represent the embedding of the word w t as C(w t ). The input of the model is a concatenation of the previous n-1 words embeddings, i.e.,
The hidden layer of the network is similar to a general neural network, where H is a transformation matrix, d is a bias vector, x is the input of the model, and tanh() is the activation function. The output of this layer is
where U is a transformation matrix, b is a bias vector and h is the output of hidden layer.
Finally, using softmax() as the activation function to normalize the output value z i into a probability, the output of the model is
where we need to maximize the log-likelihood of the probability P.
2) LBL
The architecture of the Log-Bilinear Language Model [44] is similar to NNLM. The input of this model is the same as NNLM and the non-linear activation function tanh() is removed in its hidden layer.
3) WORD2VEC
Word2vec [27] is a tool that characterizes a word as a real value vector. It includes both the CBOW (Continuous Bag-of-Words Model) and the Skip-gram models. i) CBOW: The structure of CBOW is shown in Fig. 3 . It removes the most time-consuming nonlinear hidden layer and reduces the computational complexity by using the average embedding of the context words as the context representation. And the word order in the historical information does not affect its representation in the projection layer.
For example, there is an n-gram w t−(n−1) . . . w t−2 ,w t−1 ,w t in a corpus, w t is the target word. We represent the embedding of word w t as C(w t ).
The input of the model is the average embedding of the context words embeddings, i.e.,
where U is a transformation matrix, b is a bias vector, and x is the input of the model. Finally, the output layer is the same as NNLM, i.e.,
where we need to maximize the log-likelihood of the probability P. ii) Skip-gram: The idea of the Skip-gram model is to predict its context by the current word which is contrary to CBOW. It reduces the computational complexity by using one of the context words as the representation of the context and removing the nonlinear hidden layer. It also neglects the word order information.
4) ORDER
The complexity of the Order [35] model is between the CBOW model and the LBL model. On one hand, like NNLM and LBL, the input of the model is a concatenation of the context words. On the other hand, like CBOW and Skip-gram, it removes the most time-consuming nonlinear hidden layer.
C. SSDM
The conventional SDM [3] model is a special case of the Markov Random Field. This model interpolates among document scores for three language models: unigram (Q T ), bigram (Q O ), and proximity of adjacent query term pairs (Q U ). Because of its usage of bigrams, SDM captures the portions of phrases that are missed by the unigram model. The scoring function of a document is as follows,
where Q is a sequence of keywords extracted from a user query, D is a retrieved document, and q i is the i-th query keyword of Q. The functions f and the parameters λ are described in detail in the paper [3] . f T ,f O , and f U are the maximum likelihood estimations of the corresponding feature terms in document D. λ T ,λ O , and λ U are the weights of the corresponding features. Empirically,
The setting of these weights should follow three principles, i.e.,
SSDM is a generalized SDM model which considers semantic information. We combine query keywords and their synonyms to generate the extended queries. Fig. 4 shows the detailed procedures of generating extended queries.
Obviously, a query keyword can be replaced with one of its synonyms and a query can have more than one keyword to be replaced. Moreover, we find that when the number of keywords replaced in a query exceeds a certain number, the retrieval result begins to deteriorate. Therefore, we set VOLUME 6, 2018 up a maximum of three keywords to be replaced in a query based on experience. For example, let's consider a user query that contains 4 query keywords and each keyword has k synonyms. Our extended queries contain all combinations when one, two and three query keywords are replaced respectively. So, when only one keywords is replaced, there are C 1 4 · k possible extended queries. Similarly, C 2 4 · k 2 and C 3 4 · k 3 possible extended queries can be obtained if replacing two and three keywords respectively.
For a better understanding of SSDM, there is an example described in detail. Given the user query, ''What is the link between Dax1 and Esrrb''. The first step is to extract the keywords from the query by a series of query processing. So, in this example, there are three query keywords, they are ''link'', ''dax1'' and ''esrrb'', respectively. Then, this query is converted into the structuredvsp query which determines the combinations of the features used in the query. In SDM, the structured query is as follows:
where the od operator means that all terms must appear ordered within current context, the uw operator means that all terms can appear within current context in any order, and the combine operator are used for merging features such as terms and phrases. We can adjust the impact of each feature on the final score by specifying weights to assign during the summing of each of the children nodes of the combine operation. Here, bel combine is used to indicate the belief of the combine operator, and it computes a geometric mean over the beliefs of the combine operator's children. The bel combine is computed as follows:
where n is the number of the parent nodes, p i is the probability that i is true, The word ''interrelationship'' is a synonym of the word ''link'', so there must be an extended query like ''interrelationship dax1 esrrb''. The SSDM model transforms this query into the following form:
For an extended query, we improve the SDM model by introducing the semantic similarities between words in the calculation. As a result, each document processed with the improved SDM model gets its own scores. In order to combine these scores, we design a weighted sum function in SSDM.
Assume Q is an extended query and q i is the i-th keyword in the query. So, for the query Q = q 1 , q 2 . . . q |Q| and the variant query Q = q 1 , q 2 . . . q |Q| , q i = q i or q i ∈ S i , where S i = {q i1 , q i2 . . . q ik } is the synonym set of q i .
Define S (i) Q = {all possible sequences generated by replacing i terms with their synonyms}. In addition, in our experiments, a query has up to three keywords that are simultaneously replaced by their synonyms. So, the scoring function of a document is shown as follows,
where λ 0 and λ i are optimized through fine-tuning (parameter sweeping) over the empirical value based on the performances on training samples. And the scores of extended queries is computed with SDM (the improved SDM model), the calculation process is as follows,
• sim(q p+1 , q p + 1)
where sim(q i , q i ) stands for the similarity between q i and q i , while other parameters have been described in SDM. Here, the similarity is measured by cosine distance. So, if q i = q i , the similarity is 1, the formula in SDM is the same as it in SDM.
There is a simple analysis about the computational cost of the SSDM. For a query, the number of its query keywords typically does not exceed 5 after its stop words are removed, and the number of synonyms has little effect on the computational cost because all extended queries derived from it are retrieved as a whole. In addition, a query in our experiments has up to three keywords that are simultaneously replaced by their synonyms. Therefore, when there are 5 query keywords, its computing time in SSDM will be 26(1 + C 
IV. EXPERIMENTS DETAILS A. DATASETS
Our approach is evaluated on the benchmarks of the BioASQ 2016 and 2017 Question Answering Task. The test sets consist of over a thousand natural language questions that are proposed by experts in the biomedical field, such as ''Which disease is treated with Eliglustat?''. Every year, the organizers of BioASQ release a training set which is cumulative from the many previous years and usually of 500 new questions and five test sets that each one contains 100 questions.
B. TASK DESCRIPTION
Given the natural language questions raised by a team of biomedical experts from around Europe, the task is to return relevant articles. In other words, the purpose is to search the most relevant articles (10 in this task) for the query Q generated from the question. The retrieved articles provided by the MEDLINE database are processed into XML format. The retrieved articles are increasing every year, and the database contains 24 million biomedical articles from 1946 to 2015. The manual calibration standard answers are offered by the BioASQ campaign and the evaluation metric is Mean Average Precision (MAP).
C. TRAINING CORPUS
Taking into account the emergence of some new medical concepts or new meanings of some medical concepts, we utilize biomedical documents in the MEDLINE database as the corpus for training word embeddings. However, it will take a long time to train a complex model on a large corpus until it converges. Therefore, considering the time consumption and comparing these neural networks fairly, our corpus only VOLUME 6, 2018 covers a subset of the MEDLINE database which contains the articles published in 2014 and 2015. The corpus consists of three domain, they are <Title>, <ArticleTitle>, and <AbstractText>. The text processing on the retrieved documents in our experiment only includes segmentation, and the query processing on the original user queries includes segmentation and removal of stop words. According to the statistics, there are 2,137,046 documents and 1,907,255 words in the training corpus.
Until we ensure which language model can train the word embeddings with the best performance, we train the model on the MEDLINE database to generate word embeddings used in subsequent experiments.
D. TRAINING SETTINGS
In our experiment, we generate the word semantic vector representations by training language models. The randomly initialized word embeddings are part of the language model parameters. In order to compare the application effects of different word embeddings in query expansion, we select five comparable language models. The Skip-gram model and the CBOW model are provided by word2vec. 5 The implementation of the other three models is based on the CBOW model. The code of the three models is publicly available in the work of Lai et al. [35] . For a more equitable comparison, the target word in all models is the center word of the window.
TABLE 1.
The experimental settings consist of the selected language models and some training parameters. Table 1 summarizes some basic information of the experimental settings.
The five language models in our experiments are respectively Skip-gram, CBOW, Order, LBL and NNLM, wherein Skip-gram and CBOW are included in Word2Vec. The structures of these models are comparable and they are set up according to the complexity of the model structure in Table 1 .
The dimension of word embeddings is set to 200 because the higher dimensional vectors contain more semantic information. The frequency of some words is too low to learn appropriate embeddings. So, there are 169,425 words embeddings left here after we discarded the words that occur less than five times in the corpus. The learning rate is 0.025 for the Skip-gram model and 0.5 for the other models. The word embeddings are updated in every iteration and we want to iterate all models until they converge or overfit, so we set the number of the iteration to 150 for every model. The number of iterations influences the quality of the word embeddings directly. In general, the iterator is stopped as long as the performances of the language models tends to be stable for a given task on the validation set [45] . The given task in these language models is to predict the next word, which is different from our task. So, we select the 100 queries provided by the 3rd batch questions of the BioASQ 2015 Question Answering as our validation set. When the optimum result is reached on this set, the training process of the language model is finished after the current iteration. In addition, we set the k value in the kNN algorithm to be ten. Therefore, for a query keyword, there are ten alternative synonyms in the thesaurus in our experiment.
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we first compare the performances of different word embeddings. Then, according to the experimental results, we decide which neural network is used to generate word embeddings for query expansion in subsequent experiments. Next, to validate the effectiveness of our method SSDM, we compare SSDM with the query likelihood model and the conventional SDM. Finally, we apply our method in the BioASQ competitions and compare the result with other participants. In addition, we do all experiments based on galago search engine. 6 in which we index and store the complete MEDLINE collection by inverted index structure.
A. COMPARISON OF THE DIFFERENT LANGUAGE MODELS
In order to figure out which language model can train the word embeddings with the best performance in query expansion, we compare five different language models. Table 2 shows the best results of 200-dimensional word embeddings on the validation set, which are trained by different language models. The validation set contains 100 queries provided by the 3rd batch questions of BioASQ 2015 Question Answering. The MAP value is used as a main evaluation metric of the experiment and offered by the TREC_EVAL 9.0 7 , which is a tool that can help us to calculate some evaluation metrics, including the MAP value.
From the statistics presented in Table 2 , the word embeddings trained by the Skip-gram model can achieve the best result and its MAP value is 0.3486. We also compare the performance of our method SSDM and the traditional retrieval model ''query likelihood'' (as our baseline). Compared to the baseline, the MAP value of our method can be increased up to 4.57% at most and up to 3.34% at least. So, the experimental results prove the effectiveness of the combination of the SDM model and word semantics in biomedical article retrieval. Among them, the word vector based on NNLM improves query expansion to the least extent. This owes to the large time cost of NNLM iterations. With a 12-core Intel CPU with 2.50GHz for a few months, only ten training iterations have been finished for NNLM. Consequently, the obtained word embeddings are insufficient to learn the semantics which leads to the query expansion based on the trained embeddings does not reach the optimal performance.
During the training of the chosen word embeddings, there are some useful findings: i) The training of a complex model (Order or LBL) requires a relatively large dataset. So, our experimental dataset is more suitable for training some simple models, such as Skip-gram or CBOW. ii) It takes too long for NNLM to iterate one time. Even if it can achieve best results ultimately, it is not suitable for practical tasks. iii) For many practical tasks [46] - [48] , Skip-gram or CBOW has been able to achieve the best results, so it is recommended to use the Word2vec tool to generate the word embeddings.
Because the word embeddings generated by the Skip-gram model can achieve the best performance in our experiment. We choose the Skip-gram model on the MEDLINE database to generate word embeddings used in our method SSDM.
B. COMPARISON OF THE BASIC IR MODELS
Here, we show the results of the query likelihood model with Dirichlet smoothing (as our baseline), the conventional SDM and our method SSDM on the five batches offered by the 2015 BioASQ biomedical competition. The acquisition of synonyms in SSDM used the word embeddings generated by Skip-gram. In these experiments, the MAP value is calculated by the official Oracle system from BioASQ.
By comparing the results of the baseline and the conventional SDM, we found that the ordered or disordered word pairs of the original query have achieved some improvements to a certain degree in search performance. The MAP value of SDM is higher than the baseline by at most 0.0242 which appears on batch 4 and introducing sequence information into the baseline basically doesn't degrade the model performance, which we can observe in Table 3 .
By comparing the results of the conventional SDM and our method SSDM, the results present the effectiveness of introducing semantic information into the conventional SDM. In Table 3 , the MAP value of our method is higher than the SDM by at most 0.0225 which appears on batch 1 and is over 0.0073 higher than that of SDM on each batch in 2015.
So, from these results on test sets of the 2015 BioASQ biomedical competitions, we can observe that our approach SSDM outperforms the baseline and the conventional SDM. There are two main reasons for the effectiveness of our approach according to our analysis. One is because the synonyms in our experiments capture semantic relations with query keywords. The quality of the query expansion items is guaranteed. The other is because that some ordered or disordered word pairs in expanded queries appears frequently in the related documents.
C. COMPARISONS WITH BIOASQ CHALLENGE PARTICIPANTS
To give an objective assessment of the performance of our approach further, we applied our methods SSDM on BioASQ 2016 and 2017 Question Answering Task benchmarks. We compare the applications of our approach and other state-ofthe-art participating teams. The detailed results for Task 4b phase A 8 are presented in Table 4 and the detailed results for Task 5b phase A 9 are presented in Table 5 . The MAP value is also calculated by the official Oracle system from BioASQ. Our team won the first place in the 1st, 2nd, and 4th batch, and were the second place in the 3rd and 5th batch 10 in the 2016 BioASQ. And our team won the first place in each batch in the 2017 BioASQ. The results in Table 4 and Table 5 verify the effectiveness and robustness of our method.
Here, the MAP values from 2017 are much lower than them in 2016, because the ground truth used to calculate MAP in 2017 isn't the final version. When we presented the results, the final ground truth wasn't finished yet. The final ground truth contains more documents than the temporary one. So, the updated MAP values will be higher than what we show in Table 5 .
The methods used for other teams have been introduced in Section II. Among them, few systems had considered using synonyms to extend the original query. Therefore, different expressions with the same semantics cannot be identified. Their synonyms were obtained by extra semantic knowledge or PRF, which didn't consider the word semantics. PRF is a strategy that marks the top k documents returned by the first retrieval as the related documents. Then, some keywords extracted in these related documents are as synonyms to extend the original query. Compared to their methods, our method has several characteristics. Firstly, our synonyms took word semantic information into consideration. Secondly, our system utilized the word sequence information, which should outperform the systems based on the BoW model. Thirdly, our method combined the sequence and semantic information innovatively. The experimental results have proved that SSDM is a promising approach which helps retrieval biomedical documents more precisely.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a new query expansion model SSDM that combines the semantic information of words and the conventional SDM for retrieving biomedical documents. In addition, the word embeddings used to generate the synonyms of query keywords are trained by a specific language model on a domain-specific corpus. For many practical tasks, the word embeddings generated by the Word2vec tool have a sufficiently good effect, which helps us save a lot of time. By comparing to the approaches of other participating teams, our experimental results on different batches of 2016 and 2017 BioASQ competitions demonstrate great effectiveness and robustness of the proposed SSDM approach.
In the future, we will focus our attention on setting up more contrast experiments. For example, how the parameters of language models impact experimental results, how to adjust the weights in the SSDM model to make it more reasonable and so on.
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