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Abstract
In this paper we study the asymptotic behavior of the normalized
weighted empirical occupation measures of a diffusion process on a com-
pact manifold which is killed at a smooth rate and then regenerated at
a random location, distributed according to the weighted empirical occu-
pation measure. We show that the weighted occupation measures almost
surely comprise an asymptotic pseudo-trajectory for a certain determin-
istic measure-valued semiflow, after suitably rescaling the time, and that
with probability one they converge to the quasi-stationary distribution
of the killed diffusion. These results provide theoretical justification for a
scalable quasi-stationary Monte Carlo method for sampling from Bayesian
posterior distributions.
Keywords: asymptotic pseudo-trajectory, killed diffusion, quasi-
stationary distribution, quasi-stationary Monte Carlo method, stochastic
approximation.
1 Introduction
In this paper we consider a stochastic approximation algorithm to approximate
the quasi-stationary distribution of a killed diffusion on a compact manifold.
This is particularly motivated by recent developments in theoretical and compu-
tational statistics: a promising new paradigm has emerged for the performance
of exact Bayesian inference on large datasets, known as quasi-stationary Monte
Carlo (QSMC) methods, [23, 28]. Recall that for a Markov process Y = (Yt)t≥0
killed at random time τ∂ , a distribution pi is called quasi-stationary if for each
t ≥ 0,
Ppi(Yt ∈ · |τ∂ > t) = pi(·) (1)
where Ppi =
∫
pi(dy)Py, Py denoting the law of Y with initial position Y0 = y.
The idea behind quasi-stationary Monte Carlo is to draw samples from such a
quasi-stationary distribution.
There are (at least) two distinct approaches to realising this method in
practice. The first is to use particle approximation methods. This was the
∗University of Oxford
†Corresponding author. Address: Department of Statistics, 24–29 St Giles’, Oxford, OX1
3LB, UK. Email: a.wang@stats.ox.ac.uk.
‡University of Warwick
1
ar
X
iv
:1
80
8.
07
08
6v
2 
 [m
ath
.PR
]  
1 J
ul 
20
19
approach of the original QSMC method, the Scalable Langevin Exact (ScaLE)
algorithm, which was introduced in [23]. The quasi-stationary framework en-
ables the principled use of subsampling techniques, and the resulting ScaLE
algorithm is provably efficient for performing exact Bayesian inference when the
underlying dataset is large. This approach is supported by the full weight of
the sequential Monte Carlo literature, and thus has theoretical assurances of
convergence.
While the ScaLE algorithm possesses some desirable theoretical and compu-
tational properties, it also suffers several drawbacks. One particularly promi-
nent drawback is the high complexity of implementing the algorithm. A cursory
glance through [23] can convince the reader that the algorithm is (necessarily)
involved. This motivates the search for alternative QSMC methods which in-
herit the desirable properties of exactness and scalability, while avoiding the
algorithmically complex particle approximation framework.
One alternative approach to QSMC takes advantage of the fact that quasi-
stationary distributions can be written as solutions to fixed point equations in
measure spaces (represented here by equation (18) in Proposition 2.12). This
yields the QSMC method dubbed Regenerating ScaLE (ReScaLE), which seeks
to approximate the quasi-stationary distribution pi by means of stochastic ap-
proximation. The idea behind ReScaLE is that we simulate a single killed diffu-
sion path, whose quasi-stationary distribution coincides with the Bayesian pos-
terior of interest. When this single particle is killed, the particle is ‘regenerated’
or ‘reborn’ in a new random location drawn independently from its normalized
weighted empirical measure. It then continues to evolve from this new start-
ing position until it is killed again, at which point it is again regenerated, and
so on. This algorithm is inspired by similar algorithms for the approximation
of quasi-stationary distributions in discrete-time settings [1, 3, 8, 4]. Indeed,
even outside of QSMC such algorithms have been applied to the simulation of
quasi-stationary distributions in ecology [26].
The resulting ReScaLE algorithm inherits the key properties that motivate
the ScaLE algorithm, and algorithmically it is significantly more transparent
and straightforward, but this is worthwhile only if the method provably leads to
correct results. Theoretical analysis of stochastic approximation approaches to
numerically solving fixed point equations are well-studied in finite-dimensional
contexts, cf. [21], but there is currently no theory appropriate for the measure-
valued, continuous-time context of ReScaLE. While the implementation of the
original ScaLE algorithm is underpinned by the vast body of work on sequential
Monte Carlo, there has been no theoretical assurance that the ReScaLE algo-
rithm even converges. The purpose of the present work is to demonstrate this
fundamental convergence property, leaving practical and computational prop-
erties of the algorithm to be considered in detail in forthcoming work.
In this work we assume that we are working on a compact, boundaryless,
connected, d-dimensional smooth Riemannian manifold M , as in [5]. Relaxing
the assumption of compactness is discussed briefly in Section 5. We have a par-
ticle X = (Xt)t≥0 evolving on M in continuous time, according to the solution
to the stochastic differential equation (SDE)
dYt = ∇A(Yt) dt+ dWt (2)
between regeneration events, where A : M → R is a smooth function and W
is a standard Brownian motion on M . Regeneration events occur at a state-
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dependent rate κ(Xt−), where κ : M → [0,∞) is a given smooth, positive
function, which we will refer to as the killing rate. At a regeneration event,
say at time T , the particle is instantaneously ‘killed’ and ‘reborn’: its location
is drawn (independently) from its normalized weighted empirical occupation
measure µT , where for all t ≥ 0, µt is given by
µt =
rµ0
r +
∫ t
0
ηs ds
+
∫ t
0
ηsδXs− ds
r +
∫ t
0
ηs ds
where r > 0, η· : R+ → R+ and a probability measure µ0 on M are fixed. The
resulting process X is clearly non-Markovian. The addition of the µ0 term has
the benefit of regularising the µt around t = 0, as well as providing practical
flexibility for the resulting Monte Carlo algorithm. The weight function η·
similarly provides additional practical flexibility; a straightforward choice would
be constant ηs ≡ 1, but see Remark 2.2 for a nonconstant alternative.
1.1 Main results
The goal of this paper is to characterize the asymptotic behavior of the measure-
valued process (µt)t≥0, and to show that it converges to the quasi-stationary
distribution for the original killed process. We proceed in two steps, following
the “ODE method” (cf. [2, 21]), which has been used to prove convergence
of similar reinforced processes, for instance in [3, 4, 5, 20]. The ODE method
proceeds by two key steps. First, showing that a certain deterministic semiflow
Φ converges to the appropriate limit, in our case the quasi-stationary distribu-
tion pi. Second, showing that, following a suitable deterministic time change
ζt := µh(t), the stochastic evolution of the measures (ζt)t≥0 shadows Φ in an
appropriate sense, to be defined below. From these two properties almost-sure
convergence of µt to the quasi-stationary distribution can be deduced.
The present paper extends previous related work in considering a continuous-
time diffusive process on a compact manifold (rather than, say, a discrete-time
Markov chain), which experiences ‘soft killing’ according to a smooth state-
dependent killing rate (rather than instantaneous ‘hard killing’ at a boundary).
In this setting of soft killing, a generic killing time τ∂ has the form
τ∂ = inf
{
t ≥ 0 :
∫ t
0
κ(Xs) ds > ξ
}
, (3)
where ξ ∼ Exp(1) is independent of the process X, rather than the first hitting
time of some forbidden set of states as in the hard killing case.
Theorem 1.1. Under Assumptions 1, 2, 3 and 4 detailed in Section 2.1, we
have with probability 1, that for each T > 0,
lim
t→∞ sups∈[0,T ]
dw
(
ζt+s,Φs(ζt)
)
= 0 (4)
where dw is a metric that metrises weak-* convergence of probability measures
given in (5) and Φ is the semiflow defined in Section 3.
Remark 1.2. In [2], a map t 7→ ζt that satisfies (4) for each T > 0 is called an
asymptotic pseudo-trajectory for the measure-valued semiflow Φ.
3
In Section 3 we define the semiflow Φ, and proceed to show that it has
a global attractor pi, which is the unique quasi-stationary distribution of the
diffusion (2) killed at rate κ.
In particular, Theorem 1.1 leads to the following corollary:
Corollary 1.3. Under the conditions of Theorem 1.1, we have that almost
surely, limt→∞ µt = pi in the sense of weak-* convergence.
That is, we have limt→∞ µt(f) = pi(f) for any continuous f : M → R.
While our results above hold for any appropriate given killing rate which
satisfies our assumptions, in the ReScaLE algorithm the killing rate κ is cho-
sen so that the quasi-stationary distribution pi equals the Bayesian posterior
distribution of interest; see the expression (7), cf. [28]. Corollary 1.3 tells us
that in this setting we can draw approximate samples from pi by running the
regenerating process X and outputting µt for a large t as a proxy for pi.
Figure 1 shows the output of two independent simulations on the unit circle
M = R/(2piZ) parameterised by θ ∈ [0, 2pi), which is amenable to straight-
forward simulation and visualisation. The underlying diffusion is a Brown-
ian motion (A ≡ 0 in (2)), and the quasi-stationary distribution is trimodal
with density function pi(θ) = (0.3 + sin2(1.5θ))/(1.6pi) with respect to the
Riemannian measure. The corresponding killing rate, calculated using (7) is
κ(θ) = 2.25(2 cos2(1.5θ)− 1)/(0.3 + sin2(1.5θ)) +K, with K = 1.75.
The simulations were done using a simple Euler discretisation scheme where
time was discretised into intervals of length 0.05. The plots are oriented so that
θ = 0 is due east, with θ = pi/2 being due north, and so on. We have chosen
r = 1000, µ0 to be the uniform distribution over M and ηs ≡ 1. The plots
shows
∫ t
0
δXs− ds/t for t = 25, 100, 1000, 10
6, split into 50 evenly-spaced bins.
The quasi-stationary distribution pi is the dashed line.
We see that there is a significant amount of variability for the small time
values, as the initial rebirths are drawn mostly from the uniform distribution
µ0. These discrepancies are largely smoothed out by t = 1000 and certainly by
t = 106,
∫ t
0
δXs− ds/t closely resembles the quasi-stationary distribution pi.
This present work closely follows the approaches of [5] and the recent [4] in
order to prove our limiting result Theorem 1.1. [5] shows an analogous character-
ization for the normalized occupation measures of a self-interacting diffusion on
a compact space, where the empirical occupation measure influences the present
behavior of the diffusion through its drift term. In our work, the influence of the
occupation measures is felt through jumps, which occur at a state-dependent
rate. In [4], the authors prove a discrete-time analogue of our above result;
their underlying Markov process is a discrete-time Markov chain evolving on
a compact space, rather than a diffusion. In [4, Section 8.3], the authors do
suggest a continuous-time extension of their work: a diffusive process that is
killed instantaneously when hitting the boundary of an open set. This is not
the same as the present work; we are assuming a boundaryless manifold, and
instead of hard killing at a boundary, killing occurs at a smooth state-dependent
rate κ as in (3). The key difference in the proposed setting of [4, Section 8.3]
is that in their case, the state space is no longer compact, and hence additional
arguments ensuring almost sure tightness of the empirical occupation measures
are needed.
We follow generally the path mapped out by [5, 4, 20], often referred to as
the “ODE method”, cf. [2, 21]. To understand the particular continuous-time
4
Figure 1: Example on the circle. The circle is parameterised by θ ∈ [0, 2pi),
with due east corresponding to θ = 0. The underlying diffusion is a Brownian
motion, and we have chosen r = 1000, µ0 to be the uniform distribution on M
and ηs ≡ 1. The quasi-stationary distribution pi(θ) = (0.3+sin2(1.5θ))/(1.6pi) is
the dashed line. We have plotted
∫ t
0
δXs− ds/t discretised into 50 evenly-spaced
bins, for t = 25, 100, 1000, 106. The two columns are two independent runs.
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dynamics we employ techniques similar to those of [28, 19]. For example, to
handle the killing mechanism we make use of the transition subdensity of the
killed diffusion and the corresponding resolvent operator; see Lemmas 2.4, 2.5
and 2.8. The continuous-time setting also provides a natural interpretation of
the weights ηs in terms of the distribution of the rebirth ‘times’; see Remark 2.2.
Another contribution of this work is the analysis of the deterministic semiflow
in Section 3, where we transform to an auxiliary Markov process and apply an
appropriate drift condition.
The earliest version of a similar analysis that we are aware of is the con-
vergence proof of [1] for the finite-state-space discrete-time setting. [3] and [8]
expanded this work to derive rates of convergence and central limit theorems.
These analyses rely upon special techniques, such as those in [21], applicable
only to finite-dimensional probability distributions.
The structure of the paper is as follows. In Section 2 we lay out the math-
ematical setting and describe the assumptions that we are making. We also
define the fixed rebirth process and prove some of its key properties which are
crucial for later defining the semiflow. In Section 3 we define and analyse the
deterministic semiflow Φ and prove that pi is a global attractor. In Section 4 we
prove that our normalized weighted occupation measures almost surely comprise
an asymptotic pseudo-trajectory for Φ, concluding the convergence proof. Fi-
nally, in Section 5, we briefly discuss the possibilities for extending these results
to noncompact manifolds.
2 Preliminaries
2.1 General background
We first describe our assumptions and some notation. These assumptions are
assumed to hold throughout the paper.
Assumption 1. M is a d-dimensional boundaryless C∞ compact connected
Riemannian manifold.
We will denote the corresponding Riemannian measure by dx or dy, and the
Riemannian inner product of points x and y by x · y. Let C(M) denote the Ba-
nach space of (bounded) real-valued continuous functions on M equipped with
the sup norm, ‖ · ‖∞. Let P(M) denote the space of Borel probability measures
on M , equipped with the topology of weak-* convergence, namely convergence
along all bounded continuous test functions. (This is conventionally called sim-
ply weak convergence in probability theory, but we follow the terminology of [4]
to avoid confusion when working with the Banach space C(M) and its dual.)
Thus P(M) is a compact metrisable space, by the Prokhorov theorem, cf. [15,
Theorem 11.5.4].
As M is compact, C(M) is separable, so we may choose a sequence of smooth
functions f1, f2, . . . which are dense in {f ∈ C(M) : ‖f‖∞ ≤ 1}. We define the
metric dw : P(M)× P(M)→ R+ on P(M) by
dw(ν1, ν2) =
∞∑
i=1
1
2i
|ν1(fi)− ν2(fi)|. (5)
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We also define the total-variation norm for a signed measure µ on M by
‖µ‖1 = sup{|µ(f)| : f ∈ C(M), ‖f‖∞ ≤ 1}.
Let Ω be the Skorokhod space of ca`dla`g paths ω : R+ →M , and let F be the
cylinder σ-algebra. Let X = (Xt)t≥0 be the coordinate process, Xt(ω) = ω(t),
and let (Ft)t≥0 be the natural filtration of X.
Assumption 2. The function A : M → R is C∞.
In particular, this implies that A is bounded (since M is compact), and that
the SDE (2) on M has a unique strong solution for any initial position.
Recall that for a Markov process Y killed at a random stopping time τ∂ , a
distribution pi ∈ P(M) is quasi-stationary if it satisfies (1) for all t ≥ 0.
Given a measurable killing rate κ : M → [0,∞), the corresponding killing
time τ∂ is defined as
τ∂ := inf
{
t ≥ 0 :
∫ t
0
κ(Ys) ds ≥ ξ
}
,
where ξ is an independent exponential random variable with rate 1.
Assumption 3. The killing rate κ : M → [0,∞) is C∞ and is uniformly
bounded away from zero: there exists some constant κ
¯
> 0 such that
0 < κ
¯
≤ κ(x) ∀x ∈M. (6)
As a continuous function on a compact space κ is necessarily bounded above,
say
κ(x) ≤ κ¯ <∞ ∀x ∈M.
Given a killing rate κ which is not strictly bounded away from 0, we can al-
ways add a positive constant everywhere; this will not affect the quasi-stationary
behavior of the process and will ensure that (6) holds. The upper bound on the
killing rate will certainly guarantee that the resulting process will be almost
surely nonexplosive.
We will later see that given κ, the diffusion (2) killed at rate κ has a unique
quasi-stationary distribution (Proposition 2.12).
The question of existence and uniqueness of quasi-stationary distributions of
killed diffusions has been studied in depth, for instance in [19], [11, Chapter 6].
This context of quasi-stationary Monte Carlo methods – where we are starting
from a density pi and wish to construct a killed diffusion whose quasi-stationary
distribution coincides with pi – is the topic of [28], and the interested reader is
encouraged to look therein for more details.
From [28], if we were to start with a smooth positive density pi, the appro-
priate choice of κ is given for each y ∈M by
κ(y) :=
1
2
(
∆pi
pi
− 2∇A · ∇pi
pi
− 2∆A
)
(y) +K. (7)
Here ∇ and ∆ are the gradient and Laplacian operators on M , and K is a
constant chosen so that κ satisfies (6). This choice of κ is discussed at length
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in [28]. In this work we will not necessarily assume we are starting from pi, and
take κ to be a general killing rate satisfying Assumption 3.
Fix µ0 ∈ P(M) and r > 0. We fix a weight function η : R+ → R+ satisfying
the following assumptions: Define functions g : R+ → R+ and α : R+ → R+ by
g(t) :=
∫ t
0
ηs ds, αt :=
ηt
r + g(t)
, t ≥ 0.
Assumption 4. η is continuously differentiable with ηt > 0 for all t > 0, and
g(t) → ∞ as t → ∞. α is differentiable and satisfies αt → 0 as t → ∞,∫∞
0
α2s ds <∞ and
∞∑
n=1
∫ ∞
h(n)
α2s ds <∞, (8)
where h is defined below.
Since g is strictly increasing (as ηt > 0), continuously differentiable and
increases to ∞, it is a diffeomorphism of R+ → R+. Thus it has a well-defined
continuously differentiable inverse g−1. The function h : R+ → R+ is then given
by
h(t) := g−1(ret − r), t ≥ 0.
This function h will be the time change that we shall employ in Section 4.
Remark 2.1. It follows from Assumption 4 that
∫ t
0
αs ds = log(1 + g(t)/r)→∞
as t→∞. Thus these conditions on α are analogous to the typical discrete-time
assumptions on the step sizes in traditional stochastic approximation; cf. [21,
Chapter 5]. Since t 7→ ∫∞
h(t)
α2s ds is monotone decreasing, a sufficient condition
for (8) to hold is that∫ ∞
0
dt
∫ ∞
h(t)
ds α2s =
∫ ∞
0
α2s log(1 + g(s)/r) ds <∞.
Define the normalized empirical occupation measures (µt(ω))t≥0 by
µt(ω) =
rµ0 +
∫ t
0
ηsδω(s−) ds
r +
∫ t
0
ηs ds
where
∫ t
0
ηsδω(s−) ds(A) =
∫ t
0
ηs1A(ω(s−)) ds for each measurable A ⊂ M . In
general we will omit the dependence on ω.
Remark 2.2. For simplicity one may take ηt ≡ 1, then g(t) = t and αt = 1/(r+t)
for all t ≥ 0. Sampling from Z ∼ ∫ t
0
ηsδXs− ds/
∫ t
0
ηs ds is then equivalent to
simulating V ∼ Unif([0, 1]) and setting Z = X(V t)−. More generally, for k ≥ 0
one can take ηt = t
k for each t ≥ 0. It is not difficult to check that for this choice
of η Assumption 4 is satisfied, and simulating Z ∼ ∫ t
0
ηsδXs− ds/
∫ t
0
ηs ds is
equivalent to the case of constant η except with V ∼ Beta(k+1, 1). Heuristically,
choosing a larger value of k prioritizes the more recent times. The choice of the
parameter k to accelerate convergence is itself an interesting question, which
will be explored in future work. Preliminary simulations involving Brownian
motions and unimodal targets seem to suggest k = 10 might be a reasonable
choice.
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For any µ ∈ P(M), define the operator −Lµ on smooth functions by
− Lµf(x) = 1
2
∆f(x) +∇A · ∇f(x) + κ(x)
∫
M
(
f(y)− f(x))µ(dy). (9)
Here we choose to use the negative operator in order to comport with the con-
vention adopted in [19, 28], where it was chosen to make the corresponding
self-adjoint operators positive. Formally, we are defining a generator on a core
of smooth functions, which can be extended to a formal domain in the standard
way. However since we are working on a compact boundaryless manifold these
technical details raise no relevant complications, and hence are omitted.
We can define probability measures (Px : x ∈M) with the following proper-
ties:
• Px(X0 = x) = 1.
• For all smooth f ∈ C(M)
Nft := f(Xt)− f(x)−
∫ t
0
(−Lµs)f(Xs−) ds
is a Px-martingale with respect to (Ft).
We can construct Px by explicitly defining the killing events, as follows. Let
ξ1, ξ2, . . . be an i.i.d. sequence of Exp(1) random variables. Set T0 = 0, X0 = x
and given Tn and XTn inductively define
τn+1 := inf
{
t ≥ 0 :
∫ t
0
κ
(
Y (n+1)s
)
ds ≥ ξn+1
}
(10)
where for each n = 0, 1, 2, . . . , (Y
(n+1)
s )s≥0 is an independent realisation of the
solution to the SDE (2) started from Y
(n+1)
0 = XTn . For a careful treatment of
defining diffusions on manifolds, the reader is referred to [27].
Then update the path XTn+s = Y
(n+1)
s for s ∈ [0, τn+1). Set Tn+1 =
Tn + τn+1 and independently draw XTn+1 ∼ µTn+1 , which only depends on the
path before time Tn+1.
Remark 2.3. The practical simulation of this process, namely of the SDE dy-
namics (2) and the killing times (10), may seem difficult at first glance. For the
killing times, in the present compact setting simulation is actually straightfor-
ward, since one can directly employ Poisson thinning (see [13, Chater VI.2.4])
as κ is bounded. Even in noncompact spaces simulation of such times may
be performed without error through layered processes; this is the case for the
ScaLE algorithm [23]. To simulate the SDE, it turns out that through the tech-
niques of exact simulation [6], in many settings the SDE (2) can be simulated
on fixed time horizons without error and without resorting to discretization. A
thorough computational analysis of the resulting ReScaLE algorithm, including
selection of the weights η (c.f. Remark 2.2), applications to large data sets and
comparisons to existing methods will be the subject of a forthcoming piece of
work.
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2.2 Fixed Rebirth processes
We now define the fixed rebirth processes and derive some useful properties.
These will be crucial later for defining the deterministic semiflow. It will be
convenient to work on M with the measure
Γ(dy) = γ(y) dy,
where
γ(y) = exp(2A(y)).
Let us write Lκ for minus the generator of the diffusion Y from (2) killed
at rate κ and let D(Lκ) ⊂ C(M) be its domain. Such f are twice continuously
differentiable, and we have
−Lκf = 1
2
∆f +∇A · ∇f − κf.
Then we have the identity
e−tL
κ
f(x) = Ex[f(Yt)1{τ∂>t}] = Ex
[
f(Yt)e
− ∫ t
0
κ(Ys) ds
]
. (11)
Here (and throughout) τ∂ denotes a general killing time, defined analogously
to (10) and Y evolves according to our SDE (2) without any killing. The
exponentiation of the operator −Lκ is rigourously justified through the spectral
theorem for self-adjoint operators, and the resulting (sub-Markovian) semigroup
(e−tL
κ
)t≥0 is strongly continuous on C(M). Details may be found in [12].
Similarly to [28, 19], we show the existence of a continous, positive transition
subdensity for the SDE (2) killed at rate κ.
Lemma 2.4. The SDE (2) killed at rate κ has a C∞ positive transition sub-
density pκ(t, x, y) with respect to Γ, that is,
e−tL
κ
f(x) =
∫
M
f(y) pκ(t, x, y)Γ(dy).
Proof. First, we note that the unkilled diffusion has a smooth positive tran-
sition density p0(t, x, y) with respect to Γ. The existence of this density is de-
scribed briefly in Example 9 of [12, Chapter 1.C], and the details can be found
in [7, Chapter II]. In particular, the assumptions of [7] are that the manifold M
is a C∞ compact connected finite-dimensional Riemannian manifold (as in our
Assumption 1) and that the drift – our ∇A – is a C∞ vector field, which we are
assuming (Assumption 2).
In order to obtain the transition subdensity for the killed diffusion, we make
use of (11). By conditioning on the end point we can write
e−tL
κ
f(x) = Ex
[
f(Yt)g(t, x, Yt)
]
=
∫
M
f(y)g(t, x, y)p0(t, x, y)Γ(dy),
where for each t > 0, x, y ∈M ,
g(t, x, y) := Ex
[
e−
∫ t
0
κ(Ys) ds
∣∣Yt = y] .
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By [7, Chapter II.d], since κ is bounded C∞, g(t, x, y) is continuous in x, y and
in fact since κ is smooth and nonnegative, g(t, x, y) is jointly continuous over
t, x, y and smooth as a function of x or y. Since κ is nonnegative and bounded
above, we have the bounds e−tκ¯ ≤ g(t, x, y) ≤ 1. In particular g(t, x, y) is
positive, and hence setting for each t > 0, x, y ∈M ,
pκ(t, x, y) = p0(t, x, y)g(t, x, y), (12)
we obtain the positive C∞ transition subdensity pκ(t, x, y) with respect to Γ of
diffusion (2) killed at rate κ. 
Lemma 2.5. The resolvent operator R : C(M)→ C(M) given by
Rf(x) =
∫ ∞
0
dt
∫
M
Γ(dy) pκ(t, x, y)f(y)
is a well-defined bounded, positive linear operator.
Remark 2.6. We have defined R as an operator on the Banach space C(M). Its
dual operator acts on the space of finite signed Borel measures on M (cf. [15,
Section 7.4]). Following the standard probabilistic notation we will denote its
dual action on a measure µ by simply µR. That is, µR is the measure defined
by
µR(f) =
∫
M
µ(dx)Rf(x).
Proof. R is clearly linear and maps nonnegative functions to nonnegative
functions. It maps continuous functions to continuous functions since pκ(t, x, y)
and γ are continuous. Thus R is a positive linear operator mapping C(M) →
C(M). For the constant function 1 : x 7→ 1 we have
R1(x) =
∫ ∞
0
dt
∫
M
Γ(dy) pκ(t, x, y) =
∫ ∞
0
dtPx(τ∂ > t) = Ex[τ∂ ]. (13)
Since we are assuming that the killing rate is everywhere bounded below by κ
¯
,
it follows that we have the uniform bound over x ∈M ,
Ex[τ∂ ] ≤ 1/κ
¯
.
Thus since R is positive, it follows that R is bounded. 
We note for future reference that
1
κ¯
≤ inf
x∈M
R1(x) ≤ sup
x∈M
R1(x) ≤ 1
κ
¯
. (14)
Remark 2.7. Heuristically, the resolvent describes the average cumulative occu-
pation measure of the killed diffusion over a single lifetime.
Fix a probability measure µ ∈ P(M). We now define the fixed rebirth process
with rebirth distribution µ, abbreviated to FR(µ), to be a Markov process with
ca`dla`g paths, evolving according to the SDE (2) between regeneration events,
which occur at rate κ(Xµt ). At such an event the location is drawn independently
from distribution µ. It can be constructed explicitly as in the construction at
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the end of Section 2.1 in the simpler case when XTn+1 ∼ µ for each n. Let
(Pµt )t≥0 denote the semigroup of this process.
Since κ is continuous and bounded and A is smooth, it can be easily shown
that (Pµt )t≥0 is a strongly continuous semigroup on C(M), so the FR(µ) is a
Feller–Markov process, and so by the Hille–Yosida theorem (Theorem 1.7, [18])
it has an infinitesimal generator−Lµ defined on a dense domainD(Lµ) ⊂ C(M).
The action of the generator −Lµ on smooth functions agrees with (9). Since
κ is bounded and continuous, D(Lµ) will consist of twice continuously differen-
tiable functions on M , and in fact D(Lµ) is independent of µ.
Recall that Y denotes the unkilled process that evolves according to the
SDE (2). Since the FR(µ) process exhibits a natural renewal behavior, by
conditioning on the first arrival time τ∂ , we see that
Pµt f(x) =
∫ t
0
Ex
[
κ(Ys)e
− ∫ s
0
κ(Yu) du
]
µPµt−sf ds+ Ex
[
f(Yt)1{τ∂>t}
]
. (15)
The second term can be expressed equivalently as in (11).
Lemma 2.8. Given µ ∈ P(M), an invariant measure for the FR(µ) process is
given by
Π(µ)(f) =
µRf
µR1 . (16)
Proof. Let f ∈ D(Lµ), then it follows that f ∈ D(Lκ). We wish to show that
µRLµf = 0 (Proposition 9.2 of [17, Chapter 9]). Note by (11) that we can write
Rf =
∫ ∞
0
e−tL
κ
f dt.
Then
−µRLµf = −µ
∫ ∞
0
e−tL
κ
Lµf dt
= µ
∫ ∞
0
e−tL
κ
(
− Lκf + κ
∫
f(y)µ(dy)
)
= µ
(
[e−tL
κ
f ]∞0 + µ(f)
∫ ∞
0
e−tL
κ
κdt
)
where we used the backward equation (see, for instance, [17, Chapter 1], Propo-
sition 1.5),
d
dt
(e−tL
κ
f) = −e−tLκLκf.
Note that by Tonelli’s theorem we can exchange the order of integration to find∫ ∞
0
e−tL
κ
κdt = E
[ ∫ τ∂
0
κ(Ys) ds
]
= E[ξ] = 1
where ξ ∼ Exp(1) by the definition of our killing construction.
Thus putting the terms together we have that
−µRLµf = µ(−f + µ(f)1) = −µ(f) + µ(f) = 0.
Thus it follows that Π(µ), which is the normalized version of the measure µR,
is an invariant probability measure for the FR(µ) process. 
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Proposition 2.9. We have the bound
‖ν1Pµt − ν2Pµt ‖1 ≤ 2e−tκ¯
for any ν1, ν2, µ ∈ P(M). In particular choosing ν2 = Π(µ) gives the bound
‖νPµt −Π(µ)‖1 ≤ 2e−tκ¯ (17)
for any ν, µ ∈ P(M). It follows that Π(µ) is the unique invariant probability
measure for the FR(µ) process.
Proof. This will follow straightforwardly from the coupling inequality, see, for
instance, [25, Section 4.1]. This states that ‖L(X)− L(Y )‖1 ≤ 2P(X 6= Y ) for
a coupling P of random variables X,Y with laws L(X),L(Y ) respectively.
Since we are assuming the killing rate κ is bounded below by κ
¯
and the
rebirth distribution is fixed, we can couple two processes started from different
initial distributions at the first arrival time of a homogeneous Poisson process
with rate κ
¯
. 
Lemma 2.10. The map Π : P(M) → P(M) is continuous in the topology of
weak-* convergence.
Proof. We know that R is a bounded linear operator on C(M) by Lemma
2.5. Thus as noted in Remark 2.6 it acts dually on the space of finite signed
Borel measures, and is continuous on the dual space. So it must also be weak-*
continuous. Continuity of µ 7→ Π(µ) follows. 
Remark 2.11. In fact, since P(M) is a compact metric space it follows that
Π : P(M)→ P(M) is uniformly continuous.
Proposition 2.12. µ ∈ P(M) satisfies the fixed point equation
µ = Π(µ) (18)
if and only if µ is quasi-stationary for the diffusion Y killed at rate κ.
There exists a unique quasi-stationary distribution pi for the diffusion Y
killed at rate κ. Furthermore, pi has a strictly positive C∞ density with respect
to the Riemannian measure, which will also be denoted by pi.
Proof. Suppose µ is invariant for Lµ. This means that for all smooth f ,
µLµf = 0;
that is, by (16)
1
2
µ(∆f) + µ(∇A · ∇f) + µ(κ)µ(f)− µ(κf) = 0,
which is equivalent to
µLκf = µ(κ)µ(f).
Since µ(κ) > 0 this tells us that µ is a quasi-stationary distribution for X.
Conversely, suppose µ is quasi-stationary for Y . Then
µLκf = λ0µ(f)
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for all smooth f and some λ0 > 0. Then choosing f ≡ 1, we find that µ(κ) = λ0,
from which it follows that µLµf = 0. Hence µ is stationary for Lµ.
Existence and uniqueness of the quasi-stationary distribution pi follows from
Theorem 1.1 of [9]. For each t > 0, the transition subdensity pκ(t, x, y) is strictly
bounded away from 0; we have that for fixed t > 0, we can find some  > 0 such
that pκ(t, x, y) > , for all x, y ∈M . Then the Assumption (A) of Theorem 1.1
of [9] is easily verified.
In addition, it follows from the existence of the transition subdensity
pκ(t, x, y) that pi must also be absolutely continuous with respect to the Rie-
mannian measure: Since it is the quasi-stationary distribution of the diffusion
Y , by basic properties of quasi-stationary distributions (e.g. Theorem 2.2 of
[11]) there exists some λκ0 > 0 such that for each measurable A ⊂M and t > 0,
pi(A) = Ppi(Yt ∈ A |τ∂ > t) =
∫
M
pi(dx)
∫
A
dy γ(y)etλ
κ
0 pκ(t, x, y).
In particular this implies that pi is absolutely continuous with respect to the
Riemannian measure; hence pi has a density with respect to it, which we will
also denote by pi. Thus the density pi satisfies for each t > 0,
pi(y) =
∫
M
pi(dx) etλ
κ
0 pκ(t, x, y)γ(y), (19)
for almost every y ∈ M . But since pκ(t, x, y) is positive and smooth, it follows
that the density pi is continuous – so (19) holds for all y ∈ M – and then the
density pi is smooth, and also positive everywhere. 
Remark 2.13. As noted in Section 2, in the context of Monte Carlo the quasi-
stationary distribution pi will be chosen to coincide with a distribution of interest
by choosing κ according to (7).
3 Deterministic Flow
3.1 Basic properties
We are now in a position to define the deterministic measure-valued flow that
will characterise the asymptotic behavior of the normalized occupation measures
(µt)t≥0.
Recall, as in [2], that on a metric space E a semiflow Φ is a jointly continuous
map
Φ : R+ × E → E,
(t, x) 7→ Φ(t, x) = Φt(x)
such that Φ0 is the identity on E and Φt+s = Φt ◦ Φs for all s, t ∈ R+.
We would like to define a semiflow Φ on the space E = P(M) of probability
measures with the topology of weak-* convergence, which is a metric space. In
particular we want t 7→ Φt(µ) to solve the measure-valued ordinary differential
equation (ODE)
ν˙t = −νt + Π(νt), ν0 = µ, (20)
in the weak sense, meaning that for any test function f ∈ C(M)
Φt(µ)f = µf +
∫ t
0
(− Φs(µ)f + Π(Φs(µ))f)ds.
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We define such a semiflow by adapting the approach of [4, Section 5] to
our present setting. As noted in Lemma 2.5, the operator R is a bounded
linear operator mapping from the Banach space C(M) to itself. This allows us
to define, for any t ≥ 0, the bounded linear operator etR : C(M) → C(M),
whose dual acts on the space of finite signed Borel measures, equipped with the
total-variation norm.
This allows us to define, for each t ≥ 0, the probability measures
Φ˜t(µ) :=
µetR
µetR1
.
The map t 7→ Φ˜t(µ) satisfies the weak measure-valued ODE
ν˙t = νtR− (νR1)νt = (νtR1)(−νt + Π(νt)), ν0 = µ.
To get a solution to our actual ODE (20) we employ a suitable time change,
imitating [8] and [4]. Similarly to [4], for t ≥ 0 set
sµ(t) :=
∫ t
0
Φ˜s(µ)R1 ds
so s˙µ(t) = Φ˜t(µ)R1 = EΦ˜t(µ)[τ∂ ] > 0, so t 7→ sµ(t) is strictly increasing.
Lemma 3.1. s˙µ(t) ≥ 1/κ¯ > 0 for all µ ∈ P(M) and t > 0. Thus in particular
sµ(t)→∞ as t→∞ for any µ ∈ P(M).
Proof. Immediate since the function x 7→ Ex[τ∂ ] is uniformly bounded below
by 1/κ¯ since the killing rate is bounded above by κ¯. 
For a fixed µ ∈ P(M), since sµ is a strictly increasing, differentiable map
R+ → R+ we can define an inverse mapping τµ, and compose
Φt(µ) = Φ˜τµ(t)(µ).
Recall that we have equipped the space P(M) with the weak-* topology,
which is a compact metric space.
Proposition 3.2. Φ is an injective semiflow on P(M), and for each µ ∈ P(M)
t 7→ Φt(µ) is the unique weak solution to (20).
Proof. This is identical to the proof of [4, Proposition 5.1]. 
3.2 Stability of pi
Recall that we are interested in working with respect to the measure Γ(dy) =
γ(y) dy where γ = exp(2A). From Proposition 2.12, we see that there is a
(unique) quasi-stationary distribution pi which is a fixed point of Π, which also
has a density with respect to the Riemannian measure, which we also denote
by pi. Set
ϕ := pi/γ
which is a smooth function.
15
We now list some basic facts about pi and ϕ which can all be verified through
routine manipulations. There exists λκ0 > 0, which describes the asymptotic rate
of killing, such that
Lκϕ = λκ0ϕ.
ϕ is a bounded above and bounded away from 0 since by Proposition 2.12, pi is
both bounded above and bounded away from zero.
Writing
β :=
1
λκ0
it follows that
Rϕ = βϕ,
piR = βpi (21)
where this final identity holds both in terms of pi as a measure, and pointwise
as density functions.
We wish now to analyse the asymptotic behavior of the semiflow Φ defined
in Section 3. To do this we will derive a drift condition for a reweighted version
of the Markov process.
Since ϕ is bounded above and away from zero, consider the bounded linear
operator L : C(M)→ C(M) given by
L =
1
ϕ
(R− β)ϕ.
Thus by exponentiation L generates a Markov semigroup (Kt)t≥0. For each
t ≥ 0,
Ktf = 1
ϕ
exp(t(R− β))(ϕf).
We can also define the kernels (K˜t)t≥0,
K˜t := ϕKt(f/ϕ) = exp(t(R− β))f.
For the process defined by (Kt)t≥0 it can easily be seen from (21) that
the measure piϕ given by (piϕ)(f) =
∫
f(x)ϕ(x)pi(x) dx is an invariant measure.
Since ϕ is bounded, we see that piϕ is in fact a finite measure. In what proceeds,
without loss of generality we rescale ϕ so that piϕ(1) = 1.
We would like to show that this process is V -uniformly ergodic, with
V = 1/ϕ. We do this using a drift condition from Theorem 5.2 of [14]: for
a continuous-time irreducible aperiodic Markov process with extended genera-
tor L, assume it satisfies for constants b, c > 0 and petite set C
LV ≤ −cV + b1C , (22)
then the process is V -uniformly ergodic. Heuristically, a petite set is a set
from which the Markov process leaves with a common minorizing measure.
The precise definition is carefully presented in [14, Section 3]. For our present
purposes, since we have a positive continuous transition subdensity pκ(t, x, y),
it is enough to note that compact sets (and hence the entire space) are petite.
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Proposition 3.3. The drift condition (22) holds.
Proof. Recall we have set V = 1/ϕ. Then for β = 1/λκ0 ,
LV =
1
ϕ
(R− β)1 = 1
ϕ
(E·[τ∂ ]− β) = −βV + V E·[τ∂ ] ≤ −βV + b
where b is an upper bound for V (x)Ex[τ∂ ] for all x, which exists since V is
bounded above and κ is bounded away from 0. Note our entire space is compact,
hence petite. Thus the drift condition holds. 
Remark 3.4. We note that since the entire space M is compact hence petite, the
drift condition (22) can be trivially satisfied by choosing V ≡ 1, the constants
b = c = 1 and C = M . However we have kept the choice V = ϕ in the proof
since this choice is suggestive of how one might generalise this to noncompact
spaces.
By [14, Theorem 5.2] this implies V -uniform ergodicity: There exist con-
stants D and 0 ≤ ρ < 1 such that for all x ∈M :
sup
|g|≤V
|Kt(x, g)− piϕ(g)| ≤ V (x)Dρt.
Multiplying through by ϕ(x) and relabeling ϕg as f , we see that the condition
|g| ≤ V = 1/ϕ is equivalent to |f | ≤ 1, hence proving uniform ergodicity: For
any x ∈M
sup
|f |≤1
|K˜t(x, f)− ϕ(x)pi(f)| ≤ Dρt.
Thus we will have, for any initial distribution µ,
sup
|f |≤1
|µK˜tf − µ(ϕ)pi(f)| ≤ Dρt. (23)
Proposition 3.5. We have convergence Φ˜t(µ)→ pi as t→∞ in total variation
distance, uniformly in µ .
Proof. Let ϕ∗ := minx∈M ϕ(x), which is positive, since ϕ is a con-
tinuous positive function on a compact set. We find that for any
t ≥ (log 2D − logϕ∗)/ log ρ−1 we have by (23)
µK˜t1 ≥ µ(ϕ)−Dρt ≥ ϕ∗
2
.
Since
Φ˜t(µ) =
µK˜t
µK˜t1 ,
we have then for any probability measure µ and continuous f with |f | ≤ 1
|Φ˜t(µ)f − pi(f)| ≤
(
µK˜t1
)−1 [∣∣µK˜tf − µ(ϕ)pi(f)∣∣+ |pi(f)| · ∣∣µ(ϕ)− µK˜t1∣∣]
≤ 2
ϕ∗
· [1 + |pi(f)|]Dρt
≤ 4D
ϕ∗
ρt.

Finally, we see that this convergence carries over to the semiflow Φ.
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Theorem 3.6. We have convergence Φt(µ) → pi as t → ∞ uniformly in µ in
total variation distance.
Proof. This follows from Proposition 3.5 and the fact that s˙µ(t) is bounded
above by 1/κ
¯
uniformly in µ and t, as in Lemma 2.5. The boundedness of this
derivative ensures that its inverse τµ satisfies for all µ ∈ P(M) and t ≥ 0
τµ(t) ≥ κ
¯
t.

Remark 3.7. In the language of [2], this shows that pi is a global attractor of the
semiflow Φ.
4 Asymptotic Pseudo-Trajectories
4.1 Basic properties and definitions
We now wish to relate the stochastic behavior of the normalised weighted em-
pirical measures
µt =
rµ0 +
∫ t
0
ηsδXs− ds
r +
∫ t
0
ηs ds
to the deterministic behavior of the flow defined in Section 3.
Definition. ([2, Section 3]) For a metric space (E, d), given a semiflow Φ on
E, a continuous function w : [0,∞) → E is an asymptotic pseudo-trajectory of
Φ if for all T > 0,
lim
t→∞ sups∈[0,T ]
d
(
w(t+ s),Φs(w(t))
)
= 0.
Recall that by Assumption 4, since g is continuously differentiable, strictly
increasing and g(t) → ∞ as t → ∞, it is a diffeomorphism of R+ → R+. Thus
we can define its inverse function g−1 : R+ → R+, which is also continuously
differentiable and satisfies g−1(t)→∞ as t→∞. Let
ζt := µh(t)
for all t ≥ 0, where we defined h(t) := g−1(ret − r). We will show that almost
surely t 7→ ζt is an asymptotic pseudo-trajectory of the semiflow Φ defined in
Section 3.
Since
d
dt
µt = αt
(− µt + δXt−), (24)
applying the chain rule and product rule for derivatives yields
d
dt
ζt =
(− ζt + Π(ζt))+ (δXh(t−) −Π(ζt)). (25)
Looking at the first bracket, we recognize the flow from Section 3. Thus to
formally show that ζt approximates the flow, we need to control the second
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bracket. We also note here for future reference that
∂
∂t
Π(µt)f = αt
(
− µtRf
µtR1 +
Rf(Xt−)
µtR1 +
µtRf
µtR1 −
µtRf · R1(Xt−)
(µtR1)2
)
=
αt
µtR1
(
Rf(Xt−)−R1(Xt−)Π(µt)f
)
.
(26)
We formalize this intuition by the approach of [5, Proposition 3.5] and
[20, Lemma 5.4]. It is proven in Theorem 3.2 of [2] that asymptotic pseudo-
trajectories must be uniformly continuous. Conversely, Theorem 3.2 of [2] also
tells us that a uniformly continuous path ζ is an asymptotic pseudo-trajectory
if and only if every limit point of the time shifts Θtζ in the topology of uni-
form convergence on compact sets is itself a trajectory of the flow. We define
M(M) to be the space of Borel signed measures on M , equipped with the
weak-* topology, which can be metrized analogously to (5). Let C(R+,P(M))
and C(R+,M(M)) be the spaces of continuous paths mapping R+ into P(M)
and M(M) respectively, each equipped with the topology of uniform con-
vergence on compact subsets of R+. As usual, for each t ≥ 0 we define
Θt : C(R+,P(M))→ C(R+,P(M)) to be the shift map given by[
Θtζ
]
s
= ζt+s, s ≥ 0.
Defining the retraction Φˆ : C(R+,P(M)) → C(R+,P(M)) as in [2] and [5,
Proposition 3.5] by
Φˆ(ζ)(s) = Φs(ζ0), s ≥ 0,
showing that ζ is an asymptotic pseudo-trajectory of Φ is then equivalent to
showing that the limit points of {Θtζ}t≥0 are fixed points of the retraction Φˆ.
We also define in analogue to [5] the operator LF : C(R+,P(M)) →
C(R+,M(M)) by
LF (ν)(s) = ν(0) +
∫ s
0
F (ν(u)) du, s ≥ 0,
with F (ν) := −ν + Π(ν), which will be used in the subsequent proof.
Define the collection of signed measures
t(s) :=
∫ t+s
t
(
δXh(u−) −Π(ζu)
)
du
for all t, s ≥ 0. We note that for each t ≥ 0, t(·) ∈ C(R+,M(M)).
Theorem 4.1. Suppose ζ : R+ → P(M) is a continuous path as described
above. Then ζ is an asymptotic pseudo-trajectory for Φ if and only if we have
the following condition:
For any T > 0 and smooth f ∈ C(M)
lim
t→∞ sups∈[0,T ]
|t(s)f | = 0. (27)
Remark 4.2. Theorem 3.2 of [2] assumes relative compactness of the image
of the path ζ. By Prokhorov’s theorem (see [15, Theorem 11.5.4]), relative
compactness in P(M) is equivalent to tightness, which trivially holds in our
present compact setting.
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Proof. Given continuous f with ‖f‖∞ ≤ 1, we have
|ζt+sf − ζtf | ≤ 2|s|
since
d(ζtf)
dt
= −ζtf + f(Xh(t−)).
Hence we have uniform continuity.
Suppose the condition (27) holds for any T > 0 and smooth f ∈ C(M). This
says that t(·) converges to 0 in C(R+,M(M)). Consider the family {Θtζ}t≥0.
Suppose ζ˜ is a limit point of this family in C(R+,P(M)). Analogously to [5],
we can use (25) and the definition of t to write
Θtζ = LF (Θ
tζ) + t(·). (28)
Since we are assuming precisely (27), and since LF is continuous, taking t→∞
in (28) along the appropriate subsequence we obtain ζ˜ = LF (ζ˜). This shows
that the limit path ζ˜ is a fixed point of LF , that is,
ζ˜s = ζ˜0 +
∫ s
0
F (ζ˜u) du, s ≥ 0.
By uniqueness of the flow this implies that ζ˜s = Φs(ζ˜0) for all s ≥ 0, that is, ζ˜
is a fixed point of the retraction Φˆ. This concludes the proof of the sufficiency
of condition (27).
Conversely, suppose ζ is an asymptotic pseudo-trajectory for Φ. By defini-
tion, this means that for each T > 0, as t→∞,
sup
s∈[0,T ]
dw
(
ζt+s,Φs(ζt)
)→ 0. (29)
By the representation (28) we would like to show that for each T > 0,
sup
s∈[0,T ]
dw
(
Θtζ(s), LF (Θ
tζ)(s)
)
= sup
s∈[0,T ]
dw
(
ζt+s, ζt +
∫ s
0
F (ζt+u) du
)
→ 0
By (29), it is sufficient to control dw(LF (Θ
tζs),Φs(ζt)) uniformly over s ∈ [0, T ].
By the definition of the flow Φ, this will follow if we can control
sup
s∈[0,T ]
dw
(∫ s
0
F (ζt+u) du,
∫ s
0
F (Φu(ζt)) du
)
. (30)
Since F is uniformly continuous (since Π : P(M)→ P(M) is uniformly continu-
ous; Remark 2.11), (30) can be made arbitrarily small by choosing t sufficiently
large because of (29).
Thus by (28) we conclude that t → 0 in C(R+,M(M)), that is, (27) must
hold for any T > 0 and smooth f ∈ C(M) as required. 
The goal now is to establish the requirements of Theorem 4.1 almost surely. So
we need to establish (27).
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4.2 Poisson Equation
To show that (27) holds, inspired by [5, Section 5.2] and [4, Section 6.2], we
will measure the discrepancy between the cumulative occupancy and the quasi-
stationary distribution by a solution to the Poisson equation
− f + Π(µ)f = −Lµg. (31)
Fix any µ ∈ P(M). Define for f ∈ C(M),
Qµf :=
∫ ∞
0
(
Pµt f −Π(µ)f
)
dt.
Lemma 4.3. For any µ ∈ P(M), Qµ is a bounded linear operator mapping
C(M) to itself, and
‖Qµf‖∞ ≤ 2‖f‖∞
κ
¯
for any µ ∈ P(M) and f ∈ C(M).
Proof. Qµf is continuous since f is continuous and (P
µ
t ) is Feller. From (17),
we have that
|Qµf(x)| ≤
∫ ∞
0
‖Pµt (x)−Π(µ)‖1‖f‖∞ dt ≤ 2‖f‖∞
∫ ∞
0
e−tκ¯ dt =
2‖f‖∞
κ
¯
uniformly over x ∈M and µ ∈ P(M). 
Recall that −Lµ is the generator of the FR(µ) process. By the basic properties
of infinitesimal generators (see, for instance, [18]), we have that for any t > 0,
f ∈ C(M), that ∫ t
0
Pµs f ds ∈ D(Lµ), and (−Lµ)
∫ t
0
Pµs f ds = P
µ
t f − f . Then
Pµt f(x) = f(x) + (−Lµ)
∫ t
0
Pµs f(x) ds. (32)
Proposition 4.4. Given f ∈ C(M), Qµf ∈ D(Lµ), and g = Qµf solves the
Poisson equation (31).
Proof. Without loss of generality, assume Π(µ)f = 0; just replace f with
f − Π(µ)f . Then taking t → ∞ in (32) and using Proposition 2.9 we see by
closure of −Lµ that Qµ ∈ D(Lµ), and that Π(µ)f = f − LµQµf . Thus (31) is
satisfied by g = Qµf . 
Remark 4.5. By basic properties of generators of Feller processes (cf. [24, Section
VII.1]), we similarly have that for f ∈ D(Lµ),
− f + Π(µ)f = −QµLµf. (33)
Remark 4.6. Note that we can think of the operator
Kµ : f 7→ f −Π(µ)f
as a projection operator since it is linear and idempotent (K2µ = Kµ).
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4.3 Bounding the discrepancy
Using our solution to the Poisson equation, we now rewrite the discrepancy
term, and decompose it using Itoˆ’s formula. Making the change of variables
u← h(u) we write
t(s)f =
∫ t+s
t
(f(Xh(u−))−Π(ζu)f) du
=
∫ h(t+s)
h(t)
(−Lµu)Qµuf(Xu−)αudu.
Consider now a time-dependent function f : R×M → R, written as fs(x).
For simplicity we will take the notation ∇ and ∇2 to refer to the gradient with
respect to the coordinates of M , and f ′s to be the time derivative ∂ft/∂t
∣∣
t=s
.
We now apply Itoˆ’s formula for general semimartingales (as formulated, for in-
stance, as Theorem 14.2.4 of [10]), taking advantage of the fact that all quadratic
covariation terms are 0 for the Brownian motion that is driving our process Xt:
ft(Xt)−f0(X0) =
∫ t
0
∇fu(Xu−)·dXu+ 1
2
∫ t
0
∇2fu(Xu−) du+
∫ t
0
f ′u(Xu−) du
+
∑
0<u≤t
(
fu(Xu)− fu(Xu−)−∇fu(Xu−) ·∆Xu
)
.
Using the formula (9) for Lµ we find
ft(Xt)−f0(X0) =
∫ t
0
(−Lµu)fu(Xu−) du+
∫ t
0
∇fu(Xu−)·dWu+
∫ t
0
f ′u(Xu−) du
+
∑
0<u≤t
(
fu(Xu)− fu(Xu−)
)− ∫ t
0
κ(Xu−)
∫ (
fu(y)− fu(Xu−)
)
µu(dy) du,
where Wu is a Wiener process on M .
We apply this formula now to the function fs(x) = Qµsf(x)αs. By Propo-
sition 4.4, Qµsf ∈ D(Lµs), and so in particular Qµsf is twice continuously
differentiable. Thus fs(x) is indeed twice continuously differentiable with re-
spect to x. We rearrange the terms to obtain
s(t)f =
∫ h(t+s)
h(t)
(−Lµu)Qµuf(Xu−)αudu
= (1)s (t)f + 
(2)
s (t)f + 
(3)
s (t)f + 
(4)
s (t)f + 
(5)
s (t)f,
(34)
where

(1)
t (s)f = Qµh(t+s)f(Xh((t+s)−))αh(t+s) −Qµh(t)f(Xh(t−))αh(t),

(2)
t (s)f =
∫ h(t+s)
h(t)
Qµuf(Xu−)
dαu
du
du,

(3)
t (s)f = −
∫ h(t+s)
h(t)
∂
∂u
(
Qµuf
)
(Xu−)αu du,

(4)
t (s)f = −Nfh(t+s) +Nfh(t),

(5)
t (s)f = −Jfh(t+s) + Jfh(t),
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and N and J are the local martingales
Nft :=
∫ t
0
∇Qµuf(Xu−)αu · dWu,
Jft :=
∑
0<u≤t
(
Qµuf(Xu)αu −Qµuf(Xu−)αu
)
−
∫ t
0
duκ(Xu−)
∫
µu(dy)
(
Qµuf(y)αu −Qµuf(Xu−)αu
)
.
Theorem 4.7. The conditions of Theorem 4.1 hold almost surely. This implies
that t 7→ ζt is almost surely an asymptotic pseudo-trajectory for Φ.
Proof. To establish (27) we will use the decomposition (34) and consider the
five error terms individually.
4.3.1 
(1)
t (s)f and 
(2)
t (s)f
Using the bound from Lemma 4.3, we see that
|(1)t (s)f | ≤ ‖Qµh(t+s)f‖∞αh(t+s) + ‖Qµh(t)f‖∞αh(t)
≤ 4κ
¯
−1‖f‖∞(αh(t+s) − αh(t)),
|(2)t (s)f | ≤
∫ h(t+s)
h(t)
‖Qµuf‖∞
dαu
du
du
= 2κ
¯
−1‖f‖∞(αh(t+s) − αh(t)).
Since h(t)→∞ as t→∞ and αt → 0 as t→∞ by Assumption 4, we see that
both terms decay to 0 as t→∞.
4.3.2 
(3)
t (s)f
By the same argument as in the proof of Lemma 5.5 of [5] we have
∂
∂t
Qµt = −
(
∂
∂t
Kµt +Qµt
∂
∂t
(−Lµt)
)
Qµt , (35)
where Kµf = f −Π(µ)f . While our −Lµ is not the same as their operator Aµ,
the same proof holds, since it relies only upon the Poisson equation (31) and
(33).
Applying (24) to the definition (9) of Lµt we obtain
− ∂
∂t
Lµtf(x) = κ(x)αt
(
f(Xt−)− µt(f)
)
.
From (26) we obtain an upper bound∥∥∥∥α−1t ∂Kµt∂t Qµtf
∥∥∥∥
∞
≤
∣∣∣∣ 1µtR1
∣∣∣∣ (∥∥RQµtf(Xt−)∥∥∞ + ∣∣Π(µt)R1(Xt−)∣∣) ,
so by Lemma 4.3 and the bounds (14) we see that there is a constant C (de-
pending on the upper and lower bounds on κ) such that
sup
x∈M
∣∣∣∣∣∂Qµt∂t f(x)
∣∣∣∣∣ ≤ C‖f‖∞αt.
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This implies that
|(3)t (s)f | ≤ C‖f‖∞
∫ ∞
h(t)
α2u du.
Since the definite integral from 0 to ∞ is finite by Assumption 4, it follows
immediately that 
(3)
t (s)f decays to 0 as t→∞.
4.3.3 
(4)
t (s)f
We now turn to the first of the two martingale terms. Similarly to Proposition
5.3 of [20], our goal is to control the quadratic variation and then apply the
Burkholder–Davis–Gundy inequality.
The quadratic variation of the martingale Nft is bounded by∫ t
0
‖∇Qµsf(Xs)‖2∞ α2u ds .
We can bound this by means of the inequality
‖∇Pµt f‖∞ ≤
C1‖f‖∞√
t
, for t sufficiently small, (36)
for some constant C1. Such an inequality was shown to hold in the proof of
Lemma 5.1 of [5] for diffusive processes on compact manifolds without jumps. To
see that this inequality also holds in the present setting, consider the expression
for the semigroup (15):
Pµt f(x) =
∫ t
0
Ex
[
κ(Ys)1{τ∂>s}
]
µPµt−sf ds+ Ex
[
f(Yt)1{τ∂>t}
]
.
With this representation, it suffices to show that an inequality of the form (36)
for the killed semigroup given in Lemma 2.4. This will ensure that our resulting
bound (36) is uniform over µ.
By (12), since |g(t, x, y)| ≤ 1 uniformly, and since we know that such an
inequality holds for diffusive processes on compact manifolds without jumps, it
suffices to show that
‖∇xg(t, ·, y)‖∞ ≤ C√
t
(37)
for some constant C uniformly over y, for all t sufficiently small. By the
Girsanov–Cameron–Martin formula [16] we can write
g(t, x, y) = Qt
[
e−
∫ t
0
κ(Ys) dsG(Y )
]
where for s ∈ [0, t], Ys = (1 − s/t)x + (s/t)y + Wˆs, where under Qt, Wˆ is a
standard Brownian bridge with Wˆ0 = Wˆt = 0. G(Y ) is given by
G(Y ) = exp
(
A(y)−A(x)− 1
2
∫ t
0
∆A(Ys) ds− 1
2
∫ t
0
‖∇A(Ys)‖2 ds
)
,
since our drift is assumed to be of a gradient form ∇A. Having now ex-
pressed Y with explicit dependence upon the initial position x, we can calculate
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∇xg(t, ·, y). Since the functions κ and A are assumed smooth (hence they and
their derivatives are bounded uniformly), we can conclude that a bound of the
form (37) holds. In fact, the bound we obtain is actually uniform over small t,
and does not blow up as t→ 0.
Armed with (36), we then have∫ ∞
0
‖∇Pµt f‖∞ dt ≤ C2‖f‖∞, (38)
for some constant C2, obtained by considering separately the integrals over
(0, t0) and (t0,∞). Applying (36) bounds the former, while the semigroup
property allows the latter piece to be bounded by∫ ∞
t0
‖∇Pµt f‖∞ dt ≤
∫ ∞
0
‖∇Pµt0(Pµt (Kµf))‖∞ dt
≤ C1√
t0
∫ ∞
0
‖Pµt (Kµf)‖∞ dt.
Here we replaced f with Kµf = f − Π(µ)f since Π(µ)f is a constant so
∇Π(µ)f = 0. This final term can be bounded just as in Lemma 4.3.
Since ∇Qµf =
∫∞
0
∇Pµt dt, (38) immediately implies a universal bound
‖∇Qµuf‖∞ ≤ C3‖f‖∞.
for smooth f . This gives us a bound for the quadratic variation of
C23‖f‖2∞
∫ t
0
α2s ds.
The Burkholder–Davis–Gundy inequality then implies the existence of a con-
stant C4 such that for any δ > 0
Px
(
sup
s∈[0,T ]
|(4)t (s)f | ≥ δ
)
≤ C4‖f‖
2
∞
δ2
∫ ∞
h(t)
α2s ds.
Using (8) from Assumption 4, it follows from the Borel–Cantelli lemma that
almost surely, for any δ > 0 and T > 0,
lim sup
n→∞
sup
s∈[0,T ]
|(4)n (s)f | ≤ δ. (39)
Thus for any δ > 0 we may find N sufficiently large so that for any t ≥ N − T ,
sup
s∈[0,T ]
∣∣(4)t (s)f ∣∣ ≤ sup
s∈[0,1]
∣∣(4)btc(s)f ∣∣+ sup
s∈[0,T+1]
∣∣(4)btc(s)f ∣∣+ sup
s∈[0,1]
∣∣(4)bt+Tc(s)f ∣∣ ≤ δ.
Since δ > 0 is arbitrary, it follows that almost surely for every T
lim
t→∞ sups∈[0,T ]
|(4)t (s)f | = 0.
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4.3.4 
(5)
t (s)f
The final error term is a jump martingale term. We use the same approach as
above for 
(4)
t (s)f . For this jump martingale the quadratic variation is∑
0<u≤t
(
Qµuf(Xu)αu −Qµuf(Xu−)αu
)2
,
where the sum is over jump-points u ∈ (0, t]. The squared jump at time u is
bounded by
16‖f‖2∞κ¯
−2α2u,
making use of Lemma 4.3. The expected quadratic variation is then the expec-
tation of the predictable variation, which is bounded by
E
[ ∫ t
0
κ(Xu)α
2
u du
]
≤ κ¯
∫ t
0
α2u du. (40)
Thus the total quadratic variation is bounded, and as before we conclude that
almost surely
lim
t→∞ sups∈[0,T ]
|(5)t (s)f | = 0.
4.3.5 Concluding the proof
We have shown that the five discrepancy terms all converge to 0 uniformly on
compact sets as t→∞ almost surely. Thus condition (27) holds almost surely
and the proof is complete. 
4.4 Proof of Corollary 1.3
This follows from Theorem 1.1 and Remark 3.7, since limit sets of asymptotic
pseudo-trajectories are attractor free sets, and so will be contained in the global
attractor of Φ, which is {pi}. These relationships are spelled out in [2, Section
5]. 
5 Some comments on noncompact manifolds
In this work we have restricted our analysis to compact state spaces. Practically
speaking, though, QSMC methods such as ScaLE [23] and ReScaLE as described
here are applicable on noncompact state spaces such as Rd.
The key difficulties in extending this present work to the setting of noncom-
pact state spaces are:
1. establishing almost sure tightness of the occupation measures, and
2. arguing that E[
∫ t
0
κ(Xs) ds] = O(t) as t→∞.
We have also implicitly assumed there is a lower bound on the Ricci curvature,
for the local bounds on the growth of the gradient of the Brownian transition
kernel used in section 4.3.3.
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To establish tightness it might be helpful to consider the discrete skeleton
at the regeneration times, (µTn)n∈N, as a measure-valued Po´lya urn process, as
introduced in the recent work [22].
The second point — bounding E[
∫ t
0
κ(Xs) ds] — is necessary in controlling
the variance of the jump martingale in (40).
[20] works in a noncompact setting and considers a related problem, namely
studying self-interacting diffusions where the occupation measures (µt) come
into play through the drift of the diffusion. However the techniques utilised —
such as the construction of explicit Lyapunov functions — are not immediately
applicable. Our choice of the metric (5) also needs to be modified, since — con-
trary to what is stated in [20, Section 2.1.1] — the space of bounded continuous
functions is in general not separable on a noncompact state space.
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