Abstract
Introduction and motivation
Measures of text similarity have been used for a long time in many research and application fields, such as natural language processing, text mining, expert systems, semantic based information retrieval systems, FAQ matching systems, machine translation, and so on. Traditional technologies for detecting similarity between documents mainly focus on analyzing co-occurrence words [1] . With its inherent simplicity, such model received great attention in past years and is usually efficient in dealing with long texts. However, the method suffers from major drawbacks. First, it is a binary criterion of words (i.e., two words are considered as the same or not the same) without any notion of a grading scale, which prevents good measuring performance. In addition, it is hard to apply such method to measure the similarity of short text or sentences since the co-occurring words may be rare or even null. The other traditional model is the Vector Space Model (VSM) [2, 3] . In VSM, the words, phrases, sentences, or articles are represented by a high dimensional vector, and the base space was constructed by all the nonstopwords presented in the system. In general, two document A and B are defined as two vectors = (A 1 , A 2 , …, A t ) and = (B 1 , B 2 , …, B t ), where t is the total number of index terms in the system. Therefore, A and B are represented as t-dimensional vectors and the correlation of A and B can be quantified by the cosine of the angle between the two vectors. That is, Wu et al. presents a VSM-based FAQ retrieval system. The vector elements are composited by the question category segment and the keyword segment [4] . A phrase-based document similarity measure is proposed by Chim and Deng [5] . In [5] , the TF-IDF weighted phases in Suffix Tree [6, 7] is mapped into a high dimensional term space of the VSM. Very recently, Li et al. [8] presented a novel sentence similarity computation measure. Their measure, took the semantic information and word order into account, which acquired good performance in measuring, is basically a VSM based model. The Latent Semantic Analysis (LSA) [9] [10] [11] model is the well-known corpus-based similarity method. LSA, also known as Latent Semantic Indexing (LSI), is a fully automatic mathematical/statistical technique that analyzes a large corpus of natural language text and a similarity representation of words and text passages. LSA uses a term-document matrix to describe the frequency of occurrence of terms in documents. Let M be a term-document matrix where element (i, j) normally describes the TF-IDF weight of term i in document j. The model applies Singular Value Decomposition (SVD) procedure to reconstruct the original matrix to find the latent semantic representations of words. One of the standard probabilistic models of LSA is the Probabilistic Latent Semantic Analysis (PLSA), which is also known as Probabilistic Latent Semantic Indexing (PLSI) [12] . PLSA uses mixture decomposition to model the cooccurrence words and documents, where the probabilities are obtained by a convex combination of the aspects. LSA and PLSA have been widely applied in information retrieval systems and other applications [13] [14] [15] [16] [17] .
Sim(A,
This paper presents a grammar and semantic corpus based approach to measure the similarity between sentences. The proposed two-phase measure takes the WordNet ontology and Link Grammar into account. The first phase builds a semantic matrix, which involves the maximum co-occurrence grammar link and the second link evaluates the similarity degree of words via WordNet. The rest of this paper is organized as follows. Section 2 outlines the system framework and the core functions. Section 3 introduces the proposed measure and gives some examples. Section 4 shows the experimental results, and the final gives the conclusion.
The system framework

The Link Grammar
The Link Grammar (LG) [18] is a syntactic parser of English.
LG is founded on a model of the relation links between pairs of words and normalizes articles. These relation links are used not only to identify the part-of-speech of a word but also to describe the function of that word in a sentence in detail. Link grammar can explain the modification relations between different parts of speech. It treats a sentence as a sequence of words and consists of a set of labeled links connecting pairs of words, rather than constructing constituents in a tree-like hierarchy. All of the words in a link grammar dictionary have been defined to describe the way they are used in sentences. The grammar is distributed among the words. Such a system is termed a "lexical system". A lexical system has many advantages; it can easily construct a large grammar structure, as changing the definition of a word only affects the grammar of the sentence that the word is in. Additionally, expressing the grammar of irregular verbs is simple as the system individually defines each one. As to the grammar of different phrase structures, links that are smooth and conform to semantic structure can be established for every word by using link grammar words to analyze the grammar of a sentence.
The links among words satisfy the following conditions: (1) The links do not cross while drawing above the words, (2) The links suffice to connect all the words of the sequence together, and (3) The links satisfy all the linking requirements of each word in the sequence. Figure 1 shows a simple example. In the sentence "A camel is a horse designed by a committee", each word is labeled by one or more links (or connectors) with different linking types. The connector "D" connects determiners to nouns, and the sublabel "s" (i.e. Ds) represents the determiner "a". The main words are marked with ".n" or ".v" to indicate if they are nouns or verbs; labels show the type of the connector between words. For example, the Js connector in this sentence is a link between a preposition and an object; the Ds connector is a link between an article and an object; the Xp connector is a link between the LEFT-WALL (the beginning of a sentence) and the period. There are many words can act as either determiners or noun-phrases such as "a", "many", "some", …, and each of them corresponding to sublabel (sub-type) of the linking type "D". The linking type "A" connects pre-noun adjectives to nouns. Semantic Quantification phase builds the structure of the Similar Linking-type Matrix, which is a sparse matrix represents the useful connectors of the sentences. The co-occurrence linking types (that may contains different sub-types, such as that the connector "O" contains sub-types "Ost", "Op", etc.) represent that there exist some similar grammars between SEN A and SEN B . This phase will quantify the similarity degree of the similar grammars.
2.2.
WordNet Similarity Measure
The score of the same connector appeared in the inputted sentences is given in this stage. This research adopts Wu and Plamer's [24] measure, which is a similarity measure between concepts in an ontology restricted to taxonomic links. As shown in formula (1),
Similarity(WORD_A,WORD_B) = 2 DEPTH(H) D Path-Length (WORD
Where H is the common parent of WORD_A and WORD_B on WordNet. 
then, the number of elements in CVs is = Min((|B_Gra| |L B_y |), (|A_Gra| |L A_x |))
The value of each element in CVs, named Connector Vector Evaluation (CVE), is computed by the following formula:
Connector Vector Evaluation -CVE(SEN A , SEN B ) = Max(elements in CVs)
If A_Gra ∪ B_Gra ∅, the similarity degree of SEN A and SEN B is defined as: Figure 3 illustrates the concept of SLM and CVEs. The rows represent the sub-connectors 1~4 of linking type x in sentence A, and the columns are the sub-connectors 1~j of linking type y in sentence B. If j < 4, the rows are referred to as the connector vectors according to the formula (2). Each element in the matrix has a corresponding pair of nouns or verbs, which represents a similar grammar and the value is given by the WordNet similarity measure. The element with the largest value in each CV is chosen as the CVE.
Example
This section gives an example to demonstrate the proposed sentence similarity measure. The following lists three sentences and calculate the similarity degree of each pair respectively. 
Triple B
B-1. The fire department is an organization which has the job of putting out fires.
B-2. An organization which has the job of putting out fires is the fire department.
B-3. The man wore a bathrobe and had evidently just come from the bathroom. Triple E E-1. You have to check your room to make sure if somebody is there.
E-2.
After you left your room, you should check your room to make sure nobody is there. E-3.
We are friends with many of the families who live in our neighborhood. 
Experiment 2 -Compared with Li's benchmark
Based on the notion of semantic and syntactic information contributed to the understanding of a sentence, Li et al. [8] defined a sentence similarity measure as a linear combination that based on the similarity of semantic vector and word order. A preliminary data set was constructed by Li et al. with human similarity scores provided by 32 volunteers who are all native speakers of English. The data set used 65 noun word pairs whose semantic similarities were originally measured by Rubenstein and Goodenough [25] and were replaced with the definitions from the Collins Cobuild dictionary [26] . The dictionary was constructed from a large corpus and the data set contains more than 400 million words. This experiment uses the same data set as Li et al. Table 6 shows human similarity scores along with Li et al. and our grammar-based semantic measure. Human similarity scores are provided as the mean score for each pair and both scores were normalized into 0-1. Figure 7 presents the deviations from human judgments. The distribution of the scores and the average errors between human judgments were shown in Figure 8 . The average deviations of Li et al. and the proposed grammar-based approach from human judgments are 0.24 and 0.18, respectively. The grammarbased semantic similarity measure received an average 25% improvement in performance. The result shows that our grammar-based semantic similarity measure achieved a reasonably good performance and the observation is that our approach will try to identify and quantify the potential semantic relation among syntaxes and words, although the common words of the compared sentence pairs are few or even none.
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