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We investigate the effect of vacancy defects on the electronic and magnetic properties of zigzag
graphene nanoribbons (zGNRs) by making use of the Greens function formalism in combination
with the tight-binding Hamiltonian. The evolution of the indirect exchange coupling, known as
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction, including single, double, and multiple 5-8-5
divacancy defects is explained. Our numerical calculations show that the changes in the electronic
structure and the exchange coupling of zGNRs depend significantly on the location of the divacancy
defects with respect to the ribbon edges and on the number of the divacancy defects. In the case
both the impurities are located on the edge, the magnitude of the exchange coupling is several
orders of magnitude strengthen that result when they are placed on the interior of the nanoribbon.
Furthermore, a periodic divacancy causes a dramatic change in the magnetic ground state of the
ribbon. In the limit of high vacancy potential, the strength of the RKKY interaction is approximately
independent of the Fermi energy.
I. INTRODUCTION
Graphene, a two-dimensional (2D) allotrope of carbon
formed by a single layer of graphite [1], has attracted
great attention owing to the Dirac-like energy spectrum
of its charge carriers and the resulting spectacular prop-
erties [2–4]. Despite significant advancement in synthesis
and processing of atomically precise graphene nanorib-
bons (GNRs), various structural defects generated dur-
ing preparation are broadly considered to be inevitable.
The electronic, chemical, thermal, and mechanical prop-
erties of ideally 2D graphene are profoundly influenced
by the presence of structural defects, lattice imperfec-
tions [2, 3], wrinkles, and even the ripples that always
exist in graphene sheets [5, 6]. However, these ubiqui-
tous extrinsic/intrinsic defects are considered the limit-
ing factor for electronic transport in graphene through
charged impurities [7, 8], rippling [9] or resonant scatter-
ers [10–12] as well as give rise to pseudo-magnetic gauge
fields [4]. Similar effects can be expected from topological
lattice defects which spontaneously lead to corrugations
in graphene [13]. The ion-induced formation of lattice de-
fects can be considered as a potential source of intervalley
scattering in defected graphene that causes a diverging
resistivity at low temperature, indicating the insulating
behavior of graphene [14].
As one of the intrinsic point defects in graphene, the
vacancy has recently received enormous attention be-
cause of great implications on graphene devices [15–28].
Such defects can be used to tailor or improve the physi-
cal characteristics of graphene [14, 15, 29–35] and gener-
ate unusual phenomena [15, 24–28]. For example, these
∗Electronic address: mzare@yu.ac.ir
vacancies cause the so-called resonant scattering at the
Dirac points and are considered as a source of limiting
graphene conductivity [12]. In particular, vacancy de-
fects are predicted to change the semimetallic nature of
graphene to metallic behavior [36].
The vacancy defects can be artificially created in
graphene by electron or ion irradiation [15, 31] and vi-
sualized with atomic resolution by high-resolution trans-
mission electron microscopy (HR-TEM) [17] and scan-
ning probe microscopy [37, 38]. As a simple controllable
and scalable method, acid treatment is known the sim-
plest approach for vacancy defect creation [39]. The most
probable form of defects generated by ion irradiation are
single vacancies [32] that give rise to magnetic moments
in single layer graphene [15, 31].
It has been shown that GNRs possess a finite
bandgap [40–42] owing to the quantum confinement and
edge effects, and promises to be suitable for development
of realistic graphene-based nanodevices such as transis-
tors [43, 44], thermoelectric generators [45–47] and opto-
electronic applications [48–50].
Vacancies in a ribbon are the common type of defects
that can influence the electronic characteristics of ribbons
such as band gap and conductivity [34, 35]. For instance,
the vacancy state of graphene could be strongly mod-
ified in the presence of edges in semi-infinite graphene
sheets [51]. Therefore, they should be taken into account
in graphene-based practical applications [34, 35]. Many
theoretical studies mostly focus on the effect of vacancies
on the electronic properties of GNRs with their device
characteristics [52, 53].
Divacancies (DVs), type of defect created either by the
coalescence of two single-vacancies or by removing two
neighboring carbon atoms, may naturally appear as a
stable defect during growth or can be created on pur-
pose by electron or ion irradiation [17, 32, 54–57]. It has
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2been shown that the DVs in graphene is energetically
favored over the monovacant defects because the forma-
tion energy of the DVs is lower than that of two isolated
monovacancies and they have a tendency to coalesce to
a DV [58, 59]. Moreover, the monovacancies can coa-
lesce to form DV of its reconstruction without dangling
bond [60] and are the most important ones regarding the
changes in transport properties [61, 62] a low concentra-
tion, about 0.03 orders of magnitude.
Ab initio calculations of dynamics and stability of DVs
in graphene show that a DV is one of the most abundant
defects in irradiated graphene [63–65] which have various
reconstructed structures, such as triple pentagon-triple
heptagon (555-777) and pentagon-octagon-pentagon (5-
8-5) patterns [39, 66]. A double-vacancy (5-8-5) defect is
formed by the removal of two carbons, leaving a surface
with two pentagonal rings and one octagonal ring [58].
On the other hand, a StoneWales defect is the rearrange-
ment of the six-membered rings of graphene into two five
(pentagons) and two seven (heptagons) rings. This rear-
rangement is a result of pi/2 rotation of a CC bond [17].
The formation of reconstructed DVs close to the edges
of the Zigzag graphene nanoribbons (zGNRs) can be a
practical way to make them partially ferromagnetic [79].
This effect takes place even though the Dvs are pro-
duced by removing two atoms from opposite sublattices,
which were balanced before reconstruction to 5-8-5 de-
fects. There is a strong interaction between the defect-
localized and edge bands which mix and split away from
the Fermi level. According to Lieb’s theorem [68], one
way to attain ferromagnetic graphene nanostructures is
to impose sublattice imbalance. For instance, graphene
systems with vacancies [53, 69–71] have a non-zero spin
due to the sublattice imbalance. When these defects are
present in zGNRs, they give rise to localized states and
consequently can lead to spin effects and ribbon magneti-
zation [69, 72]. Moreover, it has been found that zGNRs
have spin-polarized edges, antiferromagnetically coupled
in the ground state with total spin zero [73] and can be
ferromagnetic due to the presence of reconstructed 5-8-5
defects DVs near one edge.
In semiconducting armchair ribbons and two-
dimensional graphene without global sublattice im-
balance, there is a maximum defect density above
which local magnetization disappears [69]. Overall,
zGNRs with 5-8-5 DV defects may show either zero
spin polarization [74] or spin-polarized transport in
ribbons with narrow widths [72]. For pristine graphene
with a low concentration of vacancy defects, when
the Fermi energy lies in the energy region where the
density of states (DOS) is linear, the indirect exchange
coupling, known as Ruderman-Kittel-Kasuya-Yosida
(RKKY) interaction [75–77] mediated by a background
of conduction electrons of the host material, decay as
R−3 [78]. Otherwise, the presence of vacancies pushes
the exponent −3 towards more negative values. A few
percent vacancies wash out both atomic-scale oscillations
and the Friedel oscillations due to the Fermi surface for
a remarkable range of chemical potential values [78].
Having said earlier, the chemical, the mechanical, ther-
mal and mechanical properties of GNRs, in the pres-
ence of 5-8-5 DVs, are studied extensively [17, 32, 54–
57, 67, 79]. However, the indirect exchange coupling for
graphene nanoribbons in the presence of DVs has not
been systematically reported. Motivated by the effect of
DVs on the electrical [80–83], magnetic [79, 84] proper-
ties of GNRs, in this paper, we explain the evolution of
the indirect exchange coupling in zGNRs. Within the
tight-binding (TB) model we exploit the Green’s func-
tion formalism to reveal the RKKY interaction between
two magnetic impurities (MIs) placed on a zGNRs.
Our calculations show that the changes in the elec-
tronic structure and the exchange coupling of zGNRs de-
pend on the location of the DVs with respect to the rib-
bon edges and on the number of the DVs. Introducing
vacancies into zGNR changes the spatial variation of the
RKKY interaction, particularly those magnetic moments
located around the vacancies. We show that different val-
ues of the vacancy potential in the same zGRN give rise to
different changes in the electronic and magnetic proper-
ties. A periodic DV created in a zGNR causes a dramatic
change in the magnetic ground state of the ribbon. It is
established that the presence of DVs in zGNR leads to
the remarkable properties and applications of the GNRs.
The remainder of the paper is organized as follows.
In Sec. II, we describe the systems under consideration,
i.e., zGNRs in the presence of 5-8-5 DVs. To do so, a
TB model Hamiltonian for 2D graphene lattice is pre-
sented and then the theoretical framework is introduced
to calculate RKKY using the real-space Green’s func-
tion. In Sec. III, we discuss our numerical results of the
exchange interaction and electronic properties of zGNRs
in the presence of 5-8-5 DVs. Finally, we summarize our
findings in Sec. IV.
II. THEORY AND MODEL
As mentioned above, the divacancy is one of the most
abundant and most important defects in crystalline ma-
terials. We, therefore, consider DVs produced by the
removal of two neighbor carbon atoms ( the representing
pz orbitals in the tight-binding model), the so-called 5-
8-5 defects, so that the two sublattices are balanced [69].
It should be noted that we ignore the lattice distortion.
The schematic picture of a zGNR with two DVs, where
the defects regions are denoted by gray color, is shown
in figure 1 (left panel). The dashed rectangle represents
the pristine unit cell. Following the conventional nota-
tion [42, 85–89], the length (L) and the width(N) of the
nanoribbon with zigzag shaped edges on both sides are
defined as the number of the unit cells and the number
of zigzag lines across the ribbon width, respectively. As
shown in this figure, each atom is labeled with a pair of
numbers (m,n), which m,n represent the x and y coor-
dinates of the lattice points.
3According to this notation, the positions of the
two magnetic impurities are labeled by (ns1 ,ms1) and
(ns2 ,ms2), with (m,n) indices of sublattices and accord-
ingly, the location of each divacancy defect is labeled by
(ni,mi) in which ni is the unit cell number of the ith
DV and mi is the position of the upper vacancy in ith
DV. Here, the location of the first and second DVs are
(n1,m1) = (4, 4) and (n2,m2) = (8, 6), respectively.
The TB Hamiltonian for the itinerant electrons in
graphene is given by [3]:
HNNN = − t
∑
〈i,j〉,σ
(
a†σ,ibσ,j + h.c.
)
− t′
∑
〈〈i,j〉〉,σ
(
a†σ,iaσ,j + b
†
σ,ibσ,j + h.c.
)
,(1)
Here, ai,σ (a
†
i,σ) is the annihilation (creation) operator
for a particle with spin σ (σ =↑, ↓) on site Ri on sublat-
tice A (an equivalent definition is used for bi,σ (b
†
i,σ) on
sublattice B). The subscripts 〈i, j〉 and 〈〈i, j〉〉, denote the
nearest-neighbor (NN) and next-nearest-neighbor (NNN)
pairs of atoms, respectively, with t, the NN hopping en-
ergy between different sublattices. The value of the NNN
hopping integral t′ (hopping between the same sublat-
tices) is not well-known but ab initio calculations [90]
predicts 0.02t . t′ . 0.2t depending on the type of the
TB parameterization. A TB fit to cyclotron resonance
experiments [91] suggests t′ ≈ 0.1 eV.
Based on the dedicated measurements of the DOS in
graphene, by using high-quality capacitance devices, the
NN and NNN terms are obtained as t ≈ 3 eV and t′ =
−0.3 eV, respectively [92].
From the density functional calculations using the lin-
ear muffin-tin orbital method and linear augmented plane
wave method, the tight-binding hopping integrals with
the signs chosen such that t, t′ > 0 were obtained as t ≈
2.91 eV and t′ ≈ 0.16 eV, respectively for graphene [93]).
Density functional calculations plus the all-electron
spin-polarized linear augmented plane wave formal-
ism [94] show that the three sp2σ dangling bonds ad-
jacent to the vacancy introduce localized states (Vσ) in
the mid-gap region, which split due to the crystal field
and a Jahn-Teller distortion, while the pzpi states intro-
duce a sharp resonance state (Vpi) in the band structure.
This simple model [94] suggests a Jahn-Teller distortion
of the carbon triangle surrounding the vacancy. The va-
cancy site was modeled by simply removing a lattice site,
corresponding to the vacancy potential U0 = ∞. In a
real material, however, U0 is a large value. Translational
symmetry is broken by the presence of localized defects
such as vacancies and impurities. The vacancy has been
modeled by adding an on-site perturbation V to the un-
perturbed NN TB Hamiltonian H0 = −t
∑
c†iαcjβ+H.c.,
with the Greek subscripts iα indicating the sublattice in-
dices, so that
Hvcancy = H0 + V, (2)
where the localized form of the impurity potential can be
written as
V = U0Ac
†
0Ac0A + U0Ac
†
0Bc0B , (3)
where U0A (U0B) is the strength of the potential due
to the vacancy on the sublattice A (B). This simple
model suggests that the hoppings to the vacant sites are
forbidden.
In graphene, the sp2σ states are removed away from
EF due to the strong interaction with neighboring or-
bitals along the C-C bonds. However, with a vacancy
present, the three sp2σ orbitals of the three NN carbon
atoms with their lobes pointed towards the vacancy have
their usual bonding partners missing, so that they oc-
cur near EF, with their on-site energies σ slightly below
the pi orbital energies because of the s orbital component
present in the σ states.
The crystal field splitting, however, can also lift the
3-fold degeneracy of the ground state into a double de-
generate state and a single degenerate state. The remain-
ing degeneracy of the double degenerate state is lifted in
the presence of the Jahn-Teller distortion of the triangle,
which is described by the unequal hopping tJT 6= t′JT .
Then two of the three hopping terms are modified into
t′ as indicated in Fig. 1 (right panel). From the DFT
band structure fitting and taking into account the 2NN
hopping t between the three dangling bonds in the undis-
torted triangle, the two unequal hopping parameters are
obtained as tJT ≈ 1.6 eV, and t′JT ≈ 1.2 eV.
A. RKKY interaction in defected zGRNs
To study the magnetic interaction between two local
moments in the system, we consider the indirect exchange
coupling between magnetic impurities as an RKKY form,
mediated by the conduction electrons. Using a second-
order perturbation [75–77], the effective magnetic inter-
action between two magnetic moments at positions ri
and rj , is given by [95, 96],
JRKKY =
λ2S(S + 1)
4piS2
∫
dωf(ω)Im [G(rj , ri, ω)G(ri, rj , ω)]
(4)
where S is the magnitude of the impurity spin, λ is the
coupling constant between the on-site impurity spins and
the spin of the itinerant electrons and f(ω) = [e(ω−µ)/T +
1]−1 is the Fermi-Dirac distribution function at energy ω,
temperature T , and chemical potential µ. Note that we
use units such that a = 1 and ~ = 1 in all calculations.
Making use of the Lehman representation of the Green’s
function, the eigenfunctions En and the wave functions
ψn(ri) can be obtained by diagonalizing the real space
Hamiltonian of zGNRs with vacancies
HDeffected zGNR = HNNN + V (5)
where n denotes the band index and i and j are the car-
bon site index of magnetic impurities which are located
4FIG. 1: (Color Online) Left panel (a): Schematic illustration of a zGNR including two 5-8-5 DVs, where the defect regions are
denoted by yellow color. The dashed rectangle represents the pristine unit cell. The length (L = 10) and the width(W = 6) of
the nanoribbon are defined as the number of the unit cells and the number of zigzag lines across the ribbon width, respectively.
Here, the location of the first and second DVs are as (n1,m1) = (4, 4) and (n2,m2) = (8, 6), respectively. For the definition
of (ni,mi), please see the text. Right panel (b): Schematic illustration of the hopping parameters tJT and t
′
JT between the
sp2σ orbitals on the carbon triangle adjacent to the vacancy, which have been created due to the Jahn-Teller distortion of the
triangle.
at position ri and rj . Using the appropriate spectral
functions in the low-temperature limit, the integration
over energy in Eq. (4) is therefore
JRKKY = −Re
∫
ε<µ
dε
∫
ε′>µ
dε′
〈i|δ(ε−H)|j〉〈j|δ(ε′ −H)|i〉
ε− ε′ ,
(6)
Finally, after straightforward calculations, the normal-
ized RKKY interaction can be expressed in the following
desired result [85–89]
JRKKY(ri, rj) = −
∑
n,n′
[
f(En)− f(En′)
En − En′
×ψn(ri)ψ∗n(rj)ψn′(rj)ψ∗n′(ri)]. (7)
This result, which is main equation in the present work,
is a well-known formula in the linear response theory.
III. NUMERICAL RESULTS AND
DISCUSSIONS
In this section, we present our main results for the
RKKY exchange coupling in DVs zGNRs. We evaluate
the static spin susceptibility using Eq. (7) in real-space
for various configurations of the MIs and DVs defects.
We consider the same strength of the vacancy potential
on the sublattices A and B i.e., U0A = (U0B) = U0.
First, we investigate the spatial behavior of the RKKY
interaction (as a function of the dimensionless distance
R/a ) for two MIs in a zGNR with M = 20, N = 300, for
different strengths of the impurity potential U0/t = 0, 2,
and 5 eV, including single, double and multiple DVs (see
Fig. 2). In the panels (a), (b) and (c) both the MIs are
located on the same edge at positions (5, 1) and (n, 1),
with n = 6, 7, 8, ..., and in the panels (d), (e) and (f)
both are located inside the zGNR, for a configuration
with the first impurity at (5, 10) and the second one at
(n, 10), with n = 6, 7, 8, .....
The panels (a), (e) show a zGNR with one divacancy
at position (150, 4), (b), (f) represent a zGNR with 2 DVs
at positions (145, 4) and (155, 4), (c), (g) refer a zGNR
with 11 DVs at positions (5, 4), (34, 4), (63, 4)....(295, 4)
(DV defects, with a period of ∆RDV /a = 30), and fi-
nally, the panels (d), (h) illustrate a zGNR with 30 DVs
at positions (5, 4), (15, 4), (25, 4)....(295, 4) (DV defects,
with a period of ∆RDV /a = 10, are periodically situated
in the zGNR).
The effect of the presence of the DV in this figure is
apparent; the magnetic RKKY coupling shows different
spatial distribution for the DV zGNR with different num-
bers of DVs and various spatial configurations. Not only
the magnitude but also the sign of the exchange coupling
could be changed by controlling the spatial distribution of
both the magnetic impurities and DVs embedded in the
surface of a zGNR as well as the number of the DVs. It
is worth mentioning that, regardless of whether the MIs
are at edge or not, the RKKY coupling is short-range and
falls off rapidly with increasing the impurity distance, for
high concentration of DVs (see panels (d),(h)), for exam-
ple, here for impurity distances larger than R/a 50, the
RKKY coupling is nearly zero. We also consider the ef-
fect of the impurity potential U0 to determine how this
perturbation affect on the spatial profile of the RKKY
coupling under different numbers of local DV defects.
Most importantly, as shown in Fig. 2, one can observe
that a significant perturbation with the sharp peaks ap-
pears in the spatial profile of the RKKY coupling when
the second MI approaches to a divacancy, regardless
5of whether the MIs are at edge or interior of the rib-
bon. Such perturbation of the regular RKKY oscillations
around the DVs is a method of directly probing the local
vacancy in a zGNR through the RKKY exchange inter-
action.
In addition, it has been shown that when impurities
are located on the edge, the magnitude of the exchange
coupling is several orders of magnitude greater than that
where impurities are in the bulk. Most importantly,
zGNRs with one or two DVs have the highest difference
between the edge and bulk RKKY interaction, in com-
parison with the samples with more DVs. For instance,
when impurities are located on the edge, the magnitude
of the exchange coupling is approximately four orders of
magnitude greater than that result where impurities are
in the bulk, for zGNRs with one and two DVs.
To clarity, we show the result for the case of the pristine
sample (an undefected zGNR) with M = 20, N = 300,
for different spatial configuration of the MIs in Fig. 3.
The red curve is for the case when both the MIs are lo-
cated on the top edge at positions (95, 1) and (105, 1) and
the black curve is for the case when both MIs are located
in the interior region of the zGNR at positions (95, 10)
and (105, 10). The RKKY coupling shows a few oscil-
lations in R, and then it decays fast with short-ranged
behavior, when both the impurities are situated within
the interior of the nanoribbon and there is no disconti-
nuity in the spatial profile of the RKKY coupling.
Here, we examine systematically how the exchange
magnetic coupling of zGNR depends on the position of
5-8-5 divacancy defects (see Fig.4). We show the range
function of the RKKY interaction as a function of the
distance between localized DVs (in units of the unit cell
length), for a zGNR with M = 20, N = 200 (in the intrin-
sic case EF = 0) for different strengths of the impurity
potential U0/t = 0, 2, 5. In the panels (a), (b) both
the magnetic impurities are located on the same edge at
positions (95, 1) and (105, 1) and in the panels (c), (d)
both are inside the zGNR on the sublattices (95, 10) and
(105, 10). In the panels (a), (c) two divacancy defects are
located at positions (5, 4) and (n2, 4) with n2 = 6, 7, 8, ....
(a zGNR with 5-8-5 defects placed close to the upper
edge) and in the panels (b), (d) divacancy defects are lo-
cated at positions (5, 10) and (n2, 10) with n2 = 6, 7, 8, ....
(a zGNR with defects placed relatively farther away from
the top edge).
As shown in this figure, JRKKY displays an oscillatory
behavior with respect to the distance between two DVs.
Moreover, it is obvious that for the case when U0/t 6= 0,
the RKKY interaction falls off very rapidly and becomes
zero after ∆RDV /a = 100. In the case when U0/t = 0
the trend is reverse because the RKKY coupling becomes
zero for ∆RDV /a < 100 , except in a case when DV
defects placed farther away from the edge and both the
magnetic impurities are located on the same edge.
We display in Fig. 5 the calculated results for the scaled
RKKY interaction as a function of the vacancy potential
U0/t, for a zGNR with M = 20, N = 200 for various
Fermi energies EF = 0,±1,±2. The panels (a), (b), and
(c), correspond to situations when both the DV defects
are placed close to the upper edge. We fix one of the DVs
at the position (95, 4) and the location of the second di-
vacancy is at (105, 4) and in the panels (d), (e) and (f),
we consider the case when both the divacancy defects are
away from the edge at positions (95, 10) and (105, 10). In
the panels (a), (d) both the MIs are located on the same
zigzag edge at the sites (95, 1) and (105, 1), in the panels
(b), (e) both are located inside the zGNR on the sub-
lattices (95, 10) and (105, 10), and finally, in the panels
(c),(f) both the MIs are fixed at the counterpart zigzag
edges at lattice sites (100, 1) and (100, 20).
As shown, the presence of DVs profoundly alters the
magnetic ground state of defected zGNR. The quench-
ing of the RKKY interaction at and above a certain va-
cancy potential is clear in these figures. Therefore, the
Fermi energy and the spatial configuration of both the
MIs and the DVs have a very significant impact on the
vacancy potential engineering of the magnetic coupling
in 2D zGNRs. It is worth mentioning that, regardless of
whether the DVs are close to the edge or not, the RKKY
interaction has a peak structure with the maximum or
minimum value. In all cases, the main peak shifts to-
ward the higher vacancy potentials with an increase in
the Fermi energy, for positive Fermi energies. By con-
trast, in the absences of the NNN hopping t′, the LDOS
is a symmetric function with respect to a change of sign
of the energy E → −E, with a sharp peak exactly at
E = 0 (not shown here). When the DV defect is moved
toward the center of the ribbon in a double divacancy
defect, makes the local DOS decreases rapidly.
In order to further investigate of the presence of DV
in the zGNR we also calculate the RKKY coupling as a
function of the Fermi energy for different configurations
of the MIs in Fig. 6. The position of both the DVs and
the MIs are the same as Fig.5: in the panels (a), (b) and
(c), two DVs are located at positions (95, 4) and (105, 4),
and in the panels (d), (e) and (f) DVs are located at
positions (95, 10) and (105, 10). In the panels (a), (d)
both the MIs are located on the same zigzag edge at the
sites (95, 1) and (105, 1), in the panels (b), (e) both are
located inside the zGNR on the sublattices (95, 10) and
(105, 10), and finally, in the panels (c), (f) both the MIs
are fixed at the counterpart zigzag edges at lattice sites
(100, 1) and (100, 20).
We find here that the RKKY coupling depends on the
DV positions and more strongly on the distance from
the edge. Now, we show that different types of vacan-
cies in the same zGNR gives rise to different changes in
the electronic and magnetic properties. Interestingly, in
the limit of high vacancy potential, the strength of the
RKKY interaction is approximately unchanged in terms
of the Fermi energy i.e., the magnetic ground state of the
system is constant either positive (ferromagnetic) or neg-
ative (antiferromagnetic) with varying the Fermi energy,
depending on the divacancy distance from the edge as
well as the position of two MIs. In addition, in the limit
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FIG. 2: (Color Online) Scaled RKKY interaction as a function of the impurity distance for a zGNR with M = 20, N = 300
for different strengths of the impurity potential U0/t = 0, 2, and 5. Both the magnetic impurities are located on a same edge
at positions (5, 1) and (n, 1), with n = 6, 7, 8, ..., in the panels (a), (b) and (c), and both are located inside the zGNR on the
sublattices (5, 10) and (n, 10), with n = 6, 7, 8, ..., in the panels (d), (e) and (f). The panels (a), (e) are for a zGNR with one
divacancy at position (150, 4), (b), (f) are for a zGNR with 2 DVs at positions (145, 4) and (155, 4), (c), (g) are for a zGNR
with 11 DVs at positions (5, 4), (34, 4), (63, 4)....(295, 4) (DV defects, with a period of ∆RDV /a = 30), and finally, the panels
(d), (h) are for a zGNR with 30 DVs at positions (5, 4), (15, 4), (25, 4)....(295, 4) (DV defects, with a period of ∆RDV /a = 10).
The insets show a zoom on the RKKY coupling around the impurity defects.
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FIG. 3: (Color Online) Scaled RKKY interaction as a function
of the impurity distance for an undefected zGNR (a pristine
sample) with M = 20, N = 300, for different spatial config-
uration of the MIs: The red curve is for the case of both
impurities located exactly at the edge at positions (95, 1) and
(105, 1) and the black curve is for the case of both impuri-
ties located in the bulk of the zGNR at positions (95, 10) and
(105, 10).
of high vacancy potential, when both impurities are lo-
cated inside the zGNR as shown in panels (b), (e), the
RKKY coupling nearly becomes zero.
Furthermore, to understand the effects of the position
of the MIs and the DVs on the RKKY properties of
zGNRs, we study the local density of state (LDOS) of
the zGNRs. Corresponding site-resolved LDOS for the
ith site, at a given position r and energy E, is obtained
from the imaginary part of the unperturbed Green’s func-
tion as
LDOS(r, E) = − 1
pi
ImG0(r, r;E) (8)
where the unperturbed Greens function matrix
G0(r, r;E) is expressed as
G0(r, r;E) =
1
(E + iη)1−H . (9)
where η is a positive infinitesimal number which is taken
as 1 meV in our calculations without specification. Now,
the effects of multiple DVs located near the edge as a
function of the electron energy will be discussed. The
calculated LDOS for a zGNR with M = 24, N = 300
and U0/t = 2 is shown in Fig. 7. The panels (a), (c) are
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FIG. 4: (Color online) Scaled RKKY interaction as a function
of the distance between localized DVs (in units of the unit cell
length), for the intrinsic case (EF = 0) for different strengths
of the impurity potential U0/t = 0, 2, 5 for a zGNR with
M = 20, N = 200. In the panels (a), (b) both the MIs are
located on the same edge at sublattices (95, 1) and (105, 1)
and in the panels (c), (d) both the MIs are located inside
the zGNR at sublattices (95, 10) and (105, 10). In the panels
(a), (c) two divacancy defects are located at positions (5, 4)
and (n2, 4), with n2 = 6, 7, 8, .... and in the panels (b), (d)
divacancy defects are located at positions (5, 10) and (n2, 10),
with n2 = 6, 7, 8, .... .
for a zGNR with two DVs located at (95, 4), (105, 4) sites
and (95, 10), (105, 10) sites, respectively and the panels
(b), (d) are for a zGNR with one DV located at (95, 4)
sites in the panel (c), and located at (95, 10) sites in the
panel (d).
The effect of the presence of the divacancy is clear; sim-
ilar to the RKKY coupling, the LDOS depends on the di-
vacancy positions and more strongly on the distance from
the edge. The zGNRs with different number of DVs and
different DV positions have different electronic LDOSs
at a certain site. When the divacancy defect is placed
close to one of the edges, the LDOS becomes more sen-
sitive to the site positions. It is worth mentioning that,
regardless of whether the DVs are close to the edge or
not, the LDOS has a sharp peak for the edge sites. In all
cases, this main peak in the vicinity of the zero-energy
is asymmetric because in the TB model Eq. (1) we take
into account the NNN t′ that leads to the electron-hole
asymmetry and shift of the zero LDOS peak toward the
lower energies. By contrast, in the absences of the NNN
hopping t′, the LDOS is a symmetric function with re-
spect to a change of sign of the energy E → −E, with a
sharp peak exactly at E = 0 (not shown here).
Numerical calculated LDOS for an edge site with co-
ordinate (100, 1) in a zGNR with M = 20, N = 200, is
shown in Fig. 8, by considering the DVs with the va-
cancy potential U0/t = 5 located close to the upper edge
(mi = 4). The corresponding LDOS for a pristine mono-
layer zGNR (defect-free zGNR) is shown with a black-
solid line.
When defects are present within the zGNR, the re-
sulting electronic LDOS becomes different from that for
defect-free zGNR. Comparing to the LDOS of the defect-
free ribbon with a sharp peak around the E = −0.33 eV,
but now for a zGNR with two DVs, besides the main
peak at E = −0.4 eV three additional peaks appear; one
peak at E = −0.28 eV and two peaks at E = −0.34 eV
and E = −0.62 eV.
IV. SUMMARY
In summary, based on the Greens function approach in
combination with the tight-binding approximation, we
have investigated the effect of 5-8-5 DVs on the elec-
tronic and magnetic properties of zGNRs. We have dis-
cussed the evolution of the RKKY interaction mediated
by a background of the conduction electrons of defected
zGNRs including single, double, and multiple DVs. DVs
are modeled by removing two adjacent carbon atoms
from their sites where the hoppings to the vacant sites
are forbidden. The calculations show that the changes in
the electronic LDOS and the exchange coupling of zGNRs
depend on the location of the DVs with respect to the rib-
bon edges and on the number of the DVs. We have found
that introducing vacancies into zGNR changes the spa-
tial variation of the RKKY interaction, particularly for
those magnetic moments located around the vacancies.
The zGNRs with one or two DVs have the highest dif-
ference between the edge and bulk RKKY interaction, in
comparison with the samples with more DVs. We have
shown that different values of the vacancy potential in
the same zigzag nanoribbon give rise to different changes
in electronic and magnetic properties. A periodic diva-
cancy created in a zGNR causes a dramatic change in the
magnetic ground state of the ribbon. A strong pertur-
bation of the regular RKKY oscillations appears in the
spatial profile of the RKKY coupling when the magnetic
impurities approach a divacancy.
Our results suggest that the defect engineering of
atomic vacancies is a promising way to modify the mag-
netic properties of graphene nanoribbons that can lead
to remarkable properties and applications in spintronics
based on monolayer zGNRs.
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FIG. 5: (Color Online) Scaled RKKY interaction as a function of the vacancy potential U0/t for zGNRs with M = 20, N = 200
for various Fermi energies EF = 0,±1,±2 eV. In the panels (a),(b) and (c), two DVs are located at positions (95, 4) and (105, 4)
(a zGNR with 5-8-5 defects placed close to the upper edge) and in the panels (d),(e) and (f) two DVs are located at positions
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