Abstract. We consider a system of annihilating particles where particles start from the points of a Poisson process on the line, move at constant i.i.d. speeds symmetrically distributed in {−1, 0, +1} and annihilate upon collision. We prove that particles with speed 0 vanish almost surely if and only if their initial density is smaller than or equal to 1/4, and give an explicit formula for the probability of survival of a stationary particle in the supercritical case, which is in accordance with the predictions of Droz et al. [7] . We also observe that the value of this probability is unchanged if the Poisson process of initial locations is replaced by any renewal process with atomless interdistance distribution, and show that this follows from a more general, and unexpected, universality property.
Introduction
Originating in an effort to understand the kinetics of chemical reactions, several models of annihilating particle systems were introduced in the 1980's and 1990's in statistical physics. While most of the interest focused on diffusive motions, i.e. driven by random walks or Brownian motions (see for instance the celebrated results of Bramson and Lebowitz [4] regarding two-type annihilation A + B → inert on Z d , or by Arratia [1] on one-type annihilation A + A → inert on Z d ), it was also observed by physicists [13] that the case of ballistic motions (i.e. with constant velocity and direction) displayed very different behaviors and was particularly challenging to analyse. In this so-called ballistic annihilation process, particles start from the points of a homogeneous Poisson point process on the real line, and move at constant velocities that are initially chosen at random, independently and according to the same distribution; when several particles collide, they annihilate each other immediately. Note that once initial locations and velocities have been sampled, the process evolves deterministically.
The distribution of velocities obviously plays a key role. The case when velocities take only two values, for instance ±1, has attracted substantial interest, as it is not only physically relevant (cf. [9, 14] ) but also combinatorially very tractable due to a reduction to random walks while already displaying interesting phenomena. For instance, although the question of survival of a given particle is extremely simple in this case, the global behavior of the cloud of surviving particles at large times is nontrivial: remaining particles of +1 and −1 velocities tend to form homogeneous aggregates whose asymptotic distribution can be computed. See, for instance [2] , [10] , until the recent [12] .
At the other end of the spectrum, little is known on the case of continuous velocities. In physics, several mean-field analyses or computer simulations have been conducted to understand the decay of the concentration of particles [3, 16] . However, very few results are known rigorously. Some general observations were given in [15] , especially on the symmetric case. A very intriguing combinatorial feature was also proved by Broutin and Marckert [5] on finite systems, namely that the law of the number of particles that survive forever, in the system restricted to n particles starting at consecutive locations of a Poisson process, does not depend on the distribution of velocities. As explained in [5] , this cannot be understood by a simple symmetry argument, and the proof of this inconspicuous property is accordingly surprisingly intricate, which suggests that this model has combinatorial interest beyond physics applications, or sheer curiosity. In the mathematical community, interest in the problem was recently revived by Kleber and Wilson's popularisation of a puzzle [11] about a closely related "bullet problem", in which particles with independent uniformly distributed random speeds in [0, 1] leave the origin at integer times and are annihilated by collisions. In this setup, it is conjectured that there is some critical speed s c ∈ (0, 1) such that the first bullet survives with positive probability if it has a higher speed, but is almost surely annihilated if it has a lower speed. We refer to [8] for more details and a partial answer in the case of discrete speed distributions. Interchanging time and space in the bullet problem yields a one-sided instance of ballistic annihilation with a different distribution of speeds.
The scope of the present paper lies within the intermediary case. More specifically, we show that arguably the simplest case beyond the case of two velocities, i.e. the case when velocities have a symmetric distribution on the set {−1, 0, +1}, already goes through a phase transition, that (contrary to the two-velocities case) is neither explained by a trivial symmetry nor a monotonicity. Let p ∈ [0, 1] denote the probability of a null velocity, in other words we assume that each particle independently is either stationary (with probability p), i.e. has velocity 0, or moves at unit velocity left or right (each with probability 1−p 2 ). Krapivsky, Redner and Leyvraz [13] , who first considered this case, postulated the existence of a critical probability p c , such that for p < p c every particle is eventually annihilated, whereas for p > p c a positive density of stationary particles survive forever. Based on simulations and a heuristic derived from considering the rate at which different types of collisions might be expected to occur, they conjectured that p c = 1/4, and this conjecture was then strongly supported by intricate exact computations of Droz, Rey, Frachebourg and Piasecki [7] resolving related differential equations. However, these results are not entirely rigorous, and provide very little intuitive understanding of the process. Our main result is a confirmation of the fact that p c = 1/4 and of an exact formula, first predicted by [7] , for the asymptotic density of surviving stationary particles. As a consequence, we also establish that the survival probability of a given stationary particle is a monotonic and continuous function of p; neither of these properties was previously known. It is in particular important to underline that no monotonicity holds with respect to the introduction of more stationary particles. The core of the proof is of combinatorial nature, relying on several symmetries in the model, and involves only simple computations. It also turns out not to depend on the distribution of interdistances between initial locations, as long as they are i.i.d. and atomless, which is explained by a more general, and hitherto unsuspected, universality property (Proposition 2) that is reminiscent of the results of [5] .
Some rigorous results were already known about this three-speed ballistic annihilation model. It is easy to see that for sufficiently large values of p almost surely infinitely many stationary particles will survive. For example, if a stationary particle is to be annihilated, there must be an interval containing that particle which contains at least as many moving particles as stationary particles at time 0, but for p > 1/2 there is a positive probability that no such interval exists. Sidoravicius and Tournier [15] proved that stationary particles survive with positive probability even when p ≥ 1/3; an alternative argument was also provided by Dygert et al. [8] . Furthermore, a technique to numerically improve this bound was proposed by Burdinski, Gupta and Junge [6] . Despite these results, there have been no corresponding lower bounds, and proving that almost sure annihilation occurs at any small p was therefore the central open question. Our results not only answer this question, but show that almost sure annihilation occurs if, and only if,
A discretised version of ballistic annihilation was introduced recently by Burdinski, Gupta and Junge [6] , where particles start at every integer point. The principal novelty is that triple collisions occur with positive probability; in a triple collision, all three particles are annihilated. While our techniques fail to establish the existence of a critical probability, we are still able to prove that almost sure annihilation occurs for small p, and furthermore to give explicit bounds for the annihilation and survival regimes.
Definitions, notations and results
Let us first define the model. In contrast with the above introduction, we will restrict to particles starting from (0, ∞) since our main result is best stated in that context. Let p ∈ [0, 1], and let m be a probability measure on (0, ∞). On a probability space (Ω, F, P), let (x n ) n≥1 be a renewal process on (0, ∞) whose interdistances are distributed according to m, i.e. x 1 , x 2 − x 1 , x 3 − x 2 , . . . are independent mdistributed random variables. Let also (v n ) n≥1 be a sequence of independent random variables on {−1, 0, +1}, with same distribution given by P(v n = 0) = p, and P(v n = −1) = P(v n = +1) = 1 − p 2 , and independent of (x n ) n≥1 .
We interpret x 1 , x 2 , . . . as initial locations of particles on the real line R, and v 1 , v 2 , . . . as their initial velocities. In notations, the particles will conveniently be referred to as • 1 , • 2 , . . ., and particles with velocity 0 will sometimes be called stationary particles.
Given the initial configuration (x n , v n ) n≥1 , the evolution of the process of particles is deterministic, and is informally described as follows: at time 0, each particle • n (for n ∈ N = {1, 2, . . .}) starts at x n , and then moves at constant velocity v n for ever, or until it collides with another particle (or simultaneously with several particles), which resolves in the annihilation of all the particles involved. Annihilated particles are considered removed from the system and do not take part in any later collision.
Formal definition of collisions.
Let us give a proper definition of the trajectories of particles, which amounts to defining their collision times. This will in particular provide a justification for the almost sure existence of the model. Let us mention that the vocabulary and notations introduced here will not be used elsewhere in the paper.
Let us define the virtual trajectory of • i as its trajectory in absence of any other particle, i.e. t ∈ [0, ∞) → x i + v i t. For i < j, let us say that • i and • j virtually collide if their virtual trajectories collide (i.e. if there is t ≥ 0 such that x i + v i t = x j + v j t, which is equivalent to v i > v j ); in this case, collision happens at time
. Let us set t ij = +∞ when v i ≤ v j , and t ji = t ij . Let i < j be such that • i and • j virtually collide. We define I ij to be the random interval of R of all points from where a particle, with some velocity in {−1, 0, +1}, could start and virtually hit either • i or • j at or before time t ij . The interval I ij is bounded because velocities are bounded, and more specifically,
Denote by N ij the number of pairs (k, l) such that k < l, x k , x l ∈ I ij and • k and • l virtually collide strictly before t ij . Almost surely N ij < ∞, because {x n : n ≥ 1} has no accumulation point.
For all positive integers i < j, the property that • i and • j collide, denoted by • i ∼ • j , is defined in the following recursive manner:
and -either N ij = 0, -or no particle • k virtually collides with • i or • j strictly before t ij , -or for every particle • k that virtually collides with • i or • j strictly before time t ij , there is a particle • l such that t kl < min(t ik , t jk ), and • k ∼ • l . If • k and • l are such that t kl < min(t ik , t jk ) < t ij < ∞, then x k , x l ∈ I ij , I kl ⊂ I ij , and most importantly N kl < N ij , which shows that the above defining procedure eventually terminates.
2.2. Notation. Since velocities are restricted to three values, collisions may involve at most three particles (one with each of the three velocities), and events of triple collision happen with positive probability only when the measure m has an atom. In order to put a clear distinction,
-we shall write P N instead of P when m = δ 1 , i.e. when x n = n for all n ≥ 1, and -we shall restrict the notation P to the case when m is an atomless distribution.
Although the model is usually defined for exponential interdistances only, we shall indeed prove that several properties are universal within the class of atomless distributions. Let us finally introduce convenient abbreviations to describe events related to the model. We use • i (where i ∈ N) for the ith particle, • for an arbitrary particle, and superscripts •,• and • to indicate that those particles have velocity +1, 0 and −1 respectively. We write • i ∼ • j (for i < j in N) to indicate collision between • i and • j , however for readability reasons this notation will usually be replaced by a more precise series of notations: we write Note that we take the notational convention that for instance • i → • j ← • k (triple collision) and • i → • j (single collision) are incompatible, which differs from the way similar notation is used in [6] .
Finally, for any interval I ⊂ (0, ∞), and any condition C on particles, we denote by (C) I the same condition for the process restricted to the set I, i.e. where all particles outside I are removed at time 0 (however, the indices of remaining particles are unaffected by the restriction). For short, we write {C} I instead of {(C) I }, denoting the event that the condition (C) I is realized.
The main quantity of interest in this paper is the probability that some particle reaches 0, which will be denoted in the atomless case by
and in the integer case byq := P N (0 ← •).
2.3.
Results. Our main result deals with the case when m is atomless, while remarks on the case m = δ 1 will be deferred to a later section. . More precisely, the probability that 0 is reached by a particle on (0, ∞) is given, for all p ∈ [0, 1], by
This result has the following immediate interpretation in the full-line process, i.e. when particles are released from {−x ′ n : n ≥ 1}∪{0}∪{x n : n ≥ 1}, where (x ′ n ) n≥1 is an independent copy of (x n ) n≥1 :
, then a.s. all stationary particles (i.e., with velocity 0) are annihilated; -if p > 1 4 , then a.s. infinitely many stationary particles survive. More precisely, due to shift invariance, each stationary particle has same positive probability to survive forever, which is given by
(the first equality follows by left-right symmetry and independence: if the particle at 0 is stationary, its survival on the full line means that no particle crosses 0 from either left or right), hence by ergodicity there is a density pθ(p) > 0, among particles, of surviving stationary particles. One can also see (cf. for instance [15] ) that, for p ≤ 1 4 , a.s. infinitely many particles cross every x ∈ R from both left and right, but only finitely many do so for p > While a Poisson point process is the most natural initial distribution for the particles, and was indeed the one considered in physics literature, the only property of the process (x n ) n≥1 of starting locations that we use is the fact that the intervals between particles are i.i.d. copies of some atomless random variable. For this class of models, Theorem 1 shows that θ(p) is universal. Surprisingly, it turns out that a stronger form of universality holds, which is very reminiscent of the main result of [5] . Let A be the random variable given by
Proposition 2. The distribution of A does not depend on the distribution m of interdistances, as long as m is atomless.
Thus, although the law of the pairing of particles by annihilation does depend on m, certain underlying symmetries create this universality by grouping configurations in such a way that total probabilities become universal. As in [5] , it would be desirable to have a more direct understanding of this phenomenon. Since this proposition is not part of the proof of Theorem 1, we defer its proof until Section 6.
The proof of Theorem 1 decomposes into two parts. First, and most importantly, in Section 3, using symmetries and independence to decompose the event {0 ← •} in a "recursive" way, we are able to prove that, for any p ∈ (0, 1), q solves an algebraic equation that has two roots, namely 1 and
Although this entails q = 1 when p ≤ 1/4, this doesn't prove the converse. For the latter, we need a priori regularity properties of q (or θ) as a function of p, which are the subject of Section 4. Unfortunately, we cannot rely on monotonicity since the apparent lack thereof is precisely a major difficulty in this model. This is achieved using finitary conditions characterizing the survival phase, together with the previous dichotomy.
Section 5 of the paper contains the definition and properties of one of the above mentioned finitary conditions.
As advertised above, Section 6 proves Proposition 2 about the universality of the law of A. Finally, Section 7 states and discusses the analogous, yet more partial, results about the discretised version of the model (i.e. under P N ) that follow from adapting the previous arguments.
Algebraic identities
In this section, we prove Let us introduce temporary notation for the probabilities involved in the next two lemmas:
, and letr andŝ denote the probabilities of the corresponding events under P N . These probabilities can be expressed in terms of p and q as follows:
Proof. For any integer k ≥ 2, and any configuration ω = ((x n , v n )) n≥1 , we define rev k (ω) to be the configuration obtained by reversing the interval [x 1 , x k ], that is, a particle at position x ∈ [x 1 , x k ] in ω corresponds to a particle at position x 1 + (x k − x) moving in the opposite direction in rev k (ω), while particles outside [x 1 , x k ] are the same in ω and rev k (ω). Since the speeds +1 and −1 have same probability 1−p 2 , rev k is clearly measure-preserving in the discretised case. It is also measure-preserving for any i.i.d. interdistances: given ω on R\(x 1 , x k ), the law of the configuration in (x 1 , x k ) of both ω and rev k (ω) is given by k−2 particles separated by k − 1 independent distances with law m and conditioned on having a total sum equal to
where the second equality comes from the fact that the two events {• 1 ← • k } and {x k ← •} (x k ,∞) depend on the configuration on the disjoint intervals [x 1 , x k ] and (x k , ∞) respectively, and the last equality comes from translation invariance. Summing over k ≥ 2 gives finally, due to (1),
The second formula of a) follows from applying the same arguments to the discretised model. b) Let k ≥ 2. In this proof, let us denote by y 0 the location of the first particle that reaches 0, if any, and as before by y 1 the location of the particle that annihilates with the first particle
but we notice also that in this case the first particle reaches y 1 (= x k ) before the particle initially at y 0 does, i.e. y 1 − x 1 < y 0 − y 1 , and this also holds for rev k (ω). Since conversely, for
Because rev k preserves the measure, it follows that
Summing over k ≥ 2, this yields
, so that, conditional on that event, the distances y 1 − x 1 and y 0 − y 1 are independent and have the same distribution as
where D ′ is an independent copy of D. To conclude, we finally have
and P(D = D ′ < ∞) = 0 because the distribution of D conditioned on {D < ∞} is atomless. The proof of the identity for the discretised model is the same except that in this case
Note that, as the proof of b) shows, it holds more generally that, for any distribution m of interdistances,
where D = inf{x k : 0 ← • k } and P R denotes the law of the full-line process (see below Theorem 1).
Proof. We prove the statement on the discretised model; the only changes required for the atomless model are the omission of terms involving a triple collision and the substitution of x 1 for 1, etc., as appropriate. Conditioning on the velocity of the first particle, we have
Clearly if the first particle moves left it will reach 0. If the first particle is stationary, it is annihilated with probabilityq, since this equals P N {1 ← •} (1,∞) . Note, however, that this event occurs if and only if {• 1 ← • j } [1,j] occurs for some j, since the progress of a left-moving particle cannot be affected by particles further to the right. Given that {• 1 ← • j } [1,j] occurs, a particle reaches 0 if and only if {j ← •} (j,∞) also occurs, since the fact that • j is left-moving and annihilates • 1 means that no particle from the right of • j can encounter any particles after reaching j. Clearly {j ← •} (j,∞) is independent of {• 1 ← • j } [1,j] and has probabilityq, so
If the first particle moves right, it must eventually be annihilated (see e.g. [15, Lemma 3.3] ). Thus we have
Conditioning on how the first particle is annihilated, we have 
and, combining (3) and (5),
Combining (6) and (2) giveŝ
Proof of Proposition 3. Combining the previous two lemmas yields immediately the equation
implying, since q ≥ 0, that either q = 1 or q = 1 √ p − 1. Since q ≤ 1, we conclude that q = 1 when p ≤ 1/4.
A priori regularity properties
Let us prove the following result, which in combination with Proposition 3 immediately gives Theorem 1. Remember that θ(p) = (1 − q) 2 is the survival probability of a stationary particle in the full line process, for atomless interdistance distributions. Proof of Lemma 7. We have q = lim↑ k q k where, for all k ∈ N,
which gives, using Proposition 3,
On the other hand, each q k depends only on a configuration of k particles, hence by conditioning on the speeds of these particles we see that q k is a polynomial in p and therefore is continuous. The lemma follows.
Proof of Lemma 8. Using the notation N k from the next section, the upcoming Proposition 9 gives
so that the lemma follows by noticing that, as can be seen by conditioning on the speeds of the k particles, the function p → E[N k ] is polynomial hence continuous.
Characterization of the supercritical phase
While Lemma 7 relies on the simple monotone approximation q = lim↑ k q k , where for all k ∈ N the probabilities q k = P((0 ← •) [x 1 ,x k ] ) depend only on a configuration of k particles, Lemma 8 relies on a formally similar but more involved characterization. This characterization is already alluded to in the first of the final remarks of [15] as a way to numerically upper bound p c . Given its importance in the present proof, we give it here a more thorough presentation, and show it is necessary and sufficient.
For all k ∈ N, consider a random configuration containing only the k particles • 1 , . . . , • k (initially located at x 1 , . . . , x k ), and denote by N k the difference between the number of surviving stationary particles and the number of surviving left-going particles: letting I k = [x 1 , x k ], this amounts to letting
Remark. The fact that E[N 1 ] = 1 2 (3p − 1) recovers (cf. [15] ) that θ(p) > 0 when p > 1/3. The proof of this fact in [15] is in fact the scheme for the general one given below. Considering E[N 2 ] gives the same condition, however E[N 3 ] = 3p 3 + 7p 2 p − 2 ) yields the value 0.32803 from the remark in [15] . As the proposition shows, pushing this method further would give arbitrarily good numerical approximations of p c . Let us remind that, although such approximations are rendered pointless by Theorem 1, the existence of this method still is a theoretical tool in the proof of the said theorem.
Proof. Direct implication. Assume that θ(p) > 0. Let us decompose N k =Ṅ k − N k , whereṄ k and N k respectively denote the number of stationary and left-going particles among
For any integer i, the event {• i survives} I decreases with the interval I (containing x i ). If indeed • i is stationary and is annihilated by a particle inside an interval I, then introducing new particles outside I can possibly change the side from which • i is hit, but not the fact that this particle is hit. In particular, the number of stationary particles among • 1 , . . . , • k that survive in restriction to [x 1 , x k ] is larger than or equal to the number of such particles that survive without restriction, and a fortiori to the number of such particles that survive when the initial locations are extended to the full line, i.e. to {−x ′ k : k ≥ 1} ∪ {0} ∪ {x k : k ≥ 1}, where (x ′ k ) k≥1 is an independent copy of (x k ) k (and, for k ≥ 0, the particle • −k starting at −x ′ k (with x ′ 0 = 0) has velocity v −k , with (v k ) k∈Z i.i.d., independent of (x, x ′ )). Taking expectations, and writing P R for the law of the process extended to the full line, this gives, by shift invariance of the full line process,
On the other hand, E[ N k ] is uniformly bounded in k. Indeed, N k clearly grows with k, and its limit N ∞ = lim↑ k N k is the number of surviving left-going particles in (0, ∞), and this number has geometric distribution with parameter 1−q > 0 (notice indeed that the configuration on the right of a surviving left-going particle is identically distributed to the configuration on (0, ∞), up to translation) and therefore is integrable.
We conclude that E[
For positive integers i < j, define N (i, j) in the same way as N k except that only the particles k) . This function N satisfies "almost" a superadditivity property.
Lemma 10. Let k < l be positive integers. For any configuration ω which, in restriction to [x 1 , x k ], has no surviving right-going particle, we have
Proof of Lemma 10. When the configurations in I = [x 1 , x k ] and in J = [x k+1 , x l ] are combined, the surviving left-going particles from J can interact with particles from I. Each of them either annihilates with a surviving stationary particle (hence giving the same 0 contribution to both hand sides) or annihilates with a stationary particle that was annihilated in restriction to I hence unleashes its right-going peer which can either survive (making the left-hand side greater by 1), annihilate with a surviving left-going particle (making the left-hand side greater by 2), annihilate with a surviving stationary particle (keeping sides equal) or again annihilate with a stationary particle that was annihilated in restriction to J hence unleash its left-going peer which is offered the same range of possibilities as the particle we first considered. Thus in any case the identity remains satisfied after the effect of each of these left-going particles is taken into account.
We shall progressively explore the configuration, starting from 0 and going to the right, by repeating the following two steps: first, discover the next k particles, and then discover the least necessary number of particles until there is no surviving right-going particle in the whole discovered region. We will denote by K 0 = 0, K 1 , K 2 , . . ., the number of particles discovered in total after each iteration, and by N (1) (= N k ), N (2) , . . . the quantity computed analogously to N k but on the newly discovered block of k particles at each iteration, i.e., for all n, N (n+1) = N (K n + 1, K n + k). Let us explain the first iteration in some more detail.
We start by considering the first k particles. Let N (1) = N (1, k). If, in the configuration restricted to [x 1 , x k ], no right-going particle survives, then we let K 1 = k. Otherwise, let τ 0 denote the index of the leftmost surviving right-going particle, and appeal for instance to [15, Lemma 3.3] to justify the existence of a minimal γ 1 such that the event
happens, and let K 1 = γ 1 . By definition we have that, in both cases, in restriction to [x 1 , x K 1 ], there is no surviving right-going particle and N (1) = N (1, K 1 ). We then keep iterating this construction: define N (2) = N (K 1 + 1, K 1 + k), and keep exploring on the right of • K 1 +k until no surviving right-going particle remains, define K 2 to be the index that was reached, and so on. By this construction, the random variables N (n) are i.i.d. with same distribution as N k , and for all n we have N (1, K n + k) = N (1, K n+1 ) and there is no surviving right-going particle in restriction to [x 1 , x K n+1 ]. Thus, by repeatedly using the lemma, we have for all n,
However, by the assumption and the law of large numbers, with positive probability N (2) + · · · + N (n) > 0 for all n ≥ 2. Therefore, still with positive probability, it may be that the first k particles are stationary (hence N (1) = k) and that
This event ensures that 0 is never hit: indeed after the n-th iteration of the exploration (for n ≥ 2) there are at least k + 1 surviving stationary particles due to the definition of the event, but at most k of them can be annihilated by the particles discovered between K n and K n+1 , hence by induction the first stationary particle survives forever and prevents 0 from being hit. Thus θ(p) > 0.
6. Proof of Proposition 2: Universality of the law of A Proof. Since P(A = ∞) = 1 − n∈N P(A = n), it is sufficient to show P(A = n) is independent of the distribution m of interdistances for every n ∈ N. We will prove by induction on n the stronger fact that the probabilities of the events {A = n} ∩ {• 1 }, {A = n} ∩ { • 1 →•} and {A = n} ∩ { • 1 →← •} are each independent of the distribution; this is trivial for n = 1. Let n ∈ N and assume that this holds up to the value n − 1. First, conditional on the event that • 1 is stationary, A = n if and only if there is some 1 < k < n such that • k is the first particle to reach x 1 from the right and • n is the first to reach x k from the right. This happens with probability P(A = k − 1)P(A = n − k), which by induction does not dependent on the distribution m for each k.
Secondly, note that {A = n} ∩ { • 1 →• k } occurs if and only if • k is stationary, the first particle to reach x k from the left is • 1 , the first particle to reach x k from the right is • n , and
where k ′ = n + 1 − k. Thus, since P is invariant under rev n (cf. Proof of Lemma 4), and k → k ′ is a permutation of {2, . . . , n − 1},
hence, appealing furthermore to the fact that x k − x 1 and x n − x k are independent and atomless random variables, summing the above two equalities yields
are independent, and have probabilities p, P(A = k − 1) and P(A = n − k) respectively, where the expression for the second probability comes from the invariance of P under rev k , thus
By induction, the terms of this sum do not depend on m. Finally, P({A = n} ∩ { • 1 →← •}) = n−1 k=2 P( • 1 →← • k )P(A = n − k), so it suffices to show that P( • 1 →← • k ) is independent of the law m.
Now if { • 1 →← • k } occurs then on the interval (x 1 , ∞) the first particle to cross x 1 is • k , which happens with probability P(A = k − 1). However, there are some arrangements where the latter event and { • 1 } both occur, but { • 1 →← • k } doesn't. In fact, these arrangements are precisely those for which there is some j < k such that {A = j} ∩ { • 1 →•} occurs and • k is the first to cross x j from the right. This means that
and by the induction hypothesis all terms of this sum are independent of the distribution m hence the conclusion.
Consequences on the discretised model
Although the present methods fail to identify the exact threshold in the discretised version of the model, they still suffice to prove the existence of a subcritical phase and furthermore to improve the known upper bounds on the threshold. Let us introduce computable bounds on σ, so as to deduce effective criteria for survival or extinction of stationary particle. Define, for all K ∈ N,
which are polynomials in p of degree at most 2K and K respectively, and notice that
Define alsô Proof. a) The condition p(4 + σ K ) > 1 implies p(4 + σ) > 1, which entails −1 + 1 p − σ < 1. In such cases, the previous proposition implies a dichotomy similar to that of the continuous case. The same continuity and connectivity arguments as in the continuous case then adapt seamlessly and give the conclusion. b) Since σ ≤ σ K +q − σ K , the identity solved byq in the proof of Proposition 3 yields, if q < 1, 0 ≤ pq 2 + 3pq + (1 − σ K + σ K )p − 1, and this polynomial inq has a negative root, hence it is positive at all values larger thanq and in particular at 1, which means that (5 − σ K + σ K )p − 1 > 0. 
