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COFINITE GRAPHS AND THEIR PROFINITE
COMPLETIONS
AMRITA ACHARYYA, JON M. CORSON, AND BIKASH DAS
Abstract. We generalize the idea of cofinite groups, due to B.
Hartley, [2]. First we define cofinite spaces in general. Then, as a
special situation, we study cofinite graphs and their uniform com-
pletions.
The idea of constructing a cofinite graph starts with defining a
uniform topological graph Γ, in an appropriate fashion. We endow
abstract graphs with uniformities corresponding to separating filter
bases of equivalence relations with finitely many equivalence classes
over Γ. It is established that for any cofinite graph there exists a
unique cofinite completion.
1. Introduction
Embedding an algebraic object into a projective limit of well-behaved
objects is a frequently used tactic in algebra and number theory.
(1) If R is any commutative ring and I is an ideal, then the I-adic
completion of R is the projective limit of the inverse system of
quotient rings R/In, n ≥ 0.
(2) The case of R = Z and I = (p), where p is a prime, yields the
p-adic integers. These rings are instances of projective limits of
finite rings, and thus are profinite rings.
(3) In group theory, any residually finite group can be embedded
in a profinite group (i.e., projective limit of finite groups).
There is a topological approach to producing such projective limits
known as completion. By imposing a suitable topology on the object
making it into a topological object so that Cauchy sequences or Cauchy
nets can be defined and used to construct the completion. In the case
of a residually finite group, Hartley [2] introduced the terminology of
cofinite groups.
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Initially we note that, without some modification, the topological
approach used in the classical situations to construct and distinguish
various completions breaks down for graphs in general. The following
easy example illustrates this point.
Example. Let Γ be an abstract graph with V (Γ) = {x | x ∈ Z},
E(Γ) = {ex | x ∈ V (Γ) \ {0}} with s(ex) = x−1, if x > 0, s(ex) = x+1,
if x < 0, t(ex) = x.
For each N ∈ N, form the finite discrete graphs ΓN where V (ΓN) =
{−N − 1, · · · , 0, · · · , N +1}, E(ΓN ) = {ex | x ∈ V (ΓN ) \ {0}}∪{e, e
′}
and s(ex) = x − 1, if x > 0, s(ex) = x + 1, if x < 0, t(ex) = x,
s(e) = N + 1 = t(e), s(e′) = −N − 1 = t(e′).
For all N ∈ N ∪ {0}, let us now define maps of graphs qN : Γ→ ΓN
via
qN (x) =

x |x| ≤ N + 1
N + 1 x ≥ N + 2
−(N + 1) x ≤ −(N + 2)
qN(ex) =

ex |x| ≤ N + 1
e x ≥ N + 2
e′ x ≤ −(N + 2)
Consider the uniformity Φ1 over Γ which is induced by the funda-
mental system of entourages RN = (qN × qN)
−1[D(ΓN)]. Clearly, with
respect to Φ1, qN is uniformly continuous for all N ∈ N ∪ {0}. Let
τΦ1 be the topology induced by Φ1. If x ∈ V (Γ), then R|x|[x] = {x}.
Similarly, if ex ∈ E(Γ), then R|x|[ex] = {ex}. Hence τΦ1 represents the
discrete topology over Γ.
Now let us define ϕij : Γj → Γi for all i ≤ j ∈ N ∪ {0}} via
ϕij(x) =

x |x| ≤ i
i x ≥ i+ 1
−i x ≤ −(i+ 1)
ϕij(ex) =

ex |x| ≤ i
e x ≥ i+ 1
e′ x ≤ −(i+ 1)
ϕij(e) = e, ϕij(e
′) = e′.
Clearly, each ϕij is a uniformly continuous map of graphs and for
i = j, ϕii = idΓi . Also if i ≤ j ≤ k, then ϕjk ◦ ϕij = ϕik. Hence
(Γi, ϕij)i≤j∈N∪{0} forms an inverse system of finite discrete graphs. Then
by Theorem 7.5, we can deduce that Γ̂ = lim
←−i∈N∪{0}
Γi is a profinite
completion of Γ.
Now let us consider the following graph ∆, with V (∆) = Z∪{−∞,∞},
E(∆) = {ex | x ∈ V (Γ) \ {0,∞,−∞}}∪{e, e
′}. The source and target
maps are defined as s(ex) = x − 1, if x > 0, s(ex) = x + 1, if x < 0,
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t(ex) = x, s(e) =∞ = t(e), s(e
′) = −∞ = t(e′).
Let G1 = {x|x > 0}, G2 = {x|x < 0}, G3 = {ex|x > 0}, G4 =
{ex|x < 0}, p1 = ∞, p2 = e, p3 = −∞, p4 = e
′. Now let us define τ by
the collection of the open sets O ⊆ ∆ such that O
⋂
(∆ \ [∪4i=1{pi}])
is open in (∆ \ [∪4i=1{pi}]), and for pi ∈ O, [(∆ \ [∪
4
i=1{pi}]) \ O]
⋂
Gi
is finite. Then τ forms a topology over ∆ and with respect to τ,∆ is
compact, Hausdorff, totally disconnected and thus a compactification
(4 point) of the graph Γ.
Let us define maps θN : ∆→ ΓN via
θN (x) =

x |x| ≤ N + 1
i x ≥ N + 2
−i x ≤ −(N + 2)
θN (ex) =

ex |x| ≤ N + 1
e x ≥ N + 2
e′ x ≤ −(N + 2)
θN (∞) = N + 1, θN(−∞) = −N − 1, θN (e) = e, θN (e
′) = e′.
Clearly each θN is a uniformly continuous map of graphs.
Thus (∆, θN )N∈N∪{0} is compatible with the inverse system
(Γi, ϕij)i≤j∈N∪{0} and thus there exists a uniformly continuous map of
graphs θ : ∆→ Γ̂ such that for the canonical projection maps
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ϕN : Γ̂→ ΓN the following diagram commutes for all i ≤ j ∈ N ∪ {0}:
Γ̂ ΓN
∆
.................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
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θN
Since for all N ∈ N ∪ {0}, θN is surjective, ΓN = θN (∆) = ϕN(θ(∆)).
Thus θ(∆) = Γ̂. But since ∆ is compact and Γ̂ is Hausdorff, θ(∆) is a
closed subset of Γ̂ and thus θ(∆) = θ(∆) = Γ̂. Hence θ is onto. Also let
δ1, δ2 in ∆ be such that θ(δ1) = θ(δ2) and thus ϕN(θ(δ1)) = ϕN(θ(δ2)).
Then for all N ∈ N ∪ {0}, θN (δ1) = θN (δ2) and thus δ1 = δ2. Hence θ
is one one and thus θ is a continuous bijection from a compact space
∆ to a Hausdorff space Γ̂ and thus a homeomorphism. Hence ∆ is the
cofinite completion of Γ.
Let us now define ΣN , with V (ΣN ) = {−N, · · · , 0, · · · , N,N + 1},
E(ΣN) = {ex | x ∈ V (ΣN ) \ {0}} ∪ {e}and s(ex) = x − 1, if x > 0,
s(ex) = x + 1, if x < 0, t(ex) = x, if −N ≤ x ≤ N + 1, t(e−(N+1)) =
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N + 1, s(e) = N + 1 = t(e).
Let us now define map of graphs q′N : Γ→ ΣN via
q′N (x) =
{
x |x| ≤ N
N + 1 |x| ≥ N + 1
q′N (ex) =
{
ex |x| ≤ N + 1
e |x| ≥ N + 2
Consider the uniformity Φ2 over Γ, consisting of the entourages
SN = (q
′
N ×q
′
N )
−1[D(ΣN )]. Clearly, with respect to Φ2, q
′
N is uniformly
continuous for all N ∈ N ∪ {0}. Let τΦ2 be the topology induced by
Φ2. Now if x ∈ V (Γ), then R|x|[x] = {x}, similarly, if ex ∈ E(Γ),
R|x|[ex] = {ex}. Hence τΦ2 represents the discrete topology over Γ too.
Now let us define ψij : Σj → Σi for all i ≤ j ∈ N ∪ {0}} as follows:
ψij(x) =
{
x |x| ≤ i
i |x| ≥ i+ 1
ψij(ex) =
{
ex |x| ≤ i+ 1
e |x| ≥ i+ 2
ψij(e) = e.
Clearly, each ψij is a uniformly continuous map of graphs and for
i = j, ψii = idΣi, i ≤ j ≤ k, ψjk ◦ ψij = ψik. Hence (Σi, ψij)i≤j∈N∪{0}
forms an inverse system of finite discrete graphs. Then by Theorem 7.5,
we deduce that Σ̂ = lim←−i∈N∪{0} Σi is a profinite completion of Γ.
Finally, let us now consider the graph ∆′, with V (∆′) = Z ∪ {∞},
E(∆′) = {ex | x ∈ V (∆
′) \ {0,∞}} ∪ {e} with s(ex) = x − 1, if
x > 0, s(ex) = x + 1, if x < 0, t(ex) = x, s(e) = ∞ = t(e). Now
let G1 = {x | x ∈ Z}, G2 = {ex | x ∈ Z \ {0}}, p1 = ∞, p2 = e.
Now let us define τ ′ by the collection of the open sets O ⊆ ∆ such
that O
⋂
(∆′ \ [∪2i=1{pi}]) is open in (∆
′ \ [∪2i=1{pi}]), and for pi ∈ O,
[(∆′ \ [∪4i=1{pi}]) \ O]
⋂
Gi is finite. Then τ forms a topology over ∆
′
and with respect to τ ′,∆′ is compact, Hausdorff, totally disconnected
and thus a compactification (2 point) of the graph Γ.
Let us define maps ζN : ∆
′ → ΣN via
ζN(x) =
{
x |x| ≤ N
e |x| ≥ N + 1
ζN(ex) =
{
ex |x| ≤ N + 1
e |x| ≥ N + 2
ζN(∞) = N + 1, ζN(e) = e.
Clearly each ζN is a uniformly continuous map of graphs.
So (∆′, ζN)N∈N∪{0} is compatible with (Σi, ψij)i≤j∈N∪{0} and thus
there exists a uniformly continuous map of graphs ζ : ∆′ → Σ̂ such
that for the canonical projection maps ψN : Σ̂ → ΣN the following
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diagram commutes for all i ≤ j ∈ N ∪ {0}:
Σ̂ ΣN
∆′
................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
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.
ζN
Since for all N ∈ N ∪ {0}, ζN is surjective, ΣN = ζN(∆
′) = ψN (ζ(∆
′)).
Thus ζ(∆′) = Σ̂. But since ∆′ is compact and Σ̂ is Hausdorff, ζ(∆′)
is a closed subset of Σ̂ and thus ζ(∆′) = ζ(∆′) = Σ̂. Hence ζ is onto.
Also let δ′1, δ
′
2 ∈ ∆
′ be such that ζ(δ′1) = ζ(δ
′
2) and thus ψN(ζ(δ
′
1)) =
ψN(ζ(δ
′
2)). Then for all N ∈ N∪{0}, ζN(δ
′
1) = ζN(δ
′
2) and thus δ
′
1 = δ
′
2.
Hence ζ is one one and thus ζ is a continuous bijection from a compact
space ∆′ to a Hausdorff space Σ̂ and thus a homeomorphism. Hence
∆′ is the cofinite completion of Γ.
But ∆ is not isomorphic to ∆′ as they are the two point and 4 point
compactifications for Γ respectively. So the example indicates that
different uniformities that induces the same topology on a graph can
lead us to two non isomorphic completions.
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2. Preliminaries
2.1. Binary relations. Let X and Y be sets and let R ⊆ X×Y . Such
a subset R is called a binary relation from X to Y . For any x ∈ X , we
write R[x] = {y ∈ Y | (x, y) ∈ R}. More generally, for any subset A of
X , let R[A] =
⋃
{R[a] | a ∈ A}.
The inverse of a binary relation R ⊆ X × Y is the binary relation
R−1 ⊆ Y × X given by R−1 = {(y, x) | (x, y) ∈ R}. The composition
of binary relations R ⊆ X × Y and S ⊆ Y × Z is the binary relation
SR ⊆ X × Z given by
SR = {(x, z) | there exists y ∈ Y such that (x, y) ∈ R and (y, z) ∈ S}.
The diagonal D(X) = {(x, x) | x ∈ X} in X × X is the “equality”
binary relation on X . For any relation R ⊆ X × Y , note that the
compositions RD(X) = R and D(Y )R = R.
Note 2.1. Composition of binary relations is an associative operation:
if Ri ⊆ Xi ×Xi+1 is a binary relation for i = 1, 2, 3 then
(R3R2)R1 = R3(R2R1).
Note 2.2. Let R ⊆ X × Y and S ⊆ Y × Z be binary relations. Then
(1) (SR)−1 = R−1S−1.
(2) for any subset A of X, we have that (SR)[A] = S[R[A]].
Let Ti ⊆ Xi × Yi be a binary relation for i = 1, 2. Then we denote
by T1 × T2 the binary relation from X1 × X2 to Y1 × Y2 consisting of
all pairs ((x1, x2), (y1, y2)) such that (xi, yi) ∈ Ti for i = 1, 2.
Note 2.3. If R ⊆ X1 ×X2 is a binary relation, then S = (T1 × T2)[R]
is a binary relation from Y1 to Y2 and
S = (T1 × T2)[R] =
⋃
{T1[x1]× T2[x2] | (x1, x2) ∈ R} = T2RT
−1
1
X1
R
−−−→ X2
T1
y yT2
Y1
S
−−−→ Y2
Equivalence relations. Let X be a set. A binary relation on X is a
subset R ⊆ X ×X . A binary relation R on X is called an equivalence
relation if it satisfies three properties:
(1) Reflexive: R contains the diagonal D(X) = {(x, x) | x ∈ X}.
(2) Symmetric: R−1 = R.
(3) Transitive: R2 ⊆ R.
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It follows that if R is an equivalence relation, then R2 = R. To see
this suppose (x, y) ∈ R. Then this implies that (x, y), (y, y) ∈ R by
reflexivity of R and thus (x, y) ∈ R2 by transitivity of R.
Note 2.4. Let (Ri | i ∈ I) be a family of equivalence relations on a set
X. Then the intersection
⋂
i∈I Ri is also an equivalence relation on X.
It follows that every relation S onX is contained in a unique smallest
equivalence relation—namely, the intersection of all equivalence rela-
tions that contain S. We denote it by 〈S〉 and call it the equivalence
relation generated by S.
Note 2.5. Let R1 and R2 be equivalence relations on a set X. Then
R1R2 is an equivalence relation if and only if R2R1 = R1R2. In this
case, R2R1 = 〈R1 ∪R2〉 = R1R2.
Note 2.6 (Modular Law). Let R, R1, and R2 be equivalence relations
on a set X such that R ⊆ R1. Then R(R1 ∩ R2) = R1 ∩RR2.
Note 2.7. Let X, Y be two sets and f : X → Y be a function of sets.
Let f = {(x, y) ∈ X × Y | f(x) = y} and f−1 = {(y, x) ∈ Y × X |
f(x) = y}. Then the following properties are true,
(1) (f×f)[S] = fSf−1, for all relations S on X and (f×f)−1[R] =
f−1Rf , for all relations R over Y . (This is a particular case of
2.3)
(2) The realtion Kf = {(x1, x2) ∈ X × X | f(x1) = f(x2)} =
(f−1)f = (f × f)−1[D(Y )] is an equivalence relation.
(3) f(f−1) ⊆ D(Y )
Theorem 2.8 (Correspondence Theorem). If f : X → Y is a map,
then (f × f)−1[R] is an equivalence relation on X, for all equivalence
relations R over Y and if f is a surjection, also (f×f)[S] is an equiva-
lence relation on Y , for all equivalence relations S over X, that contain
Kf . Moreover if R and S have finitely many equivalence classes in Y
and X respectively then (f ×f)−1[R] and (f ×f)[S] have finitely many
equivalence classes, in X and Y , respectively.
2.2. Cofinite equivalence relations on topological spaces. Note
that if R is an equivalence relation on a set X , then
R = R3 =
⋃
{R[a]× R[b] | (a, b) ∈ R}.
Proof. R3 = R2R = RR = R2 = R, as R is an equivalence relation.
Thus
⋃
{R[a]× R[b] | (a, b) ∈ R} = RRR−1 = RRR = R3. 
For topological spaces, this leads to the following observation.
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Lemma 2.9. Let R be an equivalence relation on a topological space
X. Then R is an open subset of the product space X ×X if and only
if R[a] is an open subset of X, for each a in X.
Notice that in the situation of 2.9, the quotient space X/R has the
discrete topology. Hence, we will refer to such an equivalence rela-
tion R as being co-discrete. It should be noted that the term ’open’
for an equivalence relation on a topological space X typically means
something else, namely that the quotient map X → X/R is an open
mapping.
Definition 2.10 (Cofinite equivalence relation). Let X be a topo-
logical space. A cofinite equivalence relation on X is an equivalence
relation R such that the quotient space X/R is a finite discrete space.
In other words, an equivalence relation R on X is cofinite if and only
if R is co-discrete and there are only finitely many equivalence classes
of X modulo R.
Lemma 2.11. Cofinite equivalence relations on topological spaces sat-
isfy the following elementary properties:
(1) The intersection R1 ∩ R2 of two cofinite equivalence relations
R1, R2 on a space X is also cofinite.
(2) Let S be an equivalence relation on a space X. If S contains a
cofinite equivalence relation, then S itself is cofinite.
(3) If R1, R2 are commuting equivalence relations on a space X,
and if one of R1, R2 is cofinite, then the product R1R2 is also
a cofinite equivalence relation.
(4) If f : X → Y is a continuous map of topological spaces and R
is a cofinite equivalence relation on Y , then (f × f)−1[R] is a
cofinite equivalence relation on X.
(5) If A is a subspace of a topological space X and R is a cofinite
equivalence relation on X, then the restriction R ∩ (A × A) is
a cofinite equivalence relation on A.
(6) If X is compact, then every co-discrete equivalence relation on
X is cofinite.
3. Cofinite Spaces
We now turn our attention to uniform spaces. Unless otherwise
stated, the topology on a uniform space will always be the one induced
by its uniformity.
Let X be a uniform space. By a cofinite entourage on X we will
mean an entourage R which is also a cofinite equivalence relation on X .
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As consequences of 2.11, we see that cofinite entourages satisfy the
following elementary properties:
Lemma 3.1. Let X and Y be uniform spaces.
(1) The intersection R1 ∩ R2 of two cofinite entourages R1, R2 of
X is also a cofinite entourage of X.
(2) Let S be an equivalence relation on X. If S contains a cofinite
entourage, then S itself is a cofinite entourage.
(3) If R1, R2 are commuting equivalence relations on a space X,
and if one of R1, R2 is a cofinite entourage, then the product
R1R2 is also a cofinite entourage.
(4) If f : X → Y is a uniformly continuous map and R is a cofinite
entourage of Y , then (f × f)−1[R] is a cofinite entourage of X.
(5) If X is compact and Hausdorff, then every co-discrete equiva-
lence relation on X is a cofinite entourage.
Definition 3.2 (Cofinite space). A cofinite (uniform) space is a uni-
form space X whose cofinite entourages form a fundamental system of
entourages (i.e., every entourage of X contains a cofinite entourage).
Lemma 3.3. For a cofinite space X with a fundamental system of
cofinite entourages, say, I, the set β = {R[x] | x ∈ X,R ∈ I} forms
the basis of the corresponding uniform topology and each R[x] is clopen.
Examples 3.4. 1. Let G be a cofinite group, i.e., a Hausdorff topo-
logical group in which the set of all open normal subgroups of finite
index forms a neighborhood base of the identity 1 ∈ G. Then for each
open normal subgroup N of G, the subset RN = {(a, b) ∈ G × G |
ab−1 ∈ N} is a cofinite equivalence relation on G. Furthermore, the
set I = {RN | N is an open normal subgroup of G} is a fundamental
system of entourages for a uniformity on G that induces its topology.
In this way, we view G as a cofinite space.
2. Let X be a compact Hausdorff totally disconnected space. Then,
endowed with the unique uniform structure compatible with its topol-
ogy, X is a cofinite space.
3. LetX be any set and let I be a separating filter base of equivalence
relations onX , each of which has only finitely many equivalence classes.
By this we mean that I is a set of equivalence relations that have only
finitely many equivalence classes satisfying the two conditions:
(i) If R1, R2 ∈ I, then there exists R3 ∈ I such that R3 ⊆ R1 ∩R2.
(ii) The intersection of all members of I is the diagonal D(X).
Then I is a fundamental system of entourages for a uniform structure
making X into a Hausdorff cofinite space.
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Cofinite spaces have the following elementary properties:
This following lemma is an analogue to similar works done in [2], but
in the category of general cofinite spaces.
Lemma 3.5. Let X be a cofinite space and let I be a fundamental
system of cofinite entourages of X. Then the following properties hold:
(1) If W ⊆ X ×X, then W =
⋂
R∈I(R×R)[W ] =
⋂
R∈I RWR and
each RWR is a clopen neighborhood of W in X ×X.
(2) If A ⊆ X, then A =
⋃
R∈I R[A] and each R[A] is a clopen
neighborhood of A in X.
Lemma 3.6. Let X be a cofinite space and let I be a fundamental
system of cofinite entourages of X. Then the following statements are
equivalent:
(1) X is Hausdorff;
(2) X is totally disconnected;
(3)
⋂
R∈I R = D(X);
Next we consider a general process for constructing cofinite spaces,
using what is called by N. Bourbaki, [1], ”initial uniformities”.
Definition 3.7. Let X be a set, let (Xi)i∈I be a family of sets, and
let F = (fi : X → Xi)i∈I be a family of functions for X. We call F a
separating family of maps if for all x 6= y in X, then exists i ∈ I, such
that fi(x) 6= fi(y) in Xi.
Proposition 3.8. Let X be a set, let (Xi)i∈I be a family of cofinite
spaces, and let (fi : X → Xi)i∈I be a family of functions for X. Let S
be the set of all equivalence relations on X of the form (fi × fi)
−1[Ri],
where i ∈ I and Ri runs through a fundamental system of cofinite
entourages of Xi. Finally, let B be the set of all finite intersections
of members of S. Then B is a fundamental system of entourages of a
uniformity on X which is the coarsest uniformity on X for which all
the mappings fi are uniformly continuous. Endowed with this uniform
structure, X becomes a cofinite space. Moreover if each Xi is Hausdorff
and (fi : X → Xi)i∈I is a separating family of functions for X, then X
is Hausdorff as well.
Here are two corollaries of this construction. Let X be as in Propo-
sition 3.8.
Corollary 3.9. If h : Y → X is a mapping from a uniform space Y ,
then h is uniformly continuous if and only if each mapping fi ◦h : Y →
Xi is uniformly continuous.
Corollary 3.10. The topology on X induced by the above uniformity
is the coarsest topology for which the fi are continuous.
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3.1. Uniform subspaces of cofinite spaces. Recall that a uniform
subspace of a uniform space X is a subset A, endowed with the coars-
est uniformity for which the inclusion mapping A → X is uniformly
continuous. This uniformity is called the uniformity induced on A by
that of X .
In the case of a uniform subspace, Proposition 3.8, can be stated as
follows.
Proposition 3.11. Let A be a uniform subspace of a cofinite space
X. Then the family of all sets of the form R ∩ (A × A), where R
runs through a fundamental system of cofinite entourages of X, is a
fundamental system of entourages of A. In particular, A is a cofinite
space.
By Corollary 3.10, we see that the topology induced on a uniform
subspace A of a cofinite space X by its uniformity is the same as the
subspace topology on A. Recall that the subspace topology on A is
the coarsest topology on A such that i is continuous. Furthermore, we
next observe that restrictions of uniformly continuous maps to uniform
subspaces are uniformly continuous.
Proposition 3.12. Let f : X → Y be a uniformly continuous map
of cofinite spaces and let A, B be uniform subspaces of X, Y such
that f(A) ⊆ B. Then the restriction f |A : A → B is also uniformly
continuous.
3.2. Products of cofinite spaces. Recall that if (Xi)i∈I is a family of
uniform spaces, then the coarsest uniformity on the Cartesian product
X =
∏
i∈I
Xi
for which the projections pii : X → Xi are uniformly continuous is called
the product uniformity. The set X together with its product uniformity
is called the product uniform space of this family.
In the case of a Cartesian product of cofinite spaces, Proposition 3.8
yields the follow result.
Proposition 3.13. If X is the product uniform space of a family
(Xi)i∈I of cofinite spaces, then X is a cofinite space.
By Corollary 3.10, the topology induced on a product uniform space
X =
∏
i∈I Xi of a family of cofinite spaces is the same as the product
topology on X Recall that the product topology on X is the coarsest
topology on X such that each projection pii, for all i ∈ I is continuous.
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In this situation, Corollary 3.9 says: if f is a function from a uniform
space Y into the product uniform space X , then f is uniformly contin-
uous if and only if the coordinate functions fi = pii ◦ f are uniformly
continuous.
3.3. Inverse limits of cofinite spaces. Let (Xi, φij) be an inverse
system of sets indexed by a directed set I. We say that (Xi, φij) is
an inverse system of uniform spaces if (i) each Xi is a uniform space,
and (ii) for all i ≤ j, φij : Xj → Xi is uniformly continuous. The
set X = lim←−Xi endowed with the coarsest uniformity for which the
canonical maps φi : X → Xi are uniformly continuous is called the
inverse limit of the inverse system of uniform spaces.
Equivalently, the inverse limit of an inverse system of uniform spaces
(Xi, φij) is the uniform subspace of the product uniform space
∏
i∈I Xi
consisting of all points x such that
pii(x) = φij(pij(x))
whenever i ≤ j, and pii is the regular projection map. Also the induced
topology on the uniform space X = lim
←−
Xi is the same as the inverse
limit of the topologies on the Xi; see [1, Chapter II, §2, no. 7].
In the case of an inverse system of cofinite spaces, Proposition 3.8
can be stated as follows:
Proposition 3.14. Let (Xi, φij) be an inverse system of cofinite spaces
and let X = lim
←−
Xi be the inverse limit. For each i ∈ I, let φi : X → Xi
be the canonical map. Then the collection of all sets (φi × φi)
−1[Ri],
where i runs through I and Ri runs through a fundamental system of
cofinite entourages ofXi, is a fundamental system of cofinite entourages
of X. In particular, X is a cofinite space.
As in any category, inverse limits of cofinite spaces are characterized
by a universal property: Let (Xi, φij) be an inverse system of cofinite
spaces, let Y be a cofinite space, and let (gi : Y → Xi)i∈I be a compat-
ible family of uniformly continuous maps. Here compatible means that
φijgj = gi whenever i ≤ j. Denote the inverse limit by X = lim←−
Xi
and denote the canonical maps by φi : X → Xi. Then there is a unique
uniformly continuous map g : Y → X such that φig = gi for all i ∈ I.
The map g exists and is unique by the general theory of inverse limits
of sets, and it is uniformly continuous by Corollary 3.9.
3.4. Sums of cofinite spaces. To begin with, let (Xi)i∈I be an arbi-
trary family of uniform spaces. The uniform sum of this family is the
disjoint union X =
∐
i∈I Xi endowed with the uniformity having a fun-
damental system of entourages consisting of all sets of the form
⋃
i∈I Vi,
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where each Vi is an entourage of Xi. Note that each Xi, when identified
with its image in X under the canonical inclusion map, is a uniform
subspace of X . For let iXi : Xi → X be the corresponding inclusion
map. Now let U =
⋃
i∈I Ui be an entourage over X . Let (xi, yi) ∈ Ui.
Then (xi, yi) ∈ U . So Ui ⊆ (iXi × iXi)
−1[U ]. Hence iXi is uniformly
continuous. Also, (xi, yi) ∈ U ∩ ((iXi × iXi)[Xi ×Xi]) ⇔ (xi, yi) ∈ Ui.
Hence U ∩ ((iXi × iXi)[Xi ×Xi]) = Ui.
Conversely, the next lemma gives a criterion for when a partition of
a uniform space constitutes a uniform sum decomposition.
Lemma 3.15. Let X be a uniform space and let (Xi)i∈I be a family of
uniform subspaces that forms a partition of X. Suppose that whenever
Ui is an entourage of Xi for each i ∈ I, then
⋃
i∈I Ui is an entourage
of X. Then X =
∐
i∈I Xi, the uniform sum.
Proof. Let U be an entourage over X . Then Ui = U ∩ (Xi ×Xi) is an
entourage over Xi, ∀i ∈ I. Now
⋃
i∈I Ui is an entourage over X which
is contained in U . Thus all sets of the form
⋃
i∈I Vi, where each Vi is
an entourage of Xi, forms a fundamental system of entourages for the
uniformity over X . Hence X =
∐
i∈I Xi. 
As a direct consequence of the above lemma one can claim that
Corollary 3.16. For a compact, Hausdorff topological spaceX if (Xi)i∈I
is a family of open subspaces that forms a partition of X then X =∐
i∈I Xi.
It should be noted that the underlying topological space of a uniform
sum X of uniform spaces (Xi)i∈I is the same as the topological sum of
the underlying topological spaces of the Xi.
Uniform sums satisfy the following pasting lemma for uniformly con-
tinuous maps.
Lemma 3.17. Let X be the uniform sum of a family (Xi)i∈I of uniform
spaces. If f is a function from X to a uniform space Y , then f is
uniformly continuous if and only if each restriction f |Xi : Xi → Y is
uniformly continuous.
Proof. We already have noted that the inclusion maps iXi : Xi → X
are uniformly continuous for all i ∈ I.
Now let f : X → Y be uniformly continuous. Then f |Xi : Xi → Y
can be realized as f ◦ iXi : Xi → Y and hence is uniformly continuous
for all i ∈ I.
Conversely, let each restriction f |Xi : Xi → Y be uniformly continuous.
Then for any entourage U over Y , the set Ui = (f |Xi×f |Xi)
−1(U) is an
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entourage over Xi for all i ∈ I. Thus R =
⋃
i∈I Ui is an entourage over
X . Let (x, y) ∈ R so that there exists i ∈ I such that (x, y) ∈ Ui. Now
(f |Xi × f |Xi)(x, y) ∈ U so that (f × f)(x, y) ∈ U which implies that
(x, y) ∈ (f × f)−1[U ]. Hence R ⊆ (f × f)−1[U ]. Thus f is uniformly
continuous. 
In general, the uniform sum of a family of cofinite spaces may not
be a cofinite space. However, this is true for finite uniform sums:
Proposition 3.18. The uniform sum X of a finite family (Xi)
n
i=1 of
cofinite spaces is a cofinite space.
3.5. Quotients of cofinite spaces. In general, there is no obvious
way to form quotients of uniform spaces. However, there is a nice way
to do this in the special case of cofinite spaces. First let us recall the
correspondence theorem from set theory.
Note 3.19 (Correspondence Theorem). Let q : X → Y be a surjective
function and let K = q−1q = {(x1, x2) ∈ X × X | q(x1) = q(x2)}.
Then there is a one-to-one correspondence between the set of all equiv-
alence relations R on X such that K ⊆ R and the set of all equivalence
relations on Y given by
R 7→ (q × q)[R] = qRq−1.
Definition 3.20 (Uniform quotient map). Let X and Y be cofinite
spaces. A map q : X → Y is called a uniform quotient map if q is
surjective and if for each equivalence relation R on Y , R is a cofinite
entourage if and only if (q × q)−1[R] is a cofinite entourage.
Uniform quotient maps of cofinite spaces satisfy a fundamental prop-
erty analogous to that of quotient maps of topological spaces.
Proposition 3.21. Let q : X → Y be a uniform quotient map of cofi-
nite spaces. Then
(1) q is uniformly continuous;
(2) a function f from Y to a uniform space Z is uniformly contin-
uous if and only if f ◦ q is uniformly continuous.
Corollary 3.22. If q : X → Y is a uniform quotient map of cofinite
spaces, then a function f from Y to a cofinite space Z is a uniform
quotient map if and only if f ◦ q is a uniform quotient map.
Now we turn to constructing uniform quotients of a cofinite space.
Let X be a cofinite space and let I denote its filter base of cofinite
entourages. Let an equivalence relation K on X be given and set
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I ′ = {R ∈ I | K ⊆ R}. Denote the canonical map from X to the set
of equivalence classes X/K by q : X → X/K.
By the correspondence theorem, the collection J = {(q× q)[R] | R ∈
I ′} is a filter base of equivalence relations on Y , each having finitely
many equivalence classes. We see that J is a fundamental system of
cofinite entourages for a uniformity on the set of equivalence classes
X/K. We call this uniformity the quotient uniformity of X modulo K.
In general, the topology induced by the quotient uniformity of X
modulo K is not as fine as the quotient topology on X/K. For this
reason, we write X//K for the set X/K endowed with the quotient
uniformity of X modulo K and the topology it induces, reserving the
notation X/K for the quotient space (with the quotient topology).
Definition 3.23 (Uniform quotient space). If K is an equivalence re-
lation on a cofinite space X , then X//K is called the uniform quotient
space of X modulo K.
Lemma 3.24. Let X be a cofinite space and let K be an equivalence
relation on X. Then the canonical map q : X → X//K is a uniform
quotient map.
Proof. It is obvious that q is surjective. Now let S be a cofinite en-
tourage over X//K so (q × q)[R] ⊆ S for some cofinite entourage R
over X , that contains K. So R ⊆ (q × q)−1[(q × q)[R]] ⊆ (q × q)−1[S].
Hence (q×q)−1[S] is a cofinite entourage over X . Now let (q×q)−1[T ] is
a cofinite entourage over X , for some equivalence relation T over X//K.
Note that (x, y) ∈ K implies that q(x) = q(y) so (q(x), q(y)) ∈ T . So
(x, y) ∈ (q×q)−1[T ]. SoK ⊆ (q×q)−1[T ]. Then (q×q)[(q×q)−1[T ]] = T
is a cofinite entourage over X//K. Hence q is a uniform quotient
map. 
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Proposition 3.25. Let f : X → Y be a uniform quotient map of cofi-
nite spaces and let K = f−1f . Then there is an isomorphism of uni-
form spaces X//K → Y given by K[x] 7→ f(x).
X//K
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Proof. Let us define θ : X//K → Y via θ(K[x]) = f(x). Notice that
K[x] = K[y] ⇔ (x, y) ∈ K ⇔ f(x) = f(y). Hence θ is well de-
fined and an injection. Now let y ∈ Y . Since f is a surjection,
there exists x ∈ X such that f(x) = y. Then θ(K[x]) = f(x) = y.
Thus θ is surjection as well. Now let R be a cofinite entourage over
Y . Then (f × f)−1[R] is an cofinite entourage over X containing
K.Thus we claim (q × q)[(f × f)−1[R]] is a cofinite entourage over
X//K. Let (K[x], K[y]) ∈ (q × q)[(f × f)−1[R]]. Then we get (p, r) in
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(f×f)−1[R] such thatK[x] = K[p] and K[y] = K[r] which implies that
(θ(K[x]), θ(K[y])) = (θ(K[p]), θ(K[r])) = (f(p), f(r)) ∈ R. This shows
that (θ × θ)[(q × q)[(f × f)−1[R]]] ⊆ R and thus (q × q)[(f × f)−1[R]]
is a subset of (θ × θ)−1[R]. Hence θ is uniformly continuous.
Now let S be a cofinite entourage over X//K. Then there exists T
a cofinite entourage over X , containing K such that (q × q)[T ] ⊆ S.
But then (f × f)[T ] is a cofinite entourage over Y . Moreover we have
(f × f)[T ] = (θ × θ)[(q × q)[T ]] ⊆ (θ × θ)[S] = (θ−1 × θ−1)[S]. Hence
θ−1 is uniformly continuous as well. Thus our claim follows. 
It should be noted that, although a uniform quotient space X//K has
a fundamental system of entourages consisting of cofinite entourages, it
may not be Hausdorff, even if X is a cofinite Hausdorff space. We give
the following answer to the question as to when X//K is a Hausdorff
cofinite space.
Proposition 3.26. Let X be a cofinite space and let I be the filter
base of cofinite entourages of X. If K is any equivalence relation on
X, then the following conditions are equivalent:
(1) X//K is a Hausdorff cofinite space;
(2)
⋂
{R | R ∈ I and K ⊆ R} = K.
Proof. (1) ⇒ (2):
Let X//K be Hausdorff. Since K ⊆ R for all R in I, we obtain
K ⊆
⋂
{R | R ∈ I and K ⊆ R}. Now let (x, y) ∈
⋂
{R | R ∈ I and
K ⊆ R}. This implies (q(x), q(y)) ∈ (q× q)[R], for all R ∈ I whenever
R contains K. But X//K is Hausdorff so we conclude that q(x) = q(y).
Thus K[x] = K[y]. Hence (x, y) ∈ K. So,⋂
{R | R ∈ I,K ⊆ R} = K
(2) ⇒(1):
Let us now take
⋂
{R | R ∈ I and K ⊆ R} = K. Now if K[x] 6= K[y]
inX//K, we have (x, y) /∈ K. Hence there exists some R ∈ I containing
K such that (x, y) /∈ R. But then (q(x), q(y)) = (K[x], K[y]) does not
belong to (q × q)[R]. Otherwise ∃(t, s) ∈ R so that q(t) = q(x) and
q(y) = q(s). Then (x, t) ∈ K ⊆ R, (t, s) ∈ R, (s, y) ∈ K ⊆ R, which
implies (x, y) ∈ R, a contradiction. Hence X//K is a Hausdorff cofinite
space. 
Note that we do not even require X to be Hausdorff in the above
cases.
In some important special cases, the uniform quotient space of a cofi-
nite space X modulo an equivalence relation K is equal to its quotient
space X/K (as topological spaces). To give a necessary and sufficient
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condition for this to hold, we first make some general observations
about quotients of topological spaces.
LetK be an equivalence relation on a topological spaceX and denote
the canonical quotient map by q : X → X/K. We say that a subset
B ⊆ X is K-saturated if K[B] = B. It is easy to check that the
intersection of any family of K-saturated subsets is again K-saturated.
Let {Bλ | λ ∈ Λ} be a family of K-saturated subsets of X . Then for
all λ in Λ, K[Bλ] = Bλ. Let B =
⋂
λ∈ΛBλ and x ∈ K[B]. Then there
exists some b in B such that x ∈ K[b]. Hence x ∈ K[b] ⊆ K[Bλ] = Bλ,
for all λ ∈ Λ. Thus x ∈
⋂
λ∈ΛBλ = B. So K[B] ⊆ B ⊆ K[B]. Thus
K[B] = B.
Hence, for any subset A of X , there is a unique smallest K-saturated
closed subset A
s
of X with A ⊆ A
s
; simply let A
s
be the intersection
of the family of all closed K-saturated subsets of X that contain A.
Lemma 3.27. For any subset A of X, we have q(A
s
) = q(A).
Proof. Let us first see that q−1(q(A
s
)) = K[A
s
] = A
s
.
Now x ∈ q−1(q(A
s
))⇔ q(x) ∈ q(A
s
)⇔ there exists t ∈ A
s
such that
q(t) = q(x) ⇔ (t, x) ∈ K ⇔ x ∈ K[t] ⊆ K[A
s
]. So q−1(q(A
s
)) = A
s
and hence q(A
s
) is closed in X/K. Then A ⊆ A
s
implies q(A) ⊆ q(A
s
)
and thus q(A) ⊆ q(A
s
) = q(A
s
).
Since q(A) is closed in X/K, q−1(q(A)) is closed in X . Clearly,
A ⊆ A ⊆ q−1(q(A)) ⊆ q−1(q(A)). Now let x ∈ K[q−1(q(A))]. This
implies that there exists t ∈ q−1(q(A)) such that x ∈ K[t]. Then
(t, x) ∈ K, where q(t) ∈ q(A), so q(x) = q(t) ∈ q(A) and thus
x ∈ q−1(q(A)). Hence K[q−1(q(A))] ⊆ q−1(q(A)) ⊆ K[q−1(q(A))].
So K[q−1(q(A))] = q−1(q(A)). Thus q−1(q(A)) is a K- saturated closed
subset of X containing A and hence A
s
⊆ q−1(q(A)). Hence we get
q(A
s
) ⊆ q(q−1(q(A))) = q(A). Hence our claim q(A
s
) = q(A). 
Theorem 3.28. Let X be a cofinite space and let K be an equivalence
relation on X.
(1) The identity map id : X/K → X//K is a continuous bijection.
(2) The identity map id : X/K → X//K is a homeomorphism (i.e.,
the topology induced by the quotient uniformity of X modulo K
and the quotient topology are the same) if and only if K satisfies
the property: for each subset A ⊆ X, the K-saturated closure
A
s
=
⋂
R[A], as R runs through all cofinite entourages of X
such that K ⊆ R.
Proof. We will prove the results in the order they appear.
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(1) Its obvious that id : X/K → X//K is a bijection. Now let O be
open in X//K. More over let us take x ∈ q−1(id−1(O)) so that
K[x] ∈ id−1(O) = O. Hence there is a cofinite entourage R over
X such that K[x] ∈ (q × q)[R][K[x]] ⊆ O. Now let t ∈ R[x].
Hence (x, t) ∈ R which implies that (K[x], K[t]) ∈ (q × q)[R].
Therefore K[t] ∈ (q × q)[R][K[x]] ⊆ O, so t ∈ q−1(O). Hence
x ∈ R[x] ⊆ q−1(O). Hence q−1(O) is open in X . Thus O is
open in X/K, proving the continuity of id.
(2) Let us first assume that id is a homeomorphism between X/K
and X//K. Let I ′ = {R | R is a cofinite entourage over X
and K ⊆ R}. Now for any subset Q of X//K we observe
that the closure of Q, Q =
⋂
R∈I′(q × q)[R][Q]. As id is a
homeomorphism it is also a closed map. So q(A) = AK . We
also can now claim that
⋂
R∈I′(q × q)[R][AK ] = AKq and so it
follows from Lemma 3.27
A
s
= q−1(AK
X/K
) = q−1(AK
X//K
) = q−1(AKq)
If x ∈ A
s
it follows that q(x) ∈ AKq which implies that for all
R ∈ I ′ there exists aR ∈ A such that q(x) ∈ (q × q)[R][q(aR)].
Then (q(aR), q(x)) ∈ (q × q)[R]. Hence ∃(t1R , t2R) ∈ R, for
all R ∈ I ′ such that q(t1R) = q(aR) and q(t2R) = q(x). So
(aR, t1R) ∈ K ⊆ R, (t1R, t2R) ∈ R, (t2R, x) ∈ K ⊆ R, ∀R ∈ I
′.
Thus (aR, x) ∈ R, ∀R ∈ I
′. Sot x ∈ R[aR], ∀R ∈ I
′ and thus
x ∈
⋂
R∈I′ R[A].
On the other hand, let us take y ∈
⋂
R∈I′ R[A]. This implies
that for all R in I ′ there exists bR ∈ A such that y ∈ R[bR].
So (bR, y) ∈ R, for all R ∈ I
′. This implies that (q(bR), q(y))
is in (q × q)[R], for all R ∈ I ′, so q(y) ∈ AKq and therefore
y ∈ q−1(AKq) = A
s
. Thus A
s
=
⋂
R∈I′ R[A]. Let us now
note that AKq =
⋂
(qRq−1)[AK ] =
⋂
(qRK)[A] =
⋂
q(R[A]) as
K ⊆ R and for all R ∈ I ′, Hence AKq = (qq
−1)(
⋂
q(R[A])) =
q(
⋂
(KR)[A]) = q(
⋂
R∈I′ R[A]).
Conversely, let us assume that A
s
=
⋂
R∈I′ R[A]. We will first
see that for any subset A of X/K, q−1(A) is K-saturated. For,
x ∈ K[q−1(A)] implies that there exists a ∈ q−1(A), such that
(a, x) ∈ K and then q(x) = q(a) ∈ A. Hence x ∈ q−1(A). So
K[q−1(A)] ⊆ q−1(A) ⊆ K[q−1(A)]. Hence K[q−1(A)] = q−1(A).
Now let B be closed in X/K. Then C = q−1(B) is closed in X .
Hence C is a closed K-saturated subset of X . Hence we claim
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that C = C
s
=
⋂
R∈I′ R[C].
We now want to prove thatB = q(C) =
⋂
R∈I′(q×q)[R][q(C)].
To see this let s ∈ q(C). This implies that there exists t ∈ C
such that s = q(t) and for some bR ∈ R[C], ∀R ∈ I
′ and
(bR, t) ∈ R. Then (q(bR), q(t)) ∈ (q × q)[R]. Hence, for all
R ∈ I ′ there exists s ∈ (q × q)[R][q(bR)] ⊆ (q × q)[R][q(C)]
and thus s ∈
⋂
R∈I′(q × q)[R][q(C)]. For the other way, let
z ∈
⋂
R∈I′(q×q)[R][q(C)]. This implies there exists cR ∈ C such
that (q(cR), z) ∈ (q × q)[R], for all R ∈ I
′ and so for all R ∈ I ′,
there exists (m,n) in R such that q(m) = q(cR), q(n) = z.
Then, for all R ∈ I ′, (cR, m) ∈ K ⊆ R and so (cR, n) ∈ R, for
all R ∈ I ′. Consequently, for all R ∈ I ′, n in R[cR] ⊆ R[C], so
n ∈
⋂
R∈I′ R[C] = C. Thus z = q(n) ∈ q(C). S we get our final
claim B =
⋂
R∈I′(q × q)[R][q(C)] = B
X//K
and so id is a closed
map and thus is a homeomorphism.

Corollary 3.29. If K is an equivalence relation on a cofinite space X
such that X/K is compact and
⋂
{R | R ∈ I and K ⊆ R} = K, then
id : X/K → X//K is a homeomorphism.
Proof. By Proposition 3.26, X//K is Hausdorff and so id is a continuous
bijection from a compact space to a Hausdorff space and thus is a
homeomorphism. 
Corollary 3.30. If X is a cofinite space and R is a cofinite entourage
of X, then id : X/R→ X//R is a homeomorphism.
Proof. First let us take I = {S | S is a cofinite entourage over X and
R ⊆ S}. Since R is a cofinite entourage, X/R is finite discrete and
thus compact. Also ⋂
{S ∈ I;R ⊆ S} = R
and thus by Proposition 3.26, X//R is Hausdorff, so by the previous
corollary, id : X/R→ X//R is a homeomorphism. 
4. Inverse limits of compact Hausdorff spaces
We begin with some observations about general inverse systems of
topological spaces. Let (Xi, φij) be an inverse system of topological
spaces indexed by a directed set I.
Note 4.1. Let X denote the inverse limit of (Xi, φij) and let φi : X →
Xi be the canonical map for each i ∈ I.
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(1) The family of sets φ−1i (Ui), where i ∈ I and Ui is open in Xi,
is a basis for the topology of X.
(2) Let A be a subset of X and write Ai = φi(A) for each i ∈ I.
Then
A =
⋂
i∈I
φ−1i (Ai) = lim←−Ai.
(3) If A is a subset of X satisfying φi(A) = Xi for all i ∈ I, then
A is dense in X.
(4) If f : Y → X is a function from a space Y , then f is continuous
if and only if each composition φif is continuous.
Next we specialize to compact Hausdorff spaces.
Note 4.2. Let (Xi, φij) be an inverse system of non-empty compact
Hausdorff spaces indexed by a directed set I. Then the inverse limit
X = lim
←−
Xi has the following properties:
(1) X is a non-empty compact Hausdorff space.
(2) φi(X) =
⋂
j≥i φij(Xj) for each i ∈ I.
(3) If A, B are disjoint closed subsets of X, then there exists i ∈ I
such that φi(A), φi(B) are disjoint closed subsets of Xi.
(4) If Y is a discrete space and f : X → Y is a continuous map,
then f factors through some Xk; i.e., for some k ∈ I there is a
continuous map h : Xk → Y such that f = hφk.
Note 4.3. The following conditions are equivalent for any compact
Hausdorff space X:
(1) X is totally disconnected;
(2) the clopen subsets of X form a basis for its topology;
(3)
⋂
{R | R is a co-discrete equivalence relation on X} is equal to
the diagonal of X ×X;
(4) X is Hausdorff cofinite space, when endowed with the unique
uniform structure;
(5) X is the inverse limit of an inverse system (Xi, φij) of finite
discrete spaces.
Lemma 4.4. Let X be a compact Hausdorff space and let x ∈ X. Then
the intersection of all clopen subsets of X that contain x is equal to the
component of x.
Definition 4.5 (Profinite space). A compact Hausdorff space X that
satisfies the equivalent conditions of the previous result is called a profi-
nite space.
We will always assume that a profinite space X is endowed with the
unique uniform structure that induces its topology, and hence, by 4.3(4),
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X is a Hausdorff cofinite space. Thus profinite spaces are precisely the
compact, Hausdorff cofinite spaces.
5. Topological graphs
A topological graph is a topological space Γ that is partitioned into
two closed subsets V (Γ) and E(Γ) together with two continuous func-
tions s, t : E(Γ) → V (Γ) and a continuous function : E(Γ) → E(Γ)
satisfying the following properties: for every e ∈ E(Γ),
(1) e 6= e and e = e;
(2) t(e) = s(e) and s(e) = t(e).
The elements of V (Γ) are called vertices. An element e ∈ E(Γ) is
called a (directed) edge with source s(e) and target t(e); the edge e is
called the reverse or inverse of e.
A map of graphs f : Γ → ∆ is a function that maps vertices to
vertices, edges to edges, and preserves sources, targets, and inverses of
edges. Analogously, we will call a map of graphs a graph isomorphism
if and only if it is a bijection.
An orientation of a topological graph Γ is a closed subset E+(Γ)
consisting of exactly one edge in each pair {e, e}. In this situation,
setting E−(Γ) = {e ∈ E(Γ) | e ∈ E+(Γ)} we see that E(Γ) is a disjoint
union of the two closed (hence also open) subsets E+(Γ), E−(Γ).
Note 5.1. Let Γ be a topological graph. The following are equivalent:
(1) Γ admits an orientation;
(2) there exists a continuous map of graphs from Γ to the discrete
graph with a single vertex and a single edge and its inverse;
(3) there exists a continuous map of graphs f : Γ → ∆ for some
discrete graph ∆.
Conceivably there are topological graphs that do not admit closed ori-
entations. However such graphs will not concern us. Therefore, unless
otherwise stated, by a topological graph we will henceforth mean a topo-
logical graph that admits an orientation.
We will be interested in equivalence relations on graphs that are com-
patible with the graph structure:
Definition 5.2 (Compatible equivalence relation). An equivalence re-
lation R on a graph Γ is compatible if the following properties hold:
(1) R = RV ∪RE where RV , RE are equivalence relations on V (Γ),
E(Γ), precisely the restriction of R;
(2) if (e1, e2) ∈ R, then (s(e1), s(e2)) ∈ R, (t(e1), t(e2)) ∈ R, and
(e1, e2) ∈ R;
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(3) for all e ∈ E(Γ), (e, e) /∈ R;
Note 5.3. If K is a compatible equivalence relation on Γ, then there is
a unique way to make Γ/K into a graph such that the canonical map
Γ→ Γ/K is a map of graphs. It is defined by setting s(K[e]) = K[s(e)],
t(K[e]) = K[t(e)], and K[e] = K[e].
Conversely, if ∆ is a graph and f : Γ → ∆ is a surjective map of
graphs, then K = f−1f = {(a, b) ∈ Γ×Γ | f(a) = f(b)} is a compatible
equivalence relation on Γ and f induces an isomorphism of graphs such
that Γ/K ∼= ∆.
Note 5.4. If R1 and R2 are compatible equivalences on Γ, then so is
R1 ∩ R2.
Theorem 5.5. Let R be any cofinite equivalence relation on a topologi-
cal graph Γ. Then there exists a compatible cofinite equivalence relation
S on Γ such that S ⊆ R.
Proof. Extend the source and target maps s, t : E(Γ)→ V (Γ) to all of
Γ so that they are both the identity map on V (Γ). Then s, t : Γ → Γ
are continuous maps satisfying the following properties:
• s2 = s, t2 = t, st = t, and ts = s;
• s(x) = x ⇐⇒ t(x) = x ⇐⇒ x ∈ V (Γ).
Similarly, extend the edge inversion map : E(Γ) → E(Γ) to all of
Γ by also letting it be the identity map on V (Γ). Then : Γ → Γ is a
continuous map satisfying the following conditions for all x ∈ Γ:
• x = x;
• x = x ⇐⇒ x ∈ V (Γ);
• s(x) = t(x) and t(x) = s(x).
Now define S1 = {(x, y) ∈ Γ× Γ | (s(x), s(y)) ∈ R} = (s× s)
−1[R],
S2 = {(x, y) ∈ Γ × Γ | (t(x), t(y)) ∈ R} = (t × t)
−1[R], and S3 =
{(x, y) ∈ Γ×Γ | (x, y) ∈ R) = ( × )−1[R]. Then, by Theorem 2.8, S1,
S2, S3 are cofinite equivalence relations on Γ. Let S4 = R∩S1∩S2∩S3
and observe that
(i) S4 is a cofinite equivalence relation on Γ;
(ii) if (e1, e2) ∈ S4, then (s(e1), s(e2)) ∈ S4, (t(e1), t(e2)) ∈ S4, and
(e1, e2) ∈ S4.
Finally, choose a closed orientation E+(Γ) of Γ and form the re-
strictions SV = S4 ∩ [V (Γ) × V (Γ)], SE+ = S4 ∩ [E
+(Γ) × E+(Γ)],
and SE− = S4 ∩ [E
−(Γ) × E−(Γ)]. Then it is easy to check that
S = SV ∪ SE+ ∪ SE− is a compatible cofinite equivalence relation on Γ
and S ⊆ R, as required. 
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The previous proof actually shows a little more, which is worth not-
ing. Given a closed orientation E+(Γ) for Γ, we say that a compati-
ble equivalence relation R on Γ is orientation preserving if whenever
(e, e′) ∈ R and e ∈ E+(Γ), then also e′ ∈ E+(Γ). Since the equiva-
lence relation S that we constructed in the proof of Theorem 5.5 is also
orientation preserving, we proved the following stronger result.
Corollary 5.6. Let Γ be a topological graph with a specified closed
orientation E+(Γ). Then for any cofinite equivalence relation R on
Γ, there exists a compatible orientation preserving cofinite equivalence
relation S on Γ such that S ⊆ R.
Corollary 5.7. If Γ is a compact Hausdorff totally disconnected topo-
logical graph, then its compatible cofinite equivalence relations form a
fundamental system of entourages for the unique uniform structure that
induces the topology of Γ.
Definition 5.8 (Profinite graph). A compact Hausdorff totally dis-
connected topological graph Γ is called a profinite graph.
As for any compact Hausdorff space, we will view a profinite graph
as a uniform space endowed with the unique uniformity that induces its
topology. Thus, Corollary 5.7 states that the collection of all compatible
cofinite equivalence relations on a profinite graph Γ form a fundamental
system of entourages.
6. Cofinite graphs
By a uniform topological graph we mean a topological graph Γ en-
dowed with a uniform structure that induces its topology such that Γ
is the uniform sum of its uniform subspaces V (Γ), E(Γ) and the maps
s, t : E(Γ)→ V (Γ) and : E(Γ)→ E(Γ) are uniformly continuous.
Note 6.1. If f : Γ → ∆ is a uniformly continuous map of uniform
topological graphs then for any compatible cofinite equivalence relation
R over ∆, (f × f)−1(R) is a compatible cofinite equivalence relation
over Γ.
We will concentrate our attention on uniform topological graphs of
the following type.
Definition 6.2 (Cofinite graph). A cofinite graph is an abstract graph
Γ endowed with a Hausdorff uniformity such that the compatible cofi-
nite entourages of Γ form a fundamental system of entourages (i.e.
every entourage of Γ contains a compatible cofinite entourage).
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Lemma 6.3. Let Γ be a cofinite graph. Then Γ is a uniform topological
graph. In particular,
1. V (Γ) and E(Γ) are clopen subsets of Γ;
2. Γ is the uniform sum of its uniform subspaces V (Γ), E(Γ);
3. s, t : E(Γ) → V (Γ) and : E(Γ) → E(Γ) are uniformly contin-
uous maps.
Lemma 6.4. Profinite graphs are precisely the compact cofinite graphs.
Let Γ be a cofinite graph and let I be a fundamental system of com-
patible cofinite entourages of Γ. Then we see by Note 3.5 that
(i)
⋂
R∈I R = D(Γ), the diagonal in Γ× Γ;
(ii) Γ is totally disconnected;
(iii) if A is any subset of Γ, then A =
⋂
R∈I R[A]
The following lemma is an immediate consequence of Proposition 3.17.
Lemma 6.5. Let Γ be a cofinite graph and let Z be a cofinite space.
Then a map f : Γ → Z is uniformly continuous if and only if both the
restrictions f |V (Γ) and f |E(Γ) are uniformly continuous.
As one application of this lemma, we can extend the source map
s : E(Γ)→ V (Γ) of a cofinite graph Γ to a map s : Γ→ Γ by letting it
be the identity map on V (Γ). By Lemma 6.5, the extension s : Γ → Γ
is also uniformly continuous. We can similarly extend the target and
inversion maps. Thus, when it is convenient to do so, we may assume
that the source, target, and inversion maps are uniformly continuous
maps s, t, : Γ→ Γ whose fixed points are precisely the vertices of Γ.
6.1. Uniform subgraphs. Let Γ be a cofinite graph. A subgraph Σ
endowed with the uniformity induced on it by Γ is called a uniform
subgraph of Γ.
Let us observe that the subgraph Σ of a cofinite graph Γ is itself a
cofinite graph, as because if R is a compatible cofinite entourage over
Γ then so is R ∩ (Σ× Σ) over Σ.
6.2. Inverse Limits of Cofinite Graphs. Turning to inverse limits
of cofinite graphs, let (Γi, φij) be an inverse system of sets indexed by
a directed set I. We say that (Γi, φij) is an inverse system of cofinite
graphs if (i) each Γi is a cofinite graph, and (ii) for all i ≤ j, φij : Γj →
Γi is a uniformly continuous map of graphs.
As in Section 3.3, we endow the set Γ = lim
←−
Γi with the coarsest
uniformity such that the canonical maps φi : Γ→ Γi are uniformly con-
tinuous. Then by Proposition 3.14, Γ is a cofinite space. Furthermore,
we make the following observation.
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Lemma 6.6. The set Γ admits a unique graph structure such that the
maps φi : Γ→ Γi are maps of graphs.
Proof. First of all, we claim that for all i, j ∈ I,
φ−1i [V (Γi)] = φ
−1
j [V (Γj)].
To see this, choose k ∈ I such that k ≥ i and k ≥ j. Then φi = φikφk
and φj = φjkφk. So φ
−1
i [V (Γi)] = φ
−1
k [φ
−1
ik [V (Γi)]] = φ
−1
k [V (Γk)] as
φik : Γk → Γi is a map of graphs. Similarly, φ
−1
j [V (Γj)] = φ
−1
k [V (Γk)]
and the claim follows. Now it also follows that for all i, j ∈ I,
φ−1i [E(Γi)] = φ
−1
j [E(Γj)].
For the desired graph structure on Γ, the vertex and edge sets must
be the subsets satisfying:
V (Γ) = φ−1i [V (Γi)] and E(Γ) = φ
−1
i [E(Γi)]
for all i ∈ I.
It remains to see that there is a unique way to define the source,
target, and inversion maps so that the φi are maps of graphs. We
begin by extending the source, target, and inversion maps to functions
s, t, : Γi → Γi, whose fixed points are precisely the vertices of Γi, for
each i ∈ I. Then for each i ∈ I, let si = sφi : Γ → Γi. Note that for
i ≤ j,
φijsj = φijsφj = sφijφj = sφi = si.
So the family of functions (si : Γ→ Γi)i∈I determine a unique function
s : Γ → Γ such that φis = si = sφi for all i ∈ I. Similarly, there exist
unique functions t, : Γ → Γ such that all φit = tφi and φi = φi.
Let us now check that with these maps, Γ is a graph. If possible,
let x ∈ V (Γ) ∩ E(Γ). Hence ∀i ∈ I, φi(x) ∈ V (Γi) ∩ E(Γi), which is a
contradiction. Also ∀x ∈ Γ and for all i ∈ I, φi(x) ∈ Γi = V (Γi)∪E(Γi).
Hence x ∈ φ−1i (V (Γi)) ∪ φ
−1
i (E(Γi)) = V (Γ) ∪ E(Γ) ⊆ Γ. Thus we get
Γ = V (Γ) ∪ E(Γ). Now, if possible, let there exist e ∈ E(Γ) such that
e = e. Hence for all i in I, φi(e) = φi(e) and thus φi(e) = φi(e) in E(Γi)
for all i in I, a contradiction. Finally, φi(s(e)) = s(φi(e)) = s(φi(e)) =
t(φi(e)) = φi(t(e)) and φi(t(e)) = t(φi(e)) = t(φi(e)) = s(φi(e)) =
φi(s(e)) for all i in I. Hence it follows that s(e) = t(e), t(e) = s(e). 
By the inverse limit of an inverse system (Γi, φij) of cofinite graphs,
we will mean the set Γ = lim←−Γi endowed with the unique graph structure
and the coarsest uniformity such that the canonical maps φi : Γ → Γi
are uniformly continuous maps of graphs.
Proposition 6.7. Let (Γi, φij) be an inverse system of cofinite graphs.
Then the inverse limit Γ = lim←−Γi is a cofinite graph.
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Proof. It is easy to see that Γ is a Hausdorff cofinite space and a graph
as well. So it remains to check that the compatible cofinite entourages
of Γ form a fundamental system of entourages. Without loss of gen-
erality U = (
⋂N
n=1(piin × piin)
−1[Uin ]) ∩ Γ, where Uin is an entourage
over Γin for all n. Then each Γin , being a cofinite graph, there exists a
compatible cofinite entourage Rin ⊆ Uin for all n. Clearly,
R = (
N⋂
n=1
(piin × piin)
−1[Rin ]) ∩ Γ
is compatible cofinite entourage over Γ and R ⊆ U . Hence our claim
that Γ is a cofinite graph follows. 
Note 6.8. Here we give an alternative representation of the source,
target and edge inversion map. Let Γ be as in the above discussion.
Let x = (xi)i∈I ∈ Γ. Let us define the source map s : Γ→ Γ via s(x) =
(s(xi))i∈I . Clearly, s is well defined and for all i in I, φi(s(e)) = si(e),
as in the previous lemma. Since each φi = si and each si is uniformly
continuous, we obtain by Corollary 3.9, s : Γ → Γ is uniformly con-
tinuous. Then, using the uniqueness of s, the source map we defined
here is equal to the one we defined in the last lemma. Similarly, when
convenient we will use t : Γ → Γ as t(x) = (t(xi))i∈I and : Γ → Γ as
(x) = (xi)i∈I .
6.3. Uniform sum of cofinite graphs. We now apply the construc-
tion in Section 3.4 of uniform sum of finitely many cofinite spaces to
finitely many cofinite graphs.
Proposition 6.9. The uniform sum of a finite family of cofinite graphs
is a cofinite graph.
Proof. To begin with, let (Γi)i∈I be a finite family of cofinite graphs.
The uniform sum of this family Γ =
∐
i∈I Γi has both the structure of
a cofinite space and a graph. It only remains to check that Γ has a
fundamental system of compatible cofinite entourages. Without loss of
generality let U =
⋃
i∈I Ui be a cofinite entourage over Γ. Hence Ui is
a cofinite entourage over Γi for all i. But each Γi is cofinite so there
exists a compatible cofinite entourage Ri ⊆ Ui. Clearly, R =
⋃
i∈I Ri
is a compatible cofinite entourage over Γ and R ⊆ U . 
Alternatively, one may define V (Γ) =
∐
i∈I V (Γi), E(Γ) =
∐
i∈I E(Γi).
Clearly, Γ = V (Γ)
∐
E(Γ). Also let us define s : E(Γ) → V (Γ) via
s|E(Γi) = s : E(Γi) → V (Γi). Then, by Lemma 3.17, s is uniformly
continuous, as each restriction s|E(Γi) is uniformly continuous. Simi-
larly t, are uniformly continuous as well. Also we make a note of the
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fact that a uniform sum of uniform spaces also respects their topologi-
cal structures by being the topological sum of themselves. In particular,
each uniform summand is a clopen subgraph of the uniform sum graph.
6.4. Uniform quotient graphs. Next we apply the construction in
Section 3.5 of uniform quotient spaces to cofinite graphs. Let Γ be
a cofinite graph and let K be a compatible equivalence relation on Γ.
Then the uniform quotient space Γ//K of Γ modulo K has both the
structure of a cofinite space and a graph. We show that these two
structures combine to make Γ//K into a cofinite graph, provided that
it is Hausdorff.
It remains to say that for each compatible cofinite entourage R of
Γ with K ⊆ R, (q × q)[R] is compatible, where q : Γ → Γ/K is the
quotient map. Let (K[x], K[y]) ∈ (q × q)[R]. This implies that there
exists (u, v) ∈ R such that q(x) = q(u) and q(y) = q(v). Thus
(x, u), (v, y) is in K ⊆ R. So (x, y) ∈ R. So (K[x], K[y]) belongs to
[(q×q)[R]∩ (V (Γ/K)×V (Γ/K))]
⋃˙
[(q×q)[R]∩ (E(Γ/K)×E(Γ/K))].
Let (K[e1], K[e2]) ∈ (q × q)[R] for (e1, e2) ∈ E(Γ) × E(Γ). As (e1, e2)
is in R and R is a compatible cofinite entourage, we observe that
(s(e1), s(e2)), (t(e1), t(e2)) and (e1, e2) are all in R. Hence the following
(s(K[e1]), s(K[e2])), (t(K[e1]), t(K[e2])), (K[e1], K[e2]) ∈ (q×q)[R]. Fi-
nally, if possible, let (K[e], K[e]) ∈ (q×q)[R]. Then as above (e, e) ∈ R,
a contradiction. Thus our claim follows.
Proposition 6.10. Let Γ be a cofinite graph and K a compatible equiv-
alence relation on Γ that satisfies the equivalent conditions of 3.26.
Then the uniform quotient graph Γ//K is a cofinite graph.
7. Completions of Cofinite Graphs
Theorem 7.1. Let Γ be a cofinite graph contained as a dense subgraph
in a compact Hausdorff topological graph Γ. Then given any compact
Hausdorff topological graph ∆ and any uniformly continuous map of
graphs ϕ : Γ→ ∆,
(1) V (Γ) = V (Γ) and E(Γ) = E(Γ)
(2) there exists a unique continuous map of graphs ϕ : Γ → ∆ ex-
tending ϕ.
Proof. (1) Let v ∈ V (Γ), U be an open set in V (Γ) containing v.
Since Γ is dense in Γ, U ∩ Γ 6= ∅. Let w ∈ U ∩ Γ. Since
U ⊆ V (Γ), w ∈ V (Γ). Thus w ∈ U ∩V (Γ) So V (Γ) = V (Γ)
V (Γ)
,
the closure of V (Γ) in V (Γ). But V (Γ)
V (Γ)
= V (Γ), the closure
of V (Γ) in Γ. Similarly, E(Γ) = E(Γ).
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(2) Since ∆ is compact, Hausdorff it is a complete uniform space
as well. Then there exists a unique uniformly continuous map
ϕ : Γ→ ∆ such that ϕ|Γ = ϕ. So it remains to check that ϕ is
a map of graphs.
Let v ∈ V (Γ) = V (Γ). Then there exists a net {vα}α∈A in
V (Γ) such that limα∈A vα = v. Hence ϕ(v) = ϕ(limα∈A vα) =
limα∈A ϕ(vα) = limα∈A ϕ(vα) ∈ V (∆), as ϕ is a map of graphs
and V (∆) is closed in ∆. Similarly, one can show that for all e
in E(Γ), ϕ(e) ∈ E(∆).
Let e ∈ E(Γ) = E(Γ). Then there exists a net {eα}α∈A in
E(Γ) such that limα∈A eα = e. So, s(ϕ(e)) = s(ϕ(limα∈A eα))
= s(limϕ(eα)) = s(limϕ(eα)) = lim s(ϕ(eα)) = limϕ(s(eα))
= limϕ(s(eα)) = ϕ(lim s(eα)) = ϕ(s(lim eα)) = ϕ(s(e)). Simi-
larly, t(ϕ(e)) = ϕ(t(e)). Now ϕ(e) = ϕ(limα∈A eα) = limα∈A ϕ(eα)
= limα∈A ϕ(eα) = limα∈A ϕ(eα) = limα∈A ϕ(eα) = limα∈A ϕ(eα)
= ϕ(limα∈A eα) = ϕ(limα∈A eα) = ϕ(e). Thus ϕ is a map of
graphs.

Corollary 7.2. As in the previous theorem ϕ(Γ) = ϕ(Γ).
Proof. The closure of Γ is Γ and ϕ is continuous. So ϕ(Γ) = ϕ(Γ)
= ϕ(Γ).
On the other hand, since Γ is compact and ϕ is uniformly continuous,
ϕ(Γ) is a compact subset of the Hausdorff space ∆ and hence is closed.
Now ϕ(Γ) = ϕ(Γ) ⊆ ϕ(Γ). Thus ϕ(Γ) ⊆ ϕ(Γ) = ϕ(Γ). 
In light of Theorem 7.1 we make the following definition.
Definition 7.3 (Completion). Let Γ be a cofinite graph. Then any
compact Hausdorff topological graph Γ that contains Γ as a dense sub-
graph is called a completion of Γ.
Corollary 7.4 (Uniqueness of completions). The completion of a cofi-
nite graph Γ is unique up to an isomorphism extending the identity map
on Γ.
Proof. If possible, let Γi be two completions of a cofinite graph Γ, for
i = 0, 1. Then the following diagram commutes for unique choices of
uniformly continuous maps of graphs fi+1 : Γi → Γi+1, for i = 0, 1 mod
2, where idΓ is the identity map on Γ and iΓi is the canonical inclusion
map, for i = 0, 1.
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But then we also have the following commutative diagrams.
Γ Γ Γ Γ
Γ0 Γ0 Γ1 Γ1
......................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................................
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where idΓi is the identity map, for i = 1, 2.
Thus by Theorem 7.1, f0 ◦ f1 = idΓ0 and f1 ◦ f0 = idΓ1 . Hence f0
and f1 are inverses of each other. 
Theorem 7.5 (Existence of completions). Let Γ be a cofinite graph and
let I be a fundamental system of compatible cofinite entourages of Γ,
directed by the reverse inclusion. Then the inverse limit Γ̂ = lim←−Γ/R
(R ∈ I) is a compact Hausdorff topological graph and the natural map
Γ→ Γ̂ embeds Γ as a dense subgraph of Γ̂.
Proof. Let us first see that I being a fundamental system of compati-
ble cofinite entourages of Γ, directed by the reverse inclusion forms a
directed set. This follows as the intersection of two compatible cofinite
entourages is also a compatible cofinite entourage.
Let us now see that the uniform quotient graphs Γ/R forms an inverse
system of finite discrete cofinite graphs, for all R ∈ I. Let R ≤ S in
I. Thus S ⊆ R. Let us define ϕRS : Γ/S → Γ/R via ϕRS(S[x]) = R[x],
for all x ∈ Γ. Now, S[x] = S[y] implies that (x, y) ∈ S ⊆ R and thus
R[x] = R[y]. Hence ϕRS is well defined. Now S[v] ∈ V (Γ/S) implies
that v ∈ V (Γ) so that R[v] ∈ V (Γ/R). Similarly, if S[e] ∈ E(Γ/S)
then we have R[e] ∈ E(Γ/R). Also, S[e] ∈ E(Γ/S) implies that
s(ϕRS(S[e])) = s(R[e]) = R[s(e)] = ϕRS(S[s(e)]) = ϕRS(s(S[e])). Sim-
ilarly, t(ϕRS(S[e])) = ϕRS(t(S[e])) and ϕRS(S[e]) = ϕRS(S[e]). Thus
ϕRS is a map of graphs and since both Γ/S,Γ/R are discrete, ϕRS is uni-
formly continuous as well. Now for R ≤ S ≤ T in I, ϕRS(ϕST (T [x])) =
ϕRS(S[x]) = R[x] = ϕRT (T [x]), for all x ∈ X . If R = S in I,
then ϕRS(S[x]) = R[x] = S[x] = idΓ/S(S[x]), for all x ∈ X . Hence
(Γ/R, ϕRS)R≤S∈I forms an inverse system of discrete cofinite graphs.
Hence Γ̂ = lim←−R∈I Γ/R exists.
Let us now see that Γ is densely embedded in Γ̂. Let ϕR : Γ̂→ Γ/R
be the corresponding canonical projection map and let ηR : Γ → Γ/R
be the canonical surjection for all R in I. Then the following diagram
commutes for all R ≤ S in I, as ϕRS(ηS(γ)) = ϕRS(S[γ]) = R[γ] =
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ηR(γ), for all γ ∈ Γ.
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ηR
Hence (Γ, ηR)R∈I forms a compatible system to the aforesaid inverse
system of cofinite graphs. Thus there exists a uniformly continuous
map of graphs θ : Γ→ Γ̂ such that the following diagram commutes for
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all R in I.
Γ
Γ̂ = lim
←−R∈I Γ/R
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Now let x1, x2 ∈ Γ̂ be such that θ(x1) = θ(x2). So for all R in I we
get R[x1] = ηR(x1) = ϕR(θ(x1)) = ϕR(θ(x2)) = ηR(x2) = R[x2]. Thus
(x1, x2) ∈
⋂
R∈I R = D(Γ), as Γ is Hausdorff. Hence x1 = x2. So θ is
injective. So it remains to check that θ is a topological embedding. This
follows from the claim that θ(R[x]) = ϕ−1R (ηR(x)) ∩ θ(Γ), for all x ∈ Γ
and for all R ∈ I. The above claim follows as p ∈ θ(R[x]) ⇔ there
exists q ∈ R[x] ∩ Γ such that θ(q) = p ⇔ there exists q ∈ Γ such that
ηR(q) = ηR(x) and θ(q) = p⇔ there exists, q ∈ Γ such that ϕR(θ(q)) =
ηR(x) and θ(q) = p⇔ ϕR(p) = ηR(x)⇔ p ∈ ϕ
−1
R (ηR(x)) ∩ θ(Γ). 
Notice that in the definition of the completion of Γ, we did not in-
sist that Γ be a cofinite graph. However, it turns out that this will
automatically be so. To see this, we first prove a lemma.
Lemma 7.6. Let Γ be the completion of a cofinite graph Γ and let R
be a compatible cofinite entourage of Γ. Then R is a compatible cofinite
entourage of Γ and R ∩ (Γ× Γ) = R.
Proof. The quotient Γ/R is a compact Hausdorff topological graph and
the quotient map ηR : Γ → Γ/R is uniformly continuous. So by Theo-
rem 7.1, ηR extends to a continuous map of graphs ηR : Γ→ Γ/R. Using
Corollary 7.2 and as ηR is surjective, ηR(Γ) = ηR(Γ) = Γ/R = Γ/R.
Thus ηR is surjective as well. Since D(Γ/R) is a compatible cofinite
entourage over Γ/R and (ηR × ηR)
−1[D(Γ/R)] = η−1R ηR we see that
η−1R ηR is a compatible cofinite equivalence relation over Γ and thus en-
dowed with the quotient topology Γ/η−1R ηR is a discrete quotient graph
of Γ and we claim that the map ηRdetermines an isomorphism of topo-
logical graphs Ψ: Γ/η−1R ηR → Γ/R. Let us define Ψ(η
−1
R ηR[x]) = ηR[x]
for all x in Γ. If η−1R ηR[x] = η
−1
R ηR[y] then (x, y) ∈ η
−1
R ηR so that
ηR(x) = ηR(y). Hence Ψ is a well defined injection. As ηR is a sur-
jective map of graphs so is Ψ. Since both Γ/η−1R ηR,Γ/R are discrete
topological graphs, both Ψ,Ψ−1 are uniformly continuous and our claim
that Ψ is an isomorphism of topological graphs follows.
Since η−1R ηR ∩ (Γ × Γ) = η
−1
R ηR = R. It now suffices to show that
η−1R ηR = R. First note that R = η
−1
R ηR ⊂ η
−1
R ηR and that η
−1
R ηR is
closed in Γ×Γ as Γ/R is finite and discrete and thus D(Γ/R) is a clopen
subset of Γ/R × Γ/R; whence R ⊆ η−1R ηR. Conversely, let z ∈ η
−1
R ηR
and let V be a neighborhood of z in Γ× Γ. Then V ∩ η−1R ηR is also a
neighborhood of z. However, Γ×Γ is dense in Γ×Γ, so we ca say that
V ∩ R = V ∩ η−1R ηR ∩ (Γ× Γ) 6= ∅.. Therefore z ∈ R and η
−1
R ηR ⊆ R.
Thus the claim. 
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Theorem 7.7. Let Γ be a cofinite graph and let I be the filter base of
all compatible cofinite entourages of Γ. Then the completion Γ is also
a cofinite graph and {R | R ∈ I} is the filter base of all compatible
cofinite entourages of Γ.
Proof. We will first see that {R | R ∈ I} forms the filter base of all
compatible cofinite entourages of Γ. For let R, S be the compatible
cofinite entourages over Γ for R, S in I. Then there is T ∈ I such that
T ⊆ R ∩ S. Now T ⊆ R ∩ S ⊆ R ∩ S. Now let K be any compatible
cofinite entourage over Γ. Then K ∩ (Γ × Γ) is a compatible cofinite
entourage over Γ. Hence there exists some R in I, such that R =
K∩(Γ×Γ). Since K is open in Γ×Γ, any open set U in K is also open
in Γ×Γ. Now for all (x, y) ∈ K and U ∈ η(x, y) in K, U ∩ (Γ×Γ) 6= ∅
as Γ×Γ is dense in Γ×Γ. Hence U∩(K∩(Γ×Γ)) = U∩R 6= ∅ and thus
R is dense in K. It follows that R = K = K. Hence {R | R ∈ I} forms
the filter base of all compatible cofinite entourages over Γ. It remains
to show that {R | R ∈ I} is a fundamental system of entourages of
Γ. For this purpose let W be any entourage of Γ. We may assume
that W is closed in Γ×Γ, as the closed entourages form a fundamental
system of entourages. Since W ∩ (Γ× Γ) is an entourage of Γ and Γ is
a cofinite graph, there exists R ∈ I such that R ⊆ W ∩ (Γ× Γ). Now
R ⊆ W =W and we see that every entourage of Γ contains a member
of the set {R | R ∈ I}, as required. 
It follows from Theorem 7.7 that the completion of a cofinite graph
is a profinite graph.
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