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ABSTRACT
Predicting smartphone users activity using WiFi finger-
prints has been a popular approach for indoor positioning
in recent years. However, such a high dimensional time-
series prediction problem can be very tricky to solve. To
address this issue, we propose a novel deep learning model,
the convolutional mixture density recurrent neural network
(CMDRNN), which combines the strengths of convolutional
neural networks, recurrent neural networks and mixture den-
sity networks. In our model, the CNN sub-model is employed
to detect the feature of the high dimensional input, the RNN
sub-model is utilized to capture the time dependency and the
MDN sub-model is for predicting the final output. For vali-
dation, we conduct the experiments on the real-world dataset
and the obtained results illustrate the effectiveness of our
method.
Index Terms— MDN, CNN, RNN, WiFi fingerprints, in-
door positioning
1. INTRODUCTION
Location based service (LBS) has a significant meaning for
applications like location-based advertising, outdoor/indoor
navigation and social networking, etc. With the help of the
advancement of the smartphone technology in recent decades,
smartphone devices are integrated with various built-in sen-
sors, such as GPS modules, WiFi modules, cellular modules,
etc. By acquiring the data from these sensors, researchers
are capable of studying human activities. Among these re-
search topics, user location analysis and prediction has been
a research foci. There are several possible classes of meth-
ods can be applied for such subjects. Since the GPS equip-
ment can provide relatively accurate outdoor position infor-
mation, GPS-based methods are favored by many researchers
[1], [2]. However, such methods are not suitable for indoor
positioning. A more applicable approach is to make use of
WiFi fingerprints of the smartphone devices. In this case, re-
ceived signal strength indicator (RSSI) of WiFi access points
scanned by the mobile phones is adopted to identify the loca-
tions of the users.
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In literature, researchers have exploited various kinds
of machine learning techniques, both conventional learning
methods and deep learning, on location recognition and pre-
diction with WiFi fingerprints. In the previous work of [3],
[4], [5], [6], [7], the researchers adopted several conven-
tional machine learning methods for classification, clustering
and regression tasks, for instances, decision trees, K-nearest
neighbors, naive Bayes, neural networks, K-means, the affin-
ity clustering algorithm, Gausian Process, etc. Deep learning
based methods, such as convolutional neural networks ),
autoencoders and recurrent neural networks also have been
applied in WiFi based positioning methods. Note that in real
world, a building may be equipped with a relatively large
number of WiFi hotpots to provide good wireless connec-
tions. Consequently, this leads to the issue of high dimen-
sionlity. Naturally, some deep-learning based dimension-
reduction methods like auto-encoders can be used before the
classification or prediction tasks [8], [9], [10].
In our work, we attempt to utilize the WiFi fingerprints to
predict the accurate user location. This task can be regarded
as a high dimensional time-series prediction. The training in-
puts of our model are the RSSI value vectors and the training
targets are the future coordinate values (2D). Though, some
previous researchers have used CNNs or RNNs for accurate
indoor localization [11], [9], [12], we argue that the models
with ordinary euclidean-distance loss functions (for instance,
mean square errors) are not capable of overcoming the serve
nonlinearity of the data caused by the signal-fading and multi-
path effects, WiFi signals are not always stable [12].
In contrast with the aforementioned methods, we devise
an innovative hybrid deep learning structure, the convolu-
tional mixture density recurrent neural network (CMDRNN).
Compared to other existing models, first, our approach does
not need to pre-train an autoencoder to reduce the dimension,
instead, we deploy a CNN structure to detect the feature of
input. Second, we make use of a RNN to exhibit the temporal
dynamics behavior of user trajectory. As for the final output
of the network, we employ a MDN structure to calculate the
conditional probability density rather than predict the output
directly as other conventional neural networks. Therefore, our
model consists of three sub-models, a CNN sub-structure, a
RNN sub-structure and a MDN sub-structure, which enables
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our model to tackle complicated time-series prediction prob-
lem as the WiFi fingerprints based location prediction. The
main contributions of our work are summarized as follows.
1) In order to predict user location with WiFi fingerprints,
we devise a novel hybrid deep-learning model, in which the
advantages of CNNs, RNNs and MDNs are merged. 2) We
conduct the evaluation experiments on a real-world dataset to
test our model and compare other models as well. The final
results show the superiority of our method.
The reminder of the paper is organized as follows. In
Section 2, the proposed model is introduced. In Section 3
presents the validation experiments and the results with the
real user data. Finally, we draw the conclusions and discuss
about the possible future work in Section 4.
2. PROPOSED METHOD
2.1. Proposed Model Overview
Combined with the merits of three different deep neural net-
works, we devise a novel deep neural network architecture,
which is called the convolutional mixture density recurrent
neural network (CMDRNN). The proposed model is com-
posed of an one-dimensional convolutional neural network, a
recurrent neural network and a mixture density network. The
whole structure of our model is demonstrated in Fig 1.
2.2. 1D Convolutional Neural Network Sub-structure
The first step of our approach is to capture the feature of the
high dimensional input. In practice, we find that, for each vec-
tor, only a few elements has real meaningful values, whereas
most elements are not activated. It is easy to understand be-
cause the smartphone only can detect very limited number of
WiFi access points at each time in a building with a consid-
erable number of WiFi access points. As a consequence, the
feature of the input is hard to be captured. To deal with this
issue, we resort to the powerful deep-learning technique, con-
volutional neural networks (CNNs) [13]. CNNs are widely
used for tasks such as imagine processing, natural language
processing and sensor signal processing. In our case, the in-
puts are vectors, therefore, a CNN structure whose convo-
lutional layers and max pooling layers are both one dimen-
sional, is incorporated into our model.
2.3. Recurrent Neural Network Sub-structure
Recurrent neural networks (RNNs) are widely used for
analysing time-series issues, such as natural language process
(NLP), computer vision and signal processing [14]. Unlike
the hidden Markov model (HMM) [15], RNNs can capture
higher order dependency and has relatively less expensive
computation. The state transition of a RNN can be expressed
follow.
ht = σh(Wh ∗ xt + Uh ∗ yt−1 + bh) (1)
where, ht is the hidden state, σh is the activation function,
Wh is the hidden weight, xt is the input, Uh is the output
weight, and bh is the bias. The output of a conventional RNN
can be expressed as follow.
yt = σy(Wy ∗ ht + by) (2)
where, yt is the output of RNN, σy is the activation func-
tion, Wy is the output weight and by is the bias.
Furthermore, a special variant of RNNs, the long short-
term memory network (LSTM) [16] can solve the long-term
dependency problem during learning process, which makes
RNN even more powerful. More recently, the researchers pro-
posed a type of LSTM, the gated recurrent unit (GRU) [17],
which has almost the same accuracy as LSTM but less com-
puting cost. In the following experiments, we will compare
these three RNN structures as the sub-model of our approach.
The loss function is the mean square error (MSE) be-
tween RNN outputs and the training targets. Usually, such
a MSE loss function is enough for many prediction problems.
However, for our case, this type of loss function is not robust
enough because the inputs and the outputs of our model have
very complicated nonlinear relationship.
2.4. Mixture Density Network Sub-structure
A traditional neural network with a distance-based loss func-
tion can be optimized by a gradient descent-based method.
Generally, such scheme can perform quite well on the prob-
lems that can be described by a deterministic function f(x),
i.e., each input only corresponds to a output with one possible
target value. However, for some stochastic problems like our
case, one input may have more than one possible output val-
ues. Hence, this type of problems are better to be described
as a conditional distribution p(Y |X = x) than a deterministic
function Y = f(x).
To tackle this issue, intuitively, we can replace the origi-
nal distance-based loss function with a conditional probability
function, for a regression task, the Gaussian distribution can
be a appropriate choice. Moreover, using the mixed Gaus-
sian distributions instead of a single Gaussian can improve
the representation capacity of the model. Based on that, the
researcher proposed the mixture density networks (MDNs)
[18]. In contrast with traditional neural network, the output of
MDNs is the parameters a set of mixed Gaussian distributions
and the loss function become the conditional probabilities of
given inputs. As a result, the optimization process is to min-
imize the negatived log probability. Hence, the loss function
can be described as follow:
P (yt|xt) =
K∑
k=1
pikP (yt|xt; θk) (3)
Fig. 1. Convolutional Mixture Density Recurrent Neural Network.
where, pik is the assignment portion for each sub-distribution,
with
∑K
k=1 pik = 1, (0 < pik < 1), and K is the total mixture
models number. θk is the internal parameters of the base mix-
ture distributions. For Gaussian distribution, θk = {µk, σk},
µk and σk are the means and variances, respectively. Now,
we can draw yt samples according to Eq. (3) instead of com-
puting yt directly based on Eq. (2). In fact, Eq. (2) will be
used as the input of the MDN to depict the state transition.
Thus, as the training process is finished, we can take use of
the mixed Gaussian distributions to sample the target values
according to the given inputs. To this end, we can use the
maximum likelihood estimation (MLE), i.e, the means of the
distributions are taken as the final prediction. In summation,
the overall training process is depicted in Algorithm 1.
Algorithm 1 Algorithm
Input: X (RSSI values)
Output: Y (coordinates)
1: while e < max epoch do
2: while i < batch num do
3: h0← Conv1d(X) . convolutional operation
4: h1← max pool h0
5: f ← flatten h1
6: ht← σh(Wh ∗ ft + Uh ∗ yt−1 + bh) . update
hidden states
7: θ← σy(Wy ∗ ht+ by) . compute network output
8: θk ← split θ . assign mixture density parameters
9: minimize the loss function: −p(yt|xt; θ)
10: end while
11: end while
12:
13: Y ∼ p(yt|xt; θ) . final output
return Y
3. EXPERIMENTS AND RESULTS
The implementation details of our model are illustrated in Ta-
ble 1. In the proposed model, the CNN sub-network con-
sists a convolutional layer, a max-pooling layer and a flatten
layer. The RNN sub-structure includes a hidden layer with
200 neurons. The MDN sub-model is composed of a hid-
den layer and an output layer. The mixture model number for
the MDN is 30, and each mixture has 5 parameters, the 2D
means, variances and the mixture portions. As for the opti-
mizer, according to [19], for very nonstationary optimization
problems, RMSProp [20] can outperform Adam [21], thus we
choose RMSProp as the optimizer.
In order to test our model on the WiFi fingerprints based
sequential location prediction task, we conduct a series of
experiments on the real-world dataset. We select two WiFi
RSSI-coordinate paths from the Tampere dataset [22]. This
dataset includes a set of sequential RSSI value vectors with
the input dimension of 489. The detected RSSI values range
from −100 dm to 0 dm while the undetected WiFi access
points are filled with value of 100. Each vector has its own
corresponding 2D coordinates labels. Therefor, for our task,
the input is the RSSI values vector at current time point and
the modeling target is the coordinates at next time point.
Fig. 2 and Fig. 3 show the prediction results of our pro-
posed model. We also varies the mixture numbers in the
MDN sub-model to find the optimal mixture number, which
is 30. The results are demonstrated in Fig. 4. Further, we
compare our CMDRNN model to a set of deep learning ap-
proaches, RNN, CNN + RNN and RNN + MDN. The results
are demonstrated in Table 3. From the experimental results,
we can see that our proposed mode significantly improves the
modeling accuracy compared to other deep learning methods
Table 1. Proposed model implementation details
Sub-network Layer Hyperparameter Activation function
CNN convolutional layer filter number: 100; stride: 2 sigmoid
CNN max pooling layer neuron number: 100 relu
CNN flatten layer neuron number: 100 relu
RNN hidden layer memory length: 5; neuron number: 200 sigmoid
MDN hidden layer neuron number: 200 leaky relu
MDN output layer 5*mixed Gaussians number (5*30) -
Optimizer: RMSProp; learning rate: 1e-3
Fig. 2. Path 1 sampling prediction result by CMDRNN.
Fig. 3. Path 2 sampling prediction result by CMDRNN.
on sequential user location prediction. Moreover, the GRU-
based CMDRNN model has the best performance among the
CMDRNN models.
4. CONCLUSIONS AND PERSPECTIVES
In this paper, we attempt to tackle the WiFi fingerprint-based
user position prediction problem. In contrast with existing ap-
proaches, our solution is a novel hybrid deep-learning model.
The proposed model is composed of three sub-deep neural
Fig. 4. Prediction results by varying mixture numbers in the
MDN (bars represent the standard deviations).
Table 2. Path prediction results (root mean square error)
Method Path 1 Path 2
RNN 29.36± 1.61 31.61± 0.74
CNN+RNN 34.26± 3.04 36.75± 6.17
RNN+MDN 23.86± 5.50 23.58± 2.29
CMDRNN(Vanilla-RNN) 8.26± 1.31 10.17± 0.72
CMDRNN(LSTM-RNN) 7.38± 0.89 9.26± 0.31
CMDRNN(GRU-RNN) 6.25± 0.80 8.67± 0.23
networks, a CNN, a RNN and a MDN. This unique deep ar-
chitecture takes advantage of the strengths of three deep learn-
ing models, which allows us to predict user location with high
accuracy. For the validation, we tested our model on the real-
world dataset, and the final results proves the effectiveness of
our approach.
For the future work, we plan to exploit other deep genera-
tive models, for instance, variational autoencoders, Besysian
neural network and normalising flows, for the potential appli-
cations on the WiFi fingerprint-based positioning problems.
We should be aware that the labeled data is not always easy
to acquire. As a matter of fact, in many cases, the available
dataset are unlabeled. Hence, for the future work, we plan
to investigate the semi-supervised learning techniques for hu-
man activity study.
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