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a b s t r a c t
In this paper, a theorem is presented to indicate that there exists a nonnegative constant
ϵ ≥ 0 such that the matrix A = Q T + ϵI is a positive-definite matrix, where I ∈ Rn×n
is an identity matrix and Q T ∈ Rn×n is a matrix with positive diagonal and nonpositive
off-diagonal elements. Then a class of triangular and skew-symmetric splitting (TSS)
iterationmethod is applied to solve the positive-definite linear system Ax = b for obtaining
the stationary probability vector of an irreducible Markov chain. Theoretical analyses
show that the TSS iteration method converges unconditionally to the unique solution
of the linear system, with the upper bound of its contraction factor dependent only on
the spectrum of the triangular part and independent of the eigenvectors of the matrices
involved. Moreover, the inexact triangular and skew-symmetric splitting (ITSS) iteration
method, which employs certain Krylov subspace methods as the inner iteration processes
at each step of the outer TSS iteration method, is proposed to accelerate the convergence
of the TSS iteration method. Numerical experiments are used to illustrate the effectiveness
of the TSS and ITSS iteration methods.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Markov chains are one of the most important kinds of models in simulation. The use of Markov chains is of interest
in a wide range of applications. Such examples are the information retrieval and web ranking [1–4], queueing systems
[5–8], stochastic automata networks [9–11], manufacturing systems and inventory control [12,13] and communication
systems [14–16]. For analyzing their performance measures, it is required to find their stationary probability distributions
π by solving the linear system
πQ = 0, π > 0, πe = 1, (1)
where Q is an n × n generator whose elements qij denote the rate of transition of the chain from state i to state j and
e = (1, 1, . . . , 1)T ∈ Rn.
It is well known that there exists a unique stationary probability distribution π whose elements are strictly greater than
zero for a finite irreducible and aperiodic Markov chains; see, e.g., [17–20]. Hence, the numerical solutions to the linear
system (1) is feasible. For simplicity, we rewrite (1) as the following homogeneous linear system
A¯x = 0, with A¯ = Q T, x = πT, (2)
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where A¯ and x are the transposes of the generator matrix Q and π , respectively. In particular, the coefficient matrix A¯ has
zero column sum, positive diagonal entries and non-positive off-diagonal entries.
Recently, there is a large amount of work devoted to solving the linear system (2). Such examples are the direct methods
in [21–24,20], additive and multiplicative Schwarz methods (with overlap) in [25–28], the well-known Krylov subspace
methods in [29–33] and some preconditioning techniques in [34,35,9,6,36,37,23,38–40]. Furthermore, multigrid methods
based on aggregation of Markov states have been studied in the literature [41–46]. Along the lines of multigrid methods
for general linear systems [47], all these multilevel methods can be regarded as the direct or indirect extensions of two-
level iterative aggregation/disaggregationmethods, which have been used and analyzed forMarkov chains in [48–51]. More
numerical methods like hybrid algorithms can be found in [52,53].
In this paper, we will explore the applications of the triangular and skew-symmetric splitting (TSS) iteration method
for computing the stationary probability vector of the linear system (2), where the coefficient matrix A¯ which has the one-
dimensional null space is singular. We believe that this is the first time that Markov chain problems are analyzed by using
the TSS iteration method in this context. Our main goal is to present the TSS iteration method as one more possible tool for
the numerical solutions of Markov chains.
However, as far as we know, the TSS iteration method has been developed and discussed for solving positive-definite
linear systems; see, e.g., [54–57]. Hence, the TSS iteration method cannot be directly applied to calculate the linear system
(2). In Section 2, we consider a regularized linear system as given below and present a theorem to indicate that there
exists a nonnegative constant ϵ ≥ 0 such that the matrix A = A¯ + ϵI = Q T + ϵI is a positive-definite matrix.
In Section 3, we apply the TSS iteration method to solve the regularized linear system and discuss its convergence. In
Section 4, we analyze the choice of the contraction factor α and propose an inexact triangular and skew-symmetric splitting
(ITSS) iteration method for the numerical solutions of Markov chains. In Section 5, numerical experiments are presented
to show the effectiveness of both the TSS and ITSS iteration methods. Finally, conclusions and future work are made in
Section 6.
2. The regularized linear system
In this section, we will present a theorem to indicate that there exists a nonnegative constant ϵ ≥ 0 such that the matrix
A = A¯ + ϵI = Q T + ϵI is positive definite and consider a regularized linear system for solving the stationary probability
vector of Markov chains.
Definition 1 (See (1.2) p. 133 of [17]). Any matrixA ∈ Rn×n of the form
A = sI −B, s > 0,B ≥ 0
is called anM-matrix when s ≥ ρ(B), the spectral radius of the nonnegative matrixB. If s > ρ(B), thenA is a nonsingular
M-matrix, otherwiseA is a singularM-matrix.
Definition 2 (See (2.5) p. 141 of [17]). A symmetric nonsingularM-matrix is called a Stieltjes matrix.
As a matter of fact, Definition 2 implies that a symmetric nonsingular M-matrixA is a real symmetric positive-definite
matrixwith nonpositive off-diagonal entries. Here, we say that a nonsymmetricmatrixA is positive definite if its symmetric
part, i.e., (A+AT)/2, is positive definite.
Theorem 3. For any generator matrix Q ∈ Rn×n as given in (1), there exists a nonnegative constant ϵ ≥ 0 such that the matrix
A = A¯+ ϵI = Q T + ϵI is positive definite.
Proof. Our aim is to prove that the symmetric part of the matrix A, i.e., (A+ AT)/2, is positive definite. Let
Q =

q11 q12 q13 . . . q1n
q21 q22 q23 . . . q2n
q31 q32 q33 . . . q3n
...
...
...
. . .
...
qn1 qn2 qn3 . . . qnn
 , qii > 0, qij ≤ 0, 1 ≤ i, j ≤ n, i ≠ j
and a = max(qii), 1 ≤ i ≤ n, the largest number of its diagonal entries. Then, we have
Q + Q T
2
=

q11 ∗ ∗ . . . ∗
∗ q22 ∗ . . . ∗
∗ ∗ q33 . . . ∗
...
...
...
. . .
...
∗ ∗ ∗ . . . qnn
 = aI − R,
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where
R =

a− q11 ∗ ∗ . . . ∗
∗ a− q22 ∗ . . . ∗
∗ ∗ a− q33 . . . ∗
...
...
...
. . .
...
∗ ∗ ∗ . . . a− qnn
 ≥ 0.
Let ρ(R) denote the spectral radius of the nonnegative matrix R. Since
A+ AT
2
= ϵI + Q + Q
T
2
= (ϵ + a)I − R.
Hence, for proving this proposition, we need to illustrate that (A + AT)/2 is a nonsingular M-matrix. Clearly, if a > ρ(R),
then for any ϵ ≥ 0 we have ϵ + a > ρ(R). On the other hand, if a ≤ ρ(R), then there exists an ϵ: ϵ > ρ(R) − a ≥ 0
such that ϵ + a > ρ(R). Therefore, according to Definition 1, the matrix (A + AT)/2 is a symmetric nonsingular M-matrix.
Furthermore, according to Definition 2, the matrix (A+ AT)/2 is positive definite, which implies Theorem 3 is proved. 
Evidently, from the proof of Theorem 3, we can obtain the following corollary.
Corollary 4. Given the conditions as above. If a > ρ(R), then the minimum value of ϵ is taken as zero, i.e., ϵ = 0. On the other
hand, if a < ρ(R), then the minimum value of ϵ is taken as ρ(R)− a, i.e., ϵ = ρ(R)− a.
As mentioned already in the preceding section, the coefficient matrix A¯ = Q T of (2) has a one-dimensional null space;
thus the TSS iteration method cannot be directly applied to solve the stationary probability vector of (2). However, one can
always consider a regularized linear system as follows (see, e.g., [9,6,13,53]):
Ax = (A¯+ ϵI)x = (Q T + ϵI)x = en = b, (3)
where en is a unit vector given by en = [0, 0, . . . , 0, 1]T. The stationary probability vector π is then obtained by normalizing
the solution x of (3). We remark that, from Theorem 3, the coefficient matrix A = Q T+ ϵI of (3) is positive definite for some
nonnegative constant ϵ ≥ 0. Therefore, the next section concentrates on solving the non-homogeneous positive-definite
linear system Ax = b as given in (3). It is clear that solving the linear system (3) may introduce a small error of O(ϵ), but
Ching et al. have proved that the 2-norm of the error introduced by the regularization tends to zero. The proof for this
regularization technique can be found in [9,13] and is therefore omitted here.
3. The TSS iteration method for Markov chains
In this section, we apply the TSS iterationmethod proposed in [54] to solve the regularized linear system (3) for obtaining
the stationary probability vector of an irreducible Markov chain, and then analyze its convergence.
Let the coefficient matrix A of the regularized linear system (3) have the splitting of the form
A = T + S, (4)
where T ∈ Rn×n is a triangular and positive-definite matrix with its diagonal elements positive, and S ∈ Rn×n is a skew-
symmetric matrix, i.e., ST = −S. By applying the techniques of constructing HSS, NSS and PSS iteration methods (see,
e.g., [54,58]), we can establish the following TSS iteration method for the regularized linear system (3).
The TSS iteration method for Markov chains. Given an initial guess x(0) ∈ Rn, compute
(αI + T )x(k+1/2) = (αI − S)x(k) + b,
(αI + S)x(k+1) = (αI − T )x(k+1/2) + b, (5)
for k = 0, 1, 2, . . . , until {x(k)} converges, where α is a given positive constant.
Evidently, like HSS, NSS and PSS iteration methods, each iterate of the TSS iteration method alternates between the
triangular part and the skew-symmetric part, analogously to the classical ADI iteration method for partial differential
equations [59,60]. Observing that the roles of the matrices T and S in the above TSS iteration method are able to be reserved
such that the linear system with the coefficient matrix αI + S is solved first, and then the linear system with the coefficient
matrix αI + T is calculated.
Without loss of generality, letM1 = αI + T ,N1 = αI − S,M2 = αI + S,N2 = αI − T and note that the matricesM1 and
M2 are nonsingular for any positive constant α. Then the TSS iteration method (5) can be equivalently written as
x(k+1) = M(α)x(k) + N(α)b, k = 0, 1, 2, . . . , (6)
where
M(α) = M−12 N2M−11 N1 = (αI + S)−1(αI − T )(αI + T )−1(αI − S),
N(α) = 2α(αI + S)−1(αI + T )−1. (7)
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It is clear that M(α) is the iteration matrix of the TSS iteration method (5). Thus, for proving the convergence of the TSS
iterationmethod, we need to illustrate that the spectral radius ofM(α) is less than one, i.e., ρ(M(α)) < 1. Here the following
lemmas are given first.
Lemma 5 (See [54,58]). Let V (α) = (αI− S)(αI+ S)−1. If S ∈ Rn×n is a skew-symmetric matrix, then V (α) is a unitary matrix.
Lemma 6 (See Lemma 2.1 of [54]). Let W (α) = (αI − T )(αI + T )−1. If T ∈ Rn×n is a positive-definite matrix, then it holds that
‖W (α)‖2 < 1, ∀ α > 0.
Theorem 7. Let A ∈ Rn×n given in (3) be a positive-definite matrix and possess the splitting of form (4). ThenM(α) given in (7) is
the iteration matrix of the TSS iteration method (5) and its spectral radius ρ(M(α)) is bounded by ‖W (α)‖2 defined in Lemma 6.
Therefore, it holds that
ρ(M(α)) ≤ ‖W (α)‖2 < 1, ∀α > 0,
i.e., the TSS iteration method converges to the unique solution of the regularized linear system (3).
Proof. Along the lines of [54], since the coefficientmatrixApossesses the splitting of form (4),where T ∈ Rn×n is a triangular
and positive-definite matrix with its diagonal elements positive, and S ∈ Rn×n is a skew-symmetric matrix, i.e., ST = −S.
Thus, by Lemma 5, we see that V (α) is a unitary matrix and ‖V (α)‖2 = 1. By Lemma 6, we see that ‖W (α)‖2 < 1,
i.e., ‖(αI − T )(αI + T )−1‖2 < 1.
On the other hand, since the iteration matrixM(α) of the TSS iteration method (5) is similar to the matrix
M(α) = (αI − T )(αI + T )−1(αI − S)(αI + S)−1 = W (α)V (α).
Therefore, we have
ρ(M(α)) = ρ(M(α)) ≤ ‖M(α)‖2 ≤ ‖W (α)‖2‖V (α)‖2 = ‖W (α)‖2 < 1,
and Theorem 7 is proved true. 
Note that Theorem 7 actually indicate that the TSS iteration method converges unconditionally to the unique solution of
the regularized linear system (3). Moreover, we find that the upper bound of its contraction factor is dependent only on the
spectrum of the triangular part T and is independent of the eigenvectors of the matrices A, T and S.
4. The choice of α and the ITSS iteration method
In this section, we discuss the choice of the contraction factor α and present the ITSS iteration methods by using Krylov
subspace methods as the inner iteration processes of the TSS iteration method for Markov chains.
From the view of theory, the choices of the triangular and skew-symmetric splitting methods of the coefficient matrix A
in (3) may be any splittings that satisfy the conditions in Theorem 7, and αmay be any positive constant. However, from the
view of practice, the different splittings of A and choices of α can result in different effectiveness of the TSS iterationmethod
for the numerical solutions of Markov chains. Therefore, how to construct the TSS splittings of A and choose the values of α
are important in practice.
Here we adopt the splitting methods that have been introduced in [54] as our TSS splitting methods for the coefficient
matrix A of the regularized linear system (3). That is, let A = D + L + U , where D is a diagonal matrix formed with the
diagonal elements of A, and L and U are strictly lower and upper triangular matrix of A, respectively. Then we have
A = (L+ D+ UT)+ (U − UT) ≡ T1 + S1
= (LT + D+ U)+ (L− LT) ≡ T2 + S2, (8)
where Ti and Si (i = 1, 2) are triangular matrices with the positive diagonal elements and skew-symmetric matrices,
respectively.
For this case (8), we simply discuss the approximate estimation of the contraction factor α, along the ideas in [54]. Let
G1 = L+ UT and G2 = LT + U; then Gi (i = 1, 2) are strictly lower and upper triangular matrices such that
[Gi(αI + D)−1]n = [(αI + D)−1Gi]n = 0, i = 1, 2,
and
(αI + Ti)−1 = [(αI + D)+ Gi]−1
= [(I + Gi(αI + D)−1)(αI + D)]−1
= (αI + D)−1
n−1
j=0
(−1)j[Gi(αI + D)−1]j.
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It then follows that
(αI − Ti)(αI + Ti)−1 = (αI − D− Gi)(αI + Ti)−1
= (αI − D− Gi)(αI + D)−1
n−1
j=0
(−1)j[Gi(αI + D)−1]j
≈ (αI − D− Gi)(αI + D)−1[I − Gi(αI + D)−1] (the first-order approximation)
= (αI − D)(αI + D)−1 − (αI − D)(αI + D)−1Gi(αI + D)−1
−Gi(αI + D)−1 + Gi(αI + D)−1Gi(αI + D)−1.
Observing that the matrix products Gi(αI + D)−1 (i = 1, 2) are also strictly lower or upper triangular matrices, we have
‖(αI − Ti)(αI + Ti)−1‖2 ≈ ‖(αI − D)(αI + D)−1‖2
= max
1≤j≤n
{(α − ajj)(α + ajj)−1}.
Let amin and amax be the minimum and maximum elements of the diagonal matrix D; then it has
α˜ = argmin
α>0
max
1≤j≤n
α − ajjα + ajj
 = √aminamax. (9)
Note that α = α˜ only is a theoretical parameter that minimizes the upper bound of the convergence factor ρ(M(α)). In
practice, as stated in [54,58], how to compute the optimal parameter α is a hard task that needs further in-depth study.
From the TSS iteration method for Markov chains (5), it is easy to find that exactly solving the first subsystems with the
coefficientmatrices αI+Ti (i = 1, 2) is relatively simple and inexpensive from the computational standpoint; see, e.g., [24].
However, the exact solutions for the second subsystems with the coefficient matrices αI + Si (i = 1, 2) are impractical in
actual implementations. Hence, considering the applications of Krylov subspace methods like the CGS method [24,61] to
compute the second subsystems is necessary. Moreover, solving the second subsystems with αI+ Si (i = 1, 2) is equivalent
to approximate the solutions of
(αI + Si)y(k+1/2) = r˜, r˜ = b− Ax(k+1/2) (10)
by iterating until the vector y(k+1/2) arrives at the prescribed inner tolerance or inner iteration counts, and then compute
x(k+1) = x(k+1/2) + y(k+1/2).
Here, theway of using the CGSmethod [24,61] as the inner iteration processes of the TSS iterationmethod to solve equations
(10) or the second subsystems in (5) is denoted by the ITSS iteration method for Markov chains.
To analyze the computational complexity of the second subsystems by exact solutions and Krylov subspacemethods, we
briefly estimate their operations as discussed in [58]. It is well known that solving the second subsystems (αI + Si)x(k+1) =
(αI − Ti)x(k+1/2) by direct methods needs almost O(n3) operations. However, suppose that l is the number of operations
required to compute a matrix–vector product, and k(Si) (i = 1, 2) is the number of operations used to solve (10) with
certain Krylov subspace methods. Then the total work to solve the second subsystems inexactly such that the prescribed
inner tolerance is satisfied is O(n+ l+ k(Si)) (i = 1, 2).
Evidently, the ITSS iteration methods with the Krylov subspace methods as the inner iteration methods can accelerate
the convergence of the TSS iteration method for obtaining the stationary probability vector of an irreducible Markov chain.
The next sectionwill test the TSS and ITSS iterationmethods on oneMarkov chainmodeling in order to show their efficiency.
5. Numerical results and analysis
In this section, we report on numerical results obtained with a Matlab 7.0.1 implementation on Window-XP with
2.93 GHz 64-bit processor and 2GB memory. The main goal is to examine the effectiveness of the TSS and ITSS iteration
methods for the numerical solution of Markov chains and compare them with the classical Gauss–Seidel (GS) iteration
method [22–24].
As an example,weonly consider the TSS splittingmethodA = (LT+D+U)+(L−LT) ≡ T2+S2 in (8) as the splittingmethod
for the coefficientmatrixA of the regularized linear system (3), because the other case can be investigated analogously. Direct
solvers are used to compute the first subsystems with the coefficient matrix αI + T2, and the CGS method [24,61] with the
inner prescribed iteration counts 1, 2, 3 and 4 is used to compute Eqs. (10). For convenience, the ITSS iteration method with
the CGS method as its inner iteration processes is denoted by ITSS(CGS(i)), i = 1, 2, 3, 4.
In our experiments, we have chosen ϵ = 0.06 for the following test problem by actually computing the spectral radius
ρ(R) and the largest diagonal element a of its generator matrix Q , since this value can ensure the positive-definite property
of the regularized linear system (3) from Theorem3 and Corollary 4. The initial guess is the unit vector x0 = [0, 0, . . . , 0, 1]T,
and the stopping criteria is set as
‖rk‖2
‖r0‖2 < 10
−6,
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Fig. 1. Graph of the tandem queueing network.
where rk is the residual at the kth iteration. Numerical results are presented in the following tables, where ‘‘TRR’’ denotes
log10 of the updated and final true relative residual 2-norms defined as log10(‖rk‖2/‖r0‖2), ‘‘IT’’ denotes the number of
iterations, ‘‘CPU1’’ is the set-up time that is used to compute the matrices Mi, Ni (i = 1, 2) and their inverses in direct
solvers and ‘‘CPU2’’ is the time spent in performing the TSS and ITSS iteration methods until the stopping criteria is arrived.
Finally, ‘‘CPU’’ denotes the total computing time.
Note that the stationary probability vector π of the homogeneous linear system (1) is then obtained by normalizing the
solution x of the regularized linear system (3). At the end of the iteration processes, we examine whether the components
of the last iteration have the same sign, i.e., xi > 0, i = 1, 2, . . . , n. Moreover, since the optimal parameter α in the TSS and
ITSS iteration methods is hardly decided [54,58], we choose the experimentally optimal parameters αexp by trial and error.
Example. Tandem queueing network. This test problem is an open tandem queueing network; see, e.g., [43,20]. Suppose
that two finite queues with single servers are placed in tandem, and their transition rates among states are indicated in
Fig. 1. We further let the arrival process of customers be a Poisson process with the parameterµ = 10, and the service time
of each servers also be Poisson distributions with rates µ1 = 11 and µ2 = 10. The number of customers in the queues
is limited to be m = 7, 15, 23, 31, 63. Then the total number of states is given by h2 = (m + 1)2. Numerical results with
α = αexp for this problem have been given in the following tables and figures.
Table 1 lists the experimental optimal parameters αexp and the corresponding spectral radius ρ(M(αexp)) of the iteration
matrices M(αexp) for the TSS iteration method. The data show that when h is increasing, αexp is increasing, and also
ρ(M(αexp)) is increasing for this problem. For obtaining an intuitive description, Fig. 2(left) depicts the curve of the iteration
counts with respect to the parameter α for this problem when h = 8, and Fig. 2(right) gives the curves of αexp versus
ρ(M(αexp)) for the TSS iteration method.
Fig. 3 plots the eigenvalue distributions of the TSS iteration matrices M(αexp) for this problem when h = 24 (left)
and h = 32 (right), respectively. The shapes and domains of the eigenvalue distributions of the TSS iteration matrices
are beautiful and similar. In particular, from Fig. 3, we can see that the eigenvalues of the TSS iteration matrices are more
clustered closely around the real axis when h is increasing.
Table 2 provides the numerical results of the TSS and Gauss–Seidel (GS) iteration methods for this problem. It is clear
that the CPU and IT of the TSS iteration method are less than those of the GS iteration method. Hence, we say that the TSS
iteration method is effective.
Tables 3–7 supply the numerical results of the ITSS iteration method for this problem when h = 8, 16, 24, 32 and 64,
respectively. Note that we have chosen the CGS method [24,61] with the inner prescribed iteration counts being 1, 2, 3 and
4 as the inner iteration processes at each step of the outer TSS iteration method. From all these tables, it is not difficult to
find that
• CPU1, CPU2 and CPU of the ITSS iteration method always have an increase with the problem size increasing.
• The CGS(3) method seems to have given the best numerical results by comparing the total computing time (CPU) and
the iteration counts (IT) with those of CGS(1), CGS(2) and CGS(3) methods.
• CPU1 of the ITSS iteration method is less than its CPU2, while CPU1 of the TSS iteration method is more than its CPU2
from Table 2. Hence, this performance indicates the importance of applying certain Krylov subspace methods to solve
the second subsystems of (5) or Eqs. (10).
• CPU of the ITSS iteration method is less than those of the TSS iteration method, except for h = 8 and h = 16. Thus we
say that the ITSS iteration method has accelerated the convergence of the TSS iteration method.
Fig. 4 intuitively show the functional relationships between the iteration counts and the choice of different parameters α.
Evidently, CGS(1) and CGS(3)methods have given themost and least number of iterations, respectively. Thus the superiority
of the CGS(3) method is confirmed once again.
Finally, according to the analysis for the numerical results in Tables 2–7 and Figs. 2–4, the effectiveness of the TSS and
ITSS(CGS) iteration methods is examined. Moreover, the ITSS(CGS) iteration method is found to be able to accelerate the
convergence of the TSS iteration method for this test problem.
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Fig. 2. Graph for the choices of the experimental optimal parameters αexp when h = 8 (left), and curves for αexp versus ρ(M(αexp)) (right) for the TSS
iteration method.
Fig. 3. The eigenvalue distributions of the TSS iteration matricesM(αexp)when h = 24 (left) and h = 32 (right) for this problem.
Table 1
The choice of the experimental optimal parameters αexp and the corresponding spectral
radius ρ(M(αexp)) of the iteration matricesM(αexp) for the TSS iteration method.
h 8 16 24 32 64
αexp 0.4472 0.5477 0.6042 0.6557 0.8944
ρ(M(αexp)) 0.8454 0.8515 0.8572 0.8628 0.8871
Table 2
Numerical results of the TSS and Gauss–Seidel (GS) iteration methods for this problem.
h 8 16 24 32 64
TSS
CPU1 0 0.0310 0.1710 0.6090 11.3440
CPU2 0 0.0310 0.1250 0.3750 5.2960
CPU 0 0.0620 0.2960 0.9840 16.6400
IT 83 81 81 82 82
TRR −6.0262 −6.0124 −6.0085 −6.0419 −6.0405
GS
CPU 0.0470 0.7340 4.0780 14.2660 236.1250
IT 104 110 116 121 117
TRR −6.0050 −6.0364 −6.0462 −6.0235 −6.0123
Table 3
Numerical results of the ITSS iteration method for this problem when h = 8.
ITSS CGS(1) CGS(2) CGS(3) CGS(4)
CPU1 0 0 0 0
CPU2 0 0 0.0150 0.0310
CPU 0 0 0.0150 0.0310
IT 97 80 81 86
TRR −6.0034 −6.0479 −6.0404 −6.0101
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Table 4
Numerical results of the ITSS iteration method for this problem when h = 16.
ITSS CGS(1) CGS(2) CGS(3) CGS(4)
CPU1 0 0 0 0
CPU2 0.0310 0.0470 0.0620 0.0780
CPU 0.0310 0.0470 0.0620 0.0780
IT 95 83 73 80
TRR −6.0550 −6.0016 −6.0088 −6.0693
Table 5
Numerical results of the ITSS iteration method for this problem when h = 24.
ITSS CGS(1) CGS(2) CGS(3) CGS(4)
CPU1 0.0150 0.0150 0.0150 0.0150
CPU2 0.0940 0.1250 0.1410 0.1881
CPU 1.1090 0.1400 0.1560 0.2030
IT 93 81 69 74
TRR −6.0295 −6.0617 −6.0507 −6.0090
Table 6
Numerical results of the ITSS iteration method for this problem when h = 32.
ITSS CGS(1) CGS(2) CGS(3) CGS(4)
CPU1 0.0620 0.0620 0.0620 0.0620
CPU2 0.2180 0.2340 0.2810 0.3440
CPU 0.2800 0.2960 0.3430 0.4060
IT 91 78 72 74
TRR −6.0262 −6.0566 −6.0307 −6.0098
Table 7
Numerical results of the ITSS iteration method for this problem when h = 64.
ITSS CGS(1) CGS(2) CGS(3) CGS(4)
CPU1 1.2500 1.2500 1.2500 1.2500
CPU2 1.2810 1.5930 1.6720 2.1720
CPU 2.5310 2.8430 2.9220 3.4220
IT 81 79 71 77
TRR −6.0456 −6.0511 −6.0179 −6.0456
Fig. 4. Graph for the choices of the experimental optimal parameters αexp when h = 16 (left) and h = 24 (right) for the ITSS iteration method.
6. Conclusions and future work
In this paper, we have explored the use of the TSS iteration method for the numerical solution of Markov chains. Since
the TSS iteration method cannot be directly applied to compute the stationary probability vector of (2), a regularized linear
system (3) has been considered and its positive-definite property has been ensured by Theorem 3 and Corollary 4. Then the
TSS iteration method is used to solve the regularized linear system (3) and its convergence has been given in Theorem 7.
Moreover, the ITSS iteration method, which applies a certain Krylov subspace method like the CGS method [24,61] as the
inner iteration processes to solve the second subsystem of (5) or Eqs. (10), has been presented to improve the convergence
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of the TSS iteration method. Numerical experiments on the tandem queueing network have shown the effectiveness of the
TSS and ITSS(CGS) iteration methods.
Note that we only have considered the TSS splitting methods (8) and the applications of the CGS method [24,61] to
solve the second subsystem of (5) or Eqs. (10) in this paper. Therefore, one future work may be to study more possible
TSS splitting methods for the coefficient matrix A given in (3), and the other future work may be to develop other Krylov
subspace methods like GMRES and BiCGSTAB [29,23,24,38] to compute the subsystems of (5). Additionally, the choice of an
optimal parameter α and the theoretical analysis of the ITSS iteration method for Markov chains are also our future work.
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