Abstract. We study the Gromov-Witten theory of K P 1 ×P 1 and some Calabi-Yau hypersurface in toric variety. We give a direct geometric proof of the holomorphic anomaly euqation for K P 1 ×P 1 in the form predicted by B-model physics. We also calculate the closed formula of genus one quasimap invariants of Calabi-Yau hypersurface in P m−1 × P n−1 after restricting second Kähler parameter to zero. By wall-crossing theorem between Gromov-Witten and quasimap invariants, we can obtain the genus one Gromov-Witten invariants.
Introduction
While the Gromov-Witten theory of Calabi-Yau manifold with one Kähler parameter is well studied ( [17, 19, 25, 27] ), the Gromov-Witten theory of manifold with more than one Kähler parameter is not well studied yet. In this paper we study the Gromov-Witten invariants of several manifolds with two Kähler parameters.
In [5, 6, 8, 9 ] the quasimap invariants were introduced and its relationship between the Gromov-Witten invariants are also studied. The quasimap theory is often more effective in computational or theoretical aspects. Since for all examples in our paper, the Gromov-Witten theory is equivalent to the quasimap theory by the results of [6, 8, 10] , we study the quasimap theory instead of the Gromov-Witten theory. 0.1. Toric Calabi-Yau manifolds. The computation of the GromovWitten invariant of toric Calabi-Yau manifolds is relatively more accessible due to torus localization theorem. For example the GromovWitten invariants of O P 1 (−1) ⊕ O P 1 (−1) are completely solved in [16] for all genus. For K P 2 , the Gromov-Witten theory is studied for all genus in terms of holomorphic anomaly equation in [19] . In Section 3 we consider the Gromov-Witten theory of total space of the canonical bundle K P 1 ×P 1 over P 1 × P 1 . We give a direct geometric approach using the quasimap invariants of K P 1 ×P 1 . Another approach using the topological recursion of Eynard and Orantin might be possible ( [3, 11, 12] ).
Define genus g quasimap potential function of K P 1 ×P 1
We study the holomorphic anomaly equations for the new series F g (q) := F g (q, q).
In order to state the holomorphic anomaly equations, we require the following power series 1 in q.
L(q) = (1 − 16q)
The ring C[
will play a basic role. Consider the free polynomial rings in the variables A 2 and C
given by assigning the above defined series A 2 (q) and C −1 1 (q) to the variables A 2 and C −1 1 respectively. We may therefore consider elements of the rings (1) either as free polynomials in the variables A 2 and C −1 1 or as series in q.
Let F (q) ∈ C[[q]] be a series in q. When we write
we mean there is a canonical lift F ∈ C[L ±1 ][A 2 ] for which
under the map (2) . The symbol F without the argument q is the lift. The notation
Let T be the standard coordinate mirror to t = log(q), T = log(q) + I 1 (q) .
Then Q(q) = exp(T ) is the usual mirror map.
Theorem 1. For the quasimap invariants of
(ii)
1 ] for g ≥ 1 and k ≥ 1. Theorem 2. The hololorphic anomaly equations for the quasimap invariants of K P 1 ×P 1 hold for g ≥ 2:
∂F g−i ∂T ∂F i ∂T + 1 2
The derivative of F g with respect to A 2 in the equation of Theorem 2 is well-defined by (i) in Theorem 1. Theorem 2 determine F g ∈ C[L ±1 ] uniquely as a polynomial in A 2 up to a constant term in C[L ±1 ]. The degree of the constant term is bounded as will be seen in the proof of Theorem 2. So Theorem 2 determine F g recursively from the lower genus theory together with a finite amount of data. 0.2. Calabi-Yau hypersurface in toric manifold. Genus one GromovWitten invariants are non-trivial even for Calabi-Yau manifold with dimension not necessarily equal to 3. Dimension 4 and 5 cases were studied in [20, 24] . In Section 4 we study the genus one Gromov-Witten theory of Calabi-Yau hypersurface in toric variety.
Let X be a zero loci of generic section of the anti-canonical bundle of
where P is smooth Fano toric variety. As before, denote by where N X 1,(1,0) is genus 1, degree (1, 0) quasimap invariant of X.
We prove the conjecture for P equal to
More generally, we prove the following theorem in Section 4.
Theorem 4. Let X be a zero loci of general section of anti-canonical bundle of P m−1 × P n−1 . Then we have the following formula for genus one quasimap potential function of X.
Here C k (q) is some series in q. See (34) for the definition of C k (q).
0.3. Plan of the paper. After a review of the moduli space of quasimaps in Section 1 and the genus zero theory in Section 2, Theorem 1 and 2 are proven in Section 3 using torus localization formula for K P 1 ×P 1 combined with quantum Lefschetz hyperplane section theorem. Theorem 4 is proven in Section 4 applying the result of [19] .
0.4. Notations. For the series which are defined in Section 2, we will use the following conventions.
] be the series in t 1 , t 2 , q 1 , q 2 . We define a new series Z, Z and Z by 
Quasimap invariants and B-model
LetX be a affine algebraic variety with an action by a reductive algebraic group G. Denote by X the GIT quotient X/ / θ G with some choice of a character θ of G. Let L θ be the G-linearized line bundle onX determined by θ. Let
be the open subsets of stable (resp. semistable) points with respect to θ. We assume
Fix integers n, g ≥ 0 and a class β ∈ Hom Z (Pic G (X), Z). With this setup, there are quasimap moduli space
with the canonical virtual fundamental class [Q g,n (X, β)] vir ( [9] ). The moduli space Q g,n (X, β) parameterize the data ( C, {p 1 , p 2 . . . , p n }, P, u ) where
• (C, {p 1 , p 2 , . . . , p n }) is a connected, at most nodal, n-pointed projective curve of genus g, • P is a principal G-bundle on C, • u is a section of the induced fiber bundle P × GX with fiberX on C such that (P, u) is of class β , satisfying the following generic nondegeneracy condition and stability condition:
(i) There is a finite (possibly empty) set B ⊂ C such that for every p ∈ C \ B we have u(p) ∈X s ,
(ii) The set B is disjoint from the set of the nodes and markings on C, (iii) The line bundle ω C ( n i=1 p i ) ⊗ L is ample for every rational number > 0, where
For Calabi-Yau 3-fold X, define the genus g quasimap potential function
The integral in the above equation gives nontrivial number since the virtual dimension of [Q g (X, β)]
vir is 0 for Calabi-Yau 3-fold. In [5, 6] , relationship between F g and Gromov-Witten potential function
by change of coordinate T X associated to X called mirror map. See [6] for precise statement.
In physics, to the A-model Gromov-Witten invariants of a CalabiYau 3-fold X is conjecturally associated the B-model theory of a mirror Calabi-Yau 3-fold X ( [2, 3] ). The A-model genus g Gromov-Witten potential function F A g which is eqaul to the Gromove-Witten potential function F GW g defined above, is conjecturally related by string theoretic B-model genus g potential function 2 F B g by the same mirror map T X . Therefore the quasimap invariants of X are expected to exactly equal the B-model invariants of the mirror X. In this paper we study the string theoretic B-model theory directly via quasimap theory.
Genus zero theory
We review here the genus 0 quasimap theory of some possibly noncompact Calabi-Yau manifold X. In our paper X will be either total space of canonical bundle or zero loci of general section of anti-canonical 2 F B g is some holomorphic limit of non-holomorphic potential function ( [2, 3] ).
bundle over some toric variety Y . In either cases, we can study the geometry of X via the Euler class of the obstruction bundle, e(Obs(X)), (4) associated to X on the moduli space Q g,n (Y, β). Here we also assume GIT representationỸ / / θ G of Y with appropriate choice of character θ and affine varietyỸ . The obstruction bundle in (4) come from some vector bunldeẼ on [Ỹ /G] associated to geometry of X. Let complex torus T act onỸ . We assume that this action commutes with the G action onỸ . Assume furthermore, the induced action on Y has only finitely many 0-dimensional and 1-dinmensional T-orbits.
First correlators.
We introduce several correlators defined via virtual fundamental class
Infinitesimal markings.
Moduli space of stable quasimaps can be considered with n ordinary (weight 1) markings and k infinitesimal (weight 0+) markings, Q 0+ 0,n|k (X, d) . Let γ i ∈ H * T (X) be equivariant cohomology classes, and let δ j ∈ H * T ([X/G]) be classes on the stack quotient. Following the notation of [19] , define following series,
Let φ i be the dual basis with respect to the E-twisted T-equivariant Poincare pairing, i.e.,
where e T (Ẽ| Y ) is the T-equivariant Euler class ofẼ| Y . Note that
Following two series play the important role throughout the paper.
We also write
We recall the following basic result proven in [6] ,
Associated to each T-fixed point p i ∈ Y , there is a special T-fixed point locus,
where all markings lie on a single connected genus 0 domain component contracted to p i . Denote by Nor the euqivariant normal bundle of
T,p i with respect to the embedding (5). Define following local
. . , γ n ψ an ; t, . . . , t .
2.3.
Quasimap graph spaces and I-functions.
2.3.1. Graph quasimap space. We review here the constructions of wighted quasimap graph spaces in [7] . In this paper, we only consider the case of (0+, 0+)-stability in [7] . See [7] for more general constructions. Following [7] , denote by
By the definition of stability condition of the moduli space, ρ is a regular morphism to
Denote by z the weight of C * acting on a point,
. Note that z is equal to the C * -equivariant first Chern class of the tangent space at 0 ∈ P 1 with respect to the action (6), i.e.,
The T-action on Y induces a T-action on QG
0+,0+
g,n|k,β ([Y /G]) which commutes with the C * -action obtained from the distinguished domain component C 0 . Therefore, we have a T × C * -action on the quasimap graph space and T × C * -equivariant evaluation maps
I-functions.
Among the fixed loci for the C * -action on
, there is a distinguished subset Q k,β for which all the markings and the entire curve class β lie over 0 ∈ P 1 . The locus Q k,β are eqiuped with a natural proper evaluation map ev • obtained from the generic point of P 1 :
More explicitly,
where Q is the C * -fixed locus in QG
for which the class β is concentrated only over 0 ∈ P 1 . The locus Q β parameterizes quasimaps of class β, f :
with a base-point of length β at 0 ∈ P 1 . The restriction of f to P 1 \ {0} is a constant map to P 2 which defines the evaluation map ev • Following [7] , we define the big I-function as the generating function for the push-forward via ev • of localization residue contributions of
where Nor
is the virtual normal bundle.
Definition 5. The big I-function for the (0+, 0+)-stability condition is
Birkhoff factorization.
Here we review the procedures in [19] to obtain S-operators from I-function. 
Furthermore LHS coincides with S(γ).
Here we used following notation,
3. Holomorphic anomaly equation for local
Overview. Let X be the total space of canonical bundle
associated to the K P 1 ×P 1 geometry on the moduli space Q g,n (P 1 ×P 1 , β). Here
is the standard universal structures andẼ is the line bundle on
which induce the canonical bundle
For the proof of holomorphic anomaly equation, we also need following potential function with insertions,
Following the notations in Section 0.4, define following new series
We also have the series S i , V ij , I defined in Section 2 associated to K P 1 ×P 1 geometry. We will use the notations in Section 0.4 for these series.
Localization graphs.
3.2.1. Torus action. We apply the localization strategy first introduced by Givental for the quasimap invariants of
There is an induced T-action on the moduli space Q g,n (
). The localization formula of [16] applied to the virtual fundamenal class
2 )) will play a essential role in our paper. The Tfixed loci are represented in terms of dual graphs, and the contributions of the T-fixed loci are given by tautological classes. The formulas here are standard, see [19, 23] .
3.2.2.
Graphs. Let the genus g and the number of markings n for the moduli space be in the stable range 2g − 2 + n > 0. (8) We can organize the T-fixed loci of Q g,n (P 1 × P 1 , β) according to decorated graphs. A decorated graph Γ(X) consists of the data (V, E, N, γ, ν) where (i) V is the vertex set, (ii) E is the edge set (possibly with self-edges), (iii) N : {1, 2, . . . , n} → V is the marking assignment, (iv) g : V → Z ≥0 is a genus assignment satisfying
and for which (V, E, N, γ) is stable graph,
The markings L are often called legs.
To each decorated graph Γ ∈ G g,n (P 1 × P 1 ), we associate the set of fixed loci of
whose element can be described as follows:
There is a bijecive correspondence between the connected components of f −1 (P 1 × P 1 /{p 0 , . . . , p m }) and the edges of Γ respecting vertex incidence. Using decorated graph, we can write the localization formula as
Note that each contribution Cont Γ is a power series in q obtained from an infinite sum over all edge possibilities (b), while G g,n (P 1 × P 1 ) is a finite set.
Unstable graphs. The moduli spaces of stable quotients
for d 1 > 0 or d 2 > 0 are the only 3 cases where the pair (g, n) does not satisfy the Deligne-Mumford stability condition (8) .
An appropriate set of decorated graphs G 0,2 (P 1 ×P 1 ) is easily defined: The graphs Γ ∈ G 0,2 (P 1 × P 1 ) all have 2 vertices connected by a single edge. Each vertex carries a marking. All of the conditions (i)-(v) of Section 3.2.2 are satisfied except for the stability of (V, E, N, γ). The localization formula holds,
, the matter is more problematic -usually a marking is introduced to break the symmetry.
3.3.
Higher genus series on K P 1 ×P 1 .
3 The moduli spaces Q 0,0 (P m , d) and Q 0,1 (P m , d) are empty by the definition of a stable quotient.
3.3.1. Intersection theory on M g,n . We review here the now standard method used by Givental [14, 15, 21] to express genus g descendent correlators in terms of genus 0 data.
Let t 0 , t 1 , t 2 , . . . be formal variables. The series
in the additional variable c plays a basic role. The variable c will later be replaced by the first Chern class ψ i of a cotangent line over M g,n ,
with the index i depending on the position of the series T in the correlator. Let 2g − 2 + n > 0. For a i ∈ Z ≥0 and γ ∈ H * (M g,n ), define the correlator
For formal variables x 1 , . . . , x n , we also define the correlator
in the standard way by expanding
The string equation yields the following result.
After the restriction t 0 = 0 and application of the dilaton equation, the correlators are expressed in terms of finitely many integrals (by the dimension constraint). For example,
We consider C(t 1 )[t 2 , t 3 , ...] as Z-graded ring over C(t 1 ) with
Define a subspace of homogeneous elements by
We easily see
Using the leading terms (of lowest degree in
), we obtain the following result. By Lemma 8, we can find a unique representation of ψ a 1 , . . . , ψ an g,n | t 0 =0 in the variables
The n = 3 correlator is included in the set (11) to capture the variable t 1 . For example, in g = 1,
A more complicated example in g = 2 is
be the unique rational function satisfying the condition
Proof. Both sides of the equation satisfy the differential equation
By definition, both sides have the same initial conditions at t 0 = 0.
Proposition 11. For 2g − 2 + n > 0,
Proof. Both sides of the equation satisfy differential equation
Both sides have the same initial conditions at t 0 = 0. We use here
There is no conflict here with Lemma 7 since (g, n) = (0, 2) is not in the stable range. The unstable case (g, n) = (0, 2) plays a special role. We define
by adding the degenerate term 1
to the terms obtained by the expansion of
as a geometric series. The degenerate term is associated to the (unstable) moduli space of genus 0 with 2 markings.
Proposition 12. We have
Both sides have the same initial conditions at t 0 = 0.
3.4. Decomposition formula. We review here the localization strategy to obtain a contribution formula for a general graph Γ. 
Let V ij denote the restriction of V ij to t 1 = 0, t 2 = 0. Via formula (9), V ij is a summation of contributions of fixed loci indexed by a graph Γ consisting of two vertices connected by a unique edge. Let w 1 and w 2 be T-weights. Denote by V
the summation of contributions of T-fixed loci with tangent weights precisely w 1 and w 2 on the first rational components which exit the vertex components over p i and p j .
The series V w 1 ,w 2 ij includes both vertex and edge contributions. By definition (12) 
.
After summing over all possible weights, we obtain
The above calculations immediately yield the following result.
Lemma 13. We have
in Lemma 13 denotes the coefficient of
in the series expansion of the argument.
3.5. A simple graph. Before treating the general case, we present the localization formula for a simple graph 5 . Let Γ ∈ G g (P 1 × P 1 ) consist of two vertices and one edge,
with genus and T-fixed point assignments
Let w 1 and w 2 be tangent weights at the vertices p 1 and p 2 respectively. Denote by Cont Γ,w 1 ,w 2 the summation of contributions to (13)
vir of T-fixed loci with tangent weights precisely w 1 and w 2 on the first rational components which exit the vertex components over p 1 and p 2 . We can express the localization formula for (13) as
which equals
where
is the Hodge class
with λ p i := (H 1 + H 2 )| p i . We have used here the notation
0,4 , . . . and applied (11) .
After summing over all possible weights w 1 , w 2 and applying Lemma 13, we obtain the following result for the full contribution
vir .
Proposition 14. We have
3.6. A general graph. We apply the argument of Section 3.5 to obtain a contribution formula for a general graph Γ. Let Γ ∈ G g,0 (P 1 × P 1 ) be a decorated graph as defined in Section 3.2.2. The flags of Γ are the half-edges 6 . Let F be the set of flags. Let
be a fixed assignment of T-weights to each flag. We first consider the contribution Cont Γ,w to
vir of the T-fixed loci associated Γ satisfying the following property: the tangent weight on the first rational component corresponding to each f ∈ F is exactly given by w(f ). We have
The terms on the right side of (14) require definition:
• The sum on the right is over the set Z F >0 of all maps A : F → Z >0 corresponding to the sum over a 1 , a 2 in Proposition 14.
• For v ∈ V with n incident flags with w-values (w 1 , . . . , w n ) and
A-values (a 1 , a 2 , ..., a n ),
• For e ∈ E with assignments (p(v 1 ), p(v 2 )) for the two associated vertices 7 and w-values (w 1 , w 2 ) for the two associated flags,
. The localization formula then yields (14) just as in the simple case of Section 3.5.
By summing the contribution (14) of Γ over all the weight functions w and applying Lemma 13, we obtain the following result which generalizes Proposition 14.
6 Flags are either half-edges or markings. 7 In case e is self-edge, v 1 = v 2 .
Proposition 15. We have
where the vertex and edge contributions with incident flag A-values (a 1 , . . . , a n ) and (b 1 , b 2 ) respectively are
, where p(v 1 ) = p i and p(v 2 ) = p j in the second equation.
3.6.1. Legs. Let Γ ∈ G g,n (P 1 ×P 1 ) be a decorated graph with markings. While no markings are needed to define the stable quotient invariants of K P 1 ×P 1 , the contributions of decorated graphs with markings will appear in the proof of the holomorphic anomaly equation. The formula for the contribution Cont Γ ((
vir is given by the following result.
Proposition 16. We have
where the leg contribution is
The vertex and edge contributions are same as before.
The proof of Proposition 16 follows the vertex and edge analysis. We leave the details as an exercise for the reader. The parallel statement for Gromov-Witten theory can be found in [14, 15, 21] .
3.7. twisted theory on P 3 . Here we study the genus 0 twisted quasimap theory of P 3 by O P 3 (2) ⊕ O P 3 (−2). We fix a torus action T := (C * ) 4 on P 3 with weights
on the vector space C 4 . We will use the specialization
where ζ is the primitive fourth root of unity. We denote by
the series defined in Section 2 via the Euler class of the obstruction bundle, 
The function I tw satisfies following Picard-Fuchs equation
We now recall the functions S tw i (γ) defined in Section 2.2. Using Birkhoff factorization, an evaluation of the following series can be obtained from the I-function, see [19] .
For a series Z ∈ C[[ 
Here
The series µ and R k are found by solving differential equations obtained from the coefficient of z k in (18) . For example,
where L(q) = (1 − 16q)
. Now we return to the series S tw (γ). Define the series C k for k = 1, 2, 3, by
As in [26] , we can prove following relations,
Define new series for γ ∈ H * T (P 3 , Q)
also admit the following asymptotic expansion:
We used here the normalization in [26] . Note
As in [26] , we obtain the following results.
Lemma 18. For all k ≥ 0, we have
By applying (19) to the asymptotic form (21), we obtain the following results.
Lemma 19. We have
where X :=
The last equality come from
After setting p = 1 in Lemma 19, we obtain the following relation:
From Proposition 18, Lemma 19 and (22), we obtain the following results.
Lemma 20. For all k ≥ 0, we have
3.8. Quantum Lefschetz hyperplane section theorem. To apply the higher genus formula for K P 1 ×P 1 , one need to know the series S(γ) for γ ∈ H * T (K P 1 ×P 1 ). Since it is dificult to study S-operator of K P 1 ×P 1 directly, we study it via S-operator of twisted theory of P 3 studied in Section 3.7.
Consider the Segre embedding
2 act on P 1 × P 1 diagonaly on each component with weight λ 0 , λ 1 , λ 2 , λ 3 . This action uniquely lift to P 3 . We will use the following specializations:
Note above specialization is consistent with the specialization (15) .
Denote by H * T (K P 1 ×P 1 ) the cohomology ring of K P 1 ×P 1 whose ring sturucture is equal to usual cohomology ring H *
with following cup product,
) .
Denote by H * T,tw (P 3 ) the twisted cohomology ring of P 3 whose ring strucutre is equal to usual cohomology ring H * T of P 3 with following cup product,
Pull-back map induced by ι gives us following isomorphism between above two cohomology rings with associated cup-products.
Let us use the same notation ι to denote the closed immersion of
Recall the definition of obstruction bundle associated to each geometry (7), (16) . By the functoriality in [18] we obtain the following results.
Proposition 21. We have
The following is immediate consequences of Proposition 21.
Corollary 22.
Under the isomorphism of (23), we have
3.9. Proof of Theorem 1. By definition, we have
Hence, statement (i),
follows from Proposition 15 and Lemmas 20. Since
is closed under the action of the differential operator
3.10. Proof of Theorem 2. Let Γ ∈ G g (P 1 × P 1 ) be a decorated graph. Let us fix an edge f ∈ E(Γ). If we break the Γ at the edge f , we have two possibilities:
• if Γ is connected after breaking f , denote the resulting graph
• if Γ is disconnected after breaking f , denote the resulting two graphs by
where g = g 1 + g 2 . There is no canonical order for the 2 new markings. We will always sum over the 2 labellings. So more precisely, the graph Γ 0 f in case • should be viewed as sum of 2 graphs (2, 1) . Similarly, in case ••, we will sum over the ordering of g 1 and g 2 . As usual, the summation will be later compensated by a factor of 1 2 in the formulas.
By Proposition 15, we have the following formula for the contribution of the graph Γ to the quasimap theory of K P 1 ×P 1 ,
The bar over Cont Γ in the above equation means restriction q 1 = q 2 = q following the notation in Section 0.4.
Let f connect the T-fixed points p i , p j ∈ P 1 × P 1 . Let the A-values of the respective half-edges be (k, l). By Lemma 20 and Corollary 22, we have (26) ∂Cont
• If Γ is connected after breaking f , we have
The derivation is simply by using (26) on the left and Proposition 16 on the right.
•• If Γ is disconnected after breaking f , we obtain
by the same method. By combining the above two equations for all the edges of all the graphs Γ ∈ G g (P 1 × P 1 ) and using the vanishing
of Lemma 18, we obtain
Combining the divisor equation in Gromov-Witten theory and the wall-crossing theorem, we obtain the divisor equation in quasimap invariants.
The above equations transform (27) into exactly the holomorphic anomaly equation in Theorem 2,
as an equality in C[[q]]. We can lift the above identity to the ring 4.1. Overview. We review here the method in [19] of computing genus one quasimap invariants. Let X be a generic section of degree (m, n) in Y := P m−1 × P n−1 . The quasimap invariants of X is defined in Section 2. Now consider the imbedding ι : X → Y . By functoriality in [18] we have following identity for g = 0, 1,
HereẼ is the line bundle on
which induces the line bundle
is the standard universal structures. While there is no torus action on X, we can use torus localization theorem on the right side of (28) with
n acting on P m−1 × P n−1 standardly. The genus one quasimap potential function of X was defined in Section 1,
e(Obs) .
Now we recall the series defined in Section 2 for X. From [5] , we have following asymtotic expansion of the function I after restriction to each fixed point p i ∈ (Y ) T ,
. Here
Let c i (λ) be the element in C(λ) uniquely determined by
where E is the Hodge bundle on the moduli stack M 1,1 of stable one pointed genus 1 curves. We recall the notations in Section 0.4 for the series R ik , U i , V ii . The following theorem was proven in [19] .
Theorem 23. Let F 1 (q 1 , q 2 ) be the genus one quasimap potential function of X. For k = 1, 2 we have
4.2.
Calculations. We apply Theorem 23 to the hypersurface of degree (2, n) in P 1 × P n−1 . Let X be the hypersurface of degree (2, n) in P 1 × P n−1 . X has curve class (d 1 , d 2 ) ∈ N × N where d 1 (resp. d 2 ) is degree inside P 1 (resp. P n−1 ). In this sections, we only consider curves class (d 1 , 0).
Theorem 24. Let F 1 be the genus one quasimap potential function of X. Then we have
standardly on each components. Denote by α 1 , α 2 (resp. λ 1 , . . . , λ n ) the weights of (C * ) 2 (resp. (C * ) n ). There are 2n fixed loci
with following conditions:
Here we used the convention
Also we will use following specialization,
Picard-Fuchs equation.
As in [7] , we can evaluate the I-function of Definition 5 for X.
The function I satisfies following Picard-Fuchs equation
Define L i , a i and b i by following equation:
Applying (30) to (29), we obtain following equations.
(
Here we used the notation in Section 0.4 for the series I i , L, a i and b i .
By solving above differential equations with initial conditions
we obtain following results for i = 1, . . . , n.
Similiarly, solving above differential equations with initial conditions
we obtain following results for i = −n, . . . , −1.
Throughout the paper, whenever we take the limit λ → 0 , we can check that it is well-defined. Denote by Vert (resp. Loop) the first (resp. the second) summand in Theorem 23. We can calculate each term of Vert as follows.
Therefore we have
Now to finish the proof, we need to show
By (31), we obtain the following results.
We can easily check the followings.
As a results, we conclude
Therefore we have lim λ→0 Loop = 0 which finish the proof.
4.3. General case. In this section we study the genus one quasimap invariants of hypersurface of degree (m, n) in P m−1 × P n−1 . Let X be the hypersurface of degree (m, n) in P m−1 × P n−1 . As before, we denote by 
We will use the following specialization throught the subsection,
Here, ζ is primitive m-th root of unity. (mH 1 + nH 2 + kz) m−1 j=0
The function I satisfies following Picard-Fuchs equation,
Define L ki , a ki and b ki by following identity.
We obtain the following results.
lim λ→0 a ki = LogL ,
where L = (1 − m m q)
4.3.3. S-operators. Since we will use the specializations λ i = 0 in the end, it is enough for us to calculate S-operator modulo λ i . 
S(H
with C 0 (q 1 ) := S(1)| z=∞,t 1 =0,t 2 =0,q 2 =0 .
Proof of Theorem 4.
As in the previous subsection, we have
The followings are immidiate consequences of (32). Therefore we obtain the following results.
Now we calculate the loop contribution. We have
We obtain following calculation of loop contributions for each fixed point p ki . The first equality in above equations follow from (33). The last equality in above equations are also straightforward calculations using (33).
Since similar calculations appeared in [19] , we do not repeat this in our paper.
Finally we obtain the following result for the loop contribution. By combining (35) and (36), we obtain the equation in the Theorem 4.
