We quantify the rigidity of branching microstructures in shape memory alloys undergoing cubic-to-tetragonal transformations in the geometrically linearized theory by making use of Tartar's H-measures. The main result is a B 2/3 1,∞ -estimate for the characteristic functions of twins, which heuristically suggests that the largerscale interfaces can cluster on a set of Hausdorff-dimension 3 − 2 3 . We provide evidence indicating that the dimension is optimal. Furthermore, we get an essentially local lower bound for the blow-up behavior of the limiting energy density close to a habit plane.
Introduction

Literature
The use of tools to measure the failure of strong compactness in the analysis of microstructure has a long tradition, with Young measures being the most prevalent choice. An overview of their application in this context can be found in notes by Müller [16] . However, while Yound measures are capable of detecting the oscillations of a fine twin, they are insensitive to their geometry. Therefore, they are the wrong tool to use as in the present work we want to capture the rigidity due to the microscopic geometry of branching microstructures after having described their macroscopic geometry in the paper [19] . Instead, we make use of Tartar's H-measures [21] , independently defined by Gerard [7] , as they are well-suited to detect the essentially one-dimensional oscillations of small-scale twinning. What is more, their transport property [21, Section 3] , which describes how a linear PDE for the sequence restricts the transport of oscillations, make them a natural tool to analyze rigidity properties.
Instead of a non-linear approach in the spirit of Ball and James [1] we choose the geometrically linearized theory for the basis of our analysis. It was first used by Khatchaturyan, Roitburd and Shatalov [10-12, 17, 18] to model materials undergoing martensitic phase transformations. Somewhat more recently it has been used to provide rigorous rigidity results and constructions of microstructures: Dolzmann and Müller [5] proved that twins are the only stress-free microstructures in cubic-to-tetragonal transformations. Capella and Otto [2, 3] quantified their result by augmenting the elastic energy with an interface penalization. A simplified scalar version of such a functional has previously been used in the well-known works by Kohn and Müller [14, 15] to argue that the interface energy leads to a branching of twins at a habit plane. The microscopic structure of minimizers for their model was investigated by Conti [4] , establishing their asymptotic self-similarity. An analysis of the large-scale structure of microstructures locally involving at most two martensite phases has been given by the author [19] .
Previous applications of H-measures in the theory of shape memory alloys have been given by Kohn [13] , who used H-measures to calculate the quasiconvex envelope of a two-well energy in the geometrically linear theory, and Smyshlyaev and Willis [20] and Govindjee, Hall and Mielke [8] , who analyzed the three-well and the n-well case, respectively, building on Kohn's work. Additionally, H-measures have been used by Heinz and Mielke [9] to study the existence of solutions to a rate-independent model for dynamics in a two-well phase transformation.
Outline
In Subsection 1.2 we give the energy and its elementary properties. The main results are collected in Subsection 1.3. Section 2 contains a discussion of the necessary intermediate statements, while the proofs are given in Section 3.
Definition of the energy
In the following, we give a definition of the energy and repeat the properties of the energy of direct relevance to our problem in order to fix notation. For a more thorough discussion of the model see Capella and Otto [2] .
As in the companion paper [19] , we only consider sequences (u η , χ η ) with lim sup η→0 E η (u η , χ η ) < ∞, where the energy is given by E η (u, χ) := E elast (u, χ) + E inter,η (u, χ),
for
E inter,η (u, χ) := η
Here the set Ω ⊂ R 3 is a bounded Lipschitz domain, the displacement is a function u : Ω → R 3 and the strain is denoted by e(u) =
2
Du + Du T . Additionally, the maps χ i : Ω → {1, 1} for i = 1, . . . , 3 with 
In contrast to the previous paper [19] , note that we are considering the greater generality of austenite being present.
The martensite strains are (symmetrically) rank-one connected via
Here, the normals are defined as
Note that we employ crystallographic notation in defining 1 := −1. We collected the normals in the three pairs
and denote their union by
In order to localize our results we will at times think of E η , E elast,η and E inter,η as finite Radon measures on Ω, where we dropped the dependence on u η and χ η . Furthermore, passing to a subsequence we assume the existence of finite Radon measures E elast and E inter on Ω such that E elast,η * ⇀ E elast and E inter,η * ⇀ E inter as measures. For the Lebesguedensities of the limiting energy we will use the abbreviations
for U ⊂ Ω. Additionally, let
Finally, observe that the weak * limits θ i of the functions χ i relate to the limiting displacement via
for i = 1, 2, 3. This is a straightforward consequence of the computation
where we used 3 i=0 χ i,η = 1. The martensite indices 1, 2 and 3 will be used cyclically. Note that the austenite index 0 is explicitly excluded from this convention.
Main results
Our two main contributions state that, as long as the volume fractions of any mixture of martensites does not degenerate towards a pure phase, the characteristic functions of the twins in a finite energy sequence belong to the space B 2/3 1,∞ . In view of Definition 3, this roughly says that they have two-thirds of a derivative in L 1 , or rather, that the fractional derivative is a measure. In particular, we do not get that interfaces between twins form a 2-rectifiable set. Instead, the estimate corresponds to the set of interfaces having at most Hausdorff-dimension 3 − . Furthermore, there is plenty of evidence that this dimension is sharp: First, in Proposition 8 we prove using the rescaling properties of the functional that the set on which the Capella-Otto result [2] cannot be applied after blow-up is of at most the same dimension. Secondly, it is straightforward to construct second-order laminates with finite energy such that the large-scale interfaces cluster on sets of Hausdorff-dimensions 3− −ε for all ε > 0.
Also this is mostly a result of scaling: The energy between two large-scale interfaces can easily be seen to scale as d 2/3 , where d is the distance between the interfaces.
Theorem 1 deals with the case that in the limit there is at least some amount of twinning everywhere, i.e., that the volume fractions are bounded away from pure phases. This takes care of most two-variant configurations, second-order laminates and triple intersections in the terminology of [19, Definitions 2.4, 2.6, 2.8]. However, it excludes the presence of austenite.
Theorem 1. There exist universal constants c, C ≥ 1 with the following property:
Let (u, θ) be the limit of a finite energy sequence of displacements and partitions. Furthermore, assume that θ i < 1 for i = 0, . . . 3 almost everywhere on Ω and let there exist ε ≥ 0 such that for all i = 1, 2, 3 we have
Then the characteristic function of the twin normal to ν ∈ N in the sense of the decomposition of Lemma 7 and Corollary 9 satisfies
1,∞ (Ω) with the estimatê
There is a corresponding version of this statement, Theorem 2, for planar checkerboards, which do exhibit pure phases. Let (u, θ) be the limit of a finite energy sequence of displacements and partitions.
Assume that e(u) is a planar checkerboard in the sense of [19, Definition 2.7] : There exists i ∈ {1, 2, 3} such that
with ν j ∈ N j for j ∈ {1, 2, 3} \ {i}, measurable sets A, B ⊂ R and real numbers a, b ≥ 0 such that a + b = 1. Let us furthermore suppose that a > 0 and b > 0.
Then we have that
for all d ∈ S 1 , open sets U ⊂⊂ Ω and h < 1 c dist(U, ∂Ω). Furthermore, we have the same estimate for the characteristic functions
of the sets on which θ is constant. 
Note that we will drop the dependence of the difference operator ∂ h d on the domain whenever it is clear that x, x + hd ∈ Ω.
Finally, with the methods developed in the paper we can also straightforwardly prove an essentially local lower bound on how the limiting energy concentrates close to a macroscopic interface. It states that the energy density in a twinned region has to blow-up as d −2/3 , whered is the distance to the interface. We also expect this estimate to be optimal as it nicely fits the scaling d 1/3 for the energy between two macroscopic interfaces of distance d. Furthermore, it is the expected scaling for (approximately) self-similar minimizers of the the Kohn-Müller functional, see Conti [4] .
For reasons of brevity we only state the lemma in the case of a habit plane. However, a similar estimate is true on the both sides of an interface between two martensite twins with essentially the same proof. Let ν 1 ∈ N 1 and let Ω = {x ′ ∈ B 1 (0) : x · ν 1 = 0} + (−1, 1)ν 1 . Let (u, θ) be the limit of a finite energy sequence of displacements and partitions. Furthermore, let the volume fractions θ and the H-measures describe a habit plane at x · ν 1 = 0 joining austenite with the variants e 1 and e 2 twinned in direction ν 3 , see also 1. We have
which is equivalent to
2. There exist ν 3 ∈ N 3 such that
Then for any direction d ∈ S 2 transversal to the habit plane and normal to the direction of twining, i.e., such that d · ν 1 > 0 and d · ν 3 = 0, the following holds: For any 0 < h small enough and H 2 -almost all x ′ ∈ R 3 with x ′ · ν 1 = 0 and |x ′ | < 1 the energy densities satisfy the lower bound Finally, it is interesting to note that all estimates only depend on the density of the limiting energy measure with respect to Lebesgue measure. This is consistent with the energy contribution on boundary layers close to the habit plane being of lower order in constructions of habit planes, see for example [3, 15] .
2 Intermediate statements
Existence of the H-measures
A straightforward application of Korn's inequality ensures that after subtraction of a skew-symmetric linear function Du η is bounded in L 2 (Ω). Thus, after subtracting constants and passing to a subsequence we get the existence of
As we will see later, we have to regularize the displacement for the transport property to hold. To this end, we consider u
where ϕ is a smooth, radially symmetric convolution kernel supported on B 1 (0). A weak-times-strong argument proves that for each δ > 0 we still have u 
By linearity, it is sufficient to consider the case that ψ 1 , ψ 2 and a take values in R. Note that we follow Tartar [21] in using the convention
Furthermore, we may assume that the H-measures µ
exist along a subsequence for a countable, dense subset of {δ > 0}. The following straightforward lemma ensures that the convergence in fact extends to all δ > 0.
For convenience, we will set µ 
Structure of the H-measures
We begin analyzing the H-measures by noting that the displacements solve six inhomogeneous wave equations, which result from an interplay between the general integrability condition ∂ i g j = ∂ j g i of a gradient field g and the symmetric gradient almost being diagonal and trace-free in our problem. As we will later want to have fully localized statements, we make sure that the local dependence of the inhomogeneities on the energy density is reflected in the statement. η satisfy the differential constraints
6,η .
(11)
Here the vector fields h
for all ψ ∈ C c (Ω; R). In particular, we have h
The localization principle of H-measures states that linear differential constraints such as those given above contain information about the support of the measures in the Fourier variable. In general, it allows to use the fact that the H-measures are generated by gradients to reduce their complexity, see equation (13) . More importantly, the equations of Lemma 6 result in a decomposition of the H-measures into Dirac measures on six discrete directions of oscillation. It is analogous to the decomposition of the strain into functions of one variable that is central to proving the rigidity of twins, see the papers [2, 3, 5] .
We also get an expression for the mass of the H-measures µ on Ω × S 2 for i ∈ {1, 2, 3} and measurable, non-negative functions A (δ)
[ν] ∈ L ∞ (Ω) for ν ∈ N such that the following hold: For all ψ ∈ C c (Ω) and a ∈ C(S 2 ) we have
where δ [ν] is defined as
for ν ∈ N. Furthermore, we have
So far we only proved that oscillations are restricted to the six twinning directions. However, in order to argue that the microstructures locally are twins, we have to make sure that at almost all points in space there is oscillation in at most one direction. This is a consequence of the rigidity result by Capella and Otto [2] and the behavior of the energy under rescaling: Setting
we obtain
which very naturally leads to the expected fractal dimension 3 − 2/3 of the set of macroscopic interfaces. The same argument was used in the companion paper [19] to establish the limiting non-convex differential inclusion.
Proposition 8. For ν,ν ∈ N with ν =ν we have
[ν] (y) = 0 (20) in the sense of Lebesgue points for all y ∈ Ω \ S, where the set
Furthermore we have θ 0 ∈ {0, 1} almost everywhere.
As an easy consequence of this proposition, we can refine the statement of Lemma 7.
Corollary 9. For each ν ∈ N i with i ∈ {1, 2, 3} there exist χ [ν] : Ω → {0, 1} measurable such that
The transport property and accuracy of the approximation
In its simplest form, the transport property states the following: Let u n : Ω → R be such that v 1,n := u n ⇀ 0 and v 2,n := ∂ 1 u n ⇀ 0 in L 2 and let µ(i, j; • ⊗ •) be the associated H-measures for i, j ∈ {1, 2}. Then we have
In particular, we see that we need control of a derivative of the sequence. However, not having a derivative to spend since we are already considering the gradient forces us to regularize the sequence: Recall that we set u
As a result, we have to investigate how well the regularized H-measures represent the microstructure, which will boil down to how much mass they retain by inequality (17) and the fact that there can locally only be at most one direction of oscillation. The proof straightforwardly uses the interfacial energy to control the difference between the sequence χ η and its convolution.
Lemma 10. There exist non-negative measurable functions τ
on Ω for i = 1, 2, 3 such that
and
in L 3 -almost all points.
Next, we come to the transport property itself. It controls how on a twin the mass of the H-measures changes in directions normal to the direction of lamination. By equation (16) this also restricts the volume fractions the behavior of the volume fractions. Note that the transport property takes the form of a differential inequality associated to the ill-posed ODE
for f ≥ 0 and C > 0, which we will later exploit in Lemma 13.
Proposition 11. There exists a universal constant C > 0 with the following property:
(Ω) with the estimate
In the next step we "interpolate" the above two statements to obtain Besov regularity of twins in directions along the twin. The main assumption is that there are either no oscillations or at least a certain amount of them, which boils down to the volume fractions of the martensite variants either being zero or bounded away from it.
Lemma 12. There exists a universal constant C > 0 with the following property:
Let i ∈ {1, 2, 3}. Let there exist ε > 0 such that 18θ i (1 − θ i ) ≥ ε almost everywhere on the set {0 < θ i < 1}. Let U ⊂⊂ Ω be an open subset.
where E L elast and E L inter are given by definition (7).
The proof relies on the following easy consequence of the differential inequality, which we state separately to avoid redundant arguments. Note that it is optimized for quick applicability in our setting and not for maximal generality. Then we have the estimate
3 Proofs
Existence of the H-measures
Proof of Lemma 5. For δ 1 , δ 2 > 0 we have the estimate
Thus for i, j, k = 1, 2, 3; ψ 1 , ψ 2 ∈ C c (Ω) and a ∈ C(S 2 ) we have
As this implies convergence to zero as |δ 1 − δ 2 | → 0 uniformly in η we see that the claim holds.
Structure of the H-measures
Proof of Lemma 6. We first deal with the case δ = 0. Throughout the proof h η is a generic sequence of vector fields satisfying the desired bound which can change from line to line. By symmetry it is sufficient to prove the equations involving u 1 . We calculate
and, similarly,
Setting the strain space S = {e ∈ R 3×3 : e diagonal, tr e = 0} and noting that e 0 , . . . , e 3 ∈ S we get for δ > 0 that
Consequently, we see
We also obtain
and because the derivatives appear on both sides with opposite signs we have
For δ > 0 we only have to use that convolution and differentiation commute.
Proof of Lemma 7.
Step 1: Gradient H-measures. Equation (13) is simply the characterization of gradient H-measures [21, Lemma 3.10 first part]. We will however briefly give the argument: As the generating sequence for µ 
for all i, j, k, m = 1, 2, 3. For all i, j, k = 1, 2, 3 we consequently have
As the measure µ (δ) i is hermitian non-negative [21, Corollary 1.2] we see that
In particular, the measure σ
is non-negative in the sense that if ψ ∈ C c (R 3 ; R ≥0 ) and a ∈ C(S 2 ; R ≥0 ) we have σ i (ψ ⊗ a) ≥ 0. Since both sides of equation (13) are bilinear and they agree on a basis of R 3 we must have equality for all v, w ∈ R 3 .
Step 2 
Summation in j yields
Using the second equation of Lemma 6 we instead get
In particular, for every ψ ∈ C c (R 3 ; R ≥>0 ) we have
where the last step is a straightforward consequence of definition 6. Consequently, the measure supp(σ Because for real valued functions f on R 3 we have F f (ξ) = F f (−ξ), we see that the measure σ 
We can also relate the "cumulative" gradient H-measure σ
exclusively to the Hmeasure µ 1 associated to the corresponding diagonal entry e(u) 11 of the strain: For ψ ∈ C c (Ω, R ≥0 ) and a ∈ C(S 2 ; [0, 1]) we see using
for ν ∈ N 2 ∪ N 3 and the characterization of gradient H-measures (13) that
Using similar arguments, we see that also for i = 2, 3 there exist Radon measures ω
on Ω for ν ∈ N i+1 ∪ N i−1 such that
Step 3: For {i, j, k} = {1, 2, 3} we have ω
In particular, we may write ω (δ)
[ν] instead. In order to keep the notation simple we will only deal with the case i = 1, j = 2 and k = 3. All others work similarly. Let ν ∈ N 3 . Let ψ ∈ C c (Ω) and let a ∈ C(S 2 ; [0, 1]) be such that a(±ν) = 1 and a(±ν) = 0 forν ∈ N \ {ν}. As all limiting strains e i are trace-free we get that
Consequently, we get that
Expanding the square we see that all terms involving ∂ 3 u
due to supp σ 3 (ψ ⊗ •) ⊂ ±N 1 ∪ N 2 and a(±ν) forν ∈ N \ {ν}. As a result we get
which using the choice of a localizing at ±ν and the representation (27) implies
Step 4: Absolute continuity of ω (0)
[ν] for ν ∈ N and equation (14) for δ = 0. Note that we will drop the superscript for the duration of this step. Furthermore, we only deal with the case ν ∈ N 2 ∪ N 3 . The case ν ∈ N 1 works the same.
Recalling the representation (27), the definition of H-measures and 0 ≤ a ≤ 1 we obtain
with equality for a ≡ 1. An application of Parseval's theorem implies
Using equations (9) and (8) we can relate this limit to the limiting volume fraction θ i by observing
Expanding the square and using the fact that χ 0 and χ 1 are characteristic functions of disjoint sets we see that the right-hand side equals
Altogether we proved
Using a to localize at the directions ±ν ∈ N 2 ∪ N 3 where σ i may concentrate and combining inequality (28) with the convergence (29) we see that ω [ν] must be absolutely continuous w.r.t. the measure L 3 with some density A
[ν] . When instead using a ≡ 1 the estimates turn into the identity
Step 5: We have σ [ν] ∈ L ∞ (Ω) exist such that equation (14) holds. Let ψ ∈ C c (Ω; R). First note that
Thus for a ∈ C(S 2 ; R ≥0 ) and j = 1, 2, 3 we can calculate, exploiting the fact
An application of the identity (27) yields
Proof of Proposition 8. Let y ∈ Ω and r > 0 be such that B r (y) ⊂ Ω. By translation invariance we can assume y = 0.
Step 1: Applying stability of twins after rescaling. Settingx := 
The energy of the re-scaled functions is
Eη(ûη,χη) =η By the Capella-Otto rigidity theorem [2] there exists a universal radius 0 < s < 1 and bounded functionsf ν,η :
Just keeping the i-th and the (i+1)-th diagonal entries of the strain in the inner minimum and the entire diagonal in ||e(û η )|| 2 we see with (e i ) jj = 1 − 3δ ij for i, j ∈ {1, 2, 3} that
Re-scaling back to B r (0) we get f ν,η : B r (0) → R bounded and depending only on x · ν for each ν ∈ N with
Step 2: The H-measure mostly concentrates on the twinning direction in the sense that
where E B r (0) := (E elast + E inter ) B r (0) . As weak convergence of Radon measures is upper semi-continuous on compact sets we may extract a subsequence such that
After extracting yet another subsequence there exist f ν :
and we have
Let ν ∈ N i for i ∈ {1, 2, 3}. Note that the localization principle for H-measures implies that the support of any H-measure involving f ν,η − f ν as a factor is contained in {±ν}.
Using the representation (14) of σ i+1 , identity (27), i.e.,
and equations (33) and (32) we get
We plug this estimate into the inequality (31) along with the crude estimate
Step 3: Prove A
[ν] A
[ν] = 0 for ν =ν. As a result of Step 2 we get for ν,ν ∈ N with ν =ν that
Reversing the translation to y = 0 we see that y is a Lebesgue point of the non-negative function A
[ν] with
as long as
By standard covering arguments one can see that dim H S ≤ 3 − 2 3
, which concludes the proof of the first part of the statement.
Step 4: We have θ 0 ∈ {0, 1} for almost all Lebesgue points of θ 0 . The argument is very similar to Steps 1 and 3. Instead of using the result of Capella and Otto in the form of estimate (30) we apply it as
Re-scaling the left-hand side to B sr (y), taking the limit η → 0 and using L 3 (S) = 0 we get the desired statement. Note that we can only get rid of the minimum in the localization r → 0 if we a priori know y to be a Lebesgue point of θ 0 .
Proof of Corollary 9.
>0}
. Equation (21) 
is an immediate consequence of equation (20) . To prove
which is equation (22) , observe that θ j = 0 for j = 1, 2, 3 almost everywhere on the set {θ 0 = 1} (35) due to 3 i=0 θ i ≡ 1 and 0 ≤ θ i ≤ 1 for i = 0, . . . , 3. Therefore equation (16) turns into
which implies (22) by equation (20) .
This identity together with observation (35) implies both that χ [ν] ≡ 0 on {θ 0 = 1} for all ν ∈ N and that for almost every x ∈ {0 < θ i < 1} there exists some ν ∈ N i+1 ∪ N i−1 such that χ [ν] (x) = 1. Consequently, we have equation (23), namely
The transport property and accuracy of the approximation
Proof of Lemma 10. The existence of τ
such that equation (24) and the upper bound in estimate (25) hold is a direct consequence of the inequality (17) and the identity (21).
Step 1: Rewrite the difference 18θ
in terms of the partitions χ η to exploit the bound on the interfacial energy.
An application of the relations (9) and (8) gives
Note that the difference χ 0,η − θ 0 does not contribute in the limit due to
where in the last step we used θ 0 ∈ {0, 1} almost everywhere, see Proposition (8) . Consequently, we getˆΩ
The result of this computation can be used to deducê
Step 2: We have
This is a BV -version of the well-known estimate
We provide the argument to ensure that it also holds in the localized version we require.
For each η in the subsequence let χ (n)
η be a smooth approximation of χ η such that
as n → ∞. The existence follows from the usual density statement for BV functions [6, Theorem 2 of Chapter 5.2], as convergence of the total mass and lower semi-continuity of the BV norm on open subsets implies weak convergence of the total variation measures. We estimateˆΩ
where in the last step we used supp ψ ⊂⊂ Ω and η > 0 small enough when we shifted the domain of integration. Letting n go to infinity we obtain the estimatê
As a result of the convergence |ψ| 2 (x+ty) → |ψ| 2 (x) being uniform in x and the measures η 1 3 |Dχ η | having uniformly bounded mass we get lim inf
Step 3: Conclusion.
Combining the results of Steps 1 and 2 we get
Using |ψ| 2 we can approximate characteristic functions of balls B r (0) ⊂ Ω to obtain
A differentiation theorem for Radon measures, see e.g. [6, Theorem 1, Chapter 1.6], implies
Proof of Proposition 11.
Step 1: Set up the notation and post-process Lemma 6.
is one of the equations in Lemma 6. We will use the abbreviation
Because for allṽ,w ∈ R 3 we have ∂ṽϕ δη 
Here the convolution on the right-hand side is understood to be componentwise. As ψ is uniformly continuous and ϕ δη 1 3 concentrates in the limit η → 0, we get lim sup
Young's inequality, the scaling properties of Dϕ δη 
Step 2: Rewrite the distributional derivatives of µ we get
The first term vanishes sincê
is purely imaginary. Consequently, applying the Cauchy-Schwarz inequality to the second term and using inequality (38) to estimate the second derivatives we see that
Step 3: Rewrite the result in terms of τ (δ)
i χ [ν] . In terms of the measure σ i the last estimate reads
.
Using a to localize around ±ν for ν ∈ N i+1 ∪ N i−1 with ν · v = 0 we get that
A straightforward crawl through the combinatorics in Lemma 6 reveals that for each ν ∈ N i+1 ∪ N i−1 we have either ν · v = 0, ν · w = 0 or ν · v = 0, ν · w = 0. Thus we see that each equation in Lemma 6 pertaining to u i for i ∈ {1, 2, 3} allows us to estimate the weak derivative ∂ w (τ i χ [ν] ) for all directions lying in the twodimensional subspace {d · ν = 0} to get
Step 4: Localize the estimate.
As the right-hand side can be estimated by ||ψ 2 || ∞ we see that
defines a finite Radon measure on Ω. Given any Borel set B ⊂ Ω we use ψ 2 to approximate its characteristic function and the value of all involved measures on it, leading to
for some universal constant C > 0. As the right-hand side vanishes for L 3 null sets, we see that the derivatives are absolutely continuous with respect to L 3 . We then get the estimate (26) in all Lebesgue points.
Proof of Lemma 12. For any function g : U → R let g h (x) := g(x + hd). We will use the abbreviations τ :
and χ := χ [ν] , and remind the reader of the assumption τ > ε almost everywhere on the set {τ > 0}. Therefore, equation (23) in Proposition 8 implies τ (x) > ε for almost all x ∈ Ω with χ(x) = 1. Consequently, going through the cases χ h (x) − χ(x) ∈ {−1, 0, 1} we see for all δ > 0 that
Applying the transport property, Proposition 11, and Lemma 13 to the third term we obtainˆU
To get rid of the inner integrals we use Young's inequality for convolutions on the lines t → x + td. Additionally, we plug Lemma 10 into the first two terms on the right-hand side of the estimate (39) we get
elast (U h ) > 0 and δ → ∞ or δ → 0 otherwise we see thatˆU
Proof of Lemma 13. For t ∈ (0, 1] we only have to deal with the case that f (t) > 0.
Without loss of generality, we may assume that 0 = inf{s ∈ (0, t) : f (s) > 0}. In that case we know f The fundamental theorem of calculus for Sobolev functions implies that Squaring the inequality and applying Jensen's inequality to the right-hand side we get the desired statement f (t) ≤ t 2 − t 0 g(s) ds.
Proofs of the main results
Proof of Theorem 1. Let ν ∈ N i for some i = 1, 2, 3. We only have to prove the estimate for ∂ 
By assumption there has to be some oscillation everywhere, i.e., we have Proof of Theorem 2. By relabeling we may suppose i = 1. Furthermore, we abbreviate More specifically, we have ν∈N 1 ∪N 2 χ [ν] = χ {θ 3 =a} , which together with the fact that θ 3 only depends on x · ν 2 implies
Taking a difference quotient in direction d 2 gives
Consequently, we can use the same arguments as in the proof of Theorem 1 to see that
Proof of Lemma 4. For d, h and almost all x ′ ∈ R 3 as in the statement of the lemma and δ > 0 we can apply Proposition 11 and Lemma 13 to get the upper bound 2 (x ′ + hd).
Combining both we see 1 δE
gives the statement
for a universal constant C > 0.
