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Abstract. Building on recent results regarding symmetric probabilistic construc-
tions of countable structures, we provide a method for constructing probability mea-
sures, concentrated on certain classes of countably infinite structures, that are in-
variant under all permutations of the underlying set that fix all constants. These
measures are constructed from inverse limits of measures on certain finite structures.
We use this construction to obtain invariant probability measures concentrated on the
classes of countable models of certain first-order theories, including measures that do
not assign positive measure to the isomorphism class of any single model. We also
characterize those transitive Borel G-spaces admitting a G-invariant probability mea-
sure, when G is an arbitrary countable product of symmetric groups on a countable
set.
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1. Introduction
Symmetric probabilistic constructions of mathematical structures have a long his-
tory, dating back to the countable random graph model of Erdo˝s-Re´nyi [ER59], a con-
struction that with probability 1 yields (up to isomorphism) the Rado graph, i.e., the
countable universal ultrahomogeneous graph. In this paper, we build on recent develop-
ments that have extended the range of such constructions. In particular, we consider
when a symmetric probabilistic construction can produce many different countable
structures, with no isomorphism class occurring with positive probability. We also
consider probabilistic constructions with respect to various notions of partial symme-
try.
One natural notion of a symmetric probabilistic construction is via an invariant
measure — namely, a probability measure on a class of countably infinite structures
that is invariant under all permutations of the underlying set of elements. When such
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an invariant measure assigns probability 1 to a given class of structures (as the Erdo˝s-
Re´nyi construction does to the isomorphism class of the Rado graph), we say that it is
concentrated on such structures, and that the given class admits an invariant measure.
For several decades, most known examples of such invariant measures were variants of
the Erdo˝s-Re´nyi random graph, for instance, an analogous construction that produces
the countable universal bipartite graph. In recent years, a number of other important
classes of structures have been shown to admit invariant measures, most notably the
collection of countable metric spaces whose completion is Urysohn space, by Vershik
[Ver02b], [Ver04], and Henson’s universal ultrahomogeneous Kn-free graphs by Petrov
and Vershik [PV10]. Both constructions are considerably more complicated than the
Erdo˝s-Re´nyi construction. By extending the methods of [PV10], Ackerman, Freer, and
Patel [AFP12] have completely characterized those countable structures in a countable
language whose isomorphism class admits an invariant measure.
In the present paper we extend the construction of [AFP12]. Our new construction
is more streamlined than the one in [AFP12], and also broader in its consequences.
Both constructions involve building continuum-sized structures from which invariant
measures are obtained by sampling, but the one in [AFP12] produces an explicit struc-
ture with underlying set the real numbers, necessitating various book-keeping devices,
which we avoid here.
As a first application of the present more general construction, we describe certain
first-order theories having the property that there is an invariant probability measure
that is concentrated on the class of models of the theory but that assigns measure 0
to the isomorphism class of each particular model. We thereby obtain new examples
of classes of structures admitting invariant measures, and new examples of invariant
measures concentrated on collections of structures that were previously known to admit
invariant measures.
Towards our second application, we consider measures that are invariant under the
action of certain subgroups of the full permutation group S∞ on the underlying set.
Note that any random construction of a countably infinite structure with constants
faces a fundamental obstacle to having an S∞-invariant distribution, as described in
[AFP12]. Namely, if the distribution were S∞-invariant, then the probability that any
given constant symbol in the language is interpreted as a particular element would have
to be the same as for any other element, leading to a contradiction, as a countably
infinite set of identical reals cannot sum to 1. In other words, if a structure admits
an S∞-invariant measure, then it cannot be in a language having constant symbols.
Furthermore, if a measure concentrated on the isomorphism class of the structure is
invariant under a given permutation, then that permutation must fix all elements that
interpret constant symbols.
With that obstacle in mind, we may ask, more generally, which structures admit
measures that are invariant under all permutations of the underlying set of the structure
and that fix the restriction of the structure to a particular sublanguage. We answer
this question in the case of a unary sublanguage, i.e., where the sublanguage consists
entirely of unary relations. By results in descriptive set theory, this is equivalent
to describing all those transitive Borel G-spaces admitting a G-invariant probability
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measure when G is a countable product of symmetric groups on a countable (finite or
infinite) set. This constitutes the second application of our construction.
In the special case of undirected graphs, our methods for producing invariant mea-
sures can be viewed as constructing dense graph limits, in the sense of Lova´sz and
Szegedy [LS06] and others; for details, see [Lov12]. In fact, by results of Aldous
[Ald81], Hoover [Hoo79], Kallenberg [Kal92], and Vershik [Ver02a] in work on the
probability theory of exchangeable arrays, an invariant measure on graphs is neces-
sarily the distribution of a particular sampling procedure from some continuum-sized
limit structure. For more details on this connection, see Diaconis and Janson [DJ08]
and Austin [Aus08].
Our work also has connections to a recent study of Borel models of size continuum
by Baldwin, Laskowski, and Shelah [BLS15], building on work of Shelah [She90, Theo-
rem VII.3.7]. Their continuum-sized structures, like ours, are constructed from inverse
limits; however, our methods differ from theirs in several respects and, unlike [BLS15],
our focus is on the consequences of these constructions for invariant measures.
1.1. Outline of the paper. In Section 2, we provide preliminaries for our construc-
tions, including definitions and basic results from the model theory of infinitary logic
and from descriptive set theory.
We then pause, in Section 3, to provide a toy construction, for graphs, that will
motivate the more technical aspects of our main construction.
In Section 4, we present our main technical construction, in which we build a special
kind of continuum-sized structure from inverse limits.
In the following sections, we provide two applications of this main construction.
First, in Section 5, we use it to provide new constructions of invariant probability mea-
sures concentrated on the class of models of certain first-order theories, but assigning
positive measure to no single isomorphism class.
Second, in Section 6, we use the main construction to characterize those structures
that are invariant under automorphism groups that fix the restrictions of the structures
to unary sublanguages. As noted, this amounts to characterizing those transitive Borel
G-spaces that admit a G-invariant probability measure, when G is a countable product
of symmetric groups on a countable (finite or infinite) set.
2. Preliminaries
In this section, we describe some notation, and introduce several basic notions re-
garding infinitary logic, transitive G-spaces, and model-theoretic structures and their
automorphisms that we will use throughout the paper.
The set N<ω is defined to be the collection of finite sequences of natural numbers.
For x, y ∈ N<ω we write x  y when x is an initial segment of y. The set Nω is the
collection of countably infinite sequences of natural numbers. For x ∈ Nω, we write x|n
to denote the length-n initial segment of x in Nn, and similarly for elements of N<ω of
length at least n.
Suppose j ∈ N. For x0, . . . , xj, y0, . . . , yj ∈ N
<ω, we write
(x0, . . . , xj) ⊑ (y0, . . . , yj)
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when xi  yi for 0 ≤ i ≤ j.
We write a∧b to denote the concatenation of a, b ∈ N<ω, though we often omit the
symbol ∧ when concatenating explicit sequences. Occasionally we will use exponential
notation for repeated numerals; e.g., 0422 denotes 000022 ∈ N<ω. Define the projec-
tion function
π : N<ω → N<ω
by
π(a∧b) = a
when a ∈ N<ω and b ∈ N, and
π(〈 〉) = 〈 〉,
where 〈 〉 denotes the empty string. Write the composition of projection with itself as
π2 := π ◦ π. We will use this notation in §4.2.
Define R+ := {x ∈ R : x > 0} and Q≥0 := {x ∈ Q : x ≥ 0}.
A probability measure on R is said to be non-degenerate when every non-empty
open set has positive measure and atomless when every singleton has measure 0.
We say that a probability measure µ on an arbitrary measure space S is concen-
trated on a measurable set X ⊆ S when µ(X) = 1. Given a measurable action of a
group G on S, we say that µ is G-invariant if µ(X) = µ(g ·X) for every g ∈ G and
measurable X ⊆ S.
2.1. Model theory of infinitary logic. We now briefly recall notation for finitary
and infinitary formulas. For more details on such formulas and on the corresponding
notion of satisfiability (denoted by |=), see [Bar75] and [Mar02, §1.1]. Throughout this
paper, L will be a countable language, i.e., a countable collection of relation, constant,
and function symbols. Fix an implicit set of countably infinitely many variables. Then
Lω,ω(L) is the set of all (finitary) first-order formulas (in that set of variables) with rela-
tion, constant, and function symbols from L. The set Lω1,ω(L) of infinitary L-formulas
is the smallest set containing Lω,ω(L) and closed under countable conjunctions, exis-
tential quantification, and negation, and such that each formula has only finitely many
free variables. In particular, Lω1,ω(L) is closed under taking subformulas. A sentence is
a formula having no free variables, and a theory is an arbitrary collection of sentences.
Let k ∈ N and let x1, . . . , xk be distinct variables. A (complete) quantifier-free
L-type q with free variables x1, . . . , xk is a countable collection of quantifier-free for-
mulas of Lω1,ω(L) whose set of free variables is contained in {x1, . . . , xk}, and such that
for any quantifier-free Lω1,ω(L)-formula ψ whose free variables are among x1, . . . , xk,
either
|= (∀x1, . . . , xk)
(∧
ϕ∈q
ϕ→ ψ
)
or |= (∀x1, . . . , xk)
(∧
ϕ∈q
ϕ→ ¬ψ
)
.
Note that any collection q of formulas which has this property with respect to all atomic
formulas ψ ∈ Lω,ω(L) is already a complete quantifier-free L-type.
Note that we will consider quantifier-free types to entail a fixed ordering of their free
variables. This will be important because for a quantifier-free type q with k-many free
variables, and a set X of size k with a specified ordering <, we will sometimes write
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q(X) to represent the statement that q(ℓ1, . . . , ℓk) holds, where ℓ1 < · · · < ℓk are the
elements of X .
We say that a quantifier-free type with free variables x1, . . . , xk is non-constant
when it implies that none of x1, . . . , xk instantiates a constant symbol, and is non-
redundant when it implies ∧
1≤i<j≤k
(xi 6= xj).
Suppose L0 is a sublanguage of L, i.e., each of the sets of relation, constant, and
function symbols of L0 is a subset of the corresponding set for L. Then the restriction
q|L0 of a quantifier-free L-type to L0 is defined to be set of atomic L0-formulas and
their negations that are implied by
∧
ϕ∈q ϕ.
An L-theory T is quantifier-free complete when it is consistent and for every
quantifier-free L-sentence ϕ, exactly one of T |= ϕ or T |= ¬ϕ holds.
We will later make use of the notion of a Scott sentence: a sentence of Lω1,ω(L)
which characterizes a given countable structure up to isomorphism among other count-
able L-structures. For more details, see [Bar75, Corollary VII.6.9]. We will also use
the notion of an admissible set, and in particular the admissible set HF of hereditarily
finite sets; again see [Bar75].
For a structure M with underlying set M , a natural number k ∈ N, and a k-tuple
a = (a1, . . . , ak) ∈ Mk, we will sometimes abuse notation and write either a ∈ M or
a ∈ M to mean that a1, . . . , ak ∈M . We will also sometimes write a1 · · · ak to denote
such a tuple.
Suppose M is an L-structure. When U is a relation symbol in L, we write UM
to denote the set of tuples a ∈ M such that M |= U(a). Similarly, we write cM for
the instantiation in M of a constant symbol c ∈ L and fM to denote the function on
M-tuples corresponding to the function symbol f ∈ L. Given a sublanguage L0 ⊆ L,
we write M|L0 to denote the restriction of M to L0.
2.2. Definitional expansions. Fundamental to our main construction is a special
sort of sentence. We define the pithy Π2 sentences of Lω1,ω(L) to be those
Lω1,ω(L)-sentences that are of the form
(∀x)(∃y)ϕ(x, y),
where ϕ ∈ Lω1,ω(L) is quantifier-free with free variables precisely x, y, and where the
tuple x of variables is possibly empty. We say that a theory T ⊆ Lω1,ω(L) is pithy Π2
when each sentence in T is.
In Sections 5 and 6 we will make use of the following technical result, which produces
a definitional expansion of the empty theory to a pithy Π2 theory ΣA in which every
formula in a desired admissible set A is equivalent to a quantifier-free formula; we call
ΣA the definitional expansion for A. This result is a straightforward extension of
the standard Morleyization method.
Lemma 2.1. For every admissible set A ⊇ L, there is an expanded language LA ⊆ A
and a pithy Π2 theory ΣA ⊆ Lω1,ω(LA) ∩A such that
INVARIANT MEASURES VIA INVERSE LIMITS OF FINITE STRUCTURES 6
(i) for every formula ϕ ∈ Lω1,ω(L) ∩ A, there is some atomic formula Rϕ ∈ LA
such that
ΣA |= (∀x)
[(
(∀w)Rϕ(x, w)↔ ϕ(x)
)
∧
(
(∃w)Rϕ(x, w)↔ ϕ(x)
)]
,
where x is the tuple of free variables of ϕ,
(ii) every L-structure has a unique expansion to an LA-structure that satisfies ΣA,
and
(iii) ΣA implies that every atomic formula of Lω,ω(LA) \ Lω,ω(L) is equivalent to
some formula of Lω1,ω(L) ∩ A.
Proof. Consider the countable language LA := L∪ {Rψ : ψ ∈ A}, where each relation
symbol Rψ is a distinct element of A \ L and has arity one more than the number of
free variables in ψ.
Let ΣA be the countable Lω1,ω(LA)-theory consisting of the following Π2 sentences:
• (∀x, w)[RP (x, w)↔ P (x)] for P a relation symbol in L of arity |x|,
• (∀x, w)[Rc(y, w)↔ c = y] for c a constant symbol in L,
• (∀x, w)[Rf(x, y, w)↔ f(x) = y] for f a function symbol in L of arity |x|,
• (∀x, w)[R¬ψ(x, w)↔ ¬Rψ(x, w)],
• (∀x, w)[R∧
i∈I ψi
(x, w)↔
∧
i∈I Rψi(zi, w)],
• (∀x, w)[R(∃y)ϕ(x, w)↔ (∃y)Rϕ(x, y, w)], and
• (∀x, w)[R(∃y)ψ(x, w)↔ (∃y)Rψ(x, w)],
where x is a tuple containing precisely the free variables of ψ ∈ A, where
∧
i∈I ψi ∈ A,
where the tuple zi ⊆ x contains precisely the free variables of ψi for each i ∈ I, and
where the free variables of ϕ ∈ A are precisely the variables in xy, with y 6∈ x.
Note that (∀x)[ϕ(x)↔ ψ(x)] is equivalent to (∀x)[ϕ(x)→ ψ(x)]∧(∀x)[ψ(x)→ ϕ(x)].
Hence ΣA is equivalent to a theory all of whose axioms are either Π1 or pithy Π2.
Further, every Π1 sentence is equivalent to some pithy Π2 sentence. Hence we may
assume without loss of generality that ΣA itself is a pithy Π2 theory.
Observe that ΣA ⊆ A and that
ΣA |= (∀x)
[(
(∀w)Rϕ(x, w)↔ ϕ(x)
)
∧
(
(∃w)Rϕ(x, w)↔ ϕ(x)
)]
,
for all ϕ ∈ Lω1,ω(LA) ∩A, where x is the tuple of free variables of ϕ.
Note that in the definition of ΣA, we included the dummy variable w in order to
ensure that for every ψ ∈ A, there is a universal formula that is equivalent to ψ in
every model of ΣA, even for quantifier-free ψ. This is needed in order for ΣA to itself be
pithy Π2, which often is not required in the usual first-order Morleyization procedure
[Hod93, Theorem 2.6.6].
An immediate generalization of [Hod93, Theorem 2.6.5] to countable fragments of
Lω1,ω(L) shows that every L-structure M has a unique expansion to an LA-structure
that satisfies ΣA. Finally, ΣA implies that every atomic formula of Lω,ω(LA) \ Lω,ω(L)
is equivalent to some formula of Lω1,ω(L) ∩ A. 
We will make use of Lemma 2.1 in the proof of Proposition 6.14.
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For a first-order theory T ⊆ Lω,ω(L), we define the pithy Π2 expansion of T to
be the Lω,ω(LHF)-theory
ΣHF ∪ {(∀x)Rϕ(x) : ϕ ∈ T},
where HF denotes the hereditarily finite sets. We will make use of this notion in
Lemma 5.2 and Theorem 5.3.
2.3. Fra¨ısse´ limits and trivial definable closure. Suppose that the countable lan-
guage L is relational, i.e., does not contain constant or function symbols. The age of
an L-structure M is defined to be the class of all finite L-structures isomorphic to a
substructure of M.
A countable L-structure M is said to be ultrahomogeneous when any partial
isomorphism between finite substructures of M can be extended to automorphism of
M. Any two ultrahomogeneous countably infinite L-structures have the same age if
and only if they are isomorphic. The age of any ultrahomogeneous countably infinite
L-structure is a class that contains countably infinitely many isomorphism types and
that satisfies the so-called hereditary property, joint embedding property, and amal-
gamation property. Conversely, any class of finite L-structures that is closed under
isomorphism, contains countably infinitely many isomorphism types, and that sat-
isfies these three properties is the age of some ultrahomogeneous countably infinite
L-structure, in fact a unique such structure (up to isomorphism), called its Fra¨ısse´
limit; such a class of finite structures is called an amalgamation class. An amal-
gamation class is called a strong amalgamation class when it further satisfies the
strong amalgamation property — namely, when any two elements of the class can be
amalgamated over any finite common substructure in a non-overlapping way.
It is a standard fact that the first-order theory of any Fra¨ısse´ limit in a finite relational
language has an axiomatization consisting of pithy Π2 sentences that are first-order.
These axioms are often referred to as (one-point) extension axioms. For more details,
see, e.g., [Hod93, §7.1].
Let M be an L-structure and let M be its underlying set. Suppose X ⊆ M . The
definable closure of X inM, written dcl(X), is the set of all elements of M that are
fixed by every automorphism of M fixing X pointwise. We say that M has trivial
definable closure when dcl(a) = a for all finite tuples a ∈M. An ultrahomogeneous
countably infinite structure M in a relational language has trivial definable closure if
and only if its age has the strong amalgamation property (again see [Hod93, §7.1]).
2.4. Transitive G-spaces. Let (G, e, ·) be a Polish group. We now recall the notion
of a transitive Borel G-space.
Definition 2.2. A Borel G-space (X, ◦) consists of a Borel space X along with a
Borel map ◦ : G×X → X such that
• (g · h) ◦ x = g ◦ (h ◦ x) for every g, h ∈ G and x ∈ X, and
• e ◦ x = x for every x ∈ X.
For Borel G-spaces (X, ◦X) and (Y, ◦Y ), a map τ between (X, ◦X) and (Y, ◦Y ) is a
Borel map τ : X → Y for which τ(g ◦X x) = g ◦Y τ(x) for all g ∈ G and x ∈ X.
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A Borel G-space (X, ◦) is a universal Borel G-space when every other Borel G-space
maps injectively into it.
Definition 2.3. A Borel G-space (X, ◦) is transitive when for every x, y ∈ X there
is some g ∈ G such that g ◦ x = y, i.e., the action ◦ has a single orbit. Equivalently,
there is no proper subspace Y ⊆ X such that (Y, ◦) is also a Borel G-space.
Note that in particular, any orbit of a Borel G-space is itself a transitive Borel
G-space under the restricted action.
The main result of Section 6 is a classification of transitive Borel G-spaces for certain
groups G.
2.5. Structures and automorphisms. We consider three types of countable struc-
tures: those with underlying set N, those with a fixed countable set of constants disjoint
from N, and those with underlying set N whose restriction to a sublanguage is some
fixed structure.
2.5.1. The Borel space of countable structures. We now define the Borel space StrL
and its associated logic action. These notions will be used throughout the paper, and
especially in Sections 3, 5, and 6.
Definition 2.4. Let L be a countable language. Define StrL to be the set of L-structures
with underlying set N.
Definition 2.5. Let L be a countable language. Then for every Lω1,ω(L)-formula ϕ,
define
Jϕ(ℓ1, . . . , ℓj)K := {M ∈ StrL : M |= ϕ(ℓ1, . . . , ℓj)}
for all ℓ1, . . . , ℓj ∈ N, where j ∈ N is the number of free variables (possibly 0) of ϕ.
When StrL is equipped with the σ-algebra consisting of all such sets Jϕ(ℓ1, . . . , ℓj)K,
it becomes a standard Borel space; for details, see [BK96, §2.5]. Note that when we
say that a probability measure is concentrated on some class of models of an L-theory,
we mean that the measure is concentrated on the restriction of that class to StrL.
Definition 2.6. For a non-empty set A, we write SA to denote the symmetric group
on A. For n ∈ N, we write Sn to denote S{0,...,n−1}, and we will use S∞ to denote SN,
the symmetric group on N.
Definition 2.7 ([BK96, §2.5]). Let L be a countable language. Define the Borel
S∞-action
⊛L : S∞ × StrL → StrL
to be such that for all g ∈ S∞ and M∈ StrL,
g ⊛L M |= ϕ(ℓ1, . . . , ℓj)
if and only if
M |= ϕ
(
g−1(ℓ1), . . . , g
−1(ℓj)
)
for all Lω1,ω(L)-formulas ϕ and all ℓ1, . . . , ℓj ∈ N, where j is the number of free variables
of ϕ.
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2.5.2. Countable structures with a fixed set of constants. We now define the analogous
notions for the situation where we instantiate constants by elements other than ones
from N. We will need these notions in Section 4.
Definition 2.8. Let L be a countable language and let C be the set of its constant
symbols (possibly empty). Let C0 be a countable set (empty when C is empty) that is
disjoint from N, and suppose C0 : C → C0 is a surjective function. Then define StrC0,L
to be the set of L-structures with underlying set N ∪C0 in which the instantiation of c
is C0(c), for each constant symbol c ∈ C. In particular, no element of N instantiates
any constant symbol of L.
Note that when L has no constant symbols, then C = C0 = ∅ and C0 is the empty
function, and we have StrC0,L = StrL.
Definition 2.9. Let L be a countable language with C its set of constant symbols, and
let C0 and C0 be as in Definition 2.8. Then for every Lω1,ω(L)-formula ϕ, define
Jϕ(ℓ1, . . . , ℓj)KC0 := {M ∈ StrC0,L : M |= ϕ(ℓ1, . . . , ℓj)}
for all ℓ1, . . . , ℓj ∈ N, where j ∈ N is the number of free variables (possibly 0) of ϕ.
When StrC0,L is equipped with the σ-algebra consisting of all such setsJϕ(ℓ1, . . . , ℓj)KC0 , it likewise becomes a standard Borel space.
Definition 2.10. Let L be a countable language with C its set of constant symbols, and
let C0 and C0 be as in Definition 2.8. Define S
C0
∞ ⊆ SN∪C0 to be the subgroup consisting
of all permutations of N ∪ C0 fixing C0 pointwise. Define the Borel SC0∞ -action
⊛C0,L : S
C0
∞ × StrC0,L → StrC0,L
to be such that for all g ∈ SC0∞ and M∈ StrC0,L,
g ⊛C0,LM |= ϕ(ℓ1, . . . , ℓj)
if and only if
M |= ϕ
(
g−1(ℓ1), . . . , g
−1(ℓj)
)
for all Lω1,ω(L)-formulas ϕ and all ℓ1, . . . , ℓj ∈ N, where j is the number of free variables
of ϕ.
Note that any permutation of N extends uniquely to a permutation of N ∪ C0 that
fixes C0 pointwise, and every such permutation of N∪C0 restricts to a permutation of
N, and hence S∞ ∼= SC0∞ .
2.5.3. Relativized notions via sublanguages. Finally, we consider structures with under-
lying set N whose restriction to a sublanguage is some fixed structure. We will make
use of such structures in Section 6.
Definition 2.11. Let L be a countable language and let M be an L-structure with
underlying set N. We write Aut(M) to denote the automorphism group of M, i.e.,
the subgroup of S∞ consisting of all permutations of N that preserve every relation,
constant, and function of M.
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Definition 2.12. Let L be a countable language and let L0 be a sublanguage of L. Let
M0 be an L0-structure on N. Define Str
M0
L0,L
to be the collection of those structures in
StrL whose restriction to L0 is M0, i.e.,
StrM0L0,L := {M ∈ StrL : M|L0 =M0}.
Note that when L has no constant symbols, L0 is the empty language, M0 is the
empty structure, and C0 is the empty function, we have Str
M0
L0,L
= StrC0,L = StrL.
If L does have constant symbols, but L0 and M0 are empty, then we still have
StrM0L0,L = StrL.
Definition 2.13. Let L be a countable language and let L0 be a sublanguage of L. Let
M0 be an L0-structure on N. Then for every Lω1,ω(L)-formula ϕ, define
Jϕ(ℓ1, . . . , ℓj)KM0 := {M ∈ StrM0L0,L : M |= ϕ(ℓ1, . . . , ℓj)}
for all ℓ1, . . . , ℓj ∈ N, where j ∈ N is the number of free variables (possibly 0) of ϕ.
When StrM0L0,L is equipped with the σ-algebra consisting of all such setsJϕ(ℓ1, . . . , ℓj)KM0 , it also becomes a standard Borel space.
Definition 2.14 ([BK96, §2.7]). Let L be a countable language and let L0 be a sublan-
guage of L. Let M0 be an L0-structure on N. Define the relativized logic action
⊛
M0
L : Aut(M0)× Str
M0
L0,L
→ StrM0L0,L
to be the restriction of the action ⊛L : S∞ × StrL → StrL.
3. Toy construction
We now provide a toy construction of invariant measures via limits of finite struc-
tures, where the measure is concentrated on the isomorphism class of a single graph.
This is a simplification of a special case of the main construction of this paper, which
we present in order to illustrate several motivating ideas, in a considerably easier set-
ting. This toy construction is also a variant of a special case of the main construction
of [AFP12], where it is shown that whenever a countably infinite structure M in a
countable language L has trivial definable closure, there is an S∞-invariant measure
on StrL concentrated on the isomorphism class of M.
All graphs in this section will be simple graphs, i.e., undirected unweighted graphs
with no loops or multiple edges. Model-theoretically, such a graph is considered to be a
structure in the language of graphs, i.e., a language consisting of a single binary relation
symbol (interpreted as the edge relation), in which the edge relation is symmetric and
irreflexive.
This toy construction applies only to the special case where the target structure is
an ultrahomogeneous countably infinite graph having trivial definable closure. Admit-
tedly, there are not many such structures: only a small number of parametrized classes
of countably infinite graphs are ultrahomogeneous (see [LW80]), and fewer still have
trivial definable closure (see, e.g., [AFP12]) — and even those have been treated before
(essentially in [PV10]). However, this toy construction serves to illustrate some of the
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key ideas of the main construction. In fact, the case of graphs is particularly simple,
because it allows us to make use of results from the theory of dense graph limits.
Roughly speaking, given a target countably infinite ultrahomogeneous graph, we
will build a sequence of finite graphs such that subgraphs sampled from them (in an
appropriate sense) look more and more like induced “typical” subgraphs of the target.
Then the distribution of an appropriate limit of the random graphs resulting from this
sequence of sampling procedures will constitute the invariant measure concentrated on
the isomorphism class of our target.
Our construction of the sequence of finite graphs resembles a directed system of
finite graphs. This motivates our main construction in Section 4, which is built from
directed systems in a more precise sense.
A key notion in the toy construction will be that of “duplication”, whereby a sequence
of elements branches into multiple copies that stand in parallel relationship to each
other. This notion, too, will be essential in the main construction.
SupposeM is a countably infinite graph with underlying setM that is a Fra¨ısse´ limit
whose age has the strong amalgamation property; recall that for relational languages,
this property is equivalent to M having trivial definable closure.
The strong amalgamation property implies an important property that we call du-
plication of quantifier-free types : given any finite subset A ⊆ M and any element
s ∈ M \ A, there is some s′ ∈ M \ A such that the quantifier-free type of A ∪ {s} is
the same as the quantifier-free type of A ∪ {s′}.
As a consequence of this duplication property, for any s1, . . . , sn ∈ M , we can find
sets S1, . . . , Sn ⊆ M of arbitrary finite sizes such that each si ∈ Si, and such that for
any tuple s′1, . . . , s
′
n satisfying s
′
i ∈ Si for 1 ≤ i ≤ n, the quantifier-free type of s
′
1, . . . , s
′
n
is the same as the quantifier-free type of s1, . . . , sn. We call the sequence S1, . . . , Sn a
branching of s1, . . . , sn, and say that each si branches into |Si|-many offshoots.
3.1. Convergence and graph limits. As above, let M be an arbitrary countably
infinite ultrahomogeneous graph whose age has the strong amalgamation property.
We will construct a probability measure on countably infinite graphs with underlying
set N that is invariant under arbitrary permutations of N and is concentrated on the
isomorphism class of M. We will do so by constructing a sequence 〈Mi〉i∈N of graphs
of increasingly large finite size, and considering the corresponding sequence of infinite
random graphs
〈
G(N,Mi)
〉
i∈N
.
Definition 3.1. Let G be a finite graph. The infinite random graph induced from
G with replacement, written G(N, G), is a countably infinite random graph with
underlying set N with edges defined as follows. Let 〈xi〉i∈N be a sequence of elements of
G uniformly independently sampled with replacement. Then distinct j, k ∈ N have an
edge between them in G(N, G) precisely when xj and xk have an edge between them in
G.
This sampling procedure has arisen independently a number of times; see [Lov12,
§10.1] for some of its history. The form we use can be concisely described using the
theory of dense graph limits, or graphons ; see [Lov12, §11.2.2] for details. That work
describes, given a graphon, a distribution on countably infinite graphs built from that
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graphon, called the countable random graph model. This distribution corresponds to
the distribution of G(N, G) in Definition 3.1 in the case where the graphon in question
is the step-function built from G ([Lov12, §7.1]). Note, however, that this distribution
does not cohere with the definition in [Lov12, §10.1] of G(k,G) for finite k bounded by
the number of vertices of G, which involves sampling without replacement.
Our goal is to find a sequence of finite graphs 〈Mi〉i∈N as above, such that the
sequence of random variables 〈G(N,Mi)〉i∈N converges in distribution to a random
graph that is almost surely isomorphic toM, and whose distribution is invariant under
permutations of N. The invariance will be automatic, as each G(N,Mn) is obtained
via i.i.d. sampling, as described in the definition. In order to show the convergence, we
will use results from the theory of graphons.
Given a graph G, we write v(G) to denote the number of vertices of G.
Definition 3.2. Let F,G be finite graphs. Let k = v(F ) and n = v(G). Then
tfull(F,G), the full homomorphism density, is defined to be the fraction of maps
from F to G that preserve both adjacency and non-adjacency, i.e.,
tfull(F,G) =
Full(F,G)
nk
,
where Full(F,G) is the number of homomorphisms from F to G that also preserve
non-adjacency.
The value tfull(F,G) may also be described in terms of the following random pro-
cedure. First consider an independent random selection of v(F )-many vertices of G
chosen uniformly with replacement, each labeled with the corresponding element of
F . (In particular, some vertices of G may be labeled by multiple vertices of F .) Then
tfull(F,G) is the probability that the graph with labels from F induced by the sampling
procedure is a labeled copy of F , preserving both edges and non-edges.
This notion of a full homomorphism occurs in the graph homomorphism literature,
e.g., in [HN04, §1.10.10]. Note, however, that tfull is somewhat different from the
various densities that are typically used in the study of graph limits, namely, the
density t of homomorphisms, tinj of injective homomorphisms, and tind of induced
injective homomorphisms, i.e., embeddings; for details see [Lov12, §5.2.2].
Definition 3.3. We say that a sequence of finite graphs 〈Gi〉i∈N is unbounded when
limi→∞ v(Gi) =∞.
The following definition of a type of convergence is slightly nonstandard as it uses
tfull, but is equivalent to the more usual definitions in the literature on dense graph
limits, which involve the other density notions, as described in the discussion in the
beginning of [Lov12, §11.1].
Definition 3.4. An unbounded sequence of finite graphs 〈Gi〉i∈N is convergent when
the sequence of induced subgraph densities〈
tfull(F,Gi)
〉
i∈N
converges for every finite graph F .
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Theorem 3.5 ([Lov12, Theorem 11.7]). Let 〈Gi〉i∈N be an unbounded sequence of finite
graphs that is convergent. Then
〈
G(N, Gi)
〉
i∈N
converges in distribution to a countably
infinite random graph whose distribution is an S∞-invariant measure.
In fact, every such S∞-invariant measure is ergodic, as shown by Aldous [Kal05,
Lemma 7.35]; for an argument involving graph limits, see [LS12, Proposition 3.6].
Corollary 3.6. Let 〈Gi〉i∈N be an unbounded sequence of finite graphs. Suppose the
limiting probability
lim
i→∞
P
(
G(N, Gi) |= q(0, . . . , ℓ− 1)
)
exists for every quantifier-free type q in the language of graphs, where ℓ is the number
of free variables of q. Then
〈
G(N, Gi)
〉
i∈N
converges in distribution to an S∞-invariant
measure on countably infinite graphs.
Proof. By Theorem 3.5, it suffices to show that
〈
tfull(F,Gi)
〉
i∈N
converges for every
finite graph F .
Let F be an arbitrary finite graph with underlying set {0, . . . , n−1}, where n = v(F ).
Let qF be the unique non-redundant quantifier-free type with n-many free variables
such that
F |= qF (0, . . . , n− 1).
Note that, for each j ∈ N,
tfull(F,Gj) = P
(
G(N, Gj) |= qF (0, . . . , n− 1)
)
.
Hence
〈
tfull(F,Gi)
〉
i∈N
converges, as〈
P
(
G(N, Gi) |= qF (0, . . . , n− 1)
)〉
i∈N
converges by hypothesis. 
3.2. Construction. Because M is a Fra¨ısse´ limit in a finite relational language, as
discussed in §2.3 we may take its first-order theory T to be axiomatized by pithy Π2
extension axioms, so that
T = {(∀x)(∃y)ϕi(x, y) : i ∈ N},
where each ϕi is quantifier-free; we may further assume that for each i ∈ N there are
infinitely many indices j ∈ N such that ϕi = ϕj . We will consider, in successive stages,
each such formula ϕi(x, y) and every tuple a ∈ M of the same length as x, and will
look for witnesses in M to (∃y)ϕi(a, y), i.e., instantiations b ∈ M of y that make
ϕi(a, b) hold in M.
Our construction proceeds in stages, at each of which we build a finite structure
larger than that in the previous stage. We will think of the structure that we build
at stage n as consisting of (n + 1)-many slices, each built at a substage. In the first
substage of stage n, we add a slice that consists of new witnesses to the formula under
consideration (or one new element, if no witnesses are needed). In the remaining
substages, we branch each element of each old slice into some number of offshoots.
Specifically, we divide each stage n into (n + 1)-many distinct substages indexed
by pairs (n, k), where 0 ≤ k ≤ n. The substage (n, 0) involves adding witnesses to
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extension axioms for everything from stage n − 1 (as one often does when iteratively
building a Fra¨ısse´ limit). The substages (n, k), for 0 < k ≤ n, consist of successively
branching elements. By duplicating ever larger portions, we cause the structure to
asymptotically stabilize.
More precisely, at substage (n, k) we will define a structureMkn and a set B(n, n−k).
The intuition is that B(n, n) consists of new witnesses, while B(n, n − k), for
k > 0, consists of all elements of Mkn that are offshoots of elements that first ap-
pear at substage (n− k, 0). In particular, the underlying set of Mkn will be
n−1−k⋃
i=0
B(n− 1, i) ∪
n⋃
i=n−k
B(n, i),
because at substage (n, k), the newly-constructed set B(n, n− k) contains all elements
of B(n− 1, n− k).
Substage (0, 0): Let M00 be any finite substructure of the Fra¨ısse´ limit M, and let
B(0, 0) be its underlying set.
Substage (n, 0), for n > 0: Let ℓn be one less than the number of free variables in the
formula ϕn. Let A be the set of those a ⊆ M
n−1
n−1 of length ℓn such that
Mn−1n−1 6|=
∨
b∈a ϕn(a, b). We now define B(n, n) and M
0
n. Consider whether or not
A is empty.
If A is non-empty, then for each a ∈ A choose a distinct element da ∈ M that
satisfies M0n |= ϕn(a, da). We can always find such a collection of witnesses, be-
cause our formulas are realized in the Fra¨ısse´ limit M. Furthermore, because M
has strong amalgamation, by duplication of quantifier-free types, we may assume that
for any distinct tuples a, a′ ∈ Mn−1n−1, the elements da and da′ are distinct. Define
B(n, n) = {da : a ∈ A} and let M0n be any substructure of M extending M
n−1
n−1 by
the elements of B(n, n).
If A is empty, then let B(n, n) consist of an arbitrary single element of M not in
Mn−1n−1, and set M
0
n to be the (unique) substructure of M extending M
n−1
n−1 by the
element of B(n, n).
Substage (n, k) for 0 < k ≤ n: Let αn := 2n−1 |B(n, n)|. Let Mkn be any substructure
of M that extends Mk−1n to some structure in which each element of B(n − 1, n− k)
branches into precisely αn-many offshoots, and these are the only new elements. Let
B(n, n − k) be the set of those elements of Mkn that are an offshoot of some element
of B(n− 1, n− k). By the definition of αn, we have
|B(n, n)|
|Mkn|
≤ 2−(n−1).
This concludes the construction.
For notational convenience, we will henceforth refer to Mnn as Mn.
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In the verification, we will need a particular projection map. Let π˜ be the following
map from the union of the underlying sets of all Mn, for n ∈ N, to itself. The map
π˜ takes each element of B(n, n − k) to the element of B(n − k, n − k) of which it is
a k-fold offshoot (i.e., an offshoot’s offshoot’s offshoot, etc., k levels deep), for n ∈ N
and 0 ≤ k < n, and the identity map on each B(n, n). This is well-defined because if
an element of the domain is in both B(n, k) and B(m, ℓ), then k = ℓ. (Note that π˜ is
not the same as the projection map π defined in Section 2, though it will play a similar
role here to that of π in the main construction in Section 4.)
3.3. Verification. We now show that the sequence of random graphs
〈
G(N,Mi)
〉
i∈N
converges in distribution to a random graph that is almost surely isomorphic to our
original graph M. We show this in two parts: convergence to such a random graph,
whose distribution is an invariant measure on countable graphs, and concentration of
this invariant measure on the desired isomorphism class.
Proposition 3.7. The sequence of random graphs
〈
G(N,Mi)
〉
i∈N
converges in dis-
tribution to a countably infinite random graph whose distribution is an S∞-invariant
measure.
Proof. Note that 〈Mi〉i∈N is an unbounded sequence of finite graphs. Hence by Corol-
lary 3.6, it suffices to show that〈
P
(
G(N,Mi) |= q(0, . . . , ℓ− 1)
)〉
i∈N
is Cauchy for every quantifier-free type q in the language of graphs, where ℓ is the
number of free variables of q.
Fix such a q and ℓ. For each n ∈ N, define
δn+1 := P
(
G(N,Mn) |= q(0, . . . , ℓ− 1)
)
− P
(
G(N,Mn+1) |= q(0, . . . , ℓ− 1)
)
.
We will show that δn+1 decays exponentially in n for fixed ℓ.
Let Gn be a sample from G(N,Mn), and let 〈ai〉i∈N be the random sequence of
vertices (with replacement) chosen from Mn in the course of the sampling procedure.
Likewise, let Gn+1 be a sample from G(N,Mn+1) with vertex sequence 〈bi〉i∈N. Observe
that
P
(
G(N,Mn) |= q(0, . . . , ℓ− 1)
)
= P
(
Gn |= q(a0, . . . , aℓ−1)
)
and
P
(
G(N,Mn+1) |= q(0, . . . , ℓ− 1)
)
= P
(
Gn+1 |= q(b0, . . . , bℓ−1)
)
.
Let En+1,ℓ be the event that for each i such that 0 ≤ i ≤ ℓ − 1, the projection
π˜(bi) ∈Mn. By our construction, the conditional probability
P
(
Gn+1 |= q(b0, . . . , bℓ−1)
∣∣ En+1,ℓ)
satisfies
P
(
Gn+1 |= q(b0, . . . , bℓ−1)
∣∣ En+1,ℓ) = P(Gn |= q(a0, . . . , aℓ−1)).
Therefore δn+1 ≤ 1− P(En+1,ℓ).
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By construction of Mn+1, we have
P(En+1,ℓ) =
(
1−
|B(n + 1, n+ 1)|
|Mn+1|
)ℓ
Recall that at the end of the construction we observed that
|B(n+ 1, n+ 1)|
|Mn+1|
≤ 2−n,
and so P(En+1,ℓ) ≥ (1 − 2−n)ℓ. Using Bernoulli’s inequality, we obtain the bound
P(En+1,ℓ) ≥ 1− ℓ 2−n, and so δn+1 ≤ ℓ 2−n, as desired. 
Let µM denote the distribution of the limit of
〈
G(N,Mi)
〉
i∈N
. Proposition 3.7
demonstrates that µM is an S∞-invariant measure on StrL, where L is the language of
graphs. We now show that µM assigns measure 1 to the isomorphism class of M. We
begin with a combinatorial lemma.
Recall that for each j ∈ N, we have defined ℓj ∈ N to be one less than the number
of free variables in the quantifier-free formula ϕj. For each n, j ∈ N, define
γn,j := P
(
G(N,Mn) |= (∃y)ϕj
(
0 · · · (ℓj − 1), y
))
.
Before proving our main bound on this quantity, we need a technical lemma.
Lemma 3.8. Let k ∈ N and suppose 0 < C < 2k. Then
∞∏
i=k
(1− C 2−i) ≥ (1− C 2−k)2.
Proof. By our hypothesis on C, each term of the product is positive. In particular, we
have
log
( ∞∏
i=k
(1− C 2−i)
)
=
∞∑
i=k
log(1− C 2−i)
By the concavity of the function log(1 − t), we have log(1 − t) ≥ t log(1 − t0)/t0 for
t0 ≥ t > 0. Setting t0 = C 2−k and t = C 2−i where i ≥ k, we obtain
∞∑
i=k
log(1− C 2−i) ≥
∞∑
i=k
C 2−i log(1− C 2−k)/(C 2−k)
= log(1− C 2−k)
∞∑
i=k
2−i+k
= 2 log(1− C 2−k).
Therefore
∏∞
i=k(1− C 2
−i) ≥ (1− C 2−k)2 by the monotonicity of log. 
Lemma 3.9. For all j ∈ N,
lim
n→∞
γn,j = 1.
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Proof. By our enumeration of formulas ϕj, observe that for all n ∈ N there is some
j ≥ 1 such that γn,j = γn,0. Hence it suffices to prove the claim for all j ≥ 1.
We may assume that j is large enough that ℓj < 2
j−1, as each formula is enumerated
infinitely often, and γn,j depends only on n and on ϕj , not on j.
Fix such a j ≥ 1. As in the proof of Proposition 3.7, for n ∈ N let Gn be a sample
from G(N,Mn), and let 〈ai〉i∈N be the random sequence of vertices (with replacement)
chosen from Mn in the course of the sampling procedure.
Analogously, for n > j, define Dn,j,ℓj to be the event that for each i such that
0 ≤ i ≤ ℓj − 1, the projection π˜(ai) ∈ Mj−1. Recall that P(Eh,ℓj) ≥ 1− ℓj 2
−(h−1) for
each h ∈ N, and so
P(Dn,j,ℓj) ≥ P(En,ℓj) · P(En−1,ℓj) · · ·P(Ej,ℓj)
≥ (1− ℓj 2
−(n−1)) · (1− ℓj 2
−(n−2)) · · · (1− ℓj 2
−(j−1)).
Taking C = ℓj and k = j − 1 in Lemma 3.8, we obtain
∞∏
i=j−1
(1− ℓj 2
−i) ≥ (1− ℓj 2
−(j−1))2,
and so
P(Dn,j,ℓj) ≥ (1− ℓj 2
−(j−1))2,
as each term in the infinite product is between 0 and 1.
Now let Fn,ℓj be the event that the elements a0, . . . , aℓj−1 ofMn are distinct. Observe
that, because 〈Mi〉i∈N is an unbounded sequence of graphs,
lim
n→∞
P(Fn,ℓj) = 1.
Because of the way witnesses are chosen at substage (j, j), for n > j if events Dn,j,ℓj
and Fn,ℓj hold, then
G(N,Mn) |= (∃y)ϕj
(
0 · · · (ℓj − 1), y
)
.
Therefore,
P
(
G(N,Mn) |= (∃y)ϕj
(
0 · · · (ℓj − 1), y
))
≥ P(Dn,j,ℓj) · P(Fn,ℓj).
For n > j, define ζ(n, j) to be the greatest k < n such that ϕk = ϕj . We then have
P
(
G(N,Mn) |= (∃y)ϕj
(
0 · · · (ℓj − 1), y
))
≥ P(Dn,ζ(n,j),ℓj) · P(Fn,ℓj)
≥ (1− ℓj 2
−(ζ(n,j)−1))2 · P(Fn,ℓj).
Because each formula is enumerated infinitely often, limn→∞ ζ(n, j) =∞. Hence
lim
n→∞
P
(
G(N,Mn) |= (∃y)ϕj
(
0 · · · (ℓj − 1), y
))
= 1,
as desired. 
Proposition 3.10. The S∞-invariant measure µM is concentrated on the isomorphism
class of M.
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Proof. For each j ∈ N, we have
µM
(q
(∃y)ϕj
(
0 · · · (ℓj − 1), y
)y)
= 1,
by Lemma 3.9. Therefore, by the S∞-invariance of µM, we have
µM
(q
(∀x)(∃y)ϕj
(
x, y
)y)
= 1,
where x is an ℓ-tuple of distinct variables. But T consists solely of sentences of the
form (∀x)(∃y)ϕj
(
x, y
)
. Hence µM is concentrated on the class of models of T . Because
T is ℵ0-categorical and M |= T , the measure µM is concentrated on the isomorphism
class of M. 
4. Inverse limit construction
We now give the key technical construction of the paper. This will take a theory with
certain properties and produce a probability measure, invariant under permutations of
the non-constant elements in the underlying set, that is concentrated on the class of
models of the theory. This construction is a variant of the one in [AFP12] and will be
the crucial tool used in later sections.
4.1. Setup. Before providing the construction itself, we describe the main conditions
it requires. We begin by fixing the following languages, theories, and quantifier-free
types.
First let 〈Li〉i∈N be an increasing sequence of countable languages having no function
symbols, but possibly both constant and relation symbols, and let L∞ :=
⋃
i∈N Li, so
that
L0 ⊆ L1 ⊆ L2 ⊆ · · · ⊆ L∞.
Further assume that all constant symbols appearing in any Li are already in the lan-
guage L0; call this set of constant symbols C.
Now fix an increasing sequence 〈Ti〉i∈N of countable pithy Π2 theories that are
quantifier-free complete and satisfy Ti ∈ Lω1,ω(Li) for each i ∈ N. Let T∞ :=
⋃
i∈N Ti,
so that
T0 ⊆ T1 ⊆ T2 ⊆ · · · ⊆ T∞.
For each i ∈ N, let Qi = 〈qij〉j∈N be any sequence of complete non-constant quantifier-
free Li-types that are consistent with Ti and that satisfy the following four conditions.
Let kij denote the number of free variables of q
i
j .
(W) For each i, j ∈ N and every sentence (∀x)(∃y)ψ(x, y) ∈ Ti for which |x| = kij,
there is some ei,j,ψ ∈ N such that q
♮ := qiei,j,ψ is a quantifier-free type with one
more free variable than qij and such that
|= (∀x, y)
(
q♮(x, y)→ qij(x)
)
and
|= (∀x, y)
(
q♮(x, y)→ ψ(x, y)
)
.
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(D) For each i, j ∈ N and variable y such that qij is a non-redundant quantifier-free
type satisfying
|= (∀x, y)
(
qij(x, y)→
∧
c∈C
(y 6= c)
)
,
where |x|+1 = kij, there is some fi,j such that the quantifier-free type q
♮ := qifi,j
has (kij + 1)-many free variables, is non-redundant, and satisfies
|= (∀x, y, z)
(
q♮(x, y, z)→
(
qij(x, y) ∧ q
i
j(x, z)
))
.
(E) For each i, j ∈ N there is some j′ ∈ N such that
|= (∀x)
(
qi+1j′ (x)→ q
i
j(x)
)
,
where |x| = kij = k
i+1
j′ .
(C) For each i, j ∈ N and quantifier-free type p such that
|= (∀x, w)
(
qij(x)→ p(w)
)
,
where |x| = kij and w is a subtuple of variables of x with |w| equal to the
number of free variables of p, there is some hp ∈ N such that q♮ := qihp satisfies
|= (∀w)
(
q♮(w)↔ p(w)
)
.
Condition (W) ensures that for each quantifier-free type in Qi and pithy Π2 sentence
in the theory Ti, the sequence Qi contains some extension of the quantifier-free type
that witnesses the formula.
Condition (D) requires that for every non-redundant quantifier-free type in Qi and
every free variable of that quantifier-free type which it requires to not be instantiated by
a constant, there is some other quantifier-free type in Qi that duplicates that variable.
In particular, by repeated use of (D), we can show that for any non-redundant qij ∈ Qi,
any h ∈ N, and any k∗ ≤ kij such that
(∀x, y)
(
qij(x, y)→
∧
z∈y
∧
c∈C
(z 6= c)
)
where |x| = kij − k
∗ and |y| = k∗, there is an f ∗i,j,k∗ ∈ N such that the quantifier-free
type q♮ := qif∗
i,j,k∗
has (ki,j + h k
∗)-many free variables, and for all functions
β : {1, . . . , k∗} → {0, . . . , h},
we have
|= (∀x, y01 · · · y
h
1 · · · y
0
k∗ · · · y
h
k∗)
(
q♮(x, y01 · · · y
h
1 · · · y
0
k∗ · · · y
h
k∗)→ q
i
j(x, y
β(1)
1 . . . y
β(k∗)
k∗ )
)
,
where the ywℓ are new distinct variables, for 1 ≤ ℓ ≤ k
∗ and 0 ≤ w ≤ h.
In summary, q♮ is a quantifier-free type that duplicates, (h+ 1)-fold, all variables of
qij . Furthermore, for every tuple of variables from q
♮ that contains exactly one duplicate
of each variable of qij , the resulting restriction of q
♮ to those variables is precisely qij with
corresponding variables substituted. We call such a q♮ an iterated duplicate. Recall
our assumption that each Ti is quantifier-free complete, hence consistent, and that each
element of Qi is consistent with Ti. Therefore, as a consequence of iterated duplication,
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each Ti must have models with infinitely many elements that do not instantiate constant
symbols.
Condition (E) says that for every quantifier-free type in Qi and larger language, we
can find an extension of that quantifier-free type to that language.
Condition (C) says that the quantifier-free types of Qi are closed under implication.
There will be one further condition, which we will not always require to hold. How-
ever, when it does hold, it will guarantee that the construction assigns measure 0 to
every isomorphism class of models of the target theory.
(S) For some ℓ ∈ N (called the order of splitting), every i ∈ N, and every non-
redundant quantifier-free Li-type q
i
j ∈ Qi with k
i
j ≥ ℓ, there is some e ∈ N and
some quantifier-free Le-type q
♮ ∈ Qe with 2kij many free variables, such that for
each β : {1, . . . , kij} → {0, 1}, we have
|= (∀x01x
1
1 . . . x
0
kij
x1kij
)
(
q♮(x01x
1
1 . . . x
0
kij
x1kij
)→ qij(x
β(1)
1 . . . x
β(kij)
kij
)
)
,
where x01x
1
1 · · ·x
0
ki
j
x1
ki
j
is a tuple of distinct free variables, and for each i1, . . . , iℓ ∈
N such that 1 ≤ i1 < i2 < · · · < iℓ ≤ k
i
j , and each γ0, γ1 : {1, . . . , ℓ} → {0, 1},
there are distinct non-redundant p0, p1 ∈ Qj such that for w ∈ {0, 1},
|= (∀x01x
1
1 . . . x
0
ki
j
x1ki
j
)
(
q♮(x01x
1
1 . . . x
0
ki
j
x1ki
j
)→ pw(x
γw(1)
i1
. . . x
γw(ℓ)
iℓ
)
)
.
We call q♮ a splitting of qij of order ℓ.
If there is such an ℓ then we say that 〈Qi〉i∈N has splitting of quantifier-free
types of order ℓ.
The intuition is that if (S) is satisfied then for every non-redundant quantifier-free
type in
⋃
i∈NQi in at least ℓ-many free variables, there is some larger language in
which we can duplicate the quantifier-free type so that every quantifier-free subtype
with ℓ-many free variables splits into at least two distinct quantifier-free types. In other
words, for each quantifier-free subtype with ℓ-many free variables, if we consider all
ways in which it is duplicated (i.e., all the quantifier-free types where no two distinct
free variables are duplicates of the same variable), then that collection of quantifier-free
subtypes always has at least two elements. We will use this condition to show that any
given quantifier-free ℓ-type is realized with probability 0.
We now turn to the construction itself.
4.2. Construction. The aim is to construct a continuum-sized measurable space with
certain properties. This will proceed via the inverse limit of a system of finite structures
in an increasing system of languages with associated measures. We will build this
system of structures in stages, each of which will interleave four tasks. The first task is
to enlarge the underlying set and update the measures so that they assign mass to the
new set in a way that is compatible with our earlier choices. The second task is to add
elements to ensure that ever more of our pithy Π2 theory is realized, and adjust the
mass accordingly. The third task is to make sure the quantifier-free type of the entire
structure up until this point is duplicated. This will ensure that the end result is a
continuum-sized structure. Finally, the fourth task is to ensure that if there is splitting
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of quantifier-free types of some order ℓ, then the appropriate quantifier-free type splits
as we enlarge the language. This will ensure that we obtain a continuum-sized structure
and a measure such that under a certain sampling procedure, the probability of any
particular quantifier-free type with ℓ-many free variables being realized is 0, and hence
sampling from our structure will not assign positive measure to the isomorphism class
of any single structure.
The construction proceeds in stages indexed by n ∈ N ∪ {∞}. At each finite stage,
the structure we construct will have underlying set equal to the union of a fixed count-
able set C of elements that instantiate the constant symbols with some finite sub-
set of N<ω =
⋃
i∈NN
i. Recall the infinitary theory T∞ =
⋃
i∈N Ti. in the language
L∞ =
⋃
i∈N Li. Fix an enumeration 〈ϕi(xi, y)〉i∈N of all (quantifier-free)
Lω1,ω(L∞)-formulas such that each formula occurs infinitely often, and such that for
each i ∈ N,
(∀xi)(∃y)ϕi(xi, y) ∈ T∞
and the formula ϕi has precisely (|xi| + 1)-many free variables; let ξi denote |xi|. Let
〈ai〉i∈N be an enumeration with repetition of finite tuples of elements of N<ω such that
for all i ∈ N, we have |ai| = ξi and for every a ∈ (N<ω)ξi , there are infinitely many
j such that ϕj = ϕi and aj = a. Also fix an arbitrary non-degenerate probability
measure m∗ on N, i.e., such that no element has measure 0.
At the end of each finite Stage n ∈ N, we will have constructed
• a finite set Xn ⊆ N2n such that π2(Xn) ⊇ Xn−1 (when n ≥ 1),
• a measure mn on Xn,
• some natural number αn > αn−1 (when n ≥ 1),
• the complete non-redundant quantifier-free Lαn-type of Xn (chosen from Qαn),
and
• an Lαn-structure Xn.
In fact, X0 will be empty and α0 = 0. We will define an L0-structure X0, whose
underlying set will be precisely a set of instantiations of the constant symbols in L0.
Call this set of instantiations C0.
For all n ∈ N, the Lαn-structure Xn will have underlying set Xn ∪ C0, and hence is
determined by the quantifier-free Lαn-type of Xn. We call Xn the constantless part
of Xn.
For convenience of various indices, Stage 1 will not add anything essential to those
objects constructed in Stage 0.
For n ≥ 2 we will divide Stage n into substages n.i, indexed by i ∈ {0, 1, 2, 3}, each
devoted to a different task: n.0 (adding mass), n.1 (adding witnesses), n.2 (duplication
of quantifier-free types), and n.3 (expanding the language).
At the end of Stage n.i, for i ∈ {0, 1, 2}, we will have constructed
• a finite set X in,
• a measure min on X
i
n,
• the complete non-redundant quantifier-free Lαn−1-type of X
i
n (chosen from
Qαn−1), and
• an Lαn−1-structure X
i
n.
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As with the major stages, each Lαn−1-structure X
i
n will have underlying set X
i
n ∪ C0,
and hence will be determined by the quantifier-free Lαn−1-type of X
i
n. We similarly
call X in the constantless part of X
i
n. Because each Substage n.3 completes Stage n, we
write Xn, Xn, and mn rather than X 3n , X
3
n, and m
3
n, respectively.
Furthermore, the sets will satisfy
• X0n ⊆ X
1
n ⊆ N
2n−2,
• X2n ⊆ N
2n−1 and π(X2n) ⊇ X
1
n, and
• Xn ⊆ N2n and π(Xn) ⊇ X2n.
Finally, at the end of Stage∞, we will have constructed an L∞-structure X∞ defined
by the quantifier-free L∞-type of each finite subset of the infinite constantless part
X∞ ⊆ N
ω of X∞, and a probability measure m∞ on X∞. The structure X∞ may be
viewed as a sort of inverse limit of the structures Xn for 0 ≤ n < ∞, with elements
“glued together” in accordance with the projection map π.
We will also, at the end of each (sub)stage, verify that the new choices cohere with
those made earlier. Specifically, they will satisfy the following existence and duplication
properties for every j ∈ N:
(E ) If ϕj+1 ∈ Lω1,ω(Lαj ), then for every tuple s = s1, . . . , s|aj+1| of (not necessarily
distinct) elements from Xj such that aj+1 ⊑ s, and every ℓ1, . . . , ℓ|aj+1| ∈ N
2
such that s1
∧ℓ1, . . . , s|aj+1|
∧ℓ|aj+1| ∈ Xj+1, we have
Xj+1 |= (∃y)ϕj+1(s1
∧ℓ1, . . . , s|aj+1|
∧ℓ|aj+1|, y).
(D) For all g ∈ N, all distinct s1, . . . , sg ∈ N2j , all ℓ1, . . . , ℓg ∈ N2, and all quantifier-
free Lαj -types r with g-many free variables, if s1, . . . , sg ∈ Xj and
s1
∧ℓ1, . . . , sg
∧ℓg ∈ Xj+1 then
Xj |= r(s1, . . . , sg)
if and only if
Xj+1 |= r(s1
∧ℓ1, . . . , sg
∧ℓg).
Furthermore, for any s ∈ Xj, we have
mj(s) = mj+1
(
(π2)−1(s) ∩Xj+1
)
and
lim
i→∞
mi(Xi) = 1.
In this sense, mass is preserved via projection throughout the construction.
We now make the construction precise.
Stage 0: Defining the mass on N and the quantifier-free type of the constants.
We begin by defining the constantless part X0 := ∅. Let α0 := 0. Let m0 be the
unique measure on X0, i.e., which satisfies m0(∅) = 0.
Choose an arbitrary element of Q0 having no free variables. Because T0 is quantifier-
free complete, there is only one such choice of quantifier-free L0-type (up to equiva-
lence). This quantifier-free type describes which relations hold of any finite tuple of
elements instantiating constant symbols. In particular, this determines when two con-
stant symbols must be instantiated by the same element. Let X0 be an L0-structure in
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which X0 has this quantifier-free type, which amounts to choosing a set of instantiations
of the constant symbols, related in this way. Let C0 denote this set of instantiations,
and let C0 be the map that assigns each constant symbol of L0 to its instantiation in
X0.
Stage 1: Same as stage 0.
Let X1 := X0 = ∅, let α1 := 1, and let m1 be the unique measure on X1. Let X1 be
the unique L1-structure whose reduct to L0 is X0.
Stage n.0 (for 1 < n <∞): Adding mass.
Having already determined the Lαn−1-structure Xn−1 and the measure mn−1, we now
define an Lαn−1-structure X
0
n extending Xn−1, and the associated measure m
0
n. We
will define the structure X 0n by choosing its constantless part X
0
n ⊇ Xn−1 and the
quantifier-free Lαn−1-type of X
0
n.
This substage adds new elements of N2(n−1) to the support of mn−1 so as to ensure
that the eventual measure m∞ will be a probability measure.
If there is an x ∈ Xn−1 with x = n∧b for some b ∈ N2n−3, then let X 0n := Xn−1 be
the same Lαn−1-structure, and let m
0
n := mn−1.
Otherwise let X0n := Xn−1 ∪ {n
∧02n−3} and fix some ordering on it. Let
q(x, y) ∈ Qαn−1 be a quantifier-free type with |X
0
n|-many free variables such that if
q∗ is the quantifier-free type of Xn−1 (considered as an increasing tuple in the corre-
sponding ordering) in Xn−1, then
|= (∀x, y)
(
q(x, y)→ q∗(x)
)
.
Note that such a q exists in Qαn−1 by condition (D). Define the quantifier-free
Lαn−1-type of X
0
n in X
0
n (where X
0
n is considered as an increasing tuple in that ordering)
to be q. Finally, let m0n(z) = mn−1(z) for all z ∈ Xn−1 and m
0
n(n
∧02n−3) = m∗(n),
where m∗ is the non-degenerate probability measure on N that we fixed before the
construction.
In summary, at stage n.0, if no element of Xn−1 is a sequence beginning with n, then
we add one such sequence to our set, adjust the measure accordingly, and define the
larger quantifier-free type appropriately. Note that Xn−1 is a substructure of X 0n , and
so the quantifier-free type of any tuple in Xn−1 is the same as its quantifier-free type
in X 0n . Furthermore, it is clear from the definition of m
0
n that the measures m
0
n and
mn−1 agree on elements in the intersection of their domains.
Stage n.1 (for 1 < n <∞): Adding witnesses.
We now extend X 0n to X
1
n , in particular defining the quantifier-free Lαn−1-type of its
constantless part X1n ⊇ X
0
n so as to ensure that certain subtuples have witnesses to
appropriate formulas, and define the associated measure m1n.
Call ϕn(an, y) valid for Stage n when the following hold:
• (∀xn)(∃y)ϕn(xn, y) ∈
⋃
1≤i≤n−1 Tαi .
• At least one tuple b of elements of X0n satisfies an ⊑ b.
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If ϕn(an, y) is not valid for Stage n then do nothing. Otherwise let V be the set of all
b ∈ X0n such that an ⊑ b and
X 0n |= ¬
∨
d∈b
ϕn(b, d).
For each b ∈ V , let nb ∈ N be such that for all x ∈ X
0
n we have nb 6 x. Then let
X1n := X
0
n∪{nb
∧02n−3 : b ∈ V }. Fix some ordering of X0n, and let q
∗ be the quantifier-
free Lαn−1-type of X
0
n (considered as an increasing tuple under this ordering) in X
0
n .
Choose a quantifier-free Lαn−1-type q ∈ Qαn−1 such that if q holds of X
1
n under some
ordering, then
q∗(X0n) ∧
∧
b∈V
ϕn(b, nb
∧02n−3)
holds, where X0n occurs in its ordering. Note that the formula (∀xn)(∃y)ϕn(xn, y) is
in T and q∗ is consistent with T . Hence by condition (W) we can always find such a
q. Declare q to be the quantifier-free Lαn−1-type of X
1
n in X
1
n (under that ordering).
In other words, we require that either there is a new witness or some witness already
existed.
Finally, let m1n agree with m
0
n on X
0
n and set m
1
n(nb
∧02n−3) := m∗(nb) for
nb
∧02n−3 ∈ X1n \X
0
n.
At this substage, we have ensured that if ϕn is valid (for stage n) then there are
witnesses in X 1n to (∃y)ϕn(b, y) for all appropriate elements b of X
0
n. We will use this
fact to verify property (E ) at the end of stage n.
Again, X 0n is a substructure of X
1
n , and so the quantifier-free type of any tuple in X
0
n
is the same as its quantifier-free type in X 1n . Likewise, it is clear from the definition
of m1n that the measures m
1
n and m
0
n agree on elements in the intersection of their
domains.
Stage n.2 (for 1 < n <∞): Duplication of Quantifier-Free Types.
Having defined X 1n in the previous substage, we now define X
2
n , in which we duplicate
the quantifier-free type of X1n in X
1
n . We will define the structure X
2
n by choosing its
constantless part X2n ⊇ X
1
n and the quantifier-free Lαn−1-type of X
2
n. We also define
the associated measure m2n.
Let Λn ∈ N be large enough that if n balls are placed uniformly independently in
Λn-many boxes, the probability of two or more balls landing in the same box is less
than 2−n.
Define
X2n :=
⋃
1≤j≤Λn
{x∧j : x ∈ X1n},
and fix an ordering of X2n. Fix an ordering 〈xi〉1≤i≤|X1n| of the elements of X
1
n, and
let q ∈ Qαn−1 be the quantifier-free type of this tuple. Choose a quantifier-free type
q∗ ∈ Qαn−1 such that whenever q
∗ holds of X2n (under its ordering) and any subset
{yi : 1 ≤ i ≤ |X1n|} ⊆ X
2
n satisfies π(yi) = xi for all i such that 1 ≤ i ≤ |X
1
n|, then
q
(
〈yi〉1≤i≤|X1n|
)
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holds. Recall that our assumption (D) of duplication of quantifier-free types implies the
existence of iterated duplicates. Hence there is such a q∗, as it is precisely an iterated
duplicate of q. Declare q∗ to be the quantifier-free type of X2n (under its ordering) in
X 2n .
Suppose that g ∈ N and s1, . . . , sg ∈ X1n are distinct. Further suppose that
ℓ1, . . . , ℓg ∈ N such that s1∧ℓ1, . . . , sg∧ℓg ∈ X2n. Then note that for any quantifier-
free Lαn−1-type r with g-many free variables
X 1n |= r(s1, . . . , sg)
if and only if
X 2n |= r(s1
∧ℓ1, . . . , sg
∧ℓg).
This is the analogue, for the situation of moving from substage n.1 to n.2, of property
(D).
Finally, for each x ∈ X2n, define m
2
n(x) := m
1
n(π(x))/Λn. In other words, for each
y ∈ X1n, its mass is divided evenly between its Λn-many extensions.
Stage n.3 (for 1 < n <∞): Expanding the Language.
Having defined X 2n in the previous substage, we now define Xn itself, some αn > αn−1,
and the associated measure mn. We will define by Xn via its constantless part Xn ⊇ X2n
and the quantifier-free Lαn-type of Xn. We do this in a way that ensures that if, for
some ℓ ∈ N such that ℓ ≤ |X2n|, there is splitting of quantifier-free types of order
ℓ, then for the least such ℓ, as we enlarge the language we split all non-redundant
quantifier-free types with ℓ-many free variables.
Fix some ordering on X2n and let pn−1 be the quantifier-free Lαn−1-type of X
2
n (con-
sidered as an increasing tuple under that ordering) in X 2n .
Case (a): If either there is no splitting of quantifier-free types of order ℓ for any
ℓ ∈ N, or there is a splitting, but the least such order ℓ is greater than |X2n|, then let
αn := αn−1 + 1, let Xn := {x∧0 : x ∈ X2n} and let pn ∈ Qαn be any non-redundant
quantifier-free Lαn-type with |X
2
n|-many free variables such that
|= (∀x)
(
pn(x)→ pn−1(x)
)
where |x| = |X2n|. We know that such a quantifier-free type exists by condition (E).
Then declare pn to be the quantifier-free Lαn-type of Xn (considered as an increas-
ing ordered tuple under the order induced from X2n) in Xn. For x ∈ Xn, define
mn(x) := m
2
n(π(x)), since every element has just one extension.
Case (b): If, however, there is splitting of some order, i.e., condition (S) holds, and
the least such order ℓ ∈ N is no greater than |X2n|, then let q
♮ be some splitting of pn−1
of order ℓ. Let αn be the e ∈ N such that q♮ is a quantifier-free Le-type.
Define
Xn := {x
∧0 : x ∈ X2n} ∪ {x
∧1 : x ∈ X2n}.
and declare that q♮ is the quantifier-free Lαn-type of Xn in Xn, where Xn is considered
as the tuple
x1
∧0, x1
∧1, . . . , x|X2n|
∧0, x|X2n|
∧1
where x1, . . . , x|X2n| is increasing in the chosen order of X
2
n.
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Finally, for each x ∈ Xn, define mn(x) := m2n(π(x))/2. In other words, each element
of X2n has its mass divided evenly between its two extensions. This concludes case (b).
Now, regardless of the case, we verify property (D) for stage n. Suppose that
g ∈ N and s1, . . . , sg ∈ X2n are distinct. Further suppose that ℓ1, . . . , ℓg ∈ N, such that
s1
∧ℓ1, . . . , sg
∧ℓg ∈ Xn. Then note that for any quantifier-free Lαn−1-type r with g-many
free variables
X 2n |= r(s1, . . . , sg)
if and only if
Xn |= r(s1
∧ℓ1, . . . , sg
∧ℓg).
Note that this property, composed with the analogous property verified at the end of
substage n.2, guarantees that (D) holds.
Finally, for n > 0 note that, by property (D), if ϕn ∈ Lω1,ω(Lαn−1), then for every
tuple s1, . . . , s|an| ∈ Xn with an ⊑
(
π2(s1), . . . , π
2(s|an|)
)
, there is an element t ∈ X1n
such that
X 1n |= ϕn
(
π2(s1), . . . , π
2(s|an|), t
)
.
Hence if t∗ ∈ (π2)−1(t) ∩Xn, then
Xn |= ϕn(s1, . . . , s|an|, t
∗).
This verifies property (E ).
Stage ∞: Defining the Limiting Structure.
To complete the construction, we define the L∞-structure X∞ via its constantless
part X∞ and the quantifier-free L∞-type of every finite subset of X∞. We also define
the measure m∞.
Let
X∞ := {x ∈ N
ω : (∀i ∈ N) (x|i ∈ Xi)},
and for each n ∈ N and each y ∈ Xn define
m∞
(
{x ∈ X∞ : x|n = y}
)
:= mn(y).
Consider X∞ endowed with the topology inherited as a subspace of N
ω (itself under
the product topology of N as a discrete set). Then X∞ is the countable disjoint union⋃
ℓ∈N Yℓ, where for each ℓ ∈ N,
Yℓ := {ℓ
∧a : a ∈ Nω and ℓ∧a ∈ X∞}
is a compact topological space having a basis of clopen sets, under the topology inher-
ited as a subspace of Nω. Hence m∞ can be extended in a unique way to a countably
additive measure on X∞.
For every j, n ∈ N and every s1, . . . , sj ∈ X∞, there are some n
′ ≥ n and
t1, . . . tj ∈ Xn′ such that for all distinct i, i′ ≤ j,
• ti = si|2n′ and
• ti 6= ti′ .
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Let q ∈ Qαn be the quantifier-free Lαn-type such that
Xn |= q(t1, . . . , tj).
Then declare that
X∞ |= q(s1, . . . , sj)
holds. This choice of quantifier-free type is well-defined because of property (D) at all
earlier stages. This ends the construction.
4.3. Invariant measures via the construction. We now verify properties of X∞
and m∞ that will allow us to produce the desired invariant measure.
Proposition 4.1. The measure m∞ on X∞ is a non-degenerate atomless probability
measure.
Proof. The measures mn for n ∈ N cohere under projection and agree with m
∗, in the
sense that
m∞(Yn) = m
∗(n).
But m∗ is a probability measure, and so m∞ is as well.
For n ∈ N and a ∈ Xn, let
Ba := {s ∈ X∞ : s|n = a}.
The collection of sets of the form Ba form a basis for the topological space X∞. Fur-
thermore, for all n ∈ N and a ∈ Xn,
m∞(Ba) = mn(a) > 0.
Hence m∞ is non-degenerate.
For each n ∈ N, define Γn := max {mn(a) : a ∈ Xn}; in substage n.2, we duplicate
every element of Xn−1, and so
Γn ≤ Γn−1/2.
Consider a singleton {b} ⊆ X∞. Then
m∞({b}) ≤ m∞(Bb|n) ≤ Γn
for each n ∈ N, and so m∞({b}) = 0. Hence m∞ is atomless. 
We will show that X∞ is an uncountable Borel model such that when we sample
countably infinitely many elements fromX∞ independently according to the probability
measure m∞, the induced substructure is almost surely a model of T∞.
Proposition 4.2. The structure X∞ is a Borel L∞-structure.
Proof. Fix n ∈ N. Let ψ be a quantifier-free Lαn-formula, and let ℓ be the number of
free variables of ψ. Then define the set of its instantiating tuples:
Ψ := {a1 · · · aℓ ∈ X∞ : X∞ |= ψ(a1, . . . , aℓ)}.
Also define, for each n′ ≥ n,
Pn′ :=
{
a1 · · · aℓ ∈ X∞ : Xn′ |= ψ(a1|2n′ , . . . , aℓ|2n′)
}
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and
In′ :=
{
a1 · · · aℓ ∈ X∞ : ai = aj iff ai|2n′ = aj|2n′ , whenever 1 ≤ i ≤ j ≤ ℓ
}
.
Note that for each n′ ≥ n, both Pn′ and In′ are open sets. We then have
Ψ =
⋃
n′≥n
(
Pn′ ∩ In′
)
,
and so Ψ is an open set. As ψ was arbitrary, X∞ is a Borel L∞-structure. 
A natural procedure for sampling substructures of X∞ usingm∞ will yield the desired
invariant measure.
Because T0 is quantifier-free complete, all models of T∞ have the same number
of elements that instantiate constant symbols, and the theory of equality between
constants is fixed (as encoded in C0).
Let µ be an arbitrary atomless probability measure on X∞. We begin by describing
a sampling procedure that uses µ to determine an invariant measure µ◦ on StrC0,L∞ :
First sample a countably infinite sequence of elements 〈xi〉i∈N from X∞ independently
according to µ. If there exist distinct i, j ∈ N such that xi = xj , then declare that all
atomic relations hold among all tuples; however, this occurs with probability 0, as µ is
atomless. Otherwise, for each quantifier-free L∞-formula ψ, declare that
ψ(n1, . . . , nℓ)
holds if and only if
X∞ |= ψ(xn1 , . . . , xnℓ)
for all n1, . . . , nℓ ∈ N, where ℓ is the number of free variables of ψ. The distribution
of this random L∞-structure is a probability measure on StrC0,L∞ ; this is our desired
µ◦. (As with the measures described via sampling in Section 3, such probability mea-
sures are ergodic, as Kallenberg showed by extending the argument of Aldous [Kal05,
Lemma 7.35] to languages of unbounded arity in [Kal05, Lemma 7.22] and [Kal05,
Lemma 7.28 (iii)].) Note that µ◦ is SC0∞ -invariant, as 〈xi〉i∈N is i.i.d. Because µ is
atomless, µ◦ is concentrated on the class of structures with underlying set N∪C0 that
are isomorphic to countably infinite substructures of X∞.
Proposition 4.3. The SC0∞ -invariant probability measure m
◦
∞ on StrC0,L∞ is concen-
trated on the class of models of T∞.
Proof. By Proposition 4.1, the measure m∞ is atomless, and so m
◦
∞ is an S
C0
∞ -invariant
probability measure on StrC0,L∞ that is concentrated on the class of countably infinite
substructures of X∞.
Now letM be a sample from m◦∞, say via the m∞-i.i.d. sequence 〈xi〉i∈N of elements
of X∞. Fix an arbitrary η ∈ T∞. We will show that M |= η almost surely. Because
η is pithy Π2, we may write it in the form (∀z)(∃y)ψ(z, y) for some quantifier-free
L∞-formula ψ. Let ℓ = |z| and let n ∈ N be such that ψ ∈ Lαn . Fix an arbitrary tuple
b := b1 · · · bℓ ∈ N. We must show that there is some d ∈ N such that
M |= ψ(b, d) a.s.
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Let b∗ be the random tuple xb1 · · ·xbℓ . Let j > n be any index of ψ (i.e., such
that ψ = ϕj) satisfying aj ⊑ b∗. This is possible because of our choice of repetitive
enumeration.
By our construction in stage j.2, there is some e ∈ X2j such that
X 2j |= ψ(xb1 |2j−2 · · ·xbℓ |2j−2, e) a.s.
As in the proof of Proposition 4.1, let
Be := {s ∈ X∞ : s|2j−2 = e}.
By our construction, for any e∗ ∈ Be,
X∞ |= ψ(xb1 · · ·xbℓ , e
∗) a.s.
However, m∞(Be) > 0, and so there is some h ∈ N such that xh ∈ Be ∩M, almost
surely. Hence
M |= ψ(b, h) a.s.
Again by Proposition 4.1, the measure m∞ is non-degenerate. 
We now show that if the collection of quantifier-free types has splitting of some
order, the resulting construction assigns measure 0 to any particular isomorphism class
of models of the theory T∞.
Theorem 4.4. Suppose that 〈Qi〉i∈N has splitting of some order. Then there is an
SC0∞ -invariant probability measure on StrC0,L that is concentrated on the class of models
of T∞ and is such that no single isomorphism class has positive measure.
Proof. Let ℓ ∈ N be least such that 〈Qi〉i∈N has splitting of order ℓ. Let m′ be the
SC0∞ -invariant probability measure obtained in Proposition 4.3. Define M to be the
collection of isomorphism classes of countably infinite models of T∞ to which m
′ assigns
positive measure.
Suppose, to obtain a contradiction, thatM 6= ∅. Then by the countable additivity of
m′, there can be at most countably many elements of M . Hence among the quantifier-
free L∞-types with ℓ-many free variables, at most countably many are realized in some
structure in M . In particular, at most countably many non-constant quantifier-free
L∞-types with ℓ-many free variables are realized in some structure in M . Then by
countable additivity, there must be some non-constant quantifier-free L∞-type p with
ℓ-many free variables that is realized in a positive fraction of models, i.e., such that
m′
(J(∃x)p(x)K
C0
)
> 0,
where |x| = ℓ.
We then have
0 < m′
(J(∃x)p(x)K
C0
)
= m′
(⋃
t∈Nℓ
Jp(t)K
C0
)
≤
∑
t∈Nℓ
m′
(Jp(t)K
C0
)
,
where the equality is because p is non-constant. Hence there is some t ∈ Nℓ such that
m′
(Jp(t)K
C0
)
> 0, by the countable additivity of m′.
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For every i ∈ N ∪ {∞}, define ηi := m′
(Jp|Lαi (t)KC0
)
. Because
L0 ⊆ L1 ⊆ · · · ⊆ L∞,
we have ηi ≥ ηj whenever 0 ≤ i < j ≤ ∞.
Let g ≥ ℓ be arbitrary. We will show that
ηg ≤ 2
−g + (1− 2−ℓ)g−ℓ.
This will imply that η∞ ≤ inf i(1−2−ℓ)2i = 0, and so m′
(Jp(t)K
C0
)
= 0, a contradiction.
There are two (overlapping) ways that an ℓ-tuple of elements of X∞ sampled inde-
pendently according tom′ can fail to satisfy p|Lαg : either (1) the restriction of the tuple
to N2g satisfies a redundant quantifier-free type, in which case the tuple might not sat-
isfy p|Lαg , or (2) its restriction to N
2g is non-redundant but satisfies some quantifier-free
type other than p|Lαg .
By our choice of Λg in stage g.2, we know that for any assignment of mass to X
1
g ,
the probability of an independently selected ℓ-tuple having two elements selected from
the same element of X2g is no more than 2
−g, as g ≥ ℓ. Hence the probability that (1)
occurs is bounded by 2−g.
Because the mass of every element is split evenly between those elements descending
from it via iterated duplication, the probability that a given non-redundant ℓ-tuple of
X2g is selected independently according to m
2
g is 2
ℓ times the probability that any of
such duplicated elements are selected independently according to mg.
Let ζg be the probability that a given ℓ-tuple, independently selected from Xg
according to mg, has quantifier-free type p|Lαg conditioned on the fact each element of
the ℓ-tuple is distinct (i.e., ζg is a bound on the probability that (2) occurs, so that
ηg ≤ 2
−g + ζg). By the splitting of quantifier-free types in stage g.3, we know that for
every ℓ-tuple in X2g there are at least two quantifier-free Lαg -types of duplicates of the
ℓ-tuple.
Hence we have
ζg ≤ (1− 2
−ℓ) · ζg−1 ≤ (1− 2
−ℓ)g−ℓ.
In total, we have ηg ≤ 2−g + (1− 2−ℓ)g−ℓ. 
5. Approximately ℵ0-categorical theories
In this section, we introduce several conditions on first-order theories that together
allow us to apply Theorem 4.4. These will give us an invariant probability measure that
is concentrated on the class of models of a theory, but does not assign positive measure
to any single isomorphism class of models. We then give examples of first-order theories
satisfying these conditions.
Key among these conditions is a property that we call approximate ℵ0-categoricity.
Definition 5.1. Let L be a countable language. A first-order theory T ⊆ Lω,ω(L) is
approximately ℵ0-categorical when there is a sequence of languages 〈Li〉i∈N, called
a witnessing sequence, such that
• Li ⊆ Li+1 for all i ∈ N,
• L =
⋃
i∈N Li, and
INVARIANT MEASURES VIA INVERSE LIMITS OF FINITE STRUCTURES 31
• T ∩ Lω,ω(Li) is ℵ0-categorical for each i ∈ N.
In particular, any approximately ℵ0-categorical theory is the countable union of
ℵ0-categorical first-order theories (in different languages).
We now give criteria under which the class of models of an approximately
ℵ0-categorical theory admits an invariant probability measure that assigns measure
0 to any single isomorphism class of models.
Recall the notion of a pithy Π2 expansion from §2.2. Note that any model of a
first-order L-theory T has a unique expansion to a model of its pithy Π2 expansion.
Furthermore, any invariant measure concentrated on a Borel set X ⊆ StrL can be
expanded uniquely to an invariant measure concentrated on
{M∗ ∈ StrLHF : M
∗|L ∈ X}.
Lemma 5.2. Let L be a countable language, and suppose that T is an approximately
ℵ0-categorical Lω,ω(L)-theory with witnessing sequence 〈Li〉i∈N. Then the pithy Π2 ex-
pansion T ∗ of T is also approximately ℵ0-categorical.
Proof. For each i ∈ N, the Li-theory T ∩ Lω,ω(Li) is ℵ0-categorical by hypothesis. For
each i, let L∗i be the language of the pithy Π2 expansion T
∗
i of T ∩ Lω,ω(Li). Then
each T ∗i is ℵ0-categorical. Note that T
∗ ∩ Lω,ω(L∗i ) = T
∗
i for each i ∈ N, and 〈L
∗
i 〉i∈N
is a nested sequence whose union is the language of T ∗. Hence T ∗ is approximately
ℵ0-categorical with witnessing sequence 〈L∗i 〉i∈N. 
The following result is now straightforward from Theorem 4.4.
Theorem 5.3. Let L be a countable relational language, and suppose that T is an
approximately ℵ0-categorical Lω,ω(L)-theory with witnessing sequence 〈Li〉i∈N. For each
i ∈ N, let Qi be any enumeration of the quantifier-free Li-types that are consistent with
T ∩ Lω,ω(Li). Further suppose that
• for each i ∈ N, the age of the unique countable model (up to isomorphism) of
T ∩ Lω,ω(Li) has the strong amalgamation property, and
• the sequence 〈Qi〉i∈N has splitting of some order.
Then there is an S∞-invariant probability measure on StrL that is concentrated on the
class of models of T but that assigns measure 0 to each isomorphism class of models.
Proof. By Lemma 5.2, the pithy Π2 expansion T
∗ of T is approximately ℵ0-categorical.
Note that for each i ∈ N, every element of Qi is consistent with the pithy Π2 expansion
of T ∩Lω,ω(Li). We may therefore run the construction of §4.2, under the assumption
that conditions (W), (D), (E), and (C) hold of 〈Qi〉i∈N. Under the further assumption
that (S) holds of 〈Qi〉i∈N, we may apply Theorem 4.4 to obtain an invariant measure
on StrLHF that is concentrated on the class of models of T
∗ but that assigns measure
0 to each isomorphism class. The restriction of this invariant measure to StrL will
give us an invariant measure with the desired properties. We now show that these five
conditions hold of 〈Qi〉i∈N.
Condition (D) follows from our first hypothesis, and (S) from our second.
Conditions (E) and (C) hold of 〈Qi〉i∈N because for each i ∈ N, the set Qi contains
every quantifier-free Li-type that is consistent with T ∩ Lω,ω(Li).
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Finally, we show condition (W). Note that any pithy Π2 sentence
(∀x)(∃y)ψ(x, y) ∈ T
is an Ln-formula for some n ∈ N. Hence as Qn is consistent with T ∩Lω,ω(Ln), for any
quantifier-free Ln-type q ∈ Qn, there is some q′ ∈ Qn extending q such that for every
tuple z of free variables of q having size |x|,
|= (∀w)
(
q′(w)→ (∃y)ψ(z, y)
)
holds, where |w| is the number of free variables of q′. Therefore condition (W) holds
of 〈Qi〉i∈N. 
In particular, a theory satisfying the hypotheses of Theorem 5.3 is not itself
ℵ0-categorical, as it must have uncountably many countable models. We now use
this theorem to give examples of an invariant measure that is concentrated on the class
of models of a first-order theory but but that assigns measure 0 to each isomorphism
class of models.
5.1. Kaleidoscope theories. Here we show a simple way in which a Fra¨ısse´ limit
whose age has the strong amalgamation property gives rise to an approximately
ℵ0-categorical theory, which we call its corresponding Kaleidoscope theory, whose
countable models consist of countably infinitely many copies of the Fra¨ısse´ limit com-
bined in an appropriate way. Furthermore, we show that if such a Fra¨ısse´ limit satisfies
the mild condition that for some finite size its age has at least two non-equal structures
of that size (not necessarily non-isomorphic), then its Kaleidoscope theory satisfies the
hypotheses of Theorem 5.3.
Definition 5.4. Suppose L is a countable relational language. Let 〈Lj〉j∈N be an infinite
sequence of pairwise disjoint copies of L such that L0 = L, and for i ∈ N, define
Li :=
⋃
0≤j≤i L
j.
Lemma 5.5. Let L be a countable relational language, and let A be a strong amal-
gamation class of L-structures. For each i ∈ N, define Ai to be the class of all finite
Li-structures M such that for 0 ≤ j ≤ i, the reduct M|Lj (when considered as an
L-structure) is in A. Then each Ai is a strong amalgamation class.
Proof. Each Ai satisfies the strong amalgamation property: Suppose M, N ∈ Ai have
a common substructure O ∈ Ai. For each j such that 0 ≤ j ≤ i, let X j be a strong
amalgam of M|Lj and N|Lj over O|Lj . Because X
0, . . . ,X i are in disjoint languages
and have the same underlying set, there is an Li-structure X on this underlying set
such that for 0 ≤ j ≤ i, we have X |Lj = X
j. Hence X ∈ Ai is a strong amalgam of
M, N over O.
Each Ai is a class containing countably many isomorphism types, for which the
hereditary property holds trivially. Further, the joint embedding property holds by a
similar argument to that above. Thus each Ai is a strong amalgamation class. 
Definition 5.6. Using the notation of Lemma 5.5, for each i ∈ N, let Ti be the theory
of the Fra¨ısse´ limit of Ai, and notice that Ti ⊆ Ti+1. The theory T∞ :=
⋃
i∈N Ti in the
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language L∞ :=
⋃
i∈N Li =
⋃
j∈N L
j is therefore consistent. The theory T∞ is said to
be the Kaleidoscope theory built from A.
Proposition 5.7. Let L be a countable relational language, and let A be a strong
amalgamation class of L-structures. Let T∞, in the language L∞, be the Kaleidoscope
theory built from A, as above. Then T∞ is approximately ℵ0-categorical.
Furthermore, suppose that for some n ∈ N, the age A has at least two non-equal
elements of size n on the same underlying set. (Note that we do not require these
elements to be non-isomorphic.) Then there is an S∞-invariant probability measure on
StrL∞ that is concentrated on the class of models of T∞ but that assigns measure 0 to
each isomorphism class of models.
Proof. For each i ∈ N, let Ai be as defined in Lemma 5.5; then Ai is the age of a
model of Ti, which is an ℵ0-categorical Li-theory. Therefore T∞ is an approximately
ℵ0-categorical L∞-theory with witnessing sequence 〈Li〉i∈N.
We will apply Theorem 5.3 to obtain the desired invariant measure. We must show
its two hypotheses: the strong amalgamation property for the age of each T∞∩Lω,ω(Li),
and that 〈Qi〉i∈N (as defined in Theorem 5.3) has splitting of some order.
For any i ∈ N, because Ai is the age of the unique model of Ti = T∞ ∩ Lω,ω(Li), we
may apply Lemma 5.5 to see that Ai is a strong amalgamation class as well.
We now show that 〈Qi〉i∈N has splitting of order n. Fix j ∈ N, and let q ∈ Qj be
a non-redundant quantifier-free Lj-type with k-many free variables, for some k > n.
It suffices to find, for some j′ > j, a quantifier-free type q♮ ∈ Qj′ with free variables
x := x01, x
1
1, . . . , x
0
k, x
1
k such that the restriction q
♮ to Lj is an iterated duplicate of q,
and for any 2n-tuple y1 · · · ynz1 · · · zn of distinct free variables of q♮, we have
q♮|y1,...,yn 6= q
♮|z1,...,zn,
which ensures that q♮ is a splitting of q. We construct q♮ in the following manner.
In languages L0, . . . , Lj , the quantifier-free type q♮ describes an iterated duplicate
of q; each of the remaining languages Lj+1, . . . , Lj
′
, corresponds to a particular way of
choosing a 2n-tuple of variables from the 2k-tuple x, and describes a pair of different
n-element structures on this 2n-tuple. Let q∗ be the quantifier-free Lj-type with free
variables x that is an iterated duplicate of q. Let B0 and B1 be two non-equal elements
of A of size n on the same underlying set {0, . . . , n − 1}, and let p0, p1 ∈ Q0 be
quantifier-free L-types such that
Bi |= pi(0, . . . , n− 1)
for i ∈ {0, 1}. By the joint embedding property of A, let p ∈ Q0 be any quantifier-free
L-type with 2n-many free variables v1, . . . , vn, w1, . . . , wn such that
p(v, w)→ p0(v) ∧ p1(w),
where v := v1 · · · vn and w := w1 · · ·wn.
Enumerate all 2n-tuples of distinct variables of x. Assign each such tuple u a distinct
value
ju ∈ [j + 1, . . . , j
′],
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where j′ := j+(2k)(2k−1) · · · (2k−2n+1). For each such tuple u, choose a quantifier-
free L-type qu with free variables x such that
|= (∀x)
(
qu(x)→ p(u)
)
.
Let q♮ be a quantifier-free Lj′-type with free variables x that implies q
∗(x) and that also
implies, for each such tuple u, that qL
ju
u (x) holds, where q
Lju
u describes in language L
ju
what qu describes in L. Note that we can find such a q
♮ because the restrictions of T∞
to each copy of L do not interact with each other. Finally, because p(v, w) 6= p(w, v),
for any 2n-tuple y1 · · · ynz1 · · · zn of distinct free variables of q♮, we have that
q♮|y1,...,yn 6= q
♮|z1,...,zn.
Therefore 〈Qi〉i∈N has splitting of order n. 
A key example of this construction is provided by what we call the Kaleidoscope
random graphs, which are the countable models of the Kaleidoscope theory built from
the class of finite graphs (in the language of graphs). There are continuum-many
Kaleidoscope random graphs (up to isomorphism). Each Kaleidoscope random graph
G can be thought of as countably many random graphs (i.e., Rado graphs), each with
a different color for its edge-set, overlaid on the same vertex-set in such a way that
for every finite substructure F of G and any chosen finite set of colors, there is an
extension of F by a single vertex v of G satisfying any given assignment of edges and
non-edges in those colors between v and the vertices of F .
The invariant measures provided by Proposition 5.7 are fundamentally different from
those obtained in [AFP12]. No measure provided by Proposition 5.7 is concentrated
on the isomorphism class of a single structure, nor is any such measure concentrated
on a class of structures having trivial definable closure. To see this, consider such a
measure, and suppose n ∈ N is such that the age A has at least two elements of size
n. Then for a structure sampled from the invariant measure, with probability 1 the
tuple 0, . . . , n−1 has a quantifier-free type different from that of every other n-tuple in
the structure. Hence the structures sampled from such a measure almost surely do not
have trivial definable closure. As a consequence of this and the main result of [AFP12],
for almost every structure sampled from this measure, there is no invariant measure
concentrated on the isomorphism class of just that structure.
5.2. Urysohn space. The Urysohn space U is the universal ultrahomogeneous Polish
space. In other words, up to isomorphism (i.e., bijective isometry), U is the unique
complete separable metric space that is universal, in that U contains an isomorphic
copy of every complete separable metric space, and ultrahomogeneous, in that every
isomorphism between two finite subsets of U can be extended to an isomorphism of the
entire space U.
Although Urysohn’s work predates that of Fra¨ısse´ [Fra53], his construction of U
can be viewed as a continuous generalization of the Fra¨ısse´ method. Husˇek [Husˇ08]
describes Urysohn’s original construction [Ury27] and its history, and Kateˇtov’s more
recent generalizations [Kat88]. For further background, see the introductory remarks in
Hubicˇka–Nesˇetrˇil [HN08] and Cameron–Vershik [CV06]. For perspectives from model
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theory and descriptive set theory, see, e.g., Ealy–Goldbring [EG12], Melleray [Mel08],
Pestov [Pes08], and Usvyatsov [Usv08].
Vershik [Ver02b], [Ver04] has demonstrated how Urysohn space, in addition to being
the universal ultrahomogeneous Polish space, also can be viewed as the generic Polish
space, and as a random Polish space. Namely, Vershik shows that U is the generic
complete separable metric space, in the sense of Baire category, and he provides sym-
metric random constructions of U by describing a wide class of invariant measures
concentrated on the class of metric spaces whose completion is U. As with the con-
structions in [PV10] and [AFP12], these measures are determined by sampling from
certain continuum-sized structures.
Here we construct an approximately ℵ0-categorical theory whose models are those
countable metric spaces (encoded in an infinite relational language) that have Urysohn
space as their completion. Hence our invariant probability measure concentrated on
the class of models of this theory can be thought of as providing yet another symmetric
random construction of Urysohn space.
Before describing the theory itself, we provide a relational axiomatization of metric
spaces using infinitely many binary relations, where the distance function is implicit
in these relations. Let LMS be the language consisting of a binary relation dq for every
q ∈ Q≥0. Given a metric space with distance function d, the intended interpretation
will be that dq(x, y) holds when d(x, y) ≤ q. More explicitly, we have, for all q, r ∈ Q≥0,
• (∀x)(∀y)
(
dq(x, y)→ dr(x, y)
)
when r ≥ q,
• (∀x)(∀y)
(
dq(x, y)↔ dq(y, x)
)
,
• (∀x)(∀y)(∀z)
(
(dq(x, y) ∧ dr(y, z))→ dq+r(x, z)
)
, and
• (∀x) d0(x, x).
Let TMS denote this theory in the language LMS.
The following result is immediate.
Proposition 5.8. For every metric space S = (S,dS), the LMS-structure MS with
underlying set S and sequence of relations 〈dMSq 〉q∈Q≥0 defined by
dMSq (x, y) if and only if dS(x, y) ≤ q
is a model of TMS.
Conversely, if N is a model of TMS with underlying set N , and
dN (x, y) := inf {q ∈ Q≥0 : N |= dq(x, y)},
then PN := (N,dN ) is a metric space.
We will use the maps S 7→ MS and N 7→ PN that are implicit in Proposition 5.8
throughout our discussion of Urysohn space.
Note that when a model N of TMS further satisfies, for each q ∈ Q≥0, the infinitary
axioms
• (∀x)
((∧
p>q
dp(x, y)
)
→ dq(x, y)
)
and
• (∀x)(∀y)
(
d0(x, y)→ (x = y)
)
,
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then N = MS for some metric space S. However, we will not be able to ensure that
these axioms hold in our construction, each stage of which involves a language that
has only a finite number of relations of the form dq.
Proposition 5.9. For any finite sublanguage L of LMS, every model of the restriction
TMS ∩ Lω,ω(L) of TMS can be extended to a model of TMS.
Proof. Let L be a finite sublanguage of LMS, and let N be a model of TMS ∩ Lω,ω(L)
with underlying set N . Define
QL := {q ∈ Q≥0 : dq ∈ L}.
Let p := max QL. For every pair of distinct elements x, y ∈ N , define
δ∗N (x, y) := min
(
2p, inf {q ∈ QL : N |= dq(x, y)}
)
,
and for all x ∈ N set
δ∗N (x, x) := 0.
Finally, define
δN (x, y) := inf {δ
∗
N (x, z1) + δ
∗
N (z1, z2) + · · ·+ δ
∗
N (zn, y) : n ≥ 1 and z1, . . . , zn ∈ N}.
Although (N, δN ) need not be a metric space, the LMS-structureM(N,δN ), given by the
map defined in Proposition 5.8, is a model of TMS. By construction, if
N |= dq(x, y), then δN (x, y) ≤ q. However, if N |= ¬dq(x, y), then by the triangle
inequality δN (x, y) > q. Hence (N, δN ) is consistent with the above “intended inter-
pretation” of the relations in N . In particular, M(N,δN ) is an expansion of N to LMS
that is a model of TMS. 
We now describe an important class of examples of countable metric spaces whose
completions are (isomorphic to) the full Urysohn space.
Definition 5.10. Let D be a countable dense subset of R+. Consider the class S of
finite metric spaces S whose non-zero distances occur in D, and let
F := {MS : S ∈ S }. Note that F is an amalgamation class. Define DU to be
PN , where N is the Fra¨ısse´ limit of F .
It is a standard result that any such DU is a metric space whose completion is U.
The particular case QU has been well-studied, and is known as the rational Urysohn
space.
We now extend TMS to an LMS-theory TU whose countable models will be precisely
those LMS-structures N for which the completion of PN is isomorphic to U. We will
work with finite sublanguages of LMS, rather than all of LMS, because there is no
(countable) Fra¨ısse´ limit of the class of finite models of TMS; in particular, there are
continuum-many non-isomorphic finite models of TMS, even of size 2. On the other
hand, in every finite sublanguage L of LMS, there is a Fra¨ısse´ limit of the countably
many (up to isomorphism) finite models of TMS ∩ Lω,ω(L).
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Definition 5.11. Let L be a finite sublanguage of LMS. Note that the class of finite
models of TMS∩Lω,ω(L) is an amalgamation class. Let TLU be the Lω,ω(L)-theory of the
Fra¨ısse´ limit of this class, and define
TU :=
⋃{
TLU : finite L ⊆ LMS
}
.
Proposition 5.12. The theory TU is consistent.
Proof. Consider the LMS-structure MQU. It is a Fra¨ısse´ limit of the class of those
finite models N of TMS for which PN is a metric space with only rational distances.
By Proposition 5.9, and as Q is dense in R, for any finite sublanguage L of LMS, the
Fra¨ısse´ limit of the class of finite models of TMS ∩ Lω,ω(L) is isomorphic to MQU|L.
Hence MQU|L is a model of T
L
U . Therefore MQU is a model of TU , and so TU is
consistent. 
Note that by the above proof, for any countable dense subset D ⊆ R+, the
LMS-structureDU is a model of TU . As these are all non-isomorphic, TU has continuum-
many countable models. Also note that for any finite sublanguage L of LMS and dense
D,E ⊆ R+, the L-structures MDU|L andMEU|L are isomorphic (and are both Fra¨ısse´
limits as in the above proof).
Theorem 5.13. Let S = (S,dS) be a countable metric space. Then MS is a model of
TU if and only if the completion of S is isomorphic to U.
Proof. First suppose that the completion of S is isomorphic to U. Without loss of
generality, we may assume that S ⊆ U and that S is dense in U. We will show that
MS is a model of TU .
Let L be any finite sublanguage of LMS, and suppose that
(∀x)(∃y)ϕ(x, y) ∈ TU ∩ Lω,ω(L).
Because TU ∩ Lω,ω(L) has a pithy Π2 axiomatization, it suffices to show that
(∀x)(∃y)ϕ(x, y) holds in MS .
Fix some a ∈MS where |a| is one less than the number of free variables of ϕ, and let
q be the quantifier-free L-type of a. We will show that there is a witness to (∃y)ϕ(a, y)
in MS .
Because TU implies the theory of the Fra¨ısse´ limit of the class of finite L-structures,
there is some quantifier-free L-type q′(x, y) extending q(x) (where |x| = |a|) that is
consistent with both ϕ(x, y) and TMS ∩ Lω,ω(L).
Now, U is universal for separable metric spaces, and so there is some tuple cf ∈ U
such that q′ holds of MC (under the corresponding order of elements), where C is the
substructure of U with underlying set cf . As U is ultrahomogeneous and q is the
quantifier-free type of a, there must be an automorphism σ of U such that σ(c) = a.
Define b := σ(f). Then q′ holds of MB (in the corresponding order), where B is the
substructure of U with underlying set ab.
But no quantifier-free L-type can ever completely determine the distance between
any two distinct points, as L is finite. Hence there is some ε > 0 such that q′ also
holds of MA (in the corresponding order) whenever A is any finite (|a| + 1)-element
substructure of U that can be put into one-to-one correspondence with ab in such a
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way that each element of A is less than ε away from the corresponding element of ab
and from no other. By assumption, S is dense in U, and so there is some b′ ∈ S such
that dU(b, b
′) < ε. Hence MS |= q′(a, b′), and so MS |= ϕ(a, b′), as desired.
Conversely, suppose that S is a countable metric space such that MS is a model of
TU . We will show that the completion U of S is isomorphic to U.
We do this by showing that for every finite metric space A with underlying set
A ⊆ U and metric space B extending A by some element b (not necessarily in U), there
is some b′ ∈ U such that the metric space induced (in U) by A ∪ {b′} is isomorphic
to B. From this it follows that if σ is an isomorphism from A to another submetric
space A′ of U , then for every c ∈ U , there is some c′ ∈ U such that the function that
extends σ by mapping c to c′ is also an isomorphism of induced metric spaces. By a
standard back-and-forth argument, this implies the universality and ultrahomogeneity
of U . Hence U is isomorphic to U, as U is the unique (up to isomorphism) universal
ultrahomogeneous complete separable metric space.
Let A and B be as above, and suppose A = {a0, . . . , an−1}, where n = |A|. Let U∗
be any metric space extending U by b. and define
γj := dU∗(aj, b)
for 0 ≤ j < n. Let 〈Li〉i∈N be an increasing sequence of finite sublanguages of LMS
such that for each i ∈ N, the language Li contains enough symbols of the form dr
to imply that whenever two finite models of TMS, both of diameter less than twice
that of B, satisfy the same quantifier-free Li-type (in some order), then each pairwise
distance in the first structure is within 2−(i+6) of the corresponding distance in the
second structure. For each j such that 0 ≤ j ≤ n−1, let 〈aij〉i∈N be a Cauchy sequence
in S that converges to aj with
dS(a
i
j, a
i+1
j ) ≤ 2
−(i+3)
for i ∈ N.
Consider the inductive claim that for h ∈ N we have defined b0 · · · bh ∈ S that satisfy
dS(bi, bi+1) ≤ 2
−i
for i < h, and ∣∣dS(aij, bi)− γj∣∣ ≤ 2−(i+2),
for 0 ≤ j ≤ n− 1 and i ≤ h.
If this claim holds for all h ∈ N, then 〈bi〉i∈N is a Cauchy sequence in S, which
therefore must converge to an element b′ ∈ U . Furthermore, dU(aj , b′) = γj for
0 ≤ j ≤ n − 1, and so the metric space induced by A ∪ {b′} is isomorphic to B,
as desired.
We now show the inductive claim for h + 1. Because∣∣dU∗(ahj , b)− γj∣∣ ≤ 2−(h+2)
for 0 ≤ j ≤ n − 1, and since MS |Lh+1 is the Fra¨ısse´ limit of the finite models of
TMS ∩ Lω,ω(Lh+1), we can find a bh+1 ∈ S satisfying∣∣dS(ahj , bh+1)− γj∣∣ ≤ 2−(h−1)
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for 0 ≤ j ≤ n− 1. We may further assume that dS(bh, bh+1) ≤ 2−h, as there is a finite
metric space containing such a bh+1 that extends the one induced by a
h
0 , . . . , a
h
n−1, bh.
Now, for 0 ≤ j ≤ n − 1, we have dS(ahj , a
h+1
j ) ≤ 2
−(h+3), and so dS(a
h
j , aj) ≤ 2
−(h+1);
hence ∣∣dS(ah+1j , bh+1)− γj∣∣ ≤ 2−(h+2),
and so bh+1 satisfies the inductive claim. 
Although TU is not itself ℵ0-categorical, as shown by the examples DU, it is approx-
imately ℵ0-categorical. Let α : N → Q≥0 be a bijection, and for each i ∈ N define the
finite sublanguage of LMS to be
Li := {dα(j) : 0 ≤ j ≤ i}.
Proposition 5.14. The theory TU is approximately ℵ0-categorical with witnessing se-
quence 〈Li〉i∈N.
Proof. For every i ∈ N, the restriction TU ∩ Lω,ω(Li) is the theory of the Fra¨ısse´ limit
of all finite models of TU ∩ Lω,ω(Li), hence ℵ0-categorical. 
Proposition 5.15. The theory TU and witnessing sequence 〈Li〉i∈N satisfy the assump-
tions of Theorem 5.3. Hence there is an S∞-invariant probability measuremU on StrLMS
that is concentrated on the class of models of TU and that assigns probability 0 to each
isomorphism class.
Proof. For each i ∈ N, the countable model of TU ∩ Lω,ω(Li) is isomorphic to MQU|Li.
Its age has the strong amalgamation property, because the age ofMQU has the strong
amalgamation property.
For each i ∈ N, let Qi be the set of quantifier-free Li-types that are consistent with
TU ∩ Lω,ω(Li). We will show that 〈Qi〉i∈N has splitting of order 2. Let j ∈ N and
q ∈ Qj. We show that there is some j′ > j such that each quantifier-free Lj-type with
two free variables has a splitting in the language Lj′ .
Let k be the number of free variables of q. There is an iterated duplicate q′ of q having
2k-many free variables, and there is some finite metric space S whose positive distances
are distinct and such that q′ holds ofMS (under some ordering of the elements ofMS).
Let j′ > j be such that
{α(i) : 0 ≤ i ≤ j′}
partitions Q so that each part contains at most one positive distance occurring in S.
Let q♮ be the quantifier-free Lj′-type of MS . Then q♮ is a splitting of q of order 2. 
As with the Kaleidoscope random graphs above, the measure mU cannot be obtained
via the methods in [AFP12]. This is because almost every sample from mU has non-
trivial definable closure, as we now show. Let N be a structure sampled from mU , and
consider its corresponding metric space PN = (N,dN ). Then with probability 1, for
(i, j), (i′, j′) ∈ N2 satisfying i < j and i′ < j′, we have
dN (i, j) 6= dN (i
′, j′)
whenever (i, j) 6= (i′, j′).
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Also mU does not arise from the standard examples of the form DU, as for any two
independent samples N0, N1 from mU , the sets of real distances
{dNw(i, j) : i, j ∈ N and i 6= j}
for w ∈ {0, 1} are almost surely disjoint (and so any two independent samples from mU
are almost surely non-isomorphic — as we already knew). As a consequence, a sample
N is almost surely such that PN is not isometric to DU for any countable dense set
D ⊆ R+.
6. G-orbits admitting G-invariant probability measures
In this section we characterize, for certain Polish groups G, those transitive Borel
G-spaces that admit G-invariant measures. In particular, we do so for all countable
Polish groups and for countable products of symmetric groups on a countable (finite
or infinite) set. Throughout this section, let (G, ·) be a Polish group.
6.1. S∞-actions. For a countable first-order language L, recall that StrL is the space
of L-structures with underlying set N, with ⊛L : S∞ × StrL → StrL the logic action of
S∞ on StrL by permutation of the underlying set.
Also recall that for any formula ϕ ∈ Lω1,ω(L) and any ℓ1, . . . , ℓn ∈ N, we have defined
the collection of models
Jϕ(ℓ1, . . . , ℓn)K :=
{
M∈ StrL : M |= ϕ(ℓ1, . . . , ℓn)
}
.
The following is an equivalent formulation of the main result of [AFP12].
Theorem 6.1 ([AFP12]). Let (X, ◦) be a transitive Borel S∞-space, and suppose that
ι : X → StrL is a Borel embedding, where L is some countable language. Note that the
image of ι is the S∞-space
({M ∈ StrL : M∼=M
∗},⊛L)
consisting of the orbit in StrL of some countably infinite L-structure M∗ under the
action of ⊛L. Then X admits an S∞-invariant probability measure if and only if M∗
has trivial definable closure.
The following well-known result will be useful in our classification of transitive Borel
S∞-spaces admitting S∞-invariant probability measures.
Theorem 6.2 ([BK96, Theorem 2.7.3]). Let L be a countable language having relation
symbols of arbitrarily high arity. Then (StrL,⊛L) is a universal Borel S∞-space.
Note that by Theorem 6.2, for any transitive Borel S∞-space (X, ◦), we can always
find an embedding X → StrL, where L is as in Theorem 6.2. Hence Theorem 6.1
provides a complete characterization of those transitive Borel S∞-spaces admitting
S∞-invariant probability measures. The main result of this section, Theorem 6.11, is
a generalization of Theorem 6.1 to the case of invariance under certain products of
symmetric groups.
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6.2. Countable G-spaces. We now characterize, for countable groups G, those tran-
sitive Borel G-spaces admitting G-invariant probability measures.
Lemma 6.3. Let (X, ◦) be a finite Borel G-space. Then (X, ◦) admits a G-invariant
probability measure.
Proof. The counting measure ρX , given by ρX(A) = |A|/|X|, is G-invariant. 
Corollary 6.4. Suppose G is finite. Then every transitive Borel G-space admits an
invariant probability measure.
Proof. Because G is finite, every transitive Borel G-space is also finite. By Lemma 6.3,
every such G-space admits a G-invariant probability measure. 
Lemma 6.5. Let (X, ◦) be a countably infinite transitive Borel G-space. Then (X, ◦)
does not admit a G-invariant probability measure.
Proof. Suppose µX is a G-invariant probability measure on (X, ◦). By the transitivity
of X , for all x, y ∈ X we must have µX({x}) = µX({y}). Let α := µX({x}). As X is
countable and µX is countably additive, we have
1 = µX(X) =
∑
x∈X
µX({x}) =
∑
x∈X
α.
But this is impossible as X is infinite, and so for any non-zero α the right-hand side is
infinite. 
Corollary 6.6. Suppose G is countable. Then a transitive Borel G-space X admits a
G-invariant probability measure if and only if X is finite.
Proof. As G is countable and X is transitive, X must be countable. The conclusion
then follows from Lemmas 6.3 and 6.5. 
6.3. Products of symmetric groups. We now consider those groups G that are a
countable product of symmetric groups on countable sets. For such G, we will char-
acterize those transitive Borel G-spaces that admit a G-invariant probability measure,
using the following standard result from descriptive set theory.
Recall the definition of (StrM0L0,L,⊛
M0
L ) from §2.5.3.
Theorem 6.7 ([BK96, Theorem 2.7.4]). Let L be a countable language and let L0 be
a sublanguage of L such that L \ L0 contains relations of arbitrarily high arity. Let
M0 ∈ StrL0. Then Aut(M0) is a closed subgroup of S∞, and (Str
M0
L0,L
,⊛M0L ) is a
universal Aut(M0)-space.
Note that the Aut(M0)-orbit of any structure M∗ ∈ Str
M0
L0,L
is of the form
OrbL0(M
∗) :=
{
M∈ StrM0L0,L : M
∼=M∗
}
.
We will be interested in the case when L0 is a unary language, i.e., consists entirely of
unary relations.
For completeness, and to fix notation for later, we now recall basic facts about the
relationship between universal G-spaces and structures in a given language, when G is
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the product of symmetric groups. For the remainder of the section, let ℓ0, ℓ1, . . . , ℓ∞
be finite or countably infinite, define
G∞ := S
ℓ∞
∞ and
Gfin :=
∏
n∈N
Sℓnn ,
and let G := G∞ ×Gfin.
Define the countable language
LG := {U
∞
i : 1 ≤ i ≤ ℓ∞} ∪
⋃
n∈N
{Uni : 1 ≤ i ≤ ℓn} ∪ {V∞, Vfin},
consisting of unary relation symbols. Consider the theory TG ⊆ Lω1,ω(LG) defined by
the axioms
• (∀x)¬
(
U∞i (x) ∧ U
∞
j (x)
)
whenever 1 ≤ i < j ≤ ℓ∞,
• (∀x)¬
(
Uni (x) ∧ U
m
j (x)
)
for all n,m ∈ N and i, j such that 1 ≤ i ≤ ℓn and
1 ≤ j ≤ ℓm for which (i, n) 6= (j,m),
• (∀x)
(
Vfin(x)↔
∨
n∈N
∨
1≤i≤ℓn
Uni (x)
)
,
• (∀x)
(
V∞(x)↔
∨
1≤i≤ℓ∞
U∞i (x)
)
,
• (∀x)
(
Vfin(x)↔ ¬V∞(x)
)
,
• for all i such that 1 ≤ i ≤ ℓ∞, the set {x : U
∞
i (x)} is infinite, and
• for all n ∈ N and i such that 1 ≤ i ≤ ℓn, we have |{x : Uni (x)}| = n.
These axioms are consistent; in particular, they can be realized by any LG-structure
partitioned by the U -relations for which each U∞ relation is infinite, each Un relation
has size n, the relation V∞ is the union of all U
∞-relations, and Vfin is the union of all
Un relations.
Fix some AG ∈ StrLG that is a model of TG. For each U -relation, write
U˜ := UAG = {x ∈ A : AG |= U(x)}, and similarly for each V -relation. Let P (U˜)
be the collection of permutations of U˜ .
Lemma 6.8. The group G is isomorphic to the automorphism group of AG.
Proof. A permutation of N induces an automorphism of AG if and only if it preserves
each U -relation. Hence Aut(AG) is isomorphic to∏
1≤i≤ℓ∞
P (U˜∞i )×
∏
n∈N
∏
1≤i≤ℓn
P (U˜ni ).
However, as each P (U˜∞i ) is isomorphic to S∞, and each P (U˜
n
i ) is isomorphic to Sn, we
have that Aut(AG) ∼= G. 
Lemma 6.9. Let L be a countable unary language and M be a countably infinite
L-structure. Then Aut(M) is isomorphic to a product of symmetric groups.
Proof. For x, y ∈ M, define x ∼ y to hold when x and y have the same quantifier-
free L-type. Let E be the collection of ∼-equivalence classes. As L is unary, the
automorphisms ofM are precisely those permutations of the underlying set ofM that
preserve ∼. Hence Aut(M) ∼=
∏
Y ∈E S|Y |. 
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Note that Lemmas 6.8 and 6.9 imply the standard fact that the countable products
of symmetric groups on countable (finite or infinite) sets are precisely those groups
isomorphic to automorphisms of structures in countable unary languages.
6.4. Non-existence of invariant probability measures. Recall that G = Aut(AG)
by Lemma 6.8. For the rest of the section, fix a countable relational language L that
extends LG.
We now classify those orbits in StrAGLG,L that admit an Aut(AG)-invariant probability
measure. Then in particular, if L \ LG has relations of arbitrarily high arity, then
StrAGLG,L will be a universal G-space, and so we will obtain a classification of those
transitive G-spaces that admit G-invariant probability measures.
Notice that in any structure M ∈ StrAGLG,L, the algebraic closure of the empty set
contains V AGfin , which is non-empty precisely when G is not a countable power of S∞.
Hence, when V AGfin is non-empty, M does not have trivial definable closure. To deal
with this issue, we define the following notion.
Definition 6.10. An L-structureM∈ StrAGLG,L has almost-trivial definable closure
if and only if for every tuple a ∈M, we have
dcl(a ∪ V AGfin ) = a ∪ V
AG
fin .
Note that the analogous notion of almost-trivial algebraic closure coincides with
almost-trivial definable closure, similarly to the way that trivial definable closure and
trivial algebraic closure coincide. Using this notion, we can now state our main classi-
fication.
Theorem 6.11. Let M ∈ StrAGLG,L. Then OrbLG(M) admits a G-invariant probability
measure if and only if M has almost-trivial definable closure.
We will prove Theorem 6.11 in two steps. We prove the forward direction in Propo-
sition 6.12. This argument is very similar to an analogous result in [AFP12], but we
include it here for completeness. In Proposition 6.14, we prove the reverse direction.
Proposition 6.12. Let M ∈ StrAGLG,L, and suppose that OrbLG(M) admits a
G-invariant probability measure. Then M has almost-trivial definable closure.
Proof. Let µ be a G-invariant probability measure on OrbLG(M), and suppose that
there is a finite tuple a ∈M such that
b ∈ dcl(a ∪ V AGfin ) \ (a ∪ V
AG
fin ).
Let p(xy) be a formula that generates a (principal) Lω1,ω(L)-type of ab, i.e., a formula
of Lω1,ω(L) with free variables xy such that for any Lω1,ω(L)-formula ψ whose free
variables are among xy, either
|= (∀x)(∀y)
(
p(xy)→ ψ(xy)
)
or |= (∀x)(∀y)
(
p(xy)→ ¬ψ(xy)
)
.
Because M |= (∃xy) p(xy), the measure µ is concentrated on J(∃xy) p(xy)KAG . By
the countable additivity of µ, there is some m ∈ N such that µ
(J(∃y) p(my)KAG) > 0.
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Now, b 6∈ V AGfin , and so b ∈ V
AG
∞ . Hence we must have M |= U
∞
k (b) for some k such
that 1 ≤ k ≤ ℓ∞. Let
F := {n∗ ∈ N : AG |= U
∞
k (n
∗) and n∗ 6∈ m}.
As b 6∈ a, note that J(∃y) p(my)KAG =
⋃
n∈F Jp(mn)KAG . Because b ∈ dcl(a ∪ V AGfin ) \
(a ∪ V AGfin ), for any distinct n0, n1 ∈ F we have Jp(mn0)KAG ∩ Jp(mn1)KAG = ∅, and so
µ
(J(∃y) p(my)KAG) =∑n∗∈F µ(Jp(mn∗)KAG).
By countable additivity, there is some n ∈ F such that α := µ
(Jp(mn)KAG) > 0.
Further, by the definition of F , for every n∗ ∈ F there is some g ∈ G such that
g(mn) = mn∗ and g fixes V AGfin . As µ is G-invariant, for all n
∗ ∈ F we have
µ
(Jp(mn∗)KAG) = µ(Jp(mn)KAG), and so µ(J(∃y) p(my)KAG) = ∑n∗∈F α. This is a
contradiction, as α > 0 and F is infinite. 
This concludes the forward direction of Theorem 6.11.
6.5. Constructing the invariant probability measure. The reverse direction of
Theorem 6.11 will use the construction in Section 4 analogously to the way in which the
main construction in [AFP12] is used to classify those transitive S∞-spaces admitting
S∞-invariant probability measures.
Lemma 6.13. Let M ∈ StrAGLG,L, and suppose that µ is a G∞-invariant probabil-
ity measure on OrbLG(M). Then there is a G-invariant probability measure µfin on
OrbLG(M).
Proof. First note that, for each n ∈ N and 1 ≤ i ≤ ℓn, there is a unique order-preserving
bijection
ιni : U˜
n
i → {1, . . . , n}.
Recall that these relations U˜ni , along with U˜
∞
i , partition AG. Define the maps
α : N→ N and
β : N→ N ∪ {∞}
to be such that for all n ∈ N,
AG |= U
β(n)
α(n) (n).
For every finite subset Y ⊆ N, let
Y ∗ :=
⋃
y∈Y
˜
U
β(y)
α(y) .
Further, define the finite group
GY :=
∏
a,b∈N
{
Sb : (∃y ∈ Y ) (α(y) = a and β(y) = b)
}
.
In other words, GY contains the product of
∣∣{α(y) : y ∈ Y and β(y) = b}∣∣-many
copies of Sb.
There is a natural action of GY on Y
∗ that fixes V˜∞ pointwise, and uses the α(y)-th
copy of Sβ(y) to permute
˜
U
β(y)
α(y) .
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We will define µfin via a sampling procedure. Begin by sampling an element
N ∗ ∈ OrbLG(M) according to µ. Next, for each unary relation U
n
i where n ∈ N
and 1 ≤ i ≤ ℓn, independently select an element σni of Sn, uniformly at random. Fi-
nally, let µfin be the distribution of the structure N ∈ Str
AG
LG,L
defined as follows. For
every relation symbol R ∈ L and every h1, . . . , hj ∈ N, where j is the arity of R, let
N |= R(h1, . . . , hj) iff N
∗ |= R(h∗1, . . . , h
∗
j ),
where for 1 ≤ p ≤ j, when h∗p ∈ U˜
n
i for some n ∈ N and i such that 1 ≤ i ≤ ℓn, we
have (
(ιni )
−1σni ι
n
i
)(
h∗p
)
= hp,
and when h∗p ∈ V˜∞, we have h
∗
p = hp. Now, N is almost surely isomorphic to N
∗ via
the isomorphism that is the identity on V˜∞ and is (ι
n
i )
−1σni ι
n
i on each U˜
n
i . Thus µfin is
is a measure on OrbLG(M), as claimed.
We now show that the probability measure µfin is Gfin-invariant. Because, in the
definition of µfin, each finite permutation σ
n
i was selected uniformly independently
from Sn, we have
µfin
(JR(h1, . . . , hj)KAG) = 1∣∣G{h1,...,hj}∣∣
∑
g∈G{h1,...,hj}
µ
(q
R
(
g(h1), . . . , g(hj)
)y
AG
)
,
where each g ∈ G{h1,...,hj} acts on each hp (for 1 ≤ p ≤ j) as described above.
Note, however, that for all g∗ ∈ Gfin, there is some g ∈ G{h1,...,hj} such that the
actions of g and g∗ agree on {h1, . . . , hj}. Hence
µfin
(q
R
(
g∗(h1), . . . , g
∗(hj)
)y
AG
)
= µfin
(JR(h1, . . . , hj)KAG),
and so µfin is Gfin-invariant.
Recall that µ is G∞-invariant. We now show that µfin is also G∞-invariant, so that
µfin is invariant under G = G∞×Gfin, as desired. Let f ∈ G∞, let R ∈ L be a relation
symbol, and let j be the arity of R. We now show that, for all h1, . . . , hj ∈ N,
µfin
(q
R
(
f(h1), . . . , f(hj)
)y
AG
)
=
1∣∣G{f(h1),...,f(hj)}∣∣
∑
g∈G{f(h1),...,f(hj)}
µ
(q
R
(
g(f(h1)), . . . , g(f(hj))
)y
AG
)
=
1∣∣G{h1,...,hj}∣∣
∑
g∈G{h1,...,hj}
µ
(q
R
(
g(h1), . . . , g(hj)
)y
AG
)
= µfin
(JR(h1, . . . , hj)KAG),
where each g ∈ G{h1,...,hj} again acts on each g(hp) and hp (for 1 ≤ p ≤ j) as described
above. The first and third equalities are as before. Note that f is the identity on V˜fin and
so G{f(h1),...,f(hj)} = G{h1,...,hj}; the second equality follows from this and our assumption
that µ is G∞-invariant. Therefore µfin is G∞-invariant, hence G-invariant. 
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Proposition 6.14. Let M∈ StrAGLG,L, and suppose that M has almost-trivial definable
closure. Then OrbLG(M) has a G-invariant probability measure.
Proof. There are two cases. Suppose V˜∞ is empty. In this case, G∞ is the trivial group,
and so every measure on OrbLG(M) is G∞-invariant.
Otherwise, V˜∞ is non-empty. Hence U
∞
1 ∈ LG, and so U˜
∞
1 is a countably infinite
set. Therefore V˜∞ is countably infinite, and so there is a bijection τ : V˜∞ → N. Let
Mτ ∈ StrC0,L be such that for any quantifier-free L-type q,
Mτ |= q(h1, . . . , hj) iff M |= q
(
τ−1(h1), . . . , τ
−1(hj)
)
,
where j is the number of free variables of q.
Fix some countable admissible set A containing the Scott sentence σ of Mτ (equiv-
alently, ofM). Let the LA-theory ΣA be the definitional expansion (as in Lemma 2.1)
of A. Let TA := ΣA ∪ {σA}, where σA ∈ LA is a pithy Π2 sentence such that
ΣA |= σA ↔ σ.
For each i ∈ N define the language Li := LA and theory Ti := TA, and let Qi be any
enumeration of all quantifier-free LA-types over A (of which there are only countably
many).
Let MτA be the unique expansion of M
τ to a model of ΣA. We will now show
that there is an SC0∞ -invariant probability measure on StrC0,LA that is concentrated on
the class of models of TA. We will do so by showing that 〈Qi〉i∈N satisfies conditions
(W), (D), (E) and (C) of our main construction, and so Proposition 4.3 applies. Now,
(W), (E), and (C) follow immediately as each Qi enumerates all quantifier-free types
consistent with Ti = TA.
Suppose we do not have condition (D), i.e., duplication of quantifier-free types. Then
there is some i ∈ N, some non-redundant non-constant quantifier-free type q ∈ Qi, and
some tuple a ∈ MτA such that there is a unique b ∈ V
Mτ
A
∞ (as q is non-constant) for
which
MτA |= q(a, b).
In particular, if g ∈ Aut(MτA) fixes a ∪ V
MτA
∞ pointwise, then g(b) = b, and so MτA
does not have almost-trivial definable closure (since b is disjoint from a as q is non-
redundant). This violates our assumption of almost-trivial definable closure forM, as
M is isomorphic to MτA. Hence condition (D) holds, and so by Proposition 4.3 there
is an invariant measure m◦∞ on StrC0,LA that is concentrated on the class of models of
TA, i.e., the isomorphism class of MτA.
Now let µ be the probability measure on StrAGLG,L satisfying, for any relation symbol
R ∈ L,
µ
(JR(h1, . . . , hj)KAG) = µ◦∞(JR(τ(h1), . . . , τ(hj)KC0),
where j is the arity of R. The measure µ is concentrated on OrbLG(M), as m
◦
∞
is concentrated on the isomorphism class of MτA. Hence the restriction µ
′ of µ to
OrbLG(M) is a probability measure. Furthermore, µ is G∞-invariant because m
◦
∞ is
SC0∞ -invariant.
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By Lemma 6.13 applied to M and µ′, there is a G-invariant probability measure on
OrbLG(M). 
This concludes the reverse direction of Theorem 6.11.
7. Concluding remarks
In this paper we have provided conditions under which the class of models of a theory
admits an invariant measure that is not concentrated on any single isomorphism class.
But much remains to be explored. In particular, there are natural constructions of
invariant measures that do not arise by the techniques that we have described, but
which would be interesting to capture through general constructions.
7.1. Other invariant measures. The best-known invariant measures concentrated
on the Rado graph are the distributions of the countably infinite Erdo˝s-Re´nyi random
graphs G(N, p) for 0 < p < 1, in which edges are chosen independently using weight
p coins. These are not produced by our constructions. In particular, when considered
as arising from dense graph limits, these limits all have positive entropy (as defined
in, e.g., [Jan13, §D.2]), while any of our invariant measures concentrated on graphs
corresponds to a dense graph limit that has zero entropy; equivalently, our measures
arise from graphons that are {0, 1}-valued a.e., or “random-free” (see [Jan13, §10]).
7.1.1. Kaleidoscope theories. A similar phenomenon occurs with the following natu-
ral construction of an invariant measure concentrated on the class of models of the
Kaleidoscope theory built from certain ages. Consider an age A in a language L, both
satisfying the hypotheses of Proposition 5.7, and let n ∈ N be such that A has at least
two non-equal elements of size n on the same underlying set.
Since A is a strong amalgamation class, there is some invariant measure µ concen-
trated on the (isomorphism class of the) Fra¨ısse´ limit of A, as proved in [AFP12]. We
now describe an invariant measure, constructed using µ, that is concentrated on the
class of models of the Kaleidoscope theory T∞ built from the age A.
Namely, consider the distribution µ∞ of the following random construction. Let
X be a random structure in StrL∞ such that for each i ∈ N, X |Li is an L
i-structure
consisting of an independent sample from µ. Observe that this procedure almost surely
produces a model of T∞, and so µ∞ is an invariant measure concentrated on the class
of models of T∞.
For any n-tuple a ∈ N and any distinct i, j ∈ N, the random quantifier-free Li-type
of a induced by sampling from µ∞ is independent from the random quantifier-free
Lj-type of a. Hence the set of structures realizing any given quantifier-free L∞-type
in n variables has measure 0, and so µ∞ assigns measure 0 to any single isomorphism
class. Furthermore, for ages consisting of graphs, when µ is not random-free, one can
show that the resulting invariant measure is not captured via our constructions above.
For example, consider the case of the Kaleidoscope random graphs, where µ is the
distribution of the Erdo˝s-Re´nyi graph G(N, 1/2), in which edges are determined by
independent flips of a fair coin. Then µ∞ is an invariant measure determined by
independently flipping a fair coin to determine the presence of a c-colored edge for each
pair of vertices, for each of countably many colors c. The measure µ∞ is concentrated
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on the class of Kaleidoscope random graphs and assigns measure 0 to each isomorphism
class, but does not arise via our methods.
7.1.2. Urysohn space. Likewise, there is another natural invariant measure on StrLMS
concentrated on the class of countable LMS-structures N that are models of TU (i.e.,
such that the completion of PN is U), but which assigns measure 0 to each isomorphism
class.
Namely, for any countable dense set D ⊆ R+, recall that DU is the metric space
induced by the Fra¨ısse´ limit of all finite metric spaces (considered as LMS-structures)
whose set of non-zero distances is contained in D. Note that for any such D, the
LMS-structureMDU has trivial definable closure (unlike the LMS-structure correspond-
ing to a typical sample of the invariant measure mU that we constructed in Proposi-
tion 5.15). Hence, as proved in [AFP12], there is an invariant measure mD on StrLMS ,
concentrated on the isomorphism class of MDU.
Now let D˜ be a random subset of R+ chosen via a countably infinite set of indepen-
dent samples from any non-degenerate atomless probability measure on R+. Then with
probability 1, the set D˜ is infinite, dense, and for any given r ∈ R+ does not contain
r. Finally, consider the random measure mD˜. Its distribution is also an invariant mea-
sure on StrLMS concentrated on the class of countable LMS-structures N such that the
completion of the corresponding metric space PN is isometric to U, but which assigns
measure 0 to each isomorphism class. However, this invariant measure is different from
the measure mU that we constructed in Proposition 5.15, as a typical sample from it
has trivial definable closure, whereas a typical sample from mU does not.
We now discuss a more elaborate case of invariant measures that can also be described
explicitly but which do not arise from our construction. This set of examples, along
with the explicit Kaleidoscope and Urysohn constructions described above, motivate
the search for further general conditions that lead to invariant measures.
7.1.3. Continuous transformations. The previous example involved no relationship be-
tween the various copies Lj of the original language. We now consider a more complex
example, in which interactions within a sequence of languages allow us to describe
“transformations” from one structure to another. Although the invariant measure in
this example will assign measure 0 to every isomorphism class, it is not clear how it
could arise from the methods of this paper.
Let L be a countable relational language. Consider the larger language Ltr, which
consists of the disjoint union of countably infinitely many copies Lt of L indexed by
t ∈ Q ∩ [0, 1]. For each relation symbol R ∈ L, write Rt for the corresponding sym-
bol indexed by t ∈ Q ∩ [0, 1]. One can think of the Ltr-structure as describing a
“time-evolution” starting with a structure which occurs in the first sublanguage L0,
and ending at another structure which occurs in the last sublanguage L1, progressing
through structures in intermediate sublanguages.
Definition 7.1. Let M0 be an L0-structure and M1 an L1-structure. We call an
Ltr-structure M a transformation of M0 into M1 when
M|L0 =M0 and M|L1 =M1,
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and for all relation symbols R ∈ L, where n is the arity of R, and all s, t ∈ Q such
that 0 ≤ s < t ≤ 1,
M |= (∀x1, . . . , xn)
(
Rs(x1, . . . , xn)→ R
t(x1, . . . , xn)
)
.
We now define a notion, called a nesting, that will ensure coherence between struc-
tures in languages with intermediate indices, as “time” progresses.
Definition 7.2. Suppose A0 is an age in the language L
0 and A1 is an age in the
language L1. We define a nesting of A0 in A1 to be an age A in the language L
0∪L1
that satisfies the following properties:
• A is a strong amalgamation class.
• For every K ∈ A and every relation R in L,
K |= (∀x1, . . . , xn)
(
R0(x1, . . . xn)→ R
1(x1, . . . xn)
)
,
where n is the arity of R.
• If N is a Fra¨ısse´ limit of A, then N|L0 is a Fra¨ısse´ limit of A0 and N|L1 is a
Fra¨ısse´ limit of A1.
For example, consider the age consisting of all those ways that a finite graph can
be overlaid on a finite triangle-free graph (using a different edge relation) such that
whenever there is an edge in the latter there is a corresponding edge in the former.
This is a nesting of the collection of finite triangle-free graphs in the collection of finite
graphs. The Fra¨ısse´ limit of the joint age consists of a copy of the Rado graph overlaid
on a copy of the Henson triangle-free graph (using different edge relations) such that
whenever a pair of vertices has an edge in the latter, it has one in the former.
Given a nesting A of A0 in A1 as in Definition 7.2, we will now describe a random
Ltr-structureM that is a.s. a transformation ofM|L0 intoM|L1, and for whichM|L0∪L1
is a Fra¨ısse´ limit of A, almost surely. Furthermore, the distribution of M will be
invariant under arbitrary permutations of the underlying set.
Because A has the strong amalgamation property, there is some probability measure
µ on StrL0∪L1 , invariant under S∞, that is concentrated on the isomorphism class of
the Fra¨ısse´ limit of A. Our procedure starts by first sampling µ to obtain a random
structure N ∈ StrL0∪L1.
Conditioned on N , for every relation symbol R ∈ L and every j1, . . . , jn ∈ N, where
n is the arity of R, choose rR,j1,...,jn ∈ R as follows. If
N |= ¬R0(j1, . . . , jn) ∧R
1(j1, . . . , jn),
then independently choose a real number rR,j1,...,jn ∈ (0, 1) uniformly at random; if
N |= ¬R0(j1, . . . , jn) ∧ ¬R
1(j1, . . . , jn),
then let rR,j1,...,jn := 2, so that R
s(j1, . . . , jn) will not hold for any s; otherwise let
rR,j1,...,jn := 0. Define M to be the Ltr-structure such that for all s ∈ Q ∩ [0, 1],
M |= Rs(j1, . . . , jn)
if and only if s ≥ rR,j1,...,jn, for all R ∈ L and every j1, . . . , jn ∈ N, where n is the arity
of R.
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The real rR,j1,...,jn can be thought of as the point in time at which R(j1, . . . , jn)
“appears”, in that it flips from not holding (in sublanguages Ls for s < rR,j1,...,jn) to
holding (in sublanguages Ls for s ≥ rR,j1,...,jn). Each M|Ls then provides a “snapshot”
of the structure over time as it transitions from M|L0 to M|L1, whereby the relations
hold of more and more tuples. In particular, for any tuple and relation (of the same
arity), the set of “times” for which the relation holds of the tuple is upwards-closed.
Note that whenever there are such points rR,j1,...,jn other than 0 and 2, i.e., when
there is some tuple of which a relation holds in M|L1 but not in M|L0, then any
two independent samples from the distribution of M are a.s. non-isomorphic, as their
respective sets of transition points are a.s. distinct. Hence, under this hypothesis, the
distribution ofM is an invariant measure that assigns measure 0 to every isomorphism
class of Ltr-structures.
7.2. Open questions. In this paper, we have given conditions on a first-order theory
that ensure the existence of an invariant measure concentrated on the class of its
models but on no single isomorphism class; but a complete characterization has yet
to be determined. It would be interesting also to characterize the structure of these
invariant measures.
Another question is to find conditions under which one can formulate similar results
for appropriate models of more sparse structures. Various notions of sparse graphs
and intermediate classes have recently been studied extensively (see, e.g., [NO12] and
[NO13]); for a presentation of graph limits for bounded-degree graphs, see [Lov12].
One may also ask whether one can obtain measures concentrated on the class of
models of the theory of continuous transformations described in §7.1.3, and still not
on any single isomorphism class, in a “random-free” way, i.e., by sampling from a
(two-valued) continuum-sized structure, as in our main construction.
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