In this paper, we focus on stable selection of relevant features. The main contribution is a novel framework for selecting most informative features which can preserve the linear combination property of the original feature space. We propose a novel formulation of this problem as selection of a minimal independent dominating set (MIDS). MIDS of a feature graph is a smallest subset such that no two of its nodes are connected and all other nodes are connected to at least one node in it. In this way, the diversity and coverage of the original feature space can be preserved.
INTRODUCTION
One of the main challenges in feature selection is the selection stability, Since there are more and more high-dimensional data sets with limited samples. A small variation in the samples often leads to huge differences in selected features. This fact makes classifier learning biased and hence severely impairs the generalization capability.
In particular, gene expression data is inherently high dimensional, which is usually in the order of thousands and even tens of thousands. Meanwhile, due to the expense and difficulty in collecting the data, the number of samples can be even less than one hundred. This fact makes the following two tasks very challenging: 1) predict prognostic value given gene expression profile [17, 18, 19] , i.e., make prediction on whether a patient has disease or not, and 2) identify the gene expression profiles associated with a certain disease. For task 1), the prediction accuracy may drop dramatically if overfitting happens when training classifiers, such as SVM or Adaboost. In order to enhance the generalization ability, it is very important to prevent the potential overfitting during the training phase. A common solution is to reduce the dimension of the data by filtering the features. Its efficiency has been proved by many feature selection algorithms, such as [3, 6, 10, 21, 1, 15] . Using these feature selection methods, task 2) seems to be also solved, since the output of those algorithms corresponds to the set of relevant features for prediction. However, this is only the case if the selected relevant features are stable, i.e., small change in the training samples, leads to only small variance in the selected features. Moreover, a feature selection algorithm with good stability will further decrease the danger of overfitting, since it is less sensitive to the training data, which is a key factor to ensure proper generalization power. Furthermore, by presenting the selected feature set to an expert with prior knowledge, such as biologist, this will enable a better analysis and understanding between the genes and disease. Although a lot of them have not been discovered yet, it is well known that several genes could have similar functionality, therefore selecting any one of those features in a group will deliver a good prediction.
In this paper, we propose a novel feature selection framework. Its focus is on stability of the selected features, which also delivers a good prediction on test data sets. We have two main observations for developing a stable feature selection method in high-dimensional and small-sample data. The first one is that highly correlated features with same functionality can be selected differently due to slight variation in the training data set, especially, when there are very few training samples. This problem have been confirmed by several recent works on feature selection [4, 9, 20] . Consequently, identifying highly correlated features and finding out a representative feature subset should be part of any stable feature selection method. The second one is that many feature selection algorithms tend to select a minimum subset of features to predict the target label. This indicates that only one (or at most few features in the same highly correlated feature set) should be selected, with the other features in the same group ignored. Therefore, it is crucial to guarantee those ignored features can be truly represented by the selected features, without any information loss, otherwise we may lose some relevant features which will in turn harm the predication performance and the feature selection stability.
Motivated by the two observations, our goal is to identify the smallest set of representative features by suppressing features with similar functionality. The main contribution of this paper is a novel framework to effectively find the most representative features. We solve this problem as finding a Minimal Independent Dominating Set (MIDS). First, a graph G = (V, E) is constructed, where vertices V represent features and two features are linked by an edge in E if their correlation is significant. Hence G is a binary and undirected graph.
Finding MIDS is a classical problem in graph theory, in which a subset S ⊂ V with the minimal number of vertices needs to be found such that no two vertices in S are adjacent and every vertex not in S is connected to at least one vertex in S. The main advantage of this framework for the proposed feature selection is that it has two guarantees: 1) For the selected representative features, i.e., the features in the MIDS, any two of those features have very low correlation. This promises that the diversity of the representative features in the MIDS. 2) For any feature not in MIDS, which is removed from consideration, there is at least one feature in the MIDS with a large correlation. This indicates that for the abandoned features, features with similar functionality will be very likely preserved in the MIDS. We refer to this property as coverage.
The proposed MIDS feature selection framework is different from the dense group finder algorithms in [20] , which is motivated by a key observation that in the sample space, the dense core regions (peak regions), measured by probabilistic density estimation, are stable with respect to sampling of the dimensions (samples). While the methods show that the features can be effectively grouped together, it is hard to control the inter and intra cluster differences, which means that it is hard to guarantee diversity and coverage. In our approach, we use Pearson's correlation as the similarity measure. Due to the non-transitivity of Pearson's correlation, we only need to consider direct neighbors when finding representative features and its corresponding high correlated features.
Finding the MIDS in a graph is in general NP-complete [5] , but for small problems it can be solved with mathematical programming solvers such as CPLEX [8] . Due to large size of the considered problems (large number of features), we first map this problem to the problem of finding Maximum Weight Independent Set (MWIS), which is then solved in a relaxed setting by a recently proposed algorithm [2] . The algorithm is very effective and fast. After we obtain the MIDS,any other feature selection methods, such as LASSO, can be used to further determine which of features in MIDS are relevant to the target label.
The pipeline of our method is shown in Figure 1 . The main goal of computing MIDS is to identify independent dominating features, which allows us to represent the original feature space without information loss. The main benefit is that the number of independent dominating features is usually much smaller than that of the number of the original features. By doing this, the high dimensional data can be reduced to a much lower dimension while minimizing the possible loss of useful features. In the second step, we can use any standard stability feature selection method to identify the relevant features among the dominating features. In this paper, we consider the following three algorithms: SVM-RFE [6] ,a recursive feature elimination algorithm using support vector machines, and Stability LASSO [14] , a variance of LASSO with bagging embedded, which is shown to be one of the state-of-the art feature selection approaches. The third algorithm is ensemble SVM-RFE [16] , which aggregates results from SVM-RFE on a number of bootstrapping samples.
We present experiments on both synthetic and benchmark data sets, and there are performance improvements in both the stability of the selected features and in the prediction accuracy. This demonstrates the efficiency and effectiveness of the proposed method.
The rest of the paper is organized in the following way. In Section 2, we review the related works, especially those approaches which put effort on stable feature selection. In Section 3, the details of the proposed dominating set based feature selection algorithm are elaborated. Experimental settings and results are proposed in section 4, detail analysis about the stability and classification accuracy can also be found in section 4. In section 5, we conclude with some final marks.
RELATED WORK
For many years, feature selection was simply considered as a dimensionality reduction method to improve the prediction accuracy, without serious need in understanding which features are selected. However, in recent years, a stable feature selection draws more attention. In particular, there are several recent works showing that traditional feature selection approaches are sensitive to the training data, especially in the setting with small number of samples but with high feature dimensionality [4, 9, 20] . This means that small variation in the training samples may lead to huge variation in the selected features. Consequently, the features selected on training data do not generalize well to the test data, due to the overfitting problem. Meanwhile, a quickly growing number of researchers agree that stable feature selection is critical for a further study of the understanding between the genes and diseases [7] .
There are two main research directions aiming at achieving a more stable feature selection without reducing the prediction accuracy. One direction is ensemble based stability feature selection approaches. These methods combine subsampling (bootstrapping) with traditional feature selection algorithms. Saeys et al. [16] studied bagging-based ensemble feature selection, which aggregates the results from a conventional feature selection algorithm, such as SVM-RFE, and is repeatedly applied on a number of bootstrapped samples of the same training set. Their results show that stability ensemble SVM-RFE can improve a lot compared to a single run of SVM-RFE. Meinshausen et al. [14] introduce stability selection based on subsampling in combination with random LASSO. They perturbed the data many times and choose all variables that occur in a large fraction of the resulting selection sets. By doing the subsampling, a more stable and with better generalization feature set is identified. However, this group of methods only consider reducing variance in the feature selection algorithm, but without putting efforts in explicitly exploring the structure among the features, such as features which are highly correlated and function similarly. The other direction is feature grouping based approaches. It is known that there exists highly correlated feature groups among high dimensional data, especially for gene expression data. The key insight of these approaches is to identify consensus feature groups by explicitly exploring the structure among the features. Then within each feature group, only one feature is taken as representative. By doing this, the number of the features can be significantly reduced so that the selected feature set is less likely to suffer from the overfitting problem during the training phase. An example approach is DRAGS proposed by Loscalzo et al. [20] , which exploits the intrinsic correlations among a large number of features to identify consensus feature groups and treat features in the each dense groups as a coherent entity for feature selection. The later work of this group (CGS) [11] combines subsampling and grouping features together. They first identify consensus feature groups by subsampling training samples and then select the relevant features by treating the consensus feature groups as entities.
The proposed framework is inspired by works in both directions. Particularly, our main contribution is a novel framework for identifying a set of representative features by explicitly exploring the features structure through finding the smallest dominating set. The main advantage of the proposed framework is its ability to explicitly guarantee the diversity and coverage properties, which proved to be a good guidance for selecting representative features, as demonstrated by the experimental results. In the second phase we can run any feature selection algorithm on the selected, representative features. Since the feature dimension have been reduced with the functionality of the original feature space preserved, the stability and classification accuracy of the feature selection algorithms can be improved a lot.
METHODOLOGY
In this section, we introduce our stable feature selection framework in detail. we first formulate the selection of smallest set of representative features as the minimum independent dominating set. Then we formulate our problem to maximum weight independent set problem and give the solution.
Problem formulation
Given is a training data set containing N data points in p dimensional feature space with N ≪ p. We represent it with a data matrix X = (xi,j) ∈ R N×p , where each data point Xi = (xi,1, . . . , xi,p) ∈ R p is a row vector. We also given a corresponding set of labels y = (y1, y2, · · · , yN )
T , i.e., y is a column vector. We will denote these data with DX,y. The columns of data matrix X represent the p features. Hence we can write X = (F1, F2, · · · , Fp), where each Fi ∈ R N is a column vector.
Given a pair of features Fi and Fj ,we use the Pearson's correlation coefficient (PCC) to measure their correlation:
Where F i,k is the mean of Fi and F j,k is the mean of Fj .
PCC captures linear correlation between pairs of features with efficient computation. The value of ρ(i, j) lies between −1 and 1, inclusive. If Fi and Fj are completely correlated, ρ(i, j) can take value of 1 (positively correlated) or −1 (negatively correlated). If Fi and Fj are independent, ρ(i, j) is 0.
We construct an undirected, binary graph G = (V, E), which we call feature graph. The vertex set V represents the features, so |V | = p, and E corresponds to the correlation between two features. Given a threshold ǫ > 0 two features are connected if their correlation is above the threshold, i.e.,
Unlike many common mathematical binary relations, Pearson's correlation is not transitive. This non-transitivity property has been pointed out by McNemar [13] in 1949. A more detailed way of looking at the non-transitivity property is that, given three quantitative features Fi, Fj , and F k , a positive correlation between Fi and Fj and a positive correlation between Fj and F k (in terms of Pearson's correlation coefficients, ρ(i, j) > 0 and ρ(j, k) > 0), not necessarily mean that Fi and F k will be positively correlated. In fact, Fi and F k might be uncorrelated ( ρ(i, k) = 0 ) or even negatively correlated (ρ(i, k) < 0). This property holds even when feature pair Fi, Fj is highly correlated and feature pair Fj , F k is also highly correlated.
For the above reasons, it make sense that features can only be represented by its direct neighbors. In order to guarantee that the selected features can preserve the functionality of all the removed features. We formulate the problem as independent dominating set.
A subset of graph nodes S ⊂ V is called independent dominating set (IDS) if ∀vi, vj ∈ S, E(i, j) = 0, and
Consequently, the correlation between any two features in the S set must be smaller or equal to ǫ, and any feature not in S must have at least one feature in S with correlation larger than ǫ. The threshold ǫ can be determined empirically with certain prior knowledge, or through cross-validation. In all of our experiments, ǫ is determined through an exhaustive search on a validation set in the range between 0.5 and 0.8. Our aim is to identify a MIDS of features from high dimensional feature space given only a small number of data samples. The intuition is that the MIDS is able to represent all the other features in the original feature space with high diversity and coverage.
However, finding a MIDS is a known NP-complete problem [5] . In order to solve it, we first reformulate it to a NP-complete problem, which we then solve in a relaxed setting.
Finding the Minimal Independent Dominating Set
We first show that the problem of finding a MIDS set can be expressed as a problem of finding a maximum weight independent set (MWIS). We define the weight of node vi of graph G as the cardinality of its neighborhood
and consider the weight vector w = (w1, . . . , wp) T . Let x = (x1, . . . , xp)
T ∈ {0, 1} p be an indicator vector of a subset S of the vertices of graph G, i.e., xi = 1 if and only if vi ∈ S. The problem of finding MWIS can be expressed as integer program (IP):
subject to x T Ex = 0 and x ∈ {0, 1} p .
It is easy to see that condition x T Ex = 0 is equivalent to the independence condition (3) .
Let x be a solution of (6) and let S be the corresponding MWIS. Since no two points of S are neighbors, we have that
Consequently, by solving (6) we have selected an independent set S such that V \ S has the maximal cardinality. However, this means that S has the minimal cardinality among all independent sets. We have just proved the following proposition.
Proposition 1. Any solution of problem (6) is a minimal independent dominating set (MIDS) of graph G.
In order to solve problem (6), we reformulate it as the following integer quadratic program (IQP):
To show that the reformulation from (6) to (8) always holds [2] , let us assume independence condition (3) does not hold given x, which means that x T Ex ≥ 1. Considering 1 ||w|| w T x is upper-bounded by 1, therefore h(x) ≤ 0. However, given w, it is easy to derive a solution x with only one element equal to 1, i.e., x i = 1 with w i > 0, with all other elements to be 0, this will give h(x) > 0. This implies that if a discrete solution of (8) is optimal, independence condition (3) must hold.
Since problem (8) is still NP-complete, we relax its binary constraints to continuous ones and obtain
Let A be a diagonal matrix with diagonal entries equal to 1 ||w|| w T , i.e., A = diag( 1 ||w|| w). We obtain an equivalent formulation to (9):
We solve problem (10) with the algorithm proposed in [12] , which is a general case for the algorithm in [2] . As is the case of the experimental results reported in [12] , also in our settings the algorithm always yields a discrete solution, which in turn guarantees that x T Ex = 0. We denote with XS the data set obtained as the solution of (10), i.e., feature Fi is a column vector of XS if and only if i ∈ S if and only if x * i = 1, where x * is the solution of (10).
Hence XS is a N × q matrix composed of the dominating features (each feature is a column vector and each data point is a row vector). Usually we have q ≪ p. The ratio between the number of features in minimal independent dominating set S and the number of original features may vary for different data sets. In our experiments (in Table  2 ), the ratio range from %0.5 to %25. Only the dominating features in S are taken for further processing. As our experimental results demonstrate, this reduction of features has a very positive effect on both stability of feature selection as well as prediction accuracy.
EMPIRICAL STUDY
In this section, results of our analysis of stability feature selection framework on large feature and small sample size domains are presented. First, the data sets and the experiment settings used in this analysis are briefly described. Second, we analyze two key parts of stability feature selection techniques: stability and prediction accuracy.
Data sets and Experiment Setting
In this section, we empirically study the framework of stable feature selection based on MIDS. Especially, we focus on the study of the stability of the selected features. The stability of feature selection algorithms can be defined as the variation in feature selection results due to variations in the data set. To measure the features selection stability, we compute the similarity between two features sets R1 and R2 as in [4, 9] :
where |R1 R2| is decided by the number of overlapping features in two feature sets. A higher similarity means a larger overlap between two feature sets, which indicates that the selected features are more stable against the changes in the training samples. We evaluate three feature selection algorithms with respect to stability and classification accuracy with or without our MIDS framework. The first one is SVM-RFE [6] , a baseline gene selection algorithm for cancer classification using support vector machines. The second one is stability LASSO [14] , a variance of LASSO with bagging embedded, which can select stable features. The third one is ensemble SVM-RFE [16] , which applies SVM-RFE on a number of bootstrapped samples of the same training set. The ensemble algorithms can improve the performance a lot when compared to a single run of a given algorithm.
The test data sets include two part: The first part includes two synthetic data sets, the details can be found in Table 1 . The second part includes seven benchmark data sets, which were taken from the bioinformatics and biomedical domain. Those seven benchmark data sets are characterized in Tables 2. For synthetic data sets, we generate the data in the same way as in [11] . The synthetic data set consists of 1000 training samples randomly drawn from the same distribution DX,y. The feature matrix F contains 1000 features, including 100 mutually independent features, F1, F2, ..., F100, and a number of (10 ± 5) highly correlated features to each of these 100 features. In each correlated group, the Pearson correlation coefficient of each feature pair is within (0.5, 1) so that the average pairwise correlation is below 0.75. The target label y is decided based on the first 10 features F1, F2, ..., F10 only using a linear function of equal weight to these 10 truly relevant features. We also follow the same procedure to generate another data set, in which the number of relevant feature groups remains to be 10, but with the number of independent feature groups increased to 250 and the number of highly correlated features increased to (20 ± 5) . A summary of these data sets is provided in Table 1 . In our algorithm, the threshold ǫ in Function 2 is set to 0.6, the corresponding MIDS feature number for the 7 real world is listed in Table 2 .
For every data set, the evaluation is performed in 10 fold cross-vaidation. The data set is divided into 10 parts, the features are selected based on 9 folds and the prediction accuracy is evaluated on the remaining hold-out fold. We repeat the above procedure for 10 times, each time obtaining the feature ranking. Then we vary the selected feature sets, and the feature number varies from 1 to 50 based on the ranking of features. For each of these sets we compute the stability of selected features as the average SimID between every two sets of the 10 sets of selected features produced by the 10 fold cross validation. For example, we obtain 10 sets composed of 20 selected features, and compute the average stability of these sets with Eq 11. Finally, we repeat 10 times the 10 fold cross validation and report the average stability and accuracy for each data set. In order to obtain the prediction accuracy on the benchmark data sets, a linear SVM classifier is trained based on the selected features from the same training set (9 folds) and tested on the corresponding hold-out fold. For the synthetic data set, we train the SVM classifier on 9 out of the 10 folds, and test on an independent test set of 500 samples, which is generated from the same distribution of the training data set.
It is important to note that the stability of feature selection results should be considered in combination with classification accuracy. An algorithm that yields very stable feature sets makes no sense if it returns a badly performing model.
As the proposed method is designed for a binary classification problem, one-vs-all strategy is used when dealing with multi-class classification task, such as Lymphoma and SRBCT.
Result and Discussion
For synthetic data sets, besides stability and prediction accuracy, we are able to measure the precision of the selected feature as the percentage of the ground-truth relevant features among the selected features.
In Figure 2 , we can see that when the size of samples becomes larger, all algorithms perform better in all three performance metrics. However, with relatively small number of training samples, SVM-RFE, ensemble SVM-RFE and stability Lasso have better performance with MIDS framework. By applying SVM-RFE, stability LASSO or ensemble SVM-RFE alone without our MIDS method, the performance becomes much worse. Especially, they may fail in the task of selecting truly relevant features, i.e., these three algorithms without MIDS have very low precision when the sample number is 100.
The results on synthetic data sets clearly demonstrates that for a large number of features, many of which have similar functionality, SVM-RFE, stability LASSO and ensemble SVM-RFE cannot work effectively to select relevant features without first identifying those representative features and removing the redundant features. The quantitative results are summarized in Tables 3 and  4. Table 3 reports the best prediction performance for all the compared algorithms as the function of the selected feature number, which is reported in brackets. Table 4 reports the stability for the feature subsets which achieve the highest prediction accuracy.
From Table 3 and Table 4 , it is easy to observe that SVM-RFE with MIDS can achieve higher classification accuracy as well as higher stability. The average classification accuracy improves from 0.899 to 0.926 with MIDS framework. The average similarity between selected features also increase from 0.473 to 0.700. The performance enhancement for SVM-RFE algorithms with MIDS is the most significant among all the three algorithms. For ensemble SVM-RFE and stability LASSO, The average classification accuracy also improves 0.02. Particularly, stability LASSO with MIDS got the best classification accuracy by only selecting 17 features, which is much higher than the other algorithm. The proposed MIDS framework with the other two stability feature selection algorithms also has a higher stability on average. Stability LASSO with MIDS achieved the best stability in 5 of the 7 data sets. On average, stability LASSO with MIDS achieves average stability as 0.789 with only 17 features, which is the best among the compared approaches. SVM-RFE with MIDS and ensemble SVM-RFE with MIDS have more stable results when compares to the algorithms for data set with highly correlated feature groups, such as colon cancer, MIDS framework can improve the classification accuracy and stability of algorithms significantly.
CONCLUSION
In this paper, we propose a novel stability feature selection framework that utilizes the idea of minimal independent dominating sets. The minimum independent dominating sets selected by our framework can preserve the functionality of the original feature space. The performance of state-ofart feature selection algorithms can be improved due to the removed redundant features. Empirical study shows that the features selected in our framework are not only stable but also lead to better prediction accuracy as compared to directly applying feature selection algorithms to all input features. 
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