We analyze the arithmetic complexity of the linear programming feasibility problem over the reals. For the case of polyhedra defined by 2n half-spaces in R n we prove that the set I (2n,n) , of parameters describing nonempty polyhedra, has an exponential number of limiting hypersurfaces. From this geometric result we obtain, as a corollary, the existence of a constant c > 1 such that, if dense or sparse representation is used to code polynomials, the length of any quantifier-free formula expressing the set I (2n,n) is bounded from below by Ω(c n ). Other related complexity results are stated;
Introduction

Summary of results
The linear programming feasibility problem over the reals can be stated as follows: given natural numbers m > n, a matrix H ∈ R m×n and a vector h ∈ R m decide whether there exists a vector x ∈ R n such that H · x ≤ h. We analyze the complexity of this problem for different data structures.
Geometrically, to an existential quantifier block corresponds a projection. We study the geometry of the set The limiting hypersurfaces of a set turn out to be intrinsic, in the sense that any description of the set must involve descriptions of its limiting hypersurfaces (see Proposition 2) .
From these results, we derive exponential lower bounds for the size of any quantifier-free formula, in the first-order language of the reals, expressing the set I (2n,n) , if polynomials are codified using dense or sparse representation (see Corollaries 18 and 22) . Also, we obtain a linear lower bound for the depth of any computation tree solving the linear programming feasibility problem (see 26) . To the best of our knowledge, these results are new.
We further obtain a sub-exponential lower bound for the complexity of any algorithm for the elimination of a single quantifier block of quantifiers in the elementary theory of the reals, if polynomials are codified using dense or sparse representation (see Corollaries 19 and 23) . Although it is not hard to find examples showing that the complexity swell occurring in the elimination of a single block of quantifiers can be exponential for these data structures (see, e.g., [10] ), all such known examples are highly artificial. We prove the first sub-exponential lower bound for a completely natural problem: the linear programming feasibility problem.
This paper is organized as follows: in Section 2, we state the feasibility problem as a quantifierelimination problem and define the set I (m,n)
⊆ R m×(n+1) . In Section 3, we define the notions of limiting hypersurface of a semi-algebraic set and of a polynomial intervening in a formula. Afterwards, we prove Proposition 2, stating that if Z is a limiting hypersurface for a set W and Q is an irreducible polynomial defining Z , then Q intervenes in any quantifier-free description of W . The fourth section is devoted to the study of the geometry of the set I (m,n) . Since, for fixed H and h, the set {x ∈ R n | H · x ≤ h} is a polyhedron, the section begins with some preliminaries on polyhedra. Finally, in Section 5, we prove that the set I (2n,n) has at least 2n n+1 limiting hypersurfaces. In Section 6, we use this geometric fact to prove complexity lower bounds for different data structures.
Related work
Quantifier elimination
Based on previous work by Sturm and Sylvester, Tarski solved the decision problem for the theory of real closed fields in the 1930s. The result was published in [32] , where Tarski presented an effective decision procedure for the elementary theory of the reals based on the elimination of quantifiers. Although his procedure is not elementary recursive, it is a concrete method to determine the truth of any sentence in this theory.
The complexity study of such quantifier-elimination procedures gained strength in the 1970s with the design of doubly-exponential elimination algorithms by Collins (see [11] ) and, independently, by Monk and Solovay (see [34] , inspired by [26] ). Modern quantifier-elimination procedures work in doubly-exponential time in the number of quantifier alternations of the input formula (see the seminal paper of Grigoriev [16] for the existential theory and [29, 20, 2] for the general case; a complete account can be found in [3] ).
On the other hand, Davenport and Heintz [12] gave a doubly-exponential lower bound for the general quantifier-elimination problem over the reals, if polynomials are codified in dense form (this result is also implicitly contained in [33] ; both papers are motivated by the paradigm of [13] ). Davenport and Brown presented, in [7] , a simplified proof of this doubly-exponential lower bound that works for both, dense and sparse codification of polynomials. Thus, in order of magnitude, upper and lower complexity bounds meet for classic data structures (i.e., when polynomials are represented in dense or sparse form).
In [5] , Ben-Or, Kozen and Reif attempted to design a first single-exponential parallel-complexity decision procedure for the elementary theory of the reals. Nevertheless, the authors failed to observe that the sequential complexity of their algorithm became uncontrolled. This drawback was corrected in [14] and the outcome was a quantifier-elimination procedure in single-exponential parallel time using a doubly-exponential number of processors. Moreover, the optimality of this procedure was shown. In [27] , this last lower-bound result was extended to a slightly more general computational model.
It is a major open question in complexity theory whether, using boolean arithmetic circuits to codify first-order formulas, a polynomial time algorithm can be designed for the elimination of a single quantifier block. In fact, this question is equivalent to the P R = NP R problem (see [22] ). Up until now, no general procedure has been designed, able to improve substantially the worst-case complexity of well-known algorithms based on classic encodings of polynomials.
In fact, complexity improvements based on alternative data structures could only be achieved for particular instances of elimination problems and only few is known about lower complexity bounds for these kinds of encodings. Remarkably, it is proven in [18, 15] that any geometric elimination algorithm, using circuit encoding of polynomials and being geometrically robust -a property owned by all known symbolic methods -requires exponential time on infinitely many inputs (compare [19] for aspects of structural complexity and [10, 17] for encodings by continuous data structures).
Limiting hypersurfaces
As explained before, our proofs are based on the fact that the limiting hypersurfaces of a set are intrinsic. Lazard used a similar technique in [23] to prove the optimality of solutions to two classical quantifier-elimination problems.
Combining methods from abstract real algebraic geometry and complexity theory, Lickteig [24, 25] developed a technique to prove lower complexity bounds in the computation-tree model. This technique is also related to ours, since it allows the use of limiting hypersurfaces as a complexity source.
Linear programming
The Dantzig simplex method for linear programming is known to be exponentially slow in the worst case. On the other hand, the ellipsoid algorithm solves the feasibility problem over the rational numbers in polynomial time in the bit model (see [21] ), but is not strongly polynomial.
In fact, the existence of a polynomial time algorithm, in the BSS computational model, solving the linear programming feasibility problem is an open problem. It has been proposed by Smale as one of the great problems for the present century (see problem 9 in [30] ).
It follows from our results that, for any circuit accepting the set I (m,n) , a multiple of the polynomial describing each limiting hypersurface of I (m,n) will be evaluated in the execution of the circuit, for some input. This result implies a lower bound for the linear programming feasibility problem that is far from being strong enough to give a negative answer to Smale's ninth problem. It is our belief that if a proof of a negative answer is to be found, the notion of uniformity will play a central role in it.
The parametric feasibility problem
The feasibility problem for linear optimization over the reals can be stated as follows:
Given a matrix H ∈ R m×n and a column vector h ∈ R m , decide whether there exists x ∈ R n such that
A quantifier-elimination problem
The above decision problem can be reformulated as a quantifier-elimination problem. Let us first fix the notation. For each n, m ∈ N, m ≥ n + 1, we consider x 1 , . . . , x n , t
n , and b (1) , . . . , b (m) to be indeterminates over R. We call x 1 , . . . , x n the variables and the remaining (n + 1) × m indeterminates, the parameters of the problem. Furthermore, we shall use the shorthand notations x := (x 1 , . . . , x n ) and
For the sake of readability, we shall not use different symbols for the indeterminates and their realizations as elements of R. The distinction will be clear from the context.
We define the formulas
and call I For the sake of clarity, we shall write
. . .
and use the augmented matrix notation
≤ 0, and
the equality, the inequality, and the strict inequality associated to the ith row of T , respectively.
Limiting hypersurfaces
Let W ⊆ R k be a semi-algebraic set. We give the definition of limiting hypersurface of W and prove that a description of each of these hypersurfaces must intervene in any quantifier-free description of W . In this sense, we say that limiting hypersurfaces of a set are intrinsic.
We refer the reader to [6] for notions and notations from real algebraic geometry, e.g., the notions of zeros of an ideal, of semi-algebraic set, of dimension of a set and of nonsingular point.
We denote by ∂W the set of points in the border of W (not interior to the set nor to its complement).
intersection with the border of W has dimension k − 1.
We consider first-order formulas built from atomic formulas of the form P = 0, P ≤ 0, where P ∈ R[x 1 , . . . , x k ] is a polynomial with real coefficients. Let ψ be a first-order formula and P ∈ R[x 1 , . . . , x k ]. If ψ contains an atomic subformula of the form P = 0 or P ≤ 0, we say that P appears in ψ. If a nonzero polynomial P appears in ψ and Q ∈ R[x 1 , . . . , x k ] is nonconstant and divides P, then we say that Q intervenes in ψ.
Proposition 2. Suppose that W ⊆ R
k is a semi-algebraic set described by a quantifier-free formula ψ. If
Z Q is a limiting hypersurface for W and Q is an irreducible polynomial describing Z Q , then Q intervenes in ψ.
Proof. Let us call P 1 , . . . , P s the polynomials appearing in ψ and suppose, without loss of generality, that none of them is the zero polynomial. We call U = Z Q ∩ ∂W and we recall that, by hypothesis, it is a semi-algebraic subset of Z Q of dimension k − 1. First, we remark that since dim(Z Q ) = k − 1 and Q is irreducible, a particular form of the real Nullstellensatz for principal ideas (see Theorem 4.5.1 in [3] ) implies that a polynomial P ∈ R[x 1 , . . . , x k ] vanishes on Z Q = Z(Q ) if and only if Q divides P. Thus, to complete the proof, it remains to show that at least one P j (1 ≤ j ≤ s) vanishes on Z Q .
To prove this, we consider, for any u ∈ U, the sign conditions C (u) ∈ {−1, 0, 1} s satisfied by the polynomials P 1 , . . . , P s in this point. It is clear that the truth value of the formula ψ in a point u depends only on C (u), since the truth value of atomic formulas depend only on them.
These sign conditions partition the set U is a finite number of disjoint semi-algebraic components, 
Polyhedra and elimination
Preliminaries on polyhedra and polytopes
In this subsection, we recall the notions of polyhedron and polytope and prove some basic properties. We use the notation from [28] and refer there for the proofs of some known results.
Definition 3.
A set P ⊆ R n is a polyhedron if and only if there exist m ∈ N, an m × n matrix H and a vector h of m real numbers such that P = {x ∈ R n | H · x ≤ h}. The system of inequalities H · x ≤ h is a linear description of P. A polyhedron P is full dimensional if dim(P) = n. If the polyhedron P is bounded we call it a polytope in order to distinguish it from an unbounded polyhedron.
In other words, a polyhedron is the intersection of finitely many half-spaces in R n . We shall write P(H, h) to denote the polyhedron defined by H and h, or simply P(M) when M = (H|h). We remark that polyhedra are convex sets.
Definition 4.
Let P ⊆ R n be any set. A point x ∈ P is an extreme point of P if and only if for any
∈ P and any µ ∈ R with 0 < µ < 1 such that x = µx
So, x is an extreme point of a subset P of R n if its representation as a convex combination by elements of P is unique, i.e., the trivial one involving only x. Extreme points of polyhedra are also called vertices.
The following lemma (Proposition 7.2(b) in [28] ) shows how to calculate the vertices of a polyhedron.
Lemma 5. The point x 0 is a vertex of the polyhedron P(H, h) if and only if H
Let P be a polyhedron and let S = {x | x is a vertex of P} be its set of vertices. From the convexity of P it follows that the convex hull of S is contained in P, i.e., conv(S) ⊆ P. The next lemma shows that the equality holds if and only if P is a polytope. We refer the reader to Proposition 7.3(b) in [28] for a proof.
Lemma 6. Let S be the set of vertices of a polyhedron P. Then conv(S) = P if and only if P is a polytope.
The Platonic solids are examples of polytopes in R 3 . We remark that a polytope might be not full dimensional, as even the empty set is considered to be a polytope.
Polyhedra in R
n defined by n + 1 inequalities
In this paragraph, we analyze the geometry of polyhedra in R n defined by n + 1 inequalities. We remark that these systems define, among other polyhedra, the n-simplices.
Consider m ≥ n + 1 and T as in Section 2. We call, for the remaining of this article,
. . . 
i the matrix formed by replacing the ith column in
. As a result of Cramer's method we obtain
Proof. From Cramer's method we know that A
(j) and so it remains to verify the equality
This last equality is equivalent to D(T ) = 0, for multiplying
by D (j) we obtain
that is exactly the Laplace expansion of the determinant of (A|b) by its jth row. Proof. Suppose that P := P (A, b) is bounded, i.e., suppose that it is a polytope. Let j ∈ N be such that ∈ P. We shall prove that P = {x
}.
Since a polytope is the convex hull of its vertices (Lemma 6), if P contains more than one point then it contains at least two vertices. But any vertex of the polytope P is a solution of a nonsingular subsystem A Lemma 5) . Since D(T ) = 0, the previous lemma shows that the solution x (k) of any of these nonsingular subsystems satisfies also the remaining
. Thus, all these nonsingular systems have the same unique solution. Hence, P is a singleton.
The geometry of the set of parameters defining nonempty polyhedra
We turn now to the study of the geometry of the set I (m,n)
the geometry in the parameter space of the set of coefficients defining nonempty polyhedra. For any k ∈ N and any x ∈ R k , we use the usual notation for the supremum norm, x = sup{|x i | | 1 ≤ i ≤ k}, and denote, for any ε > 0, by B ε (x) the ball {y ∈ R k | x − y < ε}. We define B := {T ∈ R m×(n+1) | P(T ) is a polytope} and remark that T ∈ B if and only if P(T ) is unbounded. By Paragraph 7.2.3 in [28] , we know that:
• P = P(T H , T h ) is unbounded if and only if it contains a half-line of the form L xy = {x + λy | λ ≥ 0}, with y = 1; • the half-line L xy is contained in P if and only if x ∈ P and T H · y ≤ 0 holds. 
Hence, the polyhedron P(T H , T h ) is unbounded if and only if it is nonempty and L(T H
| L(T H ) = ∅}, the lemma is proved.
Proposition 10. Let T be such that P(T ) is a nonempty polytope. Then T is an interior point of B.
Proof. If P(T ) is a nonempty polytope, then T ∈ B and L(T H ) = ∅. By the previous lemma there exists an ε > 0 such that from T ∈ B ε (T ) it follows L( T H ) = ∅. Then, for any such T ∈ B ε (T ), P( T ) is a
polytope. Thus, T is an interior point of B.
Proposition 11. If T ∈ I
(m,n) is a point in the parameter space such that the polyhedron P(T ) ⊆ R n is not full dimensional then T ∈ ∂I (m,n) .
Proof. Let T ∈ I (m,n) , then P := P(T ) is nonempty. Suppose it is not full dimensional. We claim that there exists at least one row in T -say, the row (a|b) -such that its associated equality is satisfied by all the points in P, i.e., x ∈ P implies a · x = b.
For if not, there exists for each i, 1 ≤ i ≤ n, a point x i ∈ P not satisfying the equality associated to the ith row of T , and denote x = n i=1 x i n . Being a convex combination of points in P, x ∈ P, i.e., x satisfies the m inequalities associated to T . Because of the linearity of the equations, the point x satisfies the m strict inequalities associated to T . Then x is an interior point of P, contradicting the fact that P is not full dimensional. This proves the claim.
Suppose now that all the points in P satisfy the equality associated to the ith row of T . For any given ε > 0 we construct new parameters T ε such that T − T ε = ε and T ε ∈ I (m,n) .
To do so, we replace in T the parameter b (i) by b
− ε to get the new parameters T ε . Since P(T ε ) ⊆ P(T ) and no point in P(T ) satisfies the ith inequality associated to P(T ε ), P(T ε ) = ∅. Hence, T ε ∈ I (m,n) . Thus, T ∈ ∂I (m,n) .
Counting the limiting hypersurfaces
In this section we consider T ∈ R m×(n+1) with m ≥ n + 1. We will prove that there exists a limiting hypersurface for I (m,n) , associated to the first n + 1 rows of T (among the original m), involving all the (n + 1) × (n + 1) parameters in these rows. Afterwards, by a simple symmetry argument, it will follow that there are at least We prove the proposition directly from the definition of limiting hypersurface, i.e., we prove that
To do so, we construct a nonsingular point T ∈ Z D . We then prove that there exists ε > 0 such that any T ∈ B ε ( T ) ∩ Z D satisfies T ∈ ∂I (m,n) .
We define T ∈ R m×(n+1) as follows:
Since the origin of the standard coordinate system in R n is the unique solution to the inequalities associated to the first n + 1 rows of T and satisfies the remaining m − n − 1 inequalities associated to T , we conclude that P( T ) = {0}.
We now prove that any T in a small neighborhood of T satisfies:
• P(T ) is a polytope contained in B 1 (0) and
Remark that P( T ) satisfies both properties. We define A := A( T ) and b := b( T ). If P(H, h) is a nonempty polytope, by Lemma 6, it is contained in B 1 (0) if and only if all its vertices are contained in B 1 (0). Hence, we shall bound the vertices. To do this we use the fact that the vertices move continuously with respect to the parameters, near (A|b).
We first remark that, since all the minors D
Hence, for any (H|h) ∈ B ε 2 ( A| b) the polytope P(H|h) has at most n + 1 different vertices (see : B ε 2 ( A| b) → R can be defined, associating to each matrix the norm of the result of the application of Cramer's method to the subsystem resulting from the elimination of the jth row from (H|h) (i.e., V (j) (H|h) is the norm of the jth hypothetical vertex of P (H, h) ). Now, since for all j < n + 1 the equality V (j) ( A| b) = 0 holds, the continuity of V (j) at (A|b)
implies that there exists a neighborhood of ( A| b) where the V (j) are all bounded by 1.
Whence, there exists ε > 0, ε ≤ ε 2 such that for all (H|h) ∈ B ε ( A| b), the polytope P(H, h) is contained in B 1 (0).
For any fixed T ∈ R m×(n+1) , let us write, as before, A for A(T ) and b for b(T ). Recall that (A|b) ∈ R (n+1)×(n+1) .
Lemma 15. Let T be as in Eq. (3). There exists
satisfying the previous lemma and T ∈ B ε ( T ).
Clearly, P(T ) ⊆ P (A, b) . To prove the other inclusion, let x ∈ P(A, b) and consider for any i ∈ N, with n + 1 < i ≤ m, the inequality associated to the ith row of T . We prove that x satisfies this inequality, i.e., we prove t
Since b
, we have that b
and that
holds.
Since x < 1, we have t
Hence, x satisfies the inequality associated to the ith row of T , for any n + 1 < i ≤ m.
Thus, P(T ) = P (A, b) , which completes the proof.
We are ready to prove Proposition 13.
Proof of Proposition 13. We define T as in Eq. (3). Since the column vector b( T ) is composed of zeros,
Since T is a nonsingular point of Z D (for instance,
Let ε be a positive number satisfying Lemma 15. We show that
Consider T ∈ B ε ( T ) and suppose that D(T ) = 0. By Lemma 15, we have that, for j = 1, . . . , n + 1,
Now, the fact that Z D is a limiting hypersurface follows from Lemma 12. different limiting hypersurfaces.
Complexity lower bounds
In this section, we use Proposition 2 and Corollary 16 to prove exponential lower bounds for the length of any quantifier-free formula expressing the set I (2n,n) , if polynomials are given in dense or sparse representation. Afterwards, we analyze the consequences of these results for algebraic computation trees. The notion of length of a formula strongly depends on the way terms (i.e., polynomials) are represented in the formula. Once this representation is fixed, the notion of length of an atomic formula follows naturally as the sum of the lengths of the terms involved plus one. The recursive definition of the length of a formula is completed stating |∃x ϕ| = |ϕ|+1, |¬ϕ| = |ϕ|+1 and |ϕ ψ| = |ϕ|+|ψ|+1 for ∈ {∨, ∧}.
We shall consider the dense and the sparse representation of polynomials. In the case of dense representation two parameters are commonly used in order to measure the size of a polynomial: degree and number of variables. Let f ∈ R[x 1 , . . . , For the sake of succinctness, the length of a formula ψ with polynomials codified in dense form, will be called the dense length of ψ, and denoted |ψ| d . If polynomials are codified in sparse form, we call it the sparse length of ψ and denote |ψ| d . Proof. Let ψ be a quantifier-free formula describing the set I implies that these minors intervene in ψ. Since these polynomials have degree n + 1, Proposition 17 implies that the dense length of any quantifier-free formula describing this set is Ω 2n n+1
Dense representation
(n + 1) .
The conclusion follows immediately from an application of Stirling's formula.
This gives a sub-exponential lower bound for the worst-case complexity of the elimination of a single quantifier block, for any algorithm using dense representation of polynomials. 
Sparse representation
To prove an analog lower bound for sparse codification of polynomials we use the following result from [1] . 
In particular, the total number of non-cyclotomic irreducible factors of f is polynomially bounded in terms of the sparse length of f .
We immediately get that the number of different non-cyclotomic irreducible polynomials intervening in a formula ψ is polynomially bounded in terms of the sparse length of ψ. 
, which completes the proof.
We conclude with a sub-exponential lower bound for the worst-case complexity of any algorithm for the elimination of a quantifier block, if sparse representation of polynomials is used. Proof. A straightforward computation shows that |φ (2n,n)
| s = O(n 3 ). Corollary 22 shows that any quantifier-free formula ψ expressing the same set has sparse length |ψ| s = Ω(c 2 n ). Since any algorithm for the elimination of a quantifier block has to write down the output, we conclude that the worst-case complexity for inputs of sparse length L is bounded from below by Ω(c L 1/3 ), for a real constant c > 1.
Algebraic computation trees
A natural model to prove complexity lower bounds is that of algebraic computation trees (see [4, 31] ; see also [9, 8] for more references). Given an algebraic computation tree S, we write, following [9] , C * .≤ (S) for the multiplicative branching complexity of S.
We prove the following general lower bound for the multiplicative branching complexity of algebraic decision trees, based on the notion of limiting hypersurface. Proof. Since algebraic computation trees can be naturally translated to first-order formulas, and, in such a translation, branching nodes translate to atomic formulas, Proposition 2 implies that a multiple of the polynomial describing each limiting hypersurface of W must be evaluated at some branching node of S. This implies that the sum of the degrees of the polynomials involved in the different branching nodes of S is at least D.
On the other hand, a routine computation shows that the sum of the degrees of the polynomials involved in the different branching nodes of S is bounded from above by 2 + log(c), which completes the proof.
In other words, we have proved the following.
Corollary 26.
For n sufficiently large, the multiplicative branching complexity of any computation tree that solves the linear programming feasibility problem in R n for 2n constraints is bounded from below by 2n.
