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Abstract. The complexity of the computation of recursive programs by the combinator reduction 
machine is studied. The number of the reduction steps is compared between the two models of 
computation. The main theorem states that the time required by the reduction machine is linear 
in that of the program scheme. The coefficient of the linearity was shown to be O(n2), where n 
is the maximal number of variables of the functions being used. For the analysis of the combinator 
codes, the notion of extended combinator code is introduced. 
1. Introduction 
Turner [8, 9] has shown a new implementation technique for functional programs 
in terms of combinators. By that method, a program is compiled to a combinator 
code and the computation is carried out by graph rewriting called combinator 
reduction. 
The complexity of the compiled codes and the compiling algorithm have been 
studied in [4, 5, 7]. They consider ather abstract terms instead of actual programs. 
Some statistics have been obtained in [9] for actual programs concerning time and 
space and are compared with the usual implementation method. But their analysis 
is only for some examples. This paper is an attempt to give a theoretical foundation 
for the estimation of the lower and upper bounds of the efficiency of the combinator 
reduction machine. 
The remarkable merit of combinator use is the simplicity in realizing the call-by- 
need (lazy evaluation) mechanism. It is known that this evaluation method is optimal 
[1, 3, 6, 10]. We measure the complexity of the reduction machine by comparing 
the number of its reductions with the number of function calls by the call-by-need 
evaluation of the program scheme. The result depends neither on the structure which 
the program treats nor on the structure of the program. The main theorem states 
that the time required to compute a program by the combinator reduction machine 
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is linear in that of the call-by-need computation of the program scheme. And the 
coefficient of the linearity is shown to be of order n 2, where n is the maximal number 
of the variables of the functions being used in the program. 
We describe the outline of the analysis by the following example: 
fact(n) = if(zerop(n), 1, times(n, fact(subl(n)))). 
The function body is represented by a tree in Fig. 1. The right part of the figure is 
the compiled 'combinator code' of the function. Here, the symbols "S", "B", and 
"C" are called combinators. Each combinator is a kind of indicator which shows 
the path of parameter passing. "S" is for both ways, "C" is for the left, and "B" 
is for the right. Each combinator is assigned to some occurrence of a function 
symbol (the precise definition is given in Definition 5.2). Note that the number of 
combinators assigned to a function is at most three. 
i f  
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Fig. 1. 
Each function and each combinator has its own 'reduction' rule, i.e., graph 
rewriting rule. The reduction sequences to compute fact(l)= 1 in program scheme 
reduction and the combinator reduction are shown in Fig. 2. Every function symbol 
on the left can be found on the right. Here again, note that the correspondence 
between combinators and the function is preserved in the combinator reduction. 
Thus, the total number of reductions of S, C, and B can be roughly estimated by 
three times the number of the function reductions. Therefore, we can conclude that 
the combinator code reductions are at most four times the number of the program 
scheme reduction. 
Those who are familiar with combinatory logic [2] and program schemes [3, 10] 
can proceed to Section 5 after taking a view of Definition 3.3 (extended combinator 
code), Definition 3.5, Example 3.6 (abstraction algorithm), and the lemmas in 
Section 4. 
Complexity of combinator reduction machine 291 
Program scheme Combinator  code 
fact(l) fact . . . . . . . . . . . . . . . . . . . . .  
fact .................. 
zerop ................... ~ 
if . . . . .  
- - ' ' - - _ __  % 
fact .......... 
subl ---.. • 
zerop ............. "'---.~ 
if . . . . . . . . . . . . . . .  




















2. Recursive program scheme 
Definition 2.1. Let F={f~, f2 , . . .  ,fro} be a set of function symbols, where each 
symbol f~ is given arity(f~) > 0. Let V = {x~, . . . ,  xk} be a set of variable symbols and 
A={al , . . . ,  a,} be a set of constant symbols. The set P(A, F, V) of terms i s  
inductively defined as follows. 
(1) Every constant is a term. 
(2) Every variable is a term. 
(3) If ti is a term for i = 1 , . . . ,  k and f is a function symbol with arity k, then 
f (h , . . . ,  tk) is a term. 
Definition 2.2. Let A be a set of constants. Let G = {g~,. . . ,  gin} and F = {f~, . . .  , f ,}  
be distinct sets of function symbols, whose elements are called primitive functions 
and user-defined functions, respectively. A recursive program scheme I is a system 
of equations 
fi(xl,...,X~)=t, i=l,...,n, 
where t, is a term in P(A, F u G, {x l , . . . ,  Xk,}). 
In the sequel of the paper, we assume that the set A of constants contains the 
special symbols "t" (true) and "f" (false) and that the set G of primitive function 
symbols contains a ternary function symbol "if". 
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Example 2.3 
A={t,f,O, 1,2,3,...}, 
G = {if, zerop, times, sub1}, 
F = {fact}, 
fact(x) = if(zerop(x), 1, times(x, fact(subl(x)))). 
Definition 2.4. By an interpretation I, each primitive function symbol f~ is associated 
wi thamappingf~ i . .  D~,~ i : D1 x.  x Do, Where D~, . . . ,  D~, and D~ are sets. Each 
constant symbol aj is associated with an element a] and a set D] which contains a I . 
We assume that the constants "t" and " f "  are interpreted as 'true' and 'false' 
which are in the set Bool = {true, false}. The ternary function symbol "if" is inter- 
preted as follows: 
{zY i fx is ' true' ,  
if(x, y, z) = if x is 'false'. 
Definition 2.5. A recursive program is a tuple (,Y, I) of a recursive program scheme: 
,Y,:fi(xt,...,Xk,)=ti, i= l , . . . ,n  
and an interpretation I of F and A: 
• I I f~" D~ x . . .  x D[~-> D~, with aj ~ D~. 
Since we consider a fixed program (,Y, I), we will omit explicit mention of 
,Y and I. 
Suppose that we are given an input expression the value of which we want to 
compute with respect o a program. First the expression is represented by a graph 
structure. Then the graph is successively rewritten according to some rules associated 
with the program. There are two types of rules, called 'expansions' and 'sim- 
plifications'. A simplification is a computation of the form plus(2, 3)~ 5. It is an 
application of a primitive function to constants. On the other hand, an expansion 
is a rewriting of the function call of a USer-defined function by its body. For 
example, in the above example, fact(2) is expanded into if(zerop(2), 1, times(2, 
fact(sub1(2)))). 
Since we adopt the graph structure to represent the term, the argument is shared 
and it appears at most once after the expansion. As another example, consider a 
program scheme f (x)  = g(x, x). A term f (k(a))  is reduced to g(k(x), k(x)) by an 
expansion of f In the graph representation it has the form shown in Fig. 3. Since 
f k a g k a 
Fig. 3. 
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the argument k(a) of the function f is shared, it occurs only once in the resulting 
graph. 
Definition 2.6. The data structure on which the computation is performed is a 
directed acyclic graph such that: 
(1) It contains the root. 
(2) The out-degree of each node is 2 or 0. 
(3) On every leftmost leaf is a function symbol. 
(4) Every leaf other than (3) has a constant symbol or a variable symbol. 
We call such a graph a binary graph. 
Definition 2.7. We represent a term f (4 , . . . ,  t.) by a binary graph as shown in Fig. 
4, where t is the term t represented in the same way. Sometimes, it is written 
( . . . ( ( f t , ) t2) . . .  t,), orft~t2..,  t, for short. In the former case, we assume that the 
parentheses are associated from the left. 
f t " ' "  t* 
i n 
Fig. 4. 
Definition 2.8 (substitution). Let t, 4 , . . . ,  tn be terms and x~, . . . ,  x, be variables. 
We denote by t [x~/4. . ,  x,/tn] the term obtained by replacing all the pointers to 
xi by the pointers to the terms ti for each x~ simultaneously. 
If the term t is the variable xi itself, then t[xl/t~ . . .  x , /4 ]  = ti. And when t has 
no occurrence of the variables, we have t[x~/t~.., x , / t , ]  = t. 
Definition 2.9. Let (,Y, I) be a recursive program: 
f~(x l , . . . , x~)=t ,  i= l , . . . ,n .  
A term is called redex when it has one of the following forms: 
(1) f~(sl,. •. ,  Sk~), where f~ is a user-defined function, 
(2) g(c l , . . . ,  cm), where g is a primitive function and c~,. . . ,  cm are constants, 
(3) if(v, sl, s2), where v is "t" or "f".  
The reductum of each redex is defined according to its type above: 
(1) t,[xds ...xjsj, 
(2) g ' (c f , . .  ' • , Cm) ,  
(3) if v = "t", then s~. If v = "f" ,  then s2. 
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Definition 2.10 (P-reduction). A term t is immediately reduced to t', written t--> t', 
iff t' is obtained from t by replacing the leftmost outermost redex in t by its reductum. 
(At the same time, all the pointers to the redex are replaced by the pointer to the 
reductum.) To specify the function symbol of the redex if it is of the form f(  t , , . . . ,  t,), 
we write t -->ft'. A one step reduction t -->/t' is called an expansion o f f  i f f  is an 
user-defined function symbol. And it is called a simplification if it is a primitive 
function symbol. A reduction is a finite or infinite sequence 
d : t--> t'--> • • •. 
3. Combinator code and its reduction 
In the computation process ofa recursive program, a function call of a user-defined 
function is replaced by its function body in which each variable occurrence is 
substituted by the actual parameters. We assume that this expansion process can 
be performed by one step. 
After compiling a program to its 'combinator code', the actual arguments of a 
user-defined function is passed successively to its function body. This process consists 
of many steps of 'combinator reductions'. 
A combinator is attached to each node of the function body which is represented 
by a binary graph. Each combinator shows the way to which position the parameter 
has to be delivered. 
Consider a program f (x,  y) = plus(x, times(y, plus(x, 5))). When we want to com- 
pute the value of f (2 ,  3), the parameter "2" goes over each node as follows: 
1: to both subtrees, 
2: to the fight leaf, 
3: to the fight subtree, 
5: to the left subtree, 
6: to the fight leaf. 
The parameter "3", which corresponds to the variable y, is passed as follows: 
1: to the fight subtree, 
3: to the left subtree, 
4: to the fight leaf. 
l 




Fig. 5. (a) The graph representation f the term. (b) The combinator code of the term. 
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In the combinator code of the program (Fig. 5(b)), the symbols S, B, C, B', and 
C' are the 'combinators' which show the way of parameter passing. The combinator 
S shows that the path branches into two ways and that the parameter goes over to 
both subtrees. The combinators B and B' tell the way to the fight subtree. The 
combinators C and C' indicate the left branching. By these combinators' indicators, 
we can place the actual parameters in the desired positions. 
Definition 3.1. A combinator code is a binary graph whose leaf has either a constant 
symbol, a function symbol, a variable or a special symbol, called combinator, I  K, 
S, B, C, S', B', or C'. We denote by C(A, Fu  (3, V), or simply C, the set of all 
combinator codes. Note that P__q C. 
Definition 3.2. Each combinator has the following reduction rules: 
Kxy -->x, Ix -->x, 
Sxyz -.-> xzyz, S'kxyz --> k(xz)(yz) ,  
Bxyz--, x(yz), B'kxyz--, kx(yz), 
Cxyz -'-> xzy, C'kxyz -.-> k(xz)y,  
where x, y and z are arbitrary combinator codes and k is an arbitrary combinator 
code without variables. The combinator code in the left hand side of each rule is 
called a redex. The right-hand side is called its reductum. 
Each rule shows a graph-rewriting rule. The occurrences of the subtree z are' 
shared on the fight-hand side of the S and S' rules. Thus, the rule for S', for example, 
is illustrated in Fig. 6. 
To simplify the analysis of the combinator codes and their reduction process, we 
introduce the notion of extended combinator codes. An extended combinator code 
represents a complicated combinator code in an abbreviated form. 
Definition 3.3. An extended combinator code is a binary graph such that: 
(1) Each leaf has either a constant, afunction symbol, K, I or a special symbol"o'.  
(2) The symbol "o" never appears on any left leaf. 
(3) Each node is labelled with a finite (possibly empty) sequence of combinators 
other than K and I. 
S' k x y z 
Fig. 6. 
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We write the set of all extended combinator codes as C*. If  we label an empty 
sequence on each node, any combinator code is regarded as an extended combinator 
code. In this sense we have C c_ C*. Conversely, from each combinator code we 
can obtain the original combinator code by the following algorithm #. By this 
transformation we identify the set C* of extended codes with the set C ofcombinator 
codes, i.e., C*= C. 
Definition 3.4 (C* -->'~ C). Let X be an extended combinator code. We recursively 
define the combinator code X# as follows: 
(1) If X is either a constant, a function symbol or a combinator, then X# = X. 
(2) If X = M'~o,  then X# = M#.  
(3) If X= Pz P2 . . .  P, and n>0,  then X# = 
(4) If X = P~ P2 . . .  P,, n > 0 and N # o, then X# = 
M N 
Definition 3.5. Given a variable x and an extended combinator code t, the abstraction 
of x from t, denoted [x]t, is defined in Table 1, where t* = [x]t. And this notion is 
extended for a sequence of variables xt, x2 , . . . ,  x, and an extended code t by 
[x ,x2  . . . = [x ,x2  . . . x . _d ( [x . ] t ) .  
Example 3.6. Consider a term g(xt, x2, x2, x~) and the abstraction of xl,  x2, x 3 and 
x4 from it. The combinator code of the term is 
[xlx2x3x4](gx~x2x2xt) = (B'BK(B'BK(S'C(C'SgI)I))). 
The extended code is shown in Fig. 7. 
It is possible to use the extended combinator codes as a data structure on which 
the reductions are performed. For this we should have the corresponding reduction 
rules. 
g 
xl B' T B'~ S'CI I 
x2 K K C'S I 
x2 I o 
x l  0 
Fig. 7. 
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Definition 3.7. The reduction rules for C* are shown in Fig. 8. The rules (3) and 
(4) are for the special symbol "o" and have no corresponding combinator reduction 
rule. Another fact we can see in the definition of the rules for C* is that the rules 
for S and S' do the same rewriting. And it is also true for B and B', and for C and 
C'. Therefore, the combinators S, B and C are not necessary if we use the reduction 
rules for C*. However, we will not go into that any further in this paper. 
Definition 3.8. As C-reduct ion  we have the combinator eductions, the sim- 
plifications, and the expansions. The expansion is different from that of P-reduction. 
When we expand a user-defined function symbol f followed by its arguments 
tl, . . . ,  t,, we simply replace the occurrence of the function symbol f by its com- 
binator code [xl . . .  x, ] t, where t is the body of the function definition. The reduction 
is carded out to the leftmost outermost redex of the combinator code. 
Turner [8] used the cyclic graph for the expansion of a user-defined function. 
For example, the factorial function in Example 2.3 has the cyclic code shown in 
Fig. 9. We choose the expansion instead of the cyclic graph code for simplicity of 
the analysis. A similar result holds for the cyclic code representation. 
I ~ S - -N  ~ x N S 'P~. . .P . - -N  
I I 









F x ", . . -  
BP~ .. •/~.---o ~ x 
/ 
M M 
~7~ F x I I ~ ~,o~ F ~ """~1 I 
B- . -N  ~M N B 'P t . . .P . - -N~ M N 
I i 
M M 
F; "i (8) r x (11) r" " C- -N  ~ C'PI . . .  P . - -N  =0 x I I 
M M M M 
(5) 
F 
x PI . . .  P , - -x  
I 
PI . . . P . - -o~ M 
I 
M 
Fig. 8. Reduction rules for C*. Rule (4) holds for n ~> 0, rule (5) for/'1 # B, and rules (9)-(11) for n ~> 1. 
Table 1. 
t t* Condition Comment 
x I 
Extensionality 
M K M x: not in M 
M o M* o x: in M 
Pt - - -  P, BP! . . .  P, x: in M 
M o o n I> 0 
P1-.-  P, P I - - -  P, x: not in M 
M o M o n~O 
S x: in M 
M, ,~N M N * x: in N 
B x: not in M 
M N M N*  x: in N 
C x: in M 
M N M* N x: not in N 
P t . . .  P, S'P~ . . .  P, x: in M 
M N M*  N*  x: in N 
PI ..- P. B'PI . - -  P.  x: not in M 
M N M N*  x: in N 
PI --. P. C 'P ! .  • • P. x: in 
M N M* N x: not in 
N¢o ,  x 
n~l  
S 
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Fig. 9. Cyclic code of Example 2.3. 
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4. Tracing P-reduction by C-reduction 
The difficulty of tracing C-reduction steps is~ mentioned by Turner [8], because 
the code has many combinators during the reduction process. However, if we can 
eliminate all of the combinators from the code, the meaning will become clear. In 
this section we shall prove that this is possible and that if we only observe the 
function reductions (i.e., expansions and simplifications) out of the entire C-reduc- 
tion, it is identical to the P-reduction. Thus, the P-reduction can be traced from 
the C-reduction. 
The idea of elimination of combinators i as follows. Consider an expansion of 
a user-defined function. In the P-reduction, the parameters are delivered to the 
leaves in one step. On the other hand, the function symbol is replaced by its 
combinator code in C-reduction. On each node of the graph there is a sequence of 
combinators indicating the path along which to deliver the arguments. Thus, the 
parameters are passed to the subtrees, not to the leaves. To arrive at every required 
leaf, all the combinator reductions have to be done. Some of them are not leftmost 
and are not carded out at this step, because only the leftmost reduction is permitted 
in C-reduction. So, in reducing all the combinator redexes, we leave the C-reduction 
and reach a stage of the P-reduction. 
Definition 4.1. Let t be a combinator code. If there is a combinator code which is 
reducible from t by combinator reductions and has no combinator redex in itself, 
then we denote it by t *. 
It is not always true that such a code exists. Consider the term /2 = SII(SII), 
whose combinator eduction never terminates. When there is such a code, it is 
unique and it is not dependent on the order of reductions by the Church-Rosser 
property of Combinatory Logic. 
Lemma 4.2 (Correctness of abstraction). Let M, N1 , . . . ,  Nn be terms in P and 
x~, . . . ,  xn be variables. Then we have 
(([x, . . .x , , ' IM)N1. . .  N,,) @= M[x,IN~I . . .x , , IN~].  
The lemma is proved by induction on n and the structure of M. 
Lemma 4.3. Let h, h be combinator codes and tl ~ h in C. I f  t~ is defined and t~ is 
a term of P, then 
(1) t~ is defined and is a term of P, 
(2) if tl ~ h by a combinator reduction in C, then t~ = t~, 
(3) if h "*f t2 by a function reduction in C, then t~ ">f t~2 in P. Furtherrn~rp if h "->f t 2 
leftmost outermost, then t~ "-)f t~2 is also leftmost outermost. 
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Proof. The lemma is proved by induction on the structure of t ~ C. 
Case 1. tl = fN IN2. . .  N, ,  where f is a function symbol and n = arity(f). 
(1.1) tl->t 2 is derived from Ni-->N~. The lemma is true by the induction 
hypothesis. 
(1.2) f i s  a user defined function and t~ ">ft 2 is an expansion of f by its combinator 
code. Let f (x~, . . . , x , )=M be the definition of the function. Then t2= 
([x~... xn]M)N~. . .  N,. By Lemma 4.2, we have t~2 = M[x l /N? . . .  x , /N~] .  There- 
fore, t~ = f (  N?)  . . . ( N°n ) -'>f t~2 . 
(1.3) f is a primitive function. Then N~ is a constant. Therefore, we have t~ = t~, 
t2 = t2 ~ and tl--> t2 is a P-reduction. So the lemma is also true for this case. 
(1.4) f is " i f "  and t~ = if(No, N~, N2), where No is either 'true' or 'false'. 
(1.4.1) No = 'true'. Then t2 = N~. Therefore, t? = if('true', N? ,  N2 ~) --> N?  = t2 ~ . 
(1.4.2) No='false '. Then we have t?=if( ' false' ,  N?,  N~2)--> N~2 = t~2, since 
t2= N 2. 
Case 2. t = PNIN2. .. N, ,  where P is a combinator. 
(2.1) t~-> t2 is derived from Ni--> N[. Then the lemma is true by the induction 
hypothesis. 
(2.2) t~--> t 2 is the combinator eduction of P. Then we have t~ = t2 ~ by the 
definition of @. [] 
Definition 4.4. Let d : to ..>r, tl ..>r2... be a C- or P-reduction. We denote by [dl the 
sequence rl r2.. .  of function symbols and combinators. When d is a C-reduction, 
the subsequence r~, r~.. .  consisting of all the function symbols in Idl is called the 
function reduction part of d. 
Theorem 4.5. For any term in P, the function reduction part of its C-reduction is 
identical to its P-reduction. 
Since Lemma 4.3 holds, we can prove the theorem by induction on the length of 
the C-reduction. 
5. Structure of C-reduction 
Definition 5.1. We denote by P(t), or simply P, the length of the P-reductions of 
a term t. We denote by C(t), or C, the length of the C-reductions of the term. By 
corn(t) and fun(t) we denote the number of the combinator reductions and the number 
of function reductions of the C-reduction. 
As a corollary to Theorem 4.5, we have P(t) = fun(t). Since C(t) = com(t) + fun(t), 
we can estimate the ratio C(t ) /P ( t )  by l+com(t) / fun(t ) .  Thus, the problem is 
boiled down to an analysis of the relation between the function reductions and the 
combinator reductions in a C-reduction. 
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To this end, we associate ach combinator reduction with a function reduction. 
And we estimate the number of combinator reductions associated with a function 
reduction. 
Through a combinator reduction, an argument is absorbed into a combinator 
code which is the compiled code of a user-defined function. After some leftmost 
combinator reductions, a function symbol appears at the leftmost position of the 
code. If the computation terminates in a constant value, the function symbol 
disappears at some stage by its simplification or expansion. We associate the 
combinator reduction with this function reduction. Since the combinator and the 
function symbol occur in the same function body, we only have to analyze the 
structure of the compiled code. We therefore prove that the number of occurrences 
of combinators associated with an occurrence of a function symbol, in a compiled 
code, is bounded by some constant which is determined by the arity of the functions 
being used. 
Definition 5.2. Let f be a function symbol and M =f (N l ,  N2 , . . . ,  N,,) be a term 
in P. Let t be the abstraction of x~, . . . ,  x,, from M. Then t has the form as shown 
in Fig. 10. Let P be an occurrence of a combinator and g be an occurrence of a 
function symbol. We write "P  < g in t" iff one of the following conditions holds: 
(1) g =f  and 
(i) P is on the left off ,  i.e., one of the K, B, B', and P~-in Fig. 10, or 
(ii) P = t = I for some/. 
(2) P, g e ti and P < g in ti for some i. 
We say that P precedes g when P < g in t. 
B' . . .  B'B 
K 
K 




%B; ~. .  B'B 





P: . . .  
f 
Fig. I0. 
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Lemma 5.3. Let M be a term in P and g be an occurrence of  a function symbol in 
t = [Xl . . .  x, ]M.  Then we have 
card{P lP  < g in t} <~n2+ n+ mn+ m, 
where m is the arity of  g. 
Proof. We count, in Fig. 10, the number of combinators K, B ' . . .  B'B, Pi l . . .  P~,  
and I separately. 
The combinator K appears after an abstraction of a variable which does not occur 
in M. Let nl be the number of such variables and n2 = n - nl. Then the number of 
K's is equal to n~. At each node, by an abstraction of a variable, the sequence of 
combinators increases at most by one. Therefore, the length of B ' . . .  B'B is n2. Thus, 
the total number of B"s and B's is n~n2. The length of P~. . .  P~ is estimated by 
n2, and the number of all P~'s amounts to ran2. And another possibility is the case 
that ti = I. The combinator I occurs at most m times. Thus, we can estimate the total 
number k of combinators uch that P < g in t by k<. n~ + n~n2+ ran2+ m. Since 
n~+n2=n and n~<n, we have k<-n+~n2+mn+m.  [] 
Lemma 5.4. Let xi and x l , . . . ,  x, be variables and t = [ x l . . .  x,,]xi. Then card{P] P 
is a combinator in t} <~ ¼ n2 + n + 1. 
The proof is similar to the proof of Lemma 5.3 by counting the number of K's, 
B ' . . .  B'B's, and I's in Ix ! . . .  x,]xi. 
Lemma 5.5. Let g be an occurrence o f  a function symbol in a combinator code of  a 
user-defined function f Let P be an occurrence of  a combinator which precedes g. Let 
d:  to-> tl -> " " "-> t, be a C-reduction of a term in P to a constant t,. I f  the reduction 
of  P in d exists, then d has the reduction of  g. 
Proof. Since the initial term has no combinators, P comes out after an expansion 
of f. The function symbol g appears at the same stage in the combinator code of 
the function. The result of the reduction d is a constant, so the function symbol g 
has to disappear at some stage. Since g is preceded by P, after the reduction of 
combinators (except for the I's) which precede g, g appears at the leftmost position 
of the code. Therefore, the reduction of g is in d. [] 
Theorem 5.6. Let t be a term in P and n be the maximal arity of  the functions being 
used in the program. Then we have 
com( t) / fun( t) <<. ~ n2 + 2n. 
Proof. Take an arbitrary combinator reduction from the C-reduction of the term. 
Since t has no combinators at the beginning, the combinator is introduced by some 
expansion of a user-defined function f. We associate the combinator reduction with 
a function reduction according to the form of the function body of f 
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Case 1. The function body has no function symbol. Then the combinator is 
associated with the expansion of f. The number of such combinators is not greater 
than ¼ n 2 + n + 1 by Lemma 5.4. 
Case 2. The function body has a function symbol. Then, let g be the function 
symbol preceded by the combinator. By Lemma 5.5, the C-reduction of t contains 
the reduction of g. The number of combinators which precedes g is at most 5 n2+ 2n 
by Lemma 5.6. From the analysis of both cases, the total number of combinator 
reductions is less than (5n2+2n) times the number of function reductions. [] 
Theorem 5.7. Let t be a term in P and n be the maximal arity of the functions being 
used in the program. Then we have 
P(t)<~ C(t)<-(5n 2+ 2n+ l)P(t). 
The proof immediately follows from Theorems 5.6 and 4.5. 
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