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A bstract
For the first time, the new class of filter transfer functions, called Chained Functions is de­
scribed, in detail. W ith Chained functions, one may define a new polynomial generating 
function th a t is given by the product of a combination of low order functions, called seed 
Junctions, The chained function concept provides with a variety of transfer functions, 
having the same order but different frequency-domain, time-domain and implementation 
characteristics. When compared to the conventional Chebyshev approximation, reduced 
sensitivity to manufacturing errors, lower resonator unloaded-Q requirements and, conse­
quently, lower filter losses can be achieved by selecting the appropriate seed function com­
bination for a given implementation technology. This can be achieved with out-of-band 
rejection levels ranging from those associated with Butterworth to pseudo-Chebyshev. 
Theoretical and experimental comparisons with conventional Chebyshev filter character­
istics, presented in this thesis, demonstrate the advantages and disadvantages of this new 
family of filter transfer functions.
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CHAPTER 1. THEORETICAL BACKGROUND
Chapter 1
Theoretical Background
1.1 Introduction to Filters
In the most general sense, an electric filter is a device or a system that alters, in a 
predefined way, the input signal/spectrum that passes through it. In essence, a filter 
converts the input signal/spectrum to output signal/spectrum in such a fashion that 
certain desirable features of the input are retained in the output while undesirable features 
are suppressed [1].
Typical examples of filters exists in devices that one might uses in everyday life. For 
example when a television is turned to a particular channel, say channel 21, the filter, 
located at the input of the TV receiver, will pass those signals associated with channel 21 
(e.g. video and audio) and it will try to block out all other signals. The same applies in a 
radio receiver. Filters are present in just about every piece of electronic equipment. Test 
equipments such as spectrum analysers and signal generators also employ them. Even
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where signals are converted into digital form, using analogue-to-digital converters, filters 
are needed to prevent spectral aliasing. Computers use filters to reduce EMC emissions 
or to limit the video bandwidth of signals going into the display. In addition, modern 
data networks also use filters (often called firewalls) to prevent unwanted data packets 
reaching the internal network. In general, filters are basic electronic components used in 
many military, space, commercial, etc., systems. They are also found in power conversion 
circuits and power systems in general. In fact, filters permeate modern technology so 
much that it is difficult to think of any moderately complex electronic device that does 
not employ a filter in some form or another [2-7].
1.1.1 Thesis Road-Map
This thesis serves a two-fold purpose. First to provide a rigorous theoretical exposition of 
the chained function concept, while providing an extensive comparison with the already 
known filter approximation techniques, in order to demonstrate the practical benefits 
that a filter designer may gain. Second, to provide a CAD algorithm with all the steps 
involved in the design. While this chapter serves as a general introduction to the filter 
theory concepts, Chapter 2 introduces the basic filter approximation techniques and the 
principle of the chained functions.
Chapter 3 demonstrates the theory behind chained function filters. The novel chained 
transfer function formulation for both symmetric and asymmetric responses is given in 
great detail. All formulas presented in this chapter are suitable for CAD implementation.
Chapter 4 introduces the frequency- and time-domain characteristics of chained function 
filters, as well as extensive comparisons with known amplitude approximation techniques. 
Detailed design examples clearly indicate the advantages of the chained function concept.
9
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Chapter 5 discusses GAD implementation techniques as well as, Monte-Carlo analysis 
and results, in comparison with the existing filter design methods. Measured examples 
confirm with very good accuracy the aforementioned theory.
Finally, Chapter 6 servers as a conclusion to this thesis.
1.1.2 Filter Classification
Filters may be classified by several different methods [8]. For example according to their 
frequency of operation (e.g. audio frequency filters, microwave filters, etc.) or the char­
acter of their constituent components (e.g. lumped element filters, distributed element 
filters, etc.) or even according to their implementation technology (e.g. microstrip filters, 
coplanar waveguide filters, etc.). However, it is known that filters can be either passive 
(i.e. having no source of energy within the filter network) or active. This can be consid­
ered as a fundamental distinction between filters. Here, the classification of filters will 
be proposed from this broader point of view, as shown in Fig. 1.1.
EUctrlc Wavo
Lum ped
PaiaraeU r*
c Z i
Op. Amp Switched Software Hardware
Capacitor Implementation Implementation Cofliponeius
In te n ia s o In te w ag o
Combine Intcidigiul
WavcguWe Coaxitl Hcltcal
F igu re  1.1: Classification of electrical filters [8].
As was mentioned above, a filter is designed to separate out electrical signals. A signal
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is defined as any physical quantity that varies with time, space or any other independent 
variable(s). Electrical signals are usually defined as quantities that vary with time, such as 
alternating voltage or current. Electrical signals may be further classified into two broad 
categories, depending on the characteristics of the independent variable (e.g. time). 
Continuous time signals, or analogue signals, are defined for every value of time and, 
thus, they can take values in a continuous interval. Discrete time signals are defined only 
a t discrete instances of time. Therefore, a discrete time signal may be mathematically 
described as a sequence of real or complex numbers [3].
Passive filters may be subclassified in terms of the type of the constituent elements, 
such as lumped element and distributed element filters. Lumped element filters may 
be divided into lumped element filters, such as LC filters and RC filters or as resonator 
filters, such as piezoelectric resonator or mechanical resonator, etc. Further classification, 
for every category, also exists. For example, LC filters may be split into ladder (in the 
form of T- or II—network) or lattice configuration, and so on. Distributed filters may be 
divided into filter with distributed elements, such as transmission line filters, or cavity 
elements, such as waveguide, coaxial, etc. Passive filters can find applications in almost 
all the useable frequency spectrum. For example, at audio frequencies (e.g. loudspeaker 
cross-over networks, etc.), at radio frequencies (e.g. radio, television, mobile phones, 
etc.), at microwave frequencies (e.g. line-of-sight radio links, etc.) and millimeter-wave 
filters (e.g. filters found at the input of a radar receiver, etc.). In general, being passive 
they can provide a high dynamic range (low distortion, low noise and high power) and 
they do not consume any power to operate, which is an advantage in low-power systems 
[8 , 11].
Even though passive filters provide excellent performance, there are some applications 
where they do not provide an attractive solution; mainly due to their high cost and large 
size (e.g. audio frequency equalisers). In this cases, active filters provide an alternative
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solution to the filtering problem. There are basically four types of active filters: active 
filters with lumped RC components (sometimes they might also use LC interstages); 
active filters with distributed components; active N-path filters and digital filters. Active 
filters with lumped RC components can either be constructed using discrete operational 
amplifiers (op-amps), capacitor and resistors, or they can now be produced using op-amps 
and thin- or thick-film RC components in a hybrid integrated circuit (IC). Unfortunately, 
op-amps can still have disadvantages. They add noise to the signals, signal amplitude 
is limited by the op-amp’s slew rate^ and harmonic distortion can also be introduced 
into the output signal. In addition, the useful frequency range (bandwidth and centre 
frequency) of this type of active filter is also limited by the values of the integrated (or 
discrete) RC components [11-12]. Finally, dynamic range is still lower than the passive 
counterparts.
During the past decade there has been considerable interest in the characterisation, anal­
ysis and synthesis of distributed RC networks. The basic motivation has been that some 
silicon ICs can be accurately characterised only as distributed networks. The advan­
tages to be gained from using active distributed RC filters lie in the simplicity of their 
realisation. For example, it may be possible to achieve a distributed RC network which 
has less total capacitance (thus, requires less chip area) than a lumped RC network. In 
addition, the required resistance and capacitance for a distributed RC filter share the 
same substrate area, as opposed to lumped RC networks. However, a great disadvantage 
of distributed RC networks is the lack of tuning [11-12].
Over the last three decades a great effort has been put in order to realise MMIC filters 
using some form of tunable elements. The most successful being the tunable active 
inductor topology [18] which can provide with reasonable out-of-band rejection and a 
good tuning range.. However, these topologies still suffer from parasitics and thus can be 
 ^Power supplies also limit the signal amplitude
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applied in low filter orders, they provide with low return-loss levels and, at the moment, 
they can only be successful designed at the lower GHz region. In addition, dynamic range 
limitations are still very much present. However, due to their small size, the ability to 
integrate with transceivers on the same chip makes a very attractive solution for future 
filter designs.
Switched-capacitor active filters use the principle of rapidly charging and discharging a 
capacitor. This creates a resistor with effective value analogous to the rate of switching of 
the charge and discharge cycle. Effectively, as the switching speed is changed, the effective 
resistance of the circuit also changes. Therefore, the filter can be tuned by changing the 
switch clocking frequency. In the case of the switched capacitor filters, the RC product 
can be set by capacitor ratios and the switch period. In currently available technologies, 
the accuracy and values of these quantities are suitable for the implementation of filter 
ICs. In addition, the filters can now be combined on the same substrate with other 
digital logic circuits, offering interesting prospects for complete systems of combined 
analogue and digital signal processing. However, due to the residual resistance of the 
closed switches, the transition from one circuit state to the next is not immediate. If one 
chooses the clock period to be too short, the capacitors might not reach their equilibrium 
charge at the end of the charging interval. This error will propagate and modify the 
filter response. Therefore, due to the parasitic switch resistance, the application of these 
filters is limited to low frequencies. In addition, noise is also a big problem associated 
with these networks [11-12].
The use of circuit elements that may vary periodically with time (in the form of multi­
pliers or modulators [19]) affords some attractive alternatives to realisation of filters. An 
advantage that often accompanies realisations of this type is that the filter characteristics 
can be made easily adjustable by electronic means. This is accomplished by controlling 
the phase, frequency and harmonic content parameters of the oscillators that provide the
C h r is t o s  E .  C h r is o s t o m id is  6
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periodic signals for the time variable elements. In fact, many of the programmability 
features enjoyed by digital filters can be obtained with properly designed analogue filters 
using periodically variable elements. In addition, the N-path filter is suitable for IC im­
plementation, offering the possibility of accurate electronic control of the filter response. 
This latter feature is obtained by changing the parameters of the m odulating waveforms 
rather than component values [11-12].
For digital filters, the input and output signals are discrete time signals (i.e. sequences of 
numbers), each having a finite number of digits and these usually reside in the registers 
of a general purpose computer or in a more specialised digital signal processor. The 
output sequence of numbers is generated, in order, one number at a time, from the input 
sequence by the action of the computer. Although a digital filter is extremely flexible and 
can be programmed to produce any type of relationship between its input and output, 
it is usually arranged to act as a linear system. A digital filter can be implemented by 
software (such as a subroutine on a computer) or in hardware (such as a circuit containing 
shift registers, multipliers and summers). Digital filters have many areas of applications 
including speech processing, image processing, mapping, radar, sonar, medical, etc. [3, 
11].
For the purpose of this thesis, only passive filters will be considered and, thus, they will 
be examined in detail. However, the proposed principles can be easily extended to any 
other filter class. There is a vast amount of information given in the cited references that 
could help anyone interested in applying the proposed concepts to other filter classes.
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1.1.3 Filter Types
As mentioned previously, the general role of a filter is to separate and pass a desired 
signal from a mixture of desired and undesired signals. However, because of the funda­
mental limitations of causal systems, one can never build a receiver that will pass a single 
frequency (and reject all the others) nor a transm itter that broadcasts at an absolute 
exact frequency. Consequently, one deals with building a filter that will pass a range 
of frequencies containing the desired frequency, and this can be defined as the filter’s 
pass-band, and reject all others, which can be defined as the filter’s stop-hand. Based on 
the above discussion one can define five basic types of filter responses as [8]:
Low -pass filte r. By definition, such a filter has the properties that low-frequency exci­
tation signal components, down to and including DC, are transm itted while high- 
frequency components, up to and including infinity, are blocked. Therefore, the 
magnitude of the frequency response of such an ideal filter has the appearance 
shown in Fig. 1.2.
Attenuation W —^ 00
P ass-band S to p -b an d
Frequency
F igu re  1.2; Ideal low-pass filter magnitude response.
Here, the range of low frequencies that are transmitted through the network is 
called the pass-band or bandwidth of the filter. As shown in Fig. 1.2, this is equal 
to the value of the highest frequency transmitted, Wc. This frequency is called the
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filter’s cut-off frequency.
H igh-pass filte r. This type of filter has the property that low-frequencies are blocked 
(the stop-band) while high frequencies are transmitted (the pass-band). Its ideal 
response can be seen in Fig. 1.3.
Attenuation w -4 oo
S to p -b an d
Frequency
F igu re  1.3: Ideal high-pass filter magnitude response.
For ideal high-pass filters, the pass-band has infinite width, since in theory it ex­
tends to infinite frequency. As a result, rather than specifying the filter’s band­
width, it is more meaningful to specify the cut-off frequency, w ,^ which is shown in 
Fig. 1.3.
B and -pass filte r. This filter has the property tha t one band of frequencies is trans­
mitted (pass-band) while two bands of frequencies, namely, below and above the 
pass-band are blocked (lower and upper stop-bands, respectively). The range of 
frequencies that is passed is also called the filter’s bandwidth, Aw, and it is defined 
as the difference between the frequencies that define the edges of the pass-band. 
By using Wi as the lower edge of the pass-band and W2 as the upper edge of the 
pass-band:
Aw — Wg — Wi (1.1)
Some types of band-pass filter specifications may possess symmetry in their stop­
bands. If the latter are symmetrical on a logarithmic frequency scale around the
C h r is t o s  E .  C h r is o s t o m id is 9
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pass-bancl then the filter is called geometrically symmetric. The centre frequency of 
a geometrically symmetric band-pass filter, Wo, is usually defined as the geometric 
mean of the edge frequencies, and, thus:
LOq =  y/0JiU}2 (1.2)
Alternatively, if the stop-band specifications are symmetrical on an arithmetic fre­
quency scale around the pass-band, then the filter is described as a arithmetically 
symmetric. The center frequency of a arithmetically symmetric band-pass filter, 
Wo, is usually defined as the arithmetic mean of the edge frequencies and thus:
w i 4- Wg
W q = (1.3)
Geometrically symmetric filters are easier to design, using reactance transforma­
tions, while the arithmetically symmetric filters are generally more difficult to de­
sign. Fig. 1.4 shows the magnitude response of a band-pass filter.
Attenuation w -4 oo
0
S to p -b an d P ass-b an d S to p -b an d
FrequencyWi Wg
F igu re  1.4; Ideal band-pass filter magnitude response.
B a n d -s to p  filte r. This filter is also known as band-reject or band-elimination or notch 
filter. It has the property that one band is blocked (stop-band) while two bands of 
frequencies, namely one below and one above the stop-band, are transm itted (lower 
and upper pass-bands). In this case, the range of frequencies th a t are blocked is 
called bandwidth. Aw, and it is defined as the difference between the frequencies
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that define the stop-band edges. By using as the lower edge of the stop-band 
and wg as the upper edge of the stop-band then;
A w  — Wg — W i (1.4)
Band-stop filters are usually designed as geometrically symmetric filters and thus, 
the center frequency of the stop-band, w q , is usually defined as the geometric mean 
of the edge frequencies as:
W q —  \ / W i W g
Fig. 1.5 shows the magnitude response of a band-stop filter.
(1.5)
Attenuation
P ass-b an d S to p -b an d
W - 4  OO
U pper
P ass-band
FrequencyiOi U)2
F igu re  1.5: Ideal band-stop filter magnitude response.
A ll-pass filte r. This final type of filter has unity magnitude for the entire frequency 
spectrum. It is a very important component in a large number of communication, 
radiometry and radar systems. It can be used for expansion/compression of signals 
in the time domain, phase-correction, phase-splitting and as a delay of a signal 
without introducing frequency distortion.
There are filters that do not belong to any of the above five basic types of frequency
selective filters^. In general, a filter may have several, distinct pass-bands and, thus, 
^Filters like the digital Hilbert Transform or the Vestigial Sideband filter; even though the latter looks 
similar to a band-pass filter
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special design methods have occasionally been discussed in the literature. However, in 
most cases of interest, the magnitude specifications for given filter design will fall into 
one of these basic categories or to a combination of these and thus, all practical filter 
designs techniques start with this assumption [8-9, 11].
The presented ideal filter responses are, unfortunately, unrealisable. Therefore, an ap­
proximation to this ideal responses is usually sufficient. Even though the field of m ath­
ematical approximation will be introduced in the next chapter, it is worth mentioning 
that the most common form of filter response approximation is by means of polynomial 
functions. These functions cannot posses the discontinuities necessary for the clearly 
defined boundaries between the pass-band and stop-band of the ideal responses. The 
filter designer, therefore, must obtain a practical (realisable) response tha t approximates 
the ideal responses within some specified set of tolerances. Such a response is shown in 
Fig. 1.6 for the case of a low-pass filter [13].
Attenuation w -4 oo
Ideal
P ra c tica l
T ran sitio n y  î S to p -b an d
////////////^ ^^^
Frequency
F igu re  1.6: Practical and ideal low-pass filter magnitude response.
As can be seen in Fig. 1.6, the practical frequency response is a continuous function 
of frequency and it is unable to have sharp discontinuities. For this reason there must
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always be some interval in the frequency spectrum, separating the edge of the pass-band 
from the edge of the stop-band. In this interval, the frequency response will drop from its 
required value within the pass-band to that required in the stop-band. These intervals 
are called transition bands. It should be noted that a low-pass or a high-pass filter will 
have a single transition band while a band-pass or a stop-band will have two.
The widht of this band is a crucial factor for the determination of the filter complexity. 
In addition, as one decreases the width of the transition bands, not only does the com­
plexity of the filter increase, but also it become much more difficult to meet the required 
specifications in the pass-band [11, 13].
W ith real-world components, it is impossible to achieve exactly zero attenuation within 
the pass-band and so it is customary to specify instead some acceptable upper and lower 
limits between which the filter’s attenuation could vary. These limits are chosen, such 
as to accommodate not only variations of attenuation but also effects of component 
dissipation and tolerance [11, 13].
In the stop-band, on the other hand, the designer is not interested if the filter’s attenua­
tion will exceed the required specifications by 1 or 10 dB, as long as it simply exceeds the 
requirements. Therefore, in contrast to pass-bands, stop-bands have only lower limits 
[11, 13].
1.1.4 Filter Applications
The use of filters in electronic equipment has increased as systems have become more 
and more complex. There are subsystems relying entirely on filters. Therefore, it would 
be useful to present some of the many applications that use filters.
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P re se le c to r  F ilte rs . Preselector filters are used at the input of all selective receivers. 
They separate the desired signals from all the others. Because the desired signal is 
usually very low in amplitude, the preselector is required to have very low atten­
uation in the pass-band and very high attenuation at the stop-band. It is known 
that attenuation (caused by the filter) on the desired signal will result in a de­
crease of the signal-to-noise ratio (adds to the system noise figure). Therefore, the 
preselector filter will dominate the receiver signal-to-noise ratio [8].
C om b F ilte rs . A comb filter consists of a chain of narrowband filters. The most im­
portant application of comb filters is the extraction of Doppler frequency shift 
information for passing targets such as aircraft, missiles, etc in radar systems. In­
coming signals will excite one of these filters and develop an output only in that 
channel at that time. Therefore, if the input frequency changes, as it usually does 
when one observes the Doppler phenomenon, the output will travel from channel to 
channel. Then a system will process the number of channels with maximum output 
and the values of this output to extract information about the speed of the target 
[8],
M u ltip lex e rs . Filters can provide multiple use of a broadband spectrum by creating 
windows in frequency, time, polarisation or space for different user. A multiplexer 
consists of several narrowband filters, tunned one next to the other, to distribute 
(or divide) a frequency interval into smaller bands [8]. Such filters find extensive 
use in satellite communications and line-of-sight analogue radio link systems.
F requency  M u ltip lie rs . Filters utilising nonlinear reactances can be used in frequency 
multipliers. Nonlinear elements can be inserted in between narrowband filters one 
tunned at the fundamental and another (s) tunned to a required higher harmonic 
or sub-harmonic frequency [8].
Im p ed an ce  T ran sfo rm ers. Every pass-band filter can potentially act as an impedance
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transformer. This is because the input and output impedances of the filter can be 
made to be different. However, for most filter configurations there is an impedance 
transformation limit that if surpassed the filter may become unrealisable [8].
M u ltico u p le rs  (B ran ch in g ). In complex electronic systems, a large number of indi­
vidual transmitters and receivers may operate with a single antenna (i.e. a line- 
of-sight digital radio link). Special multicoupler networks (filter branching) em­
ploying filters are necessary to permit the sharing of a single antenna by groups 
of receivers and transmitters. Branching networks usually consists of narrowband 
high out-of-band rejection filters with small insertion-loss and fractional bandwidth 
and circulators [8].
H arm o n ic  S uppresso rs. The good operation of many systems rely on the purity of a 
sinusoidal signal and its phase relation to an incoming signal. Harmonic contents 
can easily upset the system performance and, thus, filtering is im portant for normal 
operation [8].
M a tc h e d  F ilte rs . These filters are used for the generation and detection of linear fre­
quency modulated signals. They find many applications in radars, communications, 
etc. Matched filters will be examined in this thesis in more detail.
1.1.5 Filter Frequency Range
The main elements of a filter design are reactances. Lumped reactances (capacitances 
and inductances) are the oldest filter elements and they remain the most widely used 
components in low frequency filter designs. To a first approximation, lumped inductances 
and capacitances can be considered as pure reactances. However, closer investigation 
reveals tha t losses and reactive parasitics are also present. The conventional measure of
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the quality of any reactance is the quality factor, Q, which describes how many times the 
reactance of a component (e.g. an inductor or a capacitor) is greater than the resistance 
(which is responsible for the component’s losses). Typical values of Q for conventional 
lumped inductors a t radio frequencies (% 100 MHz) are about 50 to 300. The Q factor 
for lumped capacitors at the same frequency range is usually higher, about 500 to 5000. 
The higher these values are the better the filters can be designed®. Experience proves 
that a very good band-pass filter can be made when its component have Q factors no 
less than 20 to 25 times the ratio ^  [8]. Thus, the demand for high quality factors in 
lumped components, especially inductors, has intensified the research to find some sort 
of substitutes. Historically, the first and one of the most successful substitutes, was the 
piezoelectric crystal.
Microwave filter components are the distributed reactances of resonators. Every dis­
tributed component could be approximated, within a limited frequency range, to only 
one type of reactance (i.e. capacitance or inductance). Therefore, the synthesis of a 
microwave filter will be similar to the low-frequency filter design. Distributed param­
eter components provide very high Q factors at high frequencies (i.e. VHP, UHF and 
microwave frequencies) [8].
For example, if a band-pass filter is required to operate at a centre frequency of 10 MHz, 
having a bandwidth of 100 KHz, then the ratio ^  is equal to 100 (1% bandwidth) and 
thus, a Q of 2000 up to 2500 would be ideal for its implementation. Such a Q factor (at 
this frequency) is only available with crystals. Moreover, a band-pass filter operating at 
12 GHz, having a bandwidth of 24 MHz (0.2 % bandwidth), requires a  Q factor of the 
order of 10000 to 13000, which is available by using waveguide components. Similarly, 
a 10 MHz band-pass filter, having a bandwidth of 1 MHz, would require a Q factor of 
the order of 200 up to 250. Since lumped inductors can provide a Q of 300 (capacitors 
^The effects of component Q will be examined in detail later in this thesis.
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have a much higher Q as was previously mentioned) an LC filter would be ideal for this 
implementation. Fig. 1.7 shows the frequency-bandwidth ranges in which various filters 
find practical application [8].
2 0 %
Lumped
LC
Filters
1 0 %
• Helical
4%
2 % Coaxial
Filters■6
0.4 %
Waveguide
Filters0.2 %
Crystal
Filters0.1 %
0.04 %
0.02 %
0.01 %
10 KHz 100 KHz 1 MHz 10 MHz 100 MHz 1 GHz 10 GHz 100 GHz0.1 KHz 1 KHz
F igu re  1.7; Filter Application Selection Chart [8].
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1.1.6 Network Functions
In mathematical terms, a filter is a system characterised by a set of input & output (or 
excitation & response) relationships. In its simplest form, it may be considered as a 
single input, single output, causal, linear and time-invariant network, characterised by 
its impulse response, h (t), shown symbolically in Fig. 1.8.
Excitation Filter’s Impulse Response
Response
X(t) h{t) i){t)
F ig u re  1.8; Symbolic representation of a filter.
Assuming an input signal % (it), the output response of the system, 'ij) (Z), to the excitation 
X {t) can be found by forming the convolution integral as [1, 8]:
ip{t) =  h { t ) ® x { i )poo
ij{t) = / h { t - T ) x { r ) d T  (1.6)J q
However, determining the relations between the input and output time variables gives 
little insight into the way in which an electrical filter develops its frequency selection 
process. Therefore, for circuits with linear time-invariant elements, one may use the 
Laplace transform to create new (transformed) variables, revealing performance in the 
frequency domain. The Laplace transform of equation (1.6) can be expressed as:
^ { s ) = H { s ) X { s )  ' (1.7)
where (s), H  (s) and X  (s) are the Laplace transforms of ij) ((), h (t) and % (i), respec­
tively, and s is the complex frequency variable. It should be noted tha t convolution in 
time-domain transforms to multiplication in the frequency-domain. The relation between
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(s) and X  (s) can be given by defining a network function  as the ratio of the response
to the excitation assuming all network initial conditions are set to zero. Therefore:
The complex frequency domain expression, defined in equation (1.8) is general in the 
sense that it can be applied to almost any type of time-domain excitation function. 
However, most filtering requirements are based on sinusoidal steady-state behaviour of 
the network. So, in this case, one may assume that the excitation signal has the form [1, 
8]:
X  {t) =  V2Vy. COS (ut +  4>yf) (1.9)
where is the root-mean square value of % (^), w is the angular frequency in radians
per second, and, is the signal phase in radians. For such an excitation, if the network 
function is stable (i.e. for any bounded excitation the response will also be bounded), 
the response after a steady-state has been reached, ijj {t) will have the form [1, 8]:
Ip {t) =  V2V^ cos { u ) t (1.10)
where is the root-mean square value of u  is the angular frequency in radians 
per second, and, (j)^  is the signal phase in radians. Now, the relationship between the 
phasors can be found by replacing the variable s — a + ju , in the network function, by 
joj since transients are not considered (i.e. cr =  0). Hence:
Consequently, H  (ju) may be written as:
=  (1.12)
Here, \H (jw)| =  is the filter’s magnitude response and, /.H  (jw) = ~  is
the filter's phase response. The magnitude response of a filter is usually expressed in
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a logarithmic measure (decibels) by taking 20 logj^ g [[if (jw)|]. On the other hand, the 
phase response is usually expressed in degrees (rather than radians) by multiplying with 
The differential phase group delay, T (w), is defined as the first derivative of the 
phase function and, thus [1, 8];
=  (1.13)
where, r  (w) is measured in seconds.
1.1.6.1 A Short N ote for Laplace and Fourier Transforms
The use of Fourier transforms in filter analysis usually involves the decomposition of the 
excitation function, % (^), into a function, X  (w), over an infinite band of frequencies. 
The excitation X  (w), together with the Fourier transformed system function H  {u), 
leads'^ to the response of the system to the prescribed excitation. However, despite its 
general importance in systems analysis, the Fourier integral is not generally useful in 
determining the transient response of filters. The most im portant shortcomings of the 
Fourier transform for transient analysis may be summarised as follows [16-17]:
• The Fourier integral does not converge for some functions.
• The system response function appears as an integral that may be difficult to eval­
uate.
• The filter must be initially relaxed.
According to many mathematical textbooks, the Fourier transform involves the represen­
tation of a function /  (f) by a continuous sum of weighted exponential functions of the 
'^Through the Inverse Fourier Transform
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form /  (t) These exponentials are restricted to the jw-axis in the complex plane. 
This restriction proves to be undesirable in many filter analysis cases. It can be removed 
by representing /  (t) by a continuous sum of weighted damped exponential functions of 
the form /  (t) where s ~  a + ju) with a  a constant. This choice of s moves the path 
off the jw-axis in the complex plane. The resultant Laplace transform is now well suited 
for linear time domain filter analysis. In addition, the introduction of the s variable 
provides initial conditions in the system [16-17].
The essential advantage of the Fourier transform is its physical interpretability as a 
spectrum. Laplace transforms are not so interpretable. Once the Laplace transform of 
a filter has been obtained one retains only the mathematical, not a physical grasp of its 
meaning [16-17].
1.2 Filter Basic Design Concepts
The study of almost any engineering subject can always be divided into two parts; analysis 
and synthesis. In filter analysis, one may be concerned with finding the characteristics or 
properties of some given system. This may be read as "given the system, find its proper­
ties". Frequently, the system exists as a schematic diagram showing the interconnections 
between ideal elements. In this case, the schematic defines a model of the system and the 
analysis will expose the properties of this model. If the system is completely specified 
then its properties are unique. Therefore, with analysis there is only one solution [7, 
14-15].
In synthesis, the starting point is a desired set of characteristics (properties) and the goal 
is to find an actual system that has these properties. This may be read as "given a set
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of properties, find a system possessing them". In general, there is more than one system. 
Therefore, the synthesis problem is rarely unique. Because of this, an additional step in 
the synthesis process is required. The evaluation of several different systems, all of which 
have the same properties, to find out which one is the best. Before this can be done, one 
must define what is meant by the word best. Therefore, an additional property must be 
added to those originally specified, in order that a unique choice can be made. Obviously, 
the synthesis process is far more complex (and more challenging) than the analysis. In 
the following chapters, an insight to filter analysis and synthesis will be given. Here, an 
attem pt to clarify some of the important tools used for analysis and synthesis of filters 
will be presented. Later in this thesis, these basic concepts will be given in detail [7, 
14-15].
1.2.1 Normalised Filters
In the initial steps of designing any type of filter may begin on a normalised low-pass 
prototype filter that has a cut-off frequency (or bandwidth) or 1 radian per second and it 
is terminated by IQ resistors. Once the normalised numerical design has been completed, 
the resulting network can be transformed into the required filter. Both impedance and 
frequency can be scaled to match the practical design.
High-pass, band-pass and band-stop filters can be derived from a low-pass prototype filter 
by a technique known as frequency transformation. Using frequency transformation, the 
elements constituting a normalised low-pass prototype can be changed into elements of 
a high-pass, band-pass and band-stop network [7, 14-15]. The extension is done through 
the use of transformations made on the complex-frequency variable.
The first transformation of the complex-frequency variable is called the normalised low-
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pass to high-pass transformation. If one defines s =  <7 +  jw to be the low-pass proto­
type complex-frequency variable and p = u-\- jv  he the resulting transformed complex- 
frequency variable, then the transformation can be defined as [1-8]:
1 1 It V , .X5 =  a  +  j, +  o, =  -  =  — =  (1.14)
In this relation, if one confines the range of interest to the sinusoidal steady-state case by 
letting <7 =  0, then equating real and imaginary parts in equation (1.14) one may obtain 
[1- 8]:
—1u =  0 w =  —  (1.15)V
This effectively means that the positive imaginary axis in the low-pass prototype s-plane 
becomes the negative imaginary axis in the transformed p-plane. A similar transformation 
occurs between the negative imaginary axis of the s-plane and the positive imaginary 
axis of the p-plane. In addition, the points a t the origin and infinity of the s-plane 
are interchanged in the p-plane. As a result of this interchange, a low-pass magnitude 
characteristic on the juj axis is transformed to a high-pass characteristic in the jv  axis. 
This transformation can also be applied directly to the elements of the low-pass prototype 
network. Thus, an impedance of Z l p {s) =  Ks,  defining an inductor of K  henrys, becomes 
an impedance Zjip{p) =  j ,  which defines a capacitor farads and vice versa [1-8].
The second transformation of the complex-frequency variable is called the normalised 
low-pass to band-pass transformation. This transformation has the form [1-8]:
s =  p H - l  =  ? l ± i  (1.16)P p
where s is the low-pass variable and p  is the band-pass variable. The resulting band-pass 
characteristic has a centre frequency of unity and a bandwidth that is the same as that 
of the low-pass prototype. Solving equation (1.16) for p one may obtain:
=^I * vW ^
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If one confines attention to the sinusoidal steady-state case then:
Thus, the imaginary axis of the s-plane transforms into the imaginary axis of the p-plane. 
In addition, the point s =  0 transforms into the two points p =  and the point s =  oo 
transforms into the two points p =  0 and p =  oo. Finally, any arbitrary point on the 
positive axis of the s-plane, defined as s =  jw .^, transforms into two points —jUa,, and 
jiUa;2 on the p-plane as:
2 \/(t) ^
The transformation defined in equation (1.16) can also be applied directly to the element 
of the low-pass prototype. Thus, an impedance of Zip{s)  — K s  becomes Z b p {p) =  
Kp  +  ^  which is a series connection of an inductor of K  henrys and a capacitor of ~  
farads. Similarly, a capacitor of K  farads with an admittance of Ylp ~  K s becomes 
Ybp = K p  -\r 
henrys [1-8].
p    +  y  a parallel connection of a capacitor of K  farads with an inductor of T
The normalised low-pass to high-pass and low-pass to band-pass transformations, coupled 
with appropriate frequency normalisations, may be applied in various sequences to obtain 
any desirable combination of centre frequency and bandwidth. In addition, if a low- 
pass to band-pass transformation is applied to a high-pass network then a band-stop 
characteristic results [1-8].
1.2.1.1 Drivlng-Point Functions
The network functions, previously described, may be defined in various ways. Consider 
the network shown in Fig. 1.9.
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#------------------------+
1-port
Reactance
Network
#------------------------
F igu re  1.9: Symbolic representation of one-port network.
Here, two terminals are brought out from the network. A pair of terminals can be defined 
as a port and, thus, this network is called one-port network and the network functions 
are called driving-point functions. By convention, the relative reference polarities of the 
voltage and current variables are arranged as shown in Fig. 1.9. Only two types of 
driving-point functions can be defined for a one-port network. If current is treated as the 
excitation variable, then the network function is called a driving-point impedance, and by 
equation (1.8), Z  (s) =  On the other hand, if voltage is considered as the excitation 
variable, the network function is called a driving-point admittance, and by equation (1.8), 
Y  (s) =  prQ. The two functions are related, since Y  (s) =  [7, 15].
1.2.1.2 Transfer Functions
Practical filtering applications involve networks where four external terminals are brought 
out from the network. These are arranged into pairs (i.e. ports), so as to define four 
variables, two variables relating to terminal voltages and two variables relating to terminal 
currents. By convention, the relative reference polarities are arranged as shown in Fig. 
1.10 and the network is called a two-port network. In filter design, the lower terminals of 
the two ports are frequently common (ground), in which case the networks is sometimes 
referred as a three-terminal network [7, 15].
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F igu re  1.10; Symbolic representation of a two-port network.
Any network function that involves variables from both of the two ports is called as 
transfer function. Such functions can be transfer impedances and admittances as well as 
transfer voltage functions, or and transfer current functions or [1, 8].7i(«) I2 M
1.2.1.3 Filter Poles and Zeros
In practice, the ideal filter responses, presented in a previous section, cannot be realised 
by real-world components. In general, the filter’s transfer function is usually a ratio of 
two polynomials of the complex frequency s. Therefore, H  (s) may be written as [1, 
13-14]:
N{ s )H  (s) = D{s) (1.20)
where N  (s) and D  (s) are the respective numerator and denominator polynomials of 
H  (s). These can be expressed as [13-14]:
N  {s) = ^  ctkS^
fc=0
m
D ( 4  = (1.21)
&=0
where and fik are real. The roots of the numerator polynomial, N  (s), are referred 
to as the zeros of the network function. That is, the values of s where the magnitude of
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N  (s) is equal to zero and, consequently, the magnitude of H  (s) is also equal to zero. On 
the other hand, the roots of the denominator polynomial, D  (s), are referred to as the 
poles of the network function. T hat is, the values of s where the magnitude of D  (s) is 
equal to zero and, consequently, the magnitude of H  (s) is infinite. The location of these 
poles, on the complex frequency plane, are directly related to the filtering properties of 
a given network function [13-14].
For the network to be stable, the poles of its transfer function must be located on the 
left-half of the complex frequency plane. Polynomial functions having all their roots 
located on the LHP (left-half plane) are called Hurwitz polynomials. If the transfer 
function poles are located in the imaginary axis then this poles must be simple (i.e. first 
order). Polynomial functions having all their roots located on the imaginary axis are 
called modified Hurwitz polynomials. If the poles of a network transfer function are not 
within the two described cases then the resulting system will be unstable (i.e. it will have 
an unbounded response for a bounded input) [13-14]. Pole-zero effects and mathematical 
description will follow later in this thesis.
1.2.1.4 Doubly-Terminated Networks
A doubly-terminated network is a two-port network having impedance terminations at 
both ports. For such networks, there is a finite quantity of power available from' the 
signal source and, therefore, the functions describing the network are normalised with 
respect to this available power. In addition, it is convenient to think in terms of incident 
and reflected waves at the two ports of the network, rather than the terminal voltages 
and currents. As a result, two of the most important network functions for the synthesis 
of double-terminated networks are the input reflection coefficient and the transmission 
coefficient. These two functions are directly related to two other im portant functions;
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namely, the transducer function  and the characteristic function. Consider a  doubly- 
terminated network, as the one shown in Fig. 1.11.
%
h 2-port
Reactance
Network
V2
h
Zl
F ig u re  1.11; Symbolic representation of a doubly terminated 2-port network.
The input voltage wave reflection coefficient (relative to a Z q source reference impedance), 
Fi (s), can be defined as the ratio of the reflected and incident voltage waves at the input 
port (i.e. port 1) of the network. This can be related directly to the input impedance of 
the network by the expression [10]:
Zl (s) -  Z qr, (s) = (1.22)Zl (s) -H Z g
where Zi (s) is the input impedance of the 2-port network, as shown in Fig. 1.11. 
Similarly, there is also an output reflection coefficient (relative to a Z l load reference 
impedance, Fg (s), which is related to the output impedance, by a similar expression to 
equation (1.17). In general, Fi (s) ^  Fg (s). However, most of the practical filter design 
problems have equal input & output terminations and, consequently, Fi (s) =  F2 (s). 
Thus, for the purpose of network synthesis, it will be sufficient to deal with only the in­
put reflection coefficient, and hence, no further reference will be given to Fg (s). It should 
be noted that in any subsequent expression involving the reflection coefficient function, 
the symbol F (s) should be assumed equal to Fi (s), unless stated otherwise.
The transmission coefficient, T  (s), can be defined as the ratio of the transm itted voltage 
wave, measured at the load, to the incident voltage wave available from the source. One
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way to obtain this is by taking the square root of the power transm itted to the load 
divided by the square root of the available power form the source and, thus [10];
T ( s ) = 2 j ^ ^  (1.23)
V Z l  Vg
Voltage transfer functions, defined in the previous section, can be adapted to doubly- 
terminated networks by considering the port terminations, Z q and Z l - A modified 
voltage transfer function is called the transducer function, and it is defined as [10]:
This, efl;ectively, corresponds to the inverse of the transmission function and, thus [10]:
^fr(^) =  5 ^ y  (1.25)
The characteristic function, K  (s), of the filter is defined as the ratio of the reflection and 
transmission coefficients and, hence [10]:
K  (s) =  "  (1.26)
The characteristic function is a particularly useful function for the filter synthesis process, 
since it consists of the characteristics of both the reflected and transm itted waves. It 
should be noted, that when the source and load impedances are set to be equal to the 
same reference impedance (e.g. a value of 50f2), then F (s) and T  (s) are equal to the 
scattering parameters and S 21, respectively.
For a loss-free two-port network, the principle of conservation of energy (or Feldtkeller 
energy equation) relates the reflection and transmission coefficient as [10]:
l = |T (s)|V |r(s)|"  (1.27)
Dividing both sides of equation (1.25) by |T  (a)|^ and by using equation (1.26) gives [10]:
 ^ =H-[/sT(s)[^ (1.28)
|T(«)['
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and
(1.29)i  +  |ir(s ) |^
which are convenient relationships for transforming the characteristics function into trans­
mission or reflection coefficient, and vice versa [10].
To reinforce the relationship between the reflection, transmission and characteristic func­
tions for doubly-terminated networks, a discussion on the relationship between poles and 
zeros for different functions follows. A graphical representation for the above parameters 
is shown in Fig. 1.12 [10].
IT M l '
OO00 00
oo
F ig u re  1.12; Graphical relation between the reflection, transmission and 
characteristic functions for doubly terminated networks.
As shown in Fig. 1.12, the transmission function ripples below unity within the pass-band 
that extends from zero frequency to Wc. In the stop-band, the transmission function will 
reach zero value at the point then it rises again to a local maximum, and finally it 
falls toward zero as the frequency tends to infinity. The point is called a transmission 
zero (or pole of attenuation). To avoid any misunderstands, transmission zeros are also 
called poles of attenuation because, ideally, they provide infinite attenuation. Therefore,
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a pole of attenuation should not be confused with a  transfer function pole. In fact, it is 
a transfer function zero (or transmission zero) [10].
The reflection function, on the other hand, ripples above zero (i.e. no reflection of energy) 
within the pass-band. Just after the cut-off frequency, it rises to unity (i.e. total reflection 
of energy) before falling again and then rising towards unity as the frequency tends to 
infinity.
1.2.1.5 Singly-Terminated Networks
The filters discussed so far have terminations at both ends. However, in some cases it is 
desirable to have filters with one termination only, usually at the filter output. This is 
useful in the design of diplexers and multiplexers as well as, in designs where the filter 
driving source could be approximated as zero-impedance voltage generator or a infinite- 
impedance current generator (a pentode tube, for example, may be approximated by a 
current generator with a parallel capacitor).
Consider a singly-terminated network, as the one shown in Fig. 1.13.
2-port
Reactance
Network
F igu re  1.13; Symbolic representation of a singly-terminated 2-port network.
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Since the power source has an infinite internal impedance (as an ideal current source), 
the input reflection coefficient of the network is necessarily of unity magnitude at all 
frequencies. Prom the conservation of energy relation, equation (1.27), this also means 
that the transmission coefficient must always be zero. However, the generator has, in 
theory, infinite available power and there is a finite delivery of power to the network load
[10], To make this point clear, consider the input power which will be given by [10]:
=  (1.30)
where I  g is the rms value of the input current. Since the two-port network is lossless 
this amount of power must also be equal to the power delivered to the load. For singly- 
terminated networks, to describe the transfer of power, it is more convenient to define an 
insertion-loss function rather than a transmission coefficient function. The insertion-loss 
function, \L (s)p, can be defined as the ratio of the power delivered to the load with the 
network absent divided by the power deliver to the load with the network present from 
which it follows that [10]:
I ' = % { & ) }  =  (1-31)
Since the value of Zi, is not generally going to be equal to unity and will not necessarily 
be known until the network elements have been extracted, by including a transformer 
with the appropriate turns ratio one may force Zj, to be unity always. Hence, a more 
relevant expression for |I/(s)[^ becomes [10]:
9î {.2i (s)}
in which, for an insertion-loss of unity, 3R{Zi (s)} =  1.
The definitions between relevant electrical parameters for singly- and doubly-terminated 
networks, the frequency responses and pole-zero distributions are identical with simply
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different notations as [10]:
% { % ( « ) } = i T ( s ) r  
(l-9{{Zi(s)}) = lr(s)p 
- I I  H | K ( s ) p
A graphical representation for the above parameters is shown in Fig. 1.14.
(1.33)
(1.34)
00
- 1
oo
oo
F ig u re  1.14: Graphical relation between the reflection, transmission and 
characteristic functions for singly-terminated networks.
1.2,2 A Simple Filter Synthesis Method
A simple filter synthesis procedure will be outlined, first derived by Cameron [20]. The 
recommended synthesis procedure is based on the ABCD transfer matrix. Typical filter 
networks consists of a cascade of two-port networks such that the output of one network 
is connected to the input of the next and so on. It is often useful to represent two-port 
networks by the ABCD parameters because knowing these parameters, the matrix of the 
overall cascaded network can be computed by multiplying the matrices of the individual
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networks. Referring to Fig. 1.12, the parameters are defined by the equations:
FVi == AV2 -  B h  
F I\  =  CV2 — D I2
or in m atrix notation:
(1.35)
(1.36)
The ABCD parameters for some elementary two-port networks, useful in filter synthesis 
can be summarised as:
V^I 1 A B V2
_ / l “  F C D . “ ^ 2
Series Impedance (Z) 1 ^ 1 0Shunt Admittance (Y)
0 1 y  1
(1.37)
Briefly, the philosophy behind this synthesis method is to cancel to required element 
to be extracted by multiplying the overall ABCD matrix with a m atrix containing the 
negative of the required extracted element. The process can be repeated until all required 
elements have been canceled and the polynomials A, B, C, D and F are zero or constant.
The transfer function S2\{s) can be defined as a ratio of two finite polynomials P{s)  and 
E{s)  as [20]:
P{s)521(s) = (1.38)ej'E(^s)
where ey is a constant normalising the amplitude to unity at its highest point. The 
reflection function Sn{s)  can also be defined as [20]:
G(s)521(s) = (1.39)^r E{ s)
where is a constant and it can be related to ey, using the energy-conservation formula:
^t 9n
1*5 1 1 (5 ) 1  — 1 — 1 5 2 1 (5 ) I and (1.40)
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where e/v, Pn  and are the coefficients of in polynomials E{s),  P{s)  and G{s) 
respectively.
Knowing the polynomials E{s),  and which in general will have complex coeffi­
cients, the polynomials A, B, C, D and F can be calculated using [20]:
^ ( 5 )  — (CrO +  3&io) +  (e ,- i  +  J G ii)  S +  (Cr2 +  J^i2)  5^ H" . • ■ +  (Cj-iV +  J & în )  
=  {9rO +  jgio) +  (Prl +  J9il) ^ +  {9r2 +  J9i2) 5^  -f . . . {grN +  J9iN)GR
where CrN, ^iN, 9 t N  and giN are real. Then four auxiliary polynomials can be calculated
as:
• ^ l ( s )  =  6»-0 “t~ 39il^  +  6r2S^ +  J9i3S^ +  ■ • ■
-Sl(s) =  J9i0 +  e,,iS + 39i2^ +  +  • ..
G i(s) =  grO +  +  9r2S^ +  +  • • •
D i ( s )  =  je iQ  +  9 r l S  +  JCi2S^ +  9r3^^  +  . . .
Finally, the A, B, C, D and F polynomials can be calculated as:
A{s)  =  A i(s ) -}-Ci(s)
B{s) — Di{s) Bi{s)
C(s) =
D(s) =  A i ( - s ) - C i ( - s )
F(s) =  —€t
These five polynomials describe the overall filter network matrix. Suppose that the first 
element of this matrix is a shunt capacitor Cg then in order to be extracted one may apply
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the following:
Step 1: form the overall matrix
Step 2: calculate the required extracted capacitor matrix
Step 3: multiply the two matrices
Step 4: remainder m atrix to use with the next element 
To clarify this method, a detailed example will be given in Chapter 4.
B
C D
1 0
Cs 1
1 0
—Q 1
B'
C D'
A B  
C D
1.3 Conclusions
In this chapter an attem pt to clarify the most important introductory aspects of filter 
theory and design has been made. The presented material is considered to be the funda­
mentals definitions irrespective of technology or design technique, and serve as a starting 
point for subsequent discussions. This short introduction cannot be considered as a full 
treatm ent of the filter design theory. However the cited references reveal all aspects of 
filter theory.
The presented symbols and notations will be kept the same throughout this thesis. How­
ever, there are many other important characteristics that are not present in this intro­
duction. Some of them are briefly discussed in the next chapters. In this thesis, both 
lumped-element and distributed-element doubly-terminated networks have been consid­
ered. However, the cited references give enough information for anyone to complete
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designs for single-terminated networks or using crystals, helical designs, digital-filters, 
etc.
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Chapter 2 
Introduction to  Filter 
Approxim ations
2.1 Modern Filter Requirements
It is known that design techniques, fabrication materials and technologies for passive-mi- 
crowave and millimetre wave filters have already reached a high degree of sophistication. 
This has been largely driven by the demand for enhanced functionality and increased 
capacity for wireless products. These, in turn, have put pressure on the available RF 
spectrum and the need to prevent interference from and to other users. Filter designs 
are now going higher in frequency and, consequently, fractional bandwidths are getting 
smaller.
In general, the application of microwave and millimetre-wave filters varies widely rang­
ing from complex space-based input & output multiplexer subsystems, for medium to
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large communications spacecrafts, through miniaturised lightweight designs for broad­
band internet and mobile telephony service industries. However, regardless of the filter 
application, it is a fact that the filter designer does not only have to take into considera­
tion the optimal frequency- and/or time-domain performance, but also the efficiency in 
economical terms, assembly, materials used and potential integration with other subsys­
tems. The latter becomes more crucial due to the rapid evolution of microwave integrated 
circuits (MMICs) and microelectromechanical systems (MBMS).
Typically, for these systems, the filter designers are now faced with almost contradictory 
requirements. Increased levels of out-of-band rejection and smaller transition widths 
together with high power handling, low cost, small development time, small size and 
potential for integration. It turns out that, one of the most expensive components is the 
high-performance filter - due to the associated costs of high-Q materials, any precision 
assembly and, more significantly, any post-manufacturing tuning. The requirements, for 
modern filter specifications, have been summarised in Fig. 2.1.
The design of a filter usually starts with the selection of a suitable transfer function that 
will satisfy a set of given electrical specifications. The majority of filter specifications 
is given in terms of the required power insertion-loss, return-loss, phase and/or group 
delay performance. There are two areas of knowledge, probably equally important, that 
are necessary for the approximation of the characteristics of electrical filters. The first, 
is concerned with the realisability conditions of filter networks and it will be presented 
later in this thesis. The second, described in this chapter, is the mathematical discipline 
known as approximation theory.
This thesis is not an attem pt to treat approximation theory in general and in detail. 
Instead, a brief introduction to the approximation problem will be presented to clarify the 
basic principles behind the known filter approximations. Following this short introduction
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Manufacturer
Requirements
Lower production 
costs
Reduced 
development time
Large production 
volumes
Reduced post­
manufacturing 
tuning
Reduced assembly 
time
Higher out-of-band 
rejection
CD ŒD
Consumer
Requirements
Low-cost
Enhanced
functionality
Lightweight and 
small size
FUter f"  
Design 
Requirements
Technological 
Requirements
Increased capacity
Reduced channel-to- 
channel interference
Potential component 
integration
Smaller fractional 
bandwidth
Higher frequencies 
o f operation
Smaller transition 
width
F igu re 2.1: Filter design requirements.
to the approximation problem, the most widely used filter amplitude approximations will 
be presented. Finally, the chained function concept will be introduced.
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2.2 Approximation Theory
2.2.1 Introduction to Approximation Functions
The problem of approximation may be considered from different points of view. Some­
times experimental results given in the form of either curves or tables must be used. 
Sometimes, a complicated mathematical expression must be replaced by a simpler and 
more easily treated form [1]. If the aim of the approximation is a simpler expression, then 
the approximation function must be very simple in itself. Given a function of a variable 
A as /  (A), such simple approximation functions may have the form of a polynomial as
[3]:
f { X ) ^ ' £ a , X ' ‘ (2.1)
k~0 ■
or the form of a rational polynomial function as:
(2-2)Zvifc=:0
where fik and % are real numbers while n and m  are integers. Trigonometric functions 
could also be used in a similar manner as:
n
/  W  ^  W  cos {kX) +  Vk sin {kX)] (2.3)
where pk and are real numbers while n is an integer. Finally, exponential functions, 
defined as:
/ ( A ) « ^ e & ^  (2.4)
k=0
where can be either real or complex number while n  is an integer. The choice of 
the appropriate function depends upon the desired result. The polynomial forms (ie.
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rational or non-rational) of a variable, A, are generally used for approximations of non­
periodic functions (e.g. single pass-band filters such as standard band-pass filters) while 
trigonometric functions are used for approximations of periodic functions (e.g. multiple 
pass-band filters). The exponential function is useful for approximation of time responses 
of networks (e.g. constant delay filters) [1-2].
2.2.2 Filter Characteristics Used for Approximations
There are several parameters that characterise a filter’s performance. Among the most 
important are the attenuation, phase and group delay characteristics, which may be 
considered as responses for steady-state signals (such as sinusoidal signals). In addition 
to these parameters, there are several important transient responses for nonstationary 
signals, that characterise the dynamic properties of a filter, revealing performance in the 
time-domain for different types of existing functions (such as step or impulse responses). 
All these parameters can be expressed as a function of a real frequency variable w (radians 
per second), or /  (hertz i.e. cycles per second) [2].
The ideal low-pass transfer function, as shown in Chapter 1, is characterised by a mag­
nitude function that is constant in the filter’s pass-band and zero in the stop-band. The 
corresponding phase is linear in the pass-band and, consequently, the group delay is 
also constant. However, these ideal requirements cannot be represented by a quotient 
of finite-degree rational polynomials and it is not possible for this to be realised by real 
components [3-5]. Therefore, it is necessary to seek an approximation to the ideal re­
quirements. This can be achieved by a polynomial filter with their magnitude,phase and 
group delay responses staying within some predetermined tolerances.
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2.2.3 Approximation Using Polynomial Functions
Suppose tha t a desired (target) nonperiodic function, /  (w), which is continuous in the 
interval [w/i, wg] can be approximated by a polynomial function, (w), as [1, 3-4]:
P n  ( w )  =  CKiW* ( 2 . 5 )
i=0
It is of primary interest that the function (w) is a good approximation to /  (w). 
However, there are several ways to measure the goodness of an approximation. There 
are, generally, five frequently used conditions [1]:
1. The polynomial should approximate the given curve as closely as possible at one 
point Wo, as can be seen in Fig. 2 . 2 .  This requirement means that the polynomial 
must go through the point Wq and that as many of its derivatives as possible must be 
equal to those of the given curve. Mathematically, these conditions can be written 
in the form:
du)^
0 7  (cj)
w=wo
0 Î € [0 ,1 ,2 ,... ,n] (2.6)
2. The polynomial should cross the given curve at ^ distinct points in the interval, 
as can be seen in Fig. 2.3. No further conditions are required for its behaviour 
between these points. The mathematical expression for this can be as:
=  0 i e [ l , 2 , 3 , . , . , e l  (2.7)
3. The polynomial is found from the condition that the area enclosed by the q-th 
power of the difference [Pn (w) -  /  (w)] should be minimum. An approximation of
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00
F igu re  2.2: Approximation of a function /  (w), by a polynomial function P„ (w), at a
single point wo-
Approxim ation interval
CO
F igu re  2.3: Approximation of a function /  (w), by a polynomial function P„ (w), at 
several points within the required interval.
this type is called a mean approximation. The mathematical expression for this 
type of approximation is:
En “  min < / [P„ (w) -  /  {u)Y du
h>A
(2.8)
This type of approximation can be seen in Fig. 2.4 for g =  2 (i.e. mean-square
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approximation).
fn W
/  w
CO
Pn (w) -  /  (w)0
F ig u re  2.4: Mean-square approximation of a function /  (w), by a polynomial function 
Pn (w), within the required interval.
4. The polynomial is chosen so that, in the given interval, it never crosses the curves 
drawn at a distance parallel to the function being approximated, as can be 
seen in Fig. 2.5. This distance diminishes as the degree of the approximating 
polynomial increases. An approximation of this type is called uniform and it is 
expressed mathematically by the inequality:
En = m ax{|P„ (w) -  /  (w)|} < C„ (2.9)
5. The polynomial is chosen such as its values oscillate above and below the given curve 
with equal minimal and maximal deviations (i.e. equiripple). The mathematical 
expression for this type of approximation may be written as:
En =  m ax{|F„ (w) -  /  (w)|} (2 .10)
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OO /  (w) + Cj
I  /  W
. .  /  M  -  Cj
Approxim ation interval
00W2
F ig u re  2.5: Uniform approximation of a function /  (w), by a polynomial function 
Pn (w), within the required interval.
Because the maximal excursions in the interval are minimised by the choice of 
Pn (w), the following expression can be written:
E n  =  min { l-Hz (w) -  /  (w)|} |  (2.11)
An approximation of this type is sometimes called the minimax, Chebyshev or best 
approximation.
According to the first condition, the approximation of a target function, /  (w), with the 
function, (w), using Taylor’s expansion requires the adjustable parameters (i.e. those 
that determine the function P„ (w)) to be chosen so that as many derivatives as possible 
are matched at a particular frequency point. For example, an order maximally-flat or 
Butterworth low-pass filter has the first 2n — 1 derivatives matched at zero frequency and, 
thus, the approximation is maximally-flat at the origin. This means th a t the Butterworth 
approximation concentrates all of its power at the origin. However, this is achieved at 
the expense of the rest of the frequency band. Therefore, the approximation will have 
poor insertion-loss characteristics around the cut-off frequency.
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If the function (w) is said to be a Chebyshev approximation to /  (w) then the available 
parameters are adjusted so that the magnitude of the largest error is minimised in the 
frequency interval of interest (condition 5). This effectively means th a t all frequencies in 
this interval are equally important. This results in very sharp insertion-loss characteristics 
around the cut-off frequency. The Chebyshev approximation is optimum in the sense 
that, of all possible transmission functions, it has the lowest complexity for yielding a 
predetermined maximum deviation in the pass-band and the steepest cut-off outside the 
pass-band. No other polynomial possesses these optimum properties. For this reason, 
even though the Chebyshev approximation does not have the mathematical simplicity 
of the Butterworth approximation, it is still the most common amplitude approximation 
used by filter designers.
2.3 Filter Am plitude Approximations
Throughout this chapter and for the analysis of the low-pass prototype filters, the variable 
w will be used, which may be transformed to the more familiar complex frequency variable 
s using the simple transformation s i-4- jw. It is known that a convenient representation 
to the transfer characteristic, S21 (w), of a lossless reciprocal 2-port network operating 
between unity load and generator impedances may have the form:
1 1 
l +  (1 +  (w)) (1 -  jeV'n (w))
where e, (having 0 < e <  1), is a constant that controls the maximum amount of 
insertion-loss allowable in the pass-band (usually this parameter is defined at the cut­
off frequency) and (w) is known as the filtering function (or characteristic function) 
of degree n. Equation (2.12) can be related to the return-loss, using the principle of
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energy-conservation. Therefore, for a lossless, reciprocal, 2-port network;
l'5'ii (w)l^ =  1 — |52i (w)l^ (2.13)
|Sii (w)l' =  , A (2.14)
and, thus, using equations (2.12) & (2.13) one may obtain:
1 +  é ijjl (w)
Here, different polynomial functions, in place of ipn (w), will be presented.
2.3.1 The Butterworth Approximation
The theory of networks having maximally-flat amplitude characteristic was treated first 
by 5. Butterworth [6] and then by V. D. Landon [7]. The n- order Butterworth polyno­
mial, Bn (w), satisfies the following conditions [6j:
1. Bn (w) is an n-order polynomial,
2. Bn (0) =  0,
3. Bn (w) is maximally-flat a t the origin,
4. Bn (1) =  1.
Condition 1 implies that Bn (w) may have the form:
B n  ( w )  =  (Xq +  (XiOJ +  O in^^  ( 2 . 1 5 )
Condition 2 requires ctq =  0. Condition 3 implies that as many derivatives as possible 
are zero at the origin. This effectively means that one finds the Taylor approximation to
C h r i s t o s  E . C h r i s o s to m id i s  50
CHAPTER 2. INTRODUCTION TO FILTER APPROXIMATIONS 2.3. FILTER AMPLITUDE APPROXIMATIONS
a constant. Therefore, from equation (2.15) one may find:
— —- =  CKi 4- 2q!2W +  . . .  +  notfiVp  ^ (2.16)
For this to be zero (at w =  0) one needs to set « i =  0. Similarly, higher order derivatives
can be made equal to zero by making higher order coefficients to be equal to zero.
Therefore, condition 3 implies:
Bn (w) =  (2.17)
Finally, condition 4 yields o-n =  1 giving the final form of the Butterworth polynomial to 
be:
Bn (w) =  w" (2.18)
satisfying all the above conditions. Thus, for the Butterworth low-pass prototype, the 
characteristic function was determined to be such that:
tpn (w) =  Bn (w) =  (w)" (2.19)
where n  is the filter order. Therefore, the Butterworth transfer characteristics can be 
expressed as:
If one defines the power loss at the cut-off frequency to be equal to Amax then equation 
(2.20) becomes;
2n"
10 log10 1 -h e I — =  Ar
W=Wc
®^SlO [ f  T e j —  O .lA n io a ;
e =  _  1 (2.21)
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The order of a Butterworth approximation can be defined depending upon the required 
frequency specification. For example, if one defines the required stop-band frequency, Wg, 
and the required attenuation in this frequency, Ag then from equation (2.20):
2n
lOlogio
OI=Ws
2 n IQO.IA3 _  I
logio [ i s r a b i :n =  ------ -^----z-x—^  (2.22)
210610 (% )
2.3.2 Conventional Chebyshev Approximation
The n-order Chebyshev polynomial, Cn (w), was defined to be the function tha t has the 
following properties [1-2]:
1. Cn (w) is even (odd) if n  is even (odd),
2. Cn{oj) has all its zeros in the interval —1 < w <  1,
3. Cn (w) oscillates between ±1 in the interval —1 <  w <  1,
4. Cn (1) =  1
Conventional Chebyshev filters are defined through the Chebyhsev polynomials that sat­
isfy the above conditions. The n^  ^ order Chebyshev polynomial is given by:
Cn (w) =  cos (ncos~^ (w)) (2.23)
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One may define a variable ^ such as:
^ =  cos"’^ (w) 
cos(C) =  w
and, therefore:
Cn (w) =  cos (n() (2.24)
By considering the following trigonometric relationship:
cos [(m +  1) 0] =  2 cos {m6) cos (0) — cos [(m — 1) 9] (2.25)
one can establish the Chebyshev polynomial recursive formula to be:
Cm^-l (w) =  2ujCm (w) — Cm-l (w) (2.26)
where Co (w) =  1, Ci (w) =  w and m =  2,3 , . . .  ,n.  Therefore, higher order polynomials
can be formed using the above recurrence relationship.
Following the same steps, as in the Butterworth case, the resulting Chebyshev transfer 
function can be expressed as:
1'^"' "  1 +  (w) l  +  f2C2(w)
or, using equation (2.24):
=  ----------------:---------- — "772 1 < w (2.28)1 +  {c cosh [n cosh (w)]}
If one defines the power loss at the cut-off frequency (i.e. =  1) to be equal to Amax
and since C„ (1) =  1 (condition 4) then using equation (2.28):
logio [l +  e ]^ =  O.lAmaa:
e =  y'lOO.i^max _  1 (2.29)
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The order of a Chebyshev approximation can be found following the same steps as in the 
Butterworth case. This can be expressed as:
cosh' 
n  = ------
cosh-i
where all symbols have the same meaning as in the Butterworth case.
(2.30)
2.4 Practical Requirements for Chebyshev Filters
Most of the microwave and millimetre-wave band-pass filters that are currently manu­
factured are of the Chebyshev family. This filter family is optimum in the sense that, 
of all possible transmission functions, it has the lowest complexity for yielding a prede­
termined maximum pass-band equiripple power insertion-loss deviation and the steepest 
cut-off outside the pass-band. It is known that no other polynomial possesses these 
optimum properties [1-2].
W ith a Chebyshev transfer function, however, its implementation requires a  specific 
manufacturing tolerance and a specific unloaded-Q for the individual resonators. These 
cannot be changed or modified. In particular, it is well known that an im portant consid­
eration for achieving a tuningless implementation, for large production volumes, using 
this filter family, is the relative frequency separation of the return-loss zeros [14]. These 
zeros are distributed, within the pass-band of the filter, in a way that provides the equirip­
ple response. It is known that the smaller the frequency separation of the return-loss 
zeros, the higher the sensitivity to any structural parameter variation [13]. On the other 
hand, any variation in the fabrication process will result in deviation of the circuit’s 
response. Narrowband high order conventional Chebyshev filters (e.g. order and 
higher) will have their return-loss zeros distributed over an extremely small frequency
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range and, therefore, a very accurate manufacturing process needs to be employed. In 
addition, post-manufacturing techniques need to be used to compensate for any possible 
fabrication defects [8-10].
Moreover, the ideal computed network elements are implemented by real components that 
exhibit losses. The addition of component losses in the network results in a distortion 
of the expected frequency response. In the complex frequency plane, the transmission 
zeros (or poles of attenuation) shift from the imaginary axis into the left half-plane and, 
thus, can only provide finite attenuation. The transition from pass-band to stop-band 
is rounded and the minimum value of the transfer function, which corresponds to zero 
attenuation in the pass-band, is not obtainable. Some insertion-loss will always be present 
[11-12]. It is known that in order to compensate for the infiuence of losses, especially 
in the pass-band, all transfer function poles have to be moved towards the right of their 
original positions. This process is known as predistortion [1,4]. However, this action 
cannot be undertaken arbitrarily, since it will violate the filter’s realisation conditions [5]. 
In other words, the poles can be moved by a maximum amount, determined by the real 
part of the pole closest to the imaginary axis. For all polynomial filters, this maximum 
amount is fixed. Therefore, for generalised Chebyshev filters there is a minimum resonator 
unloaded-Q required, in order to achieve the target response, which can not be modified. 
As a result, the choice of manufacturing technology is limited to those th a t can provide 
the appropriate unloaded-Q. Today there is an even increasing demand for hardware 
miniaturization, requiring new technologies. For example, micro electromechanical filters 
can provide high-Q components but, in some cases, this Q may still not be high enough 
for the Chebyshev transfer function requirements [15,16].
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2.5 The Chained Function Concept
It is known that transfer functions generated using Butterworth polynomials have re­
duced sensitivity, require lower resonator unloaded-Q and result into lower-loss filters, 
when compared with the conventional Chebyshev family having the same filter order 
[3, 6-7]. However, the out-of-band rejection is much worse than with the conventional 
Chebyshev. As a result, in order to match the rejection level of the two filter amplitude 
approximations, the Butterworth filter order needs to be dramatically increased [1]. But 
even when the Butterworth filter matches the out-of-band performance of its Chebyshev 
counterpart the resulting filter is more sensitive, requires higher resonator unloaded-Q 
and results into higher insertion-loss since its complexity is almost double the complexity 
of its Chebyshev counterpart [3].
Chained functions, on the other hand, can be considered to be an approximation that 
finds compromises between the Butterworth and Chebyshev approximations. Chained 
functions can bridge between the low sensitivity, lower resonator unloaded-Q and low- 
loss filter properties of the Butterworth approximation and the out-of-band rejection 
properties of the conventional Chebyshev filter [9]. This feature, however, comes at a 
price. When emulating conventional high-order Chebyshev filters, with chained functions, 
in order to achieve the same level of out-of-band rejection the total order of the chained 
function needs to be slightly increased. It will be shown that increasing the total filter 
order by one is usually sufficient in practice. Chained functions can not challenge the 
optimum property of the Chebyshev polynomial. Even though they offer a very attractive 
alternative and in some cases they offer much better performance than the conventional 
Chebyshev, it is still the latter family that can lead to the lowest complexity.
W ith chained function filters, one may define a new polynomial generating function that
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is given by the product of low order functions, called seed functions, each one having 
a predefined multiplicity ms[k)- It will be shown that there are many different possi­
ble combinations of seed function orders, each having a different multiplicity, that could 
give the same value of total filter order nj-. Thus, the chained function concept pro­
vides a variety of transfer functions having the same order, pass-band bandwidth and 
input & output return-loss levels, but different frequency-domain, time-domain and im­
plementation characteristics. It will be shown that some of these combinations offer 
better out-of-band rejection, while others require lower resonator unloaded-Q and others 
are less sensitive to manufacturing errors. In addition, the seed function combinations 
can be chosen in such a way as to achieve almost identical time-domain responses (e.g. 
impulse and step responses) or minimum deviation in the group-delay, between the con­
ventional Chebyshev and the chained function filters, or even better insertion-loss even 
when the chained function filter is of higher order. However, it will be shown th a t the 
chained function filter results in a small increase in the filter’s noise bandwidth and an 
increase in the maximum to minimum element value ratio. Fortunately, different seed 
function combinations will give different characteristics.
The chained function concept provides fiexibility in many different aspects involved in 
the filter design, depending upon the application. For example, one may be interested 
in the maximum and minimum even and odd mode impedances of each seed function 
combination. This is particularly useful when a coplanar waveguide (CPW) implemen­
tation is required. It is well known that CPW circuits have a limited impedance range 
when compared with microstrip. Here, the conventional Chebyshev filter will require a 
specific range of even and odd mode impedances, while chained function filters are able 
to provide a different range of even and odd mode impedances for different seed function 
combinations. Even when the filter implementation technique allows for an impedance 
scaling factor, it is clear that the variety of different seed combinations, resulting in
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different even and odd mode impedances, is an extra advantage when compared to the 
conventional Chebyshev design.
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Chapter 3
The Chained Transfer Function
3.1 Introduction
Recalling from last chapter, chained function transfer functions are formed by products 
of low-order functions, called seed functions. The basic formulation of chained function 
transfer functions can have the form [1-2]:
|5'2i (w) 1 1 +  (2^2 (w) (1 +  (w)) (1 -  (w))
where e, (having 0 < e < 1) is a constant that controls the pass-band ripple height and 
ipn (w) is known as the filtering function of degree n. Here, e can be related to the ideal 
filter return-loss, RLdB-, by:
e =
For chained function filters, one can define a new class of polynomial functions having 
(w) =  Cju (w), where (w) can be formed by the product of // seed functions.
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W , as [1-2]:
=  (3.2)
k=l
where, Us{k) is the order of the seed function and this has a multiplicity It can
be shown that Ut  is given by the sum of the degrees of the constituent functions as [1-2]:
n-T =  y^ s(fc)^ s(fc) (3.3)
For seed function, lower-order Generalised Chebyshev functions will be used in this thesis.
This seed function can be defined as [3];
where Xm =   ^ (3.4)
Wni
J^COSh XXm)
_m =l
where is the position of the transmission zero. It should be noted tha t when all 
transmission zeros in every seed function approach infinity, the characteristic function 
in equation (3.4) degenerates to the conventional Chebyshev filter function. In this way 
the chained function realisability is ensured since each seed function in the product is 
realisable [1, 4-5].
There are many different possible combinations of seed function orders that could satisfy 
equation (3.3) for the same value of u t - For example, it will be shown that a conventional 
9^ ^^  order all-pole (i.e. a filter with no finite transmission zeros) Chebyshev filter can 
be emulated with a 10*^ ‘ order all-pole chained function filter, formed by the product 
of low-order seed functions. In theory, for this order filter, there are 42 different 
seed function combinations that will satisfy the condition imposed by equation (3.3). 
It will be shown that these combinations offer different out-of-band rejection, ranging 
from Butterworh to pseudo-Chebyshev, some of them require lower resonator unloaded- 
Q, while some of them are less sensitive to manufacturing errors than the Chebyshev 
counterpart. In addition, it will be shown that the seed function combinations can be
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chosen in such a way as to achieve almost identical time-domain responses (e.g. impulse 
and step responses) or minimum deviation in the group-delay, between the conventional 
Chebyshev and the chained function filters, or even better insertion-loss in spite of the 
fact that the chained function filter is of higher order. However, it will be shown that 
the chained function filter will result in a small increase in the filter’s noise bandwidth 
and an increase in the maximum to minimum element value ratio. Fortunately, different 
seed function combinations will give different characteristics.
Since both the total filter order, U T , and the seed function orders, 7is(fc), are integers, the 
number of possible seed function combinations can be defined as S F C  (nj>) and it can 
be expressed as [2]:
S F C  (n-r) =  number of ways of partitioning n r  into integer parts ns[k) 
or
SFC {riT) = P{nT) (3.5)
This equivalence can be expressed mathematically by applying combinatorial analysis 
techniques and, in particular, partition functions [6-11]. In general, a partition is a way 
of writing an integer k as a sum of positive integers without regard to order, possibly 
subject to one or more additional constraints. There are two basic types of partition 
functions. The first is the partition function P  (/t), which gives the number of unrestricted 
decompositions of an integer number K as a sum of smaller integers without regard to the 
order. The second is the restricted partition function Pr (k), which gives the number of 
ways of writing the integer k as a sum of integers without regard to the order and with 
the constraint that all integers in the sum are distinct [6-11].
According to  equation (3.3), the total chained function order will be the sura of the 
degrees of its constituent functions and, thus, P  (n^) will be the number of all possible 
unrestricted combinations of seed function orders summing up to n^. For example,
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P  (5) =  7, since the unrestricted partitions of the number 5 are 5 =  44 - 1  =  34 - 2  =  
1 +  14-3  =  1 +  2 +  2 =  l +  l  +  l  +  2 =  l  +  l  +  l  +  l  +  l. In other words, there are 
7 different ways of expressing a 5*^ ‘ order chained function filter, e.g. by chaining a 3”^  
order with a 2”^^ order seed function or by chaining a squared 2”  ^ order (i.e. 2 +  2) with 
a 1'®* order seed function, etc. It may be desirable to constrain the decomposition of the 
total chained function order n r  into distinct seed function orders. In this way, powered 
solutions such a s6  =  2 +  2 +  2 (i.e. a cubed 2"^ order seed function) or 6 =  3 +  3 (i.e. 
a squared 3”^  ^ order seed function) can be completely eliminated from the combinations 
set. This is possible using the restricted partition function Pr {u t) [6-11].
3.1.1 Evaluation of the Seed Function Combinations
The number of unrestricted partitions of an integer k, appears in the expansion of a 
generating function given by Euler [6-11]. Consider the ^-series, involving coefficients of 
the form:
+00
m = l
=  1 -  g -  +  7^  ^+  . . .+ 0O
A(3A+1)
A = —c
Here, the exponents of q are called the generalised pentagonal numbers. The mathematical 
and physical interpretation of these numbers can be seen in Fig. 3.1.
One can define a function, P {q), as P  {q) =  and obtain its Taylor polynomial
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Generating function:
1+4=5 1+4+7=12 1+4+7+ 10=22
F igu re  3.1: Physical and mathematical interpretation of Pentagonal Numbers.
expansion about the point q = 0, using [6-11]:
(3.6)
where N  is the Taylor polynomial approximation order. Finally, the number of unre­
stricted partitions of the integer k appears as the coefficient of q'^  in equation (3.6) and, 
thus [6-11]:
1 d ‘^ P{q)p ( « )  = (3.7)9=0kI dq'^
As an example, one may consider the evaluation of f  (10). Using equation (3.6) and
(3.7) as:
=  1 +  g +  +  3(?^  +  5g" +  7q^ +  llg^ +  15g^ +  22g® +  30g® +  42g^° +
and, therefore, P  (10) =  42. A useful recurrence relation that exists in a form suitable 
for computer implementation has the form [6-11]:
K—1
(3.8)
.. 
P  (k) ^  <Ti (« -  in) P  (m)
m =0
where P  (0) =  1, and cri (k) is the divisor function. In general, the divisor function, 
aj (/{), is defined as the sum of the powers of the divisors of k . A brute-force method 
of finding all divisors of an integer n is the trial division method. In this simple method.
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all possible factors are systematically tested to see if they actually divide the given 
number exactly. Trial division is considered to be inefficient and can be used only with 
fairly small numbers. However, practical filter orders will probably be small enough to 
allow the use of this method. In equation (3.8), the divisor function involves summation 
of the first powers of the divisors as [6-11]:
M
£7i {k) = 'Y ^d i (3.9)
i = l
where d{ are the divisors of k , and M  is the total number of divisors. For example, 
consider the number 8 which has the divisors =  1, dg =  2, dg =  4 and d^ = 8. In this 
example, M  =  4 and, therefore, a  (8) =  W*)^  =  15. Table 3.1 shows the calculated
divisors and the divisor function for selected integer numbers.
K dj M o- ( k ) K d i M ( 7 { k )
1 1 1 1 7 1,7 2 8
2 1 , 2 2 3 8 1 , 2 , 4 , 8 4 15
3 1,3 2 4 9 1,3,9 3 13
4 1,2,4 3 7 10 1,2,5,10 4 18
5 1,5 2 6 11 1,11 2 12
6 1 , 2 , 3 ,6 4 12 12 1,2,3,4,6,12 6 28
T able 3.1; Divisors, di, and divisor function, (X\ (k )
When power seed solutions need to be excluded then the restricted partition function 
could prove very useful. The partition of 10 into distinct parts are 10 =  1 +  2 +  3 +  4 =  
2 +  3 +  5 =  1 +  4 +  5 =  1 +  3 +  6 =  4 +  6 =  1 +  2 +  7 =  3 +  7 =  2 +  8 =  1 +  9 =  10. The
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generating function, P  {g), for Pr (k) is [6-11]:
oo
=  1 1 (1 + 5 "* )
m = l
=  (3.10)
m = l
In a similar way to P  (k) , one needs to evaluate the Taylor polynomial approximation of 
equation (3.10) about the point g — 0. The number of restricted partitions of an integer 
K, P r  (/c), will appear as the coefficient of in the Taylor polynomial approximation of 
P  (g). For example, consider the evaluation of P r  (8) into distinct parts as:
( l - + « ) ( l - s “ ) ( l - + )y^is) (1 -  s) (1 -  f )  (1 -  / )  (1 -  a ’ )
1 +  S +  +  2 /  +  2s'* +  3s® +  Ag^ + 5g’ +  6s® +  Og°
and, therefore, P r  (8) =  6. A recurrence relationship suitable for computer implementa­
tion is given as [6-11]:
P r  ( 4  = -  ^  ( m )  P r  {k  -  m) (3.11)
171=1
where P r  (o) =  P r  (1) =  1 and (m )  is the odd divisor function, defined as the sum 
of powers of odd divisors of a number such that;
=  I  : if™  is even
I (Ti (m) : if m is odd
Here, cti (m) is the divisor function as defined in equation (3.9). Other ways of partition­
ing an integer number are also available. For example, one may want to find all partitions 
formed by either odd parts or even parts only (i.e. use seed functions having even or 
odd orders only). If one wishes to explore the subject further, the given references [6-11] 
provide enough information on all other possible cases combinatorial analysis. Table 3.2 
shows the calculated number of unrestricted combinations, P  (u t ), and restricted combi­
nations, P r  (u t ) ,  for various chained function filter orders generated using the presented 
equations.
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TIt P r  [ n r ) 71t f  (T%r) P r  ( n r )
4 5 2 13 101 18
5 7 3 14 .135 22
6 11 4 15 176 27
7 15 5 16 231 32
8 22 6 17 297 38
9 30 8 18 385 46
10 42 10 19 490 54
11 56 12 20 627 64
12 77 15 21 792 76
T ab le 3 .2: Number of unrestricted & restricted seed function combinations for 
various Chained function total orders.
As was previously mentioned, the rejection slope of the chained functions is smaller 
than the corresponding conventional Chebyshev filters. Also, for an order filter, 
there is no seed function combination tha t can provide with better rejection than an 
order conventional Chebyshev. This can be proved by contradiction [12]. One may 
assume that there is a seed function combination that can provide better rejection, when 
compared with conventional Chebyshev, and then show that this assumption leads to a 
contradiction. For example, consider two order polynomial functions: H a (w) is the 
conventional Chebyshev filter and H b (w) is a hypothetical chained function, as shown 
in Figure 3.2.
From Figure 3.2, the two curves must intersect a t least 5 times (irrespectively of the 
shape of the chained function since it consists of lower order conventional Chebyshev
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F ig u re  3.2: Hypothetical filter responses.
polynomials) a t the points p i , p 2 , • • • ,Ps. Therefore, the equation:
H a (w) -  H b (w) =  0 (3.13)
must provide 5 solutions. But this is not possible, since the two polynomials are both 
4*^ '' order. Equation (3.13) can only provide 5 solutions if at least one of the polynomial 
functions is a 5*^ '' order. This establishes the contradiction. Thus, in order to achieve the 
same (or better) out-of-band rejection than the conventional Chebyshev filter, the order 
of the chained function needs to be increased by one. As will be demonstrated, this is 
sufficient for most practical applications.
Therefore, it should be noted that not all seed function decompositions are possible 
solutions to the approximation problem, since chained functions need to be formed by 
the product of lower-order (than the emulated filter) seed functions. Bearing in mind 
that the chained function’s total order is greater than the emulated filter’s order by one, 
some solutions tha t consist of seed functions of orders equal to, or greater than, n  need
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to be rejected. Thus, the decomposition for ny into a single integer will give a single seed 
function having an order ny, which needs to be rejected from the possible solutions set. 
Moreover, the decomposition of UT into two seed functions will have the form:
Ut =  {riT — 1)  +  1 =  (nj- — 2) +  2 =  . . .  ( 3 . 1 4 )
The first solution, in equation ( 3 . 1 4 ) ,  will give two seed functions; one of which will have
an order of (u t  — 1 )  =  n and, thus, needs to be rejected. The decomposition of the 
total filter order nj> into combinations of three (or more) seed functions needs no further 
reduction at this stage. The reason for this is tha t these solutions will have the form:
Tlx — {tit — 2) +  1 +  1 =  (tîj> — 3 )  +  2 +  1 =  . . .  ( 3 . 1 5 )
Therefore, this ensures that the seed function orders will be smaller, by at least one,
compared to the order of the filter being approximated. The number of all possible seed 
function combinations, available to the filter designer can be expressed as:
ôuT ~  P  {nr) -  2 or
=  P r {t i t ) - 2  ( 3 . 1 6 )
When the required partition function has been calculated, for the given chained function 
total order, the next step is the enumeration of all the combinations. One way of of doing 
this is to generate the combinations using a fixed number of n x  seed functions, then 
reduce this number by one (i.e. nx  — 1) and enumerate all the possible combinations, 
and so on. Eventually, this process will end when one enumerates the combinations 
using only one seed function. At this stage, it would be useful to know the number of 
possible combinations when the available number of seed functions is fixed. For this, 
the unordered partitions of k, into u parts, P  (/t, %/) (also written as P^ (k)) must be 
considered. For example, the combinations of only two seed functions having orders that 
will sum up to an order filter are8 =  l +  7 =  2 +  6 =  3  + 5 =  4  +  4 =  and, therefore,
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P  (8, 2) =  4. Similarly, the combinations of two seed functions that will sum up to a 
order filter are 9 =  l - f 8  =  2-f-7 =  3 - f 6  =  4 +  5 and, thus, P  (9,2) =  4. A recursive 
formula, for calculating P  (/t, z/) has the form [6-11]:
P  (k. I/) =  P  (k -  1, -  1) +  P  (k -  I/, u) (3.17)
where P ( k , i^ ) =  0, for k < s, P  (k , k) = 1 and P(/€, 0) =  0. Equation (3.17) can be 
given explicitly for the first few values of s, in the simple forms of [6-11]:
P ( « , l )  =  1
P  (k, 2) =  [ ^ k\^ (
P (/c,3) =  [_—
where [ x \ , is the floor function (i.e. the integer <  %) and [x\ is the nearest integer to 
%. The triangle of P  (/€, u) is given by [6-11]:
1
1 1 
1 1 1 
1 2  1 1  
1 2  2 1 1  
1 3 3 2 1 1
A similar expression exists for P r  {k , p ) as [6-11]:
P r  («: (/) =  P r  (/t, p -  1) P r {k  -  p , p ) (3.18)
where P r { k , 0 )  =  0, P r { 1 , p ) — 1 and P r ( k , p ) — P (ft) for p  > K. The triangle of
P r  (K, f/) is given by [6-11]:
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1
1 2 
1 2  3 
1 3  4 5 
1 3 5 6 7 
1 4 7 9 10 11
Table 3.3 shows the calculated decompositions of an integer k into p parts, for various 
values of k, and p calculated using the presented formulas.
The starting point of the enumeration algorithm is the solution tit =  1 +  1 +  .. . +  1. 
There is only one such solution since P  (nr, nx) = 1. Here, a set is defined as follows:
 ^ 1, 1 , . . . , 1
Alternatively, any combination of seed functions of orders 1^ *, 2"^, 3’'^ , . . .  , n r  could be 
a possible solution to the algorithm. This can be seen by bracketing the different terms 
together in the set To do this, one needs to define the consequent sets as
where i is the total number of seed functions whose orders will sum up to nx- Thus, i =
1 ,2 , . . .  , nx, while j  is the corresponding combination index with j  =  1 ,2 , . . .  , P  {nx, i)- 
Therefore, the next sets, in sequence, will consist of the combinations of two seed functions 
formed as:
M2,i =  { 1 ,1, .y . , 1>^1^ } = {{nx -  1), 1} 
RT-l 1"*
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K p Function P  [ k ^p ) K p Function P  ( k ,  p )
1 1 1 1
2 3 2 4
6 3 3 3 7
4 2 4 6
5 1 9 5 5
6 1 6 3
1 1 7 2
2 3 8 1
3 4 9 1
7 4 3 1 1
5 2 2 5
6 1 3 8
7 1 4 9
1 1 in 5 7
2 4 6 5
3 5 7 3
8 4 5 8 2
5 3 9 1
6 2 10 1
7 1
8 1
T able 3.3: Number of restricted seed function combinations using a fixed number of
seed functions v
M 2 ,2 =  { 1,1,
RT—2
J 1 f ~  2) J 2}
2nd
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1 ,1 , . . .  , 1 ,1 ,1 ,. . .  , 1  ^ ^  even or,
M .,  n-r+l =  < 1 , 1 , . . . , 1 ,  1 , 1 , . . . , 1
I 2  I ^ .....—" s . ,  ■ I ^  ^  I I . . . .  . I
2
«T —1 
2
r ?%r +  1 Mr — 11 . , J
^  I — 2— ’ — 2—  I ^  odd
In a similar manner, one can form the sets for three, four and more seed function com­
binations as:
M g . i  =  <[ 1 , ] ^ , 1 , 1 , 1  ^ = { ( n r - 2 ) , l , l }
ny—2
M 3,2 1 ,1 , . . .  ,1, 1 ,1 ,1   ^ ={(?1t - 3 ) ,2 ,1 }
n r —3
M 4,2 l , l , . . . , l , l , l , l , l }  = {(nr-4),2,l, l}
nt—4 2"'^
This process will eventually lead to the set M i,i, where M i,i =  {nr} and, at this point, 
the calculation cycle of the sets is completed. As an example, consider the generation 
of all seed function combinations that will sum up to an 8^ ^^  order filter. As can be seen 
in Table 3.3, P  (8) =  22 and, thus, there are P  (8) — 2 =  20 different ways to form an 
8*^ “' order chained function filter. Since all seed functions are Chebyshev, it will be shown 
that all 20 different implementations will provide with the same minimum level of in-band 
return-loss and bandwidth as the conventional Chebyshev filter being emulated. This is 
an additional advantage of chained function filters. Table 3.4 shows all the calculated 
seed function combinations for an 8*^* order Chained Function filter.
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No. of seed functions Seed function orders
2 {4,4}, {3,5}, {2,6}
3 {2,3 ,3}, {2,2,4} , {1,3,4} , {1 ,2 .5}, {1,1,6}
4 {2,2 .2 ,2}. {1 ,2 .2 ,3} , {1 ,1 ,3 ,3} , {1 ,1 ,2 ,4} , {1,1,1,5}
5 {1,1,2,2. 2 } ,(1 ,1 ,1 ,2 ,3 } ,{ 1 ,1 ,1 ,1 ,4 }
6 {1 ,1 ,1 ,1 ,2 ,2 } ,{1 ,1 ,1 ,1 ,1 ,3 }
7 {1 ,1 ,1 ,1 ,1 ,1 ,2}
8 {1 ,1 ,1 ,1 ,1 ,1 ,1 ,1}
T able 3.4: Seed function combinations for n y  =  8
It is evident, th a t the chained function concept provides a variety of transfer functions 
to choose from. Moreover, several different responses having the same order, pass-band 
bandwidth and return-loss level may be designed with rejection properties given from 
the Butterworth to pseudo-elliptic filter functions. For example, the decomposition of Tit 
into order seed functions (i.e. nx = 1 +  1 +  1 +  .. . +  1) results in a polynomial having 
the form of which is the Butterworth approximation. Similarly, allowing some (or 
all) of the 1®‘ order seed functions to each have a single transmission zero a pseudo-inverse 
Chebyshev response can be achieved. As will be demonstrated, partitioning nx  into two 
or more lower order seed functions, pseudo-Chebyshev (or pseudo-elliptic if transmission 
zeros have been used) characteristics can be achieved with transfer functions that main­
tain the predefined specifications, while having different implementation characteristics. 
It should be noted that even though only conventional Chebyshev polynomials have been 
considered in this thesis, the theory can be extended to any other polynomial approxi­
mation known so far. For example Legendre polynomials, Bessel function polynomials, 
etc. can be used as seed functions. This will be demonstrated later in this thesis.
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3.1,2 The Chained Function Transfer Function
Having identifying the required seed functions, the corresponding chained function can 
be formed. Every seed function can be expressed as:
( ^ )  ~  y  ] cvitu ( 3 .1 9 )
2= 0
where ai are the coefficients of the corresponding low-order seed function. The seed 
function, having a multiplicity ms(fc), can be formulated as:
m.
where the coefficients for the seed function, can be calculated as:
(3 21)
4  (3-22)^“ 0+^  i=i
where r  is the iterator and 1 <  r  <  ns(k)nis{k)- Also:
( = <  ° (3.23)
1 ns(k) odd
Finally, to form the desired chained function polynomial, one needs to chain the seed
functions. This can be achieved, in an iterative manner, by considering a pair of seed
functions at a time:
(3.24)
2= 0s^(k+l)
(W) = E  (3-25)
2= 0
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An auxiliary polynomial can then be formed as:
Tlk,k+i (^) =  X )  (3.26)
2= 0
where the coefficients 7  ^ can be evaluated as:
7i =  (3.27)
2 = 0
j  ~  s^(A:) T  ^s(/c+l)
This auxiliary polynomial function (w) will be used in place of equation (3.25) and 
will be chained with the next seed function (if any), in place of equation (3.24), and so
on. The final chained function polynomial, (7^ (w), can be formed when all seed functions
have been evaluated.
3.1.2.1 Seed Functions Having No Finite Transmission Zeros
When an all-pole (i.e no finite transmission zeros) chained transfer function is required 
then conventional low-order Chebyshev polynomials can be used. These polynomials can 
be formed with the recursion expression [13-14]:
(w) = 2w2{ (w) -  (w) (3.28)
where To (w) =  1, T\ (w) =  w and î =  2 ,3 , . . .  , ns{k)- The resulting coefficients can be used 
in place of ai to form the seed functions as defined in equation (3.19). The corresponding 
low-order Chebyshev functions can be seen in Table 3.5 for different orders.
Tables 3.6, 3.7 & 3.8 show the resulting chained function polynomials for n x  ~  5 ,6 , &7 
respectively. The first entry in each table corresponds to the Butterworth approximation, 
while the last entry corresponds to the same order conventional Chebyshev polynomial. 
The calculation have been made using the presented formulas.
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Order
1 0 1 0 0 0 0 0
2 -1 0 2 0 0 0 0
3 0 3 0 4 0 0 0
4 1 0 -8 0 8 0 0
5 0 5 0 -20 0 16 0
6 -1 0 18 0 -48 0 32
T able 3.5; Conventional low-order Chebyshev polynomial coefficients
No. of seed functions Seed function orders Chained function polynomial
5 1,1,1,1,1
4 1,1,1,2 2cj^ -
3 1,2,2 4w ^  — 4w ^  +  CO
3 1,1,3 4w  ^ -  3w ^
2 1,4 8cj^ '— 8w ^ +  oj
2 2,3 8w® -  lOw  ^+  3w
1 5 16w ^  -  20w  ^+  5w
T ab le  3.6; Chained function polynomials for n y  =  5 
3.1.2.2 Seed Functions Having Finite Transmission Zeros
When an even- or odd-degree chained function having either symmetrically or asymmet­
rically prescribed finite transmission zeros is required then generalised Chebyshev seed 
functions can be used. A simple recursion technique has been introduced in [15] and the 
procedure will be repeated here for completeness. This algorithm has been modified to 
incorporate the presented equations for the generation of the chained seed function.
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No. of seed functions Seed function orders Chained function polynomial
6 1,1,1,1,1,1
5 1,1,1,1,2 2w® -
4 1,1,2,2 4w® — 4w^  ^+
4 1,1,1,3 4w^ —' 3w^
3 1,2,3 '— lOw^ +
3 1,1,4 8w  ^— 8w^ +
3 2,2,2 8w  ^ -  12w^ +  6w  ^ -  1
2 3,3 16w® -  24w^ +  9w^
2 2,4 16w^ — 24w^ +  lOw^ — 1
2 1,5 16a;® -  20w^ +  5w^
1 6 32w® -  48o;^ +  18w^ -  1
T able 3.7: Chained function polynomials for n y  =  6
The transfer function (w) of a lossless reciprocal 2-port n-th  degree generalised Cheby­
shev network operating between unity load and generator impedances may be defined as 
[15]:
1 11*521 (w) I = (3.29)1 +  2 (w) (1 +  (w)) (1 -  (w))
where e is a positive constant, not greater than unity, as defined in the previous section 
and Fn (w) is known as the filtering function of degree n. The form of Fn (w) for the 
generalised Chebyshev characteristics is defined as [15]:
fk  (w) =  cosh X ^cosh Xx&)
./c=l
where
Xk —
w — 1/cJjb 
1 — dj/Wfe
(3.30)
(3.31)
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No. of seed functions Seed function orders Chained function polynomial
7 1,1,1,1,1,1,1
6 1,1,1,1,1,2 2txP — w®
5 1,1,1,2,2 AuF — 4w® +  ijp
5 1,1,1,1,3 4w^ -  3w®
4 1,2,2,2 8w^ — 12cü'^  +  6w  ^— w
4 1,1,1,4 -  8w® +  w®
4 1,1,2,3 -  lOw® +  3w^
3 2,2,3 16w^ — 28w® +  16w® ~  3üj
3 1,3,3 16w^ — 24w® +  9w^
3 1,2,4 16w^ — 24w'’ +  lOw^ — w
3 1,1,5 16w^ — 20w® +  5w^
2 3,4 32w^ — 56w^ +  28w® — 3w
2 2,5 32w^ -  56w® +  30w® -  5w
2 1,6 32w^ — 48w® +  18w^ — cu
1 7 64w^ — 112w® +  56w^ — 7w
T able 3.8; Chained function polynomials for n r  =  7
and jUk =  Sk is the position of the transmission zero in the complex s-plane. The 
first step in the development of the algorithm is to express the cosh“  ^ term as [15]:
cosh {xk) = In Xk +
=  In {ak +  Pk) (3.32)
where
o^ k =  Xk 
Pk =  \ ! x l ~ ^ (3.33)
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Since
cosh (x) =  ^  (e^ +  e~^) 
and by using equations (3.32) and (3.34) one may find [15]:
g]C]J=i _j_ g -  iR(ofc+^fc)
Now consider the following algebraic properties:
(3.34)
(3.35)
In n a,* =  In [cKiOfg . . .  ] =  In (cKi) +  In (cKg) +  - "  =  X  (o:;) (3.36)t= l
and
,ln(C) ^  ^ (3.37)
equation (3.35) may by written as [15]:
Pn (w) =  - (3.38)n ( “ '- +  ^ '‘) +  n L i K + A ) ,
Multiplying the second term (in the brackets) in equation (3.38) top and bottom  by:
n
J J  (û^ fc — Pk) (3.39)
/c=l
and noting the following:
J ] [  (oifc +  Pk) %% (û!fc -  Pk) =  {otk ~  P k)
fc=l &=1 6=1
and
Pk =  Xk -  ( \ / X n  "  l )  =  X 6  -  X n  +  1 =  1 
then equation (3.38) takes the form [15]:
Pn (w) =  -
.6= 1 6=1
(3.40)
(3.41)
(3.42)
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Substituting for %  and pk using equations (3.32) and (3.33) [15]:
U) ~ \ / u k
Pk =
where
1 — U)/(jJk
\ j — 1 /ukŸ  “  (1 ~  w/w^)^
1 — Ojj U)k
\/(w " - 1 )  (1 -
1 — Ul/uJk
=  -  1/^D
1 — w /  UJk (3.43)
(3.44)
is a transformed frequency variable. Make all the substitutions back to equation (3.42) 
to obtain [15]:
ri6=i + ^ \ / ( ï  ~  1 /^ 0  +  nfc=i “  I / ^ a) -  ^ ^ ( 1  -
2 n L i  (1 “  ^ /^ k )
(3.45)
The denominator of equation (3.45), can now be recognised as finite polynomial in w, 
generated from the required transmission zeros Uk, while the numerator appears as a 
mixture of two finite degree polynomials of the variable w. However, it can be noticed 
that one of the numerator polynomials will be a pure polynomial of the variable w, 
while the other will have each coefficient multiplied by the the transformed frequency 
variable w. However, by trying a few (low) values of n, one may find th a t in every case 
the coefficients containing the transformed frequency variable w will cancel, leaving the 
desired result (i.e. a polynomial in the variable w only). Thus, the derived equation
(3.45) can now be written as [15]:
E-n (w) +  Ên (w)Pn (w) = 2Hn (w) (3.46)
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where
En (w) — n  “  1/^6) — (1 — 1/w^)
n
H n (^)  =  (1 -  W/Wt) (3.47)
6=1
Considering first the polynomial En{oj)\ this may be broken up into two polynomials 
P„(w) and <3n (w), where fh  (w) contains the coefficients in terms of the variable w 
purely, while each coefficient of Qn (cu) is multiplied by the transformed variable w. Thus 
[15]:
Pn (w) — Po +  PlW +  PÿCU^  +  . . . +  PnCU^
Q n  ( w )  =  w  ( %  +  giCU +  +  . . . +  QnCU )^ (3.48)
Now consider the polynomial Ên (w), which may be broken up into two polynomials Pn (w) 
and Qn (w) as defined above. It can be found that P„ (w) =  P„ (w) and Qn (cu) = -Q n  (cu) 
and thus, equation (3.46) reduces to [15];
- 4 m (3.49)
Therefore, the numerator of P% (cu) is the polynomial P„ (w) after (n — 1) cycles of this 
recursion method, and iï„  (w) is generated from the prescribed transmission zeros (in­
cluding those at cuk -> oo which will give (1 — 0) terms) as defined in equation (3.47)
[15]. The corresponding chained function can now be generated using the equations intro­
duced in the previous section. For example, consider a chained function filter consisting 
of three seed functions (unity multiplicity), one generated using conventional Chebyshev 
and the others generated using generalised Chebyshev functions. The corresponding seed
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functions may have the form:
"p(i)
% (w) =  ^
5*2 (w) =
The chained function product can be formed using equations (3.19) to (3,27). However, 
one must have in mind tha t the products need to be evaluated at both numerators and 
denominators of the corresponding seed function. The corresponding chained function 
will have the form:
Y^ npolea \P. ,k
G , (w) =  (3 51)2^6=0 '^k'^
For conventional Chebyshev filters, the pole positions can be found using analytical 
expressions available in the literature (see [16-17] for instance). Unfortunately, there 
are no closed-form expressions for the pole positions of chained function filters available 
yet. This is mainly due to the fact that chained function pole position evaluation leads 
to very complex mathematics, while there are much simpler techniques to do exactly 
the same thing. These need to be determined with numerical methods. By using the 
formulas presented in this section, the final chained function polynomial can now be 
simply expressed as [2]:
Ut
<3,.(w) =  X ] W  (3.52)
6= 0
where Afe are real coefficients. The pole positions can then be determined by finding the 
roots of:
1 (3.53)
6=0
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where w has been replaced by |  (since the complex frequency s =  ju ) . The signs of the 
pole positions, calculated using equation (3.53), need to be modified according to the 
alternating-singularity principle described in [3, 17].
When the chained function has the form of equation (3.51), the reflection zeros may 
be found by rooting the numerator of (3.51) and the required poles by routing the de­
nominator of (3.51). There are many polynomial rooting techniques suitable for CAD 
implementation [4, 18].
W ith the aid of known pole-zero data, the transmission function is fully determined. The 
steady-state filter properties (e.g. attenuation, insertion phase, and group delay) and the 
dynamic properties (e.g. step response, impulse response) can now be easily determined 
[4, 14].
3.2 Conclusion
It is evident from the discussion above that chained functions provide a variety of trans­
fer functions to choose from for the same filter order. This feature is not available with 
any other polynomial family known so far. For the first time, combinatorial analysis 
techniques have been used in filter design. The presented algorithms, suitable for CAD 
implementation, can be used to generate the required functions. It should be noted that 
the novel formulation, presented for the all-pole chained function filters, can be used 
for other filter amplitude approximation polynomial functions without any modification. 
For example Legendre polynomials might be used as seed functions or Bessel polynomi­
als or combinations (i.e. different polynomial seed functions combined together). The 
latter increases dramatically the number of possible seed function combinations. More­
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over, adding finite transmission zeros in the latter functions could be achieved by minor 
modifications in the presented algorithms.
Now that the chained transfer function can be fully derived, it will be very useful to 
examine what sort of responses can be obtained as well as, to compare its characteristics 
with those obtained by the conventional Chebyshev approach. This will be demonstrated 
in the next chapter.
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Chapter 4
Chained Function Characteristics
4.1 Introduction
There are several characteristics that define a filter’s performance. Among the most 
important are the attenuation and group-delay responses. Besides these steady-state 
responses, there are several important transient responses. The latter characterise the 
dynamic properties of the filter, revealing performance in the time-domain. These re­
sponses can be calculated in a normalised low-pass prototype and, by using the appro­
priate transformations, they can be translated to the desired high-pass, band-pass, etc. 
design [4-5].
All calculations have been performed using the normalised, low-pass prototype pole-zero 
information, as described in [1-4]. While the definitions of the normalised prototypes 
have been given in Chapter 1, an exposition of the normalised low-pass chained function 
filter properties will now be given.
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4.2 Frequency-Domain
4.2.1 Chained Function Pass-Band Ripple
Chained functions will have superior out-of-band rejection properties, compared with 
the Butterworth approximation, but slightly less when compared with the conventional 
Chebyshev. This is due to the fact tha t the chaining process will distort the optimum 
properties of the Chebyshev function. This will have an effect on both the equiripple 
pass-band response (i.e. the approximation error will have maxima and minima of equal 
magnitude) and the rejection slope of the resulting chained function filters. In particular, 
some of the seed function combinations will give a quasi-equiripple pass-band response, 
while others will not. For example, powered seed functions (e.g. a cubed 2"*^  order or 
a squared order) will give a quasi-equiripple response. However, a 2"^ order chained 
with a 4*^ ' order will not. Figure 4.1 shows the pass-band ripple for a order filter 
(ripple level % 0.014 dB, -25 dB return-loss level), with a conventional Chebyshev and 
chained function approximations.
4.2.2 Chained Function Return-loss Zero Distribution
As can be seen in Figure 4.1, all functions will provide exactly the same pass-band 
bandwidth, but the ripple levels will be different. It should be mentioned that the 
chained function ripple level will always be less than, or equal to, that of the conventional 
Chebyshev, for all seed function combinations. This, in turn, ensures that the worst-case 
return-loss level of the chained function filter will stay below the target level for all seed 
function combinations. Since bandwidth is exactly the same, the return-loss level for the
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F igu re  4.1; Pass-band ripple characteristics for 6*^  order conventional Chebyshev 
and chained function filters.
chained functions will be identical to that of the conventional Chebyshev function at the 
pass-band edges. Figure 4.2 shows the corresponding return-loss responses for the 
order conventional Chebyshev filter (designed for a -25 dB return-loss level), compared 
to those of the chained function [6].
As mentioned in the previous chapter, a critical factor for achieving a first-pass tun- 
ingless implementation, using the conventional Chebyshev approximation, is the relative 
frequency separation of the return-loss zeros. One can observe that the return-loss zeros 
are not equally spaced in the pass-band. Moreover, the smallest separation distance will 
be those zeros closest to the cut-off frequency. The relative distance in frequency between 
the closest spaced zeros can be calculated from:
\  /  7tSumin — 2 sin sin (4.1), '^ s{k) J \  2^ 5(fc) .
It is evident, from equation (4.1), that by increasing the filter order the minimum fre­
quency separation of the return-loss zeros decreases. If the filter order is greater than 6*^
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F igu re  4 .2; Return-loss characteristics for conventional Chebyshev and chained
function filters.
order then equation (4.1) can be approximated to:
6ujr, 7Ts{k) (4.2)
However, as can be found from equation (4.1), the largest possible separation distance 
between the return-loss zeros is obtained from a second order function. Unfortunately, 
the out-of-band rejection of such a function is not enough for most practical applications. 
One of the key advantages of the chained function is that it allows the designer to use 
this function as a seed function and then to chain it with itself until the right out-of-band 
rejection has been achieved. This effectively places multiple return-loss zeros a t the same 
frequencies. The resulting chained function has been proven, both in theory and practice, 
to be more robust [8-9] even in the case of tuningless implementation, using a low accuracy 
microstrip fabrication process [8,10]. As a result, the chained function family can form 
the basis for a real tuningless filters, while maintaining the required out-of-band rejection 
for a given minimum return-loss level [8-9]. As an example, consider a conventional 5*^*^
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order Chebyshev band-pass filter. Assuming that the filter has a ripple-bandwidth of 
10 MHz, the smallest frequency separation distance between the return-loss zeros will 
be approximately 1.8 MHz. A squared 3^  ^ order chained function filter will provide a 
frequency separation of approximately 4.5 MHz, which corresponds to more than twice 
the frequency separation of the conventional filter. A cubed 2"^ order chained function 
filter will provide a frequency separation of approximately 7 MHz, which corresponds to 
almost four times the frequency separation required by the Chebyshev filter.
4.2.3 Chained Function Rejection Properties
As previously mentioned, the rejection slope of the chained functions is smaller than the 
corresponding conventional Chebyshev filters. Also, for an order filter, there is no seed 
function combination that can provide better rejection than an order conventional 
Chebyshev. This has been proven by contradiction in the previous chapter. As will be 
demonstrated, this is sufficient for most practical applications [6, 8-9]. Figure 4.3 shows 
the power insertion-loss responses for a 6*^  order conventional Chebyshev approximation 
and chained function approximations.
As can be seen in Figure 4.3, the out-of-band rejection of some chained function combi­
nations are comparable to that of the conventional Chebyshev approximation. It should 
be noted that, since the rejection slope available with a chained function is less than that 
of a corresponding conventional Chebyshev approximation, a small increase in the filter’s 
noise bandwidth will be present [6].
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F igu re  4.3; Power insertion-loss responses for order conventional Chebyshev and
selected chained functions.
4,2.4 Chained Function Group-Delay Characteristics
The filter’s group delay can be calculated by differentiating the insertion phase response 
with respect to angular frequency as given in equation (1.14). The group delay perfor­
mance of a filter also reveals its loss characteristics. In general, it can be shown that 
the larger the ripple level of a conventional Chebyshev filter the larger the curvature of 
the phase vs. frequency characteristic in the vicinity of the normalised cut-off frequency. 
As a result, the larger the ripple level the greater the group delay distortion near cut­
off frequency. Frequency components in the transition band near cut-off remain within 
the filter for a longer duration (than in the pass-band) and, thus, they can suffer more 
attenuation [6].
The group delay performance of chained function filters can be found between the But­
terworth and the conventional Chebyshev responses, as can be seen in Figure 4.4.
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F igu re  4.4; Group delay responses for a 6*^ * order conventional Chebyshev and 
selected chained functions.
As can be seen in Figure 4.4, chained functions may not provide very high cut-off slopes, 
compared to the conventional Chebyshev approximation, however, both the zero fre­
quency group delay (or center frequency for a  band-pass filter) and its pass-band edge 
deviation are smaller when compared with the conventional Chebyshev approximation 
[6],
It can be deduced that when losses are taken into account, the chained function filter 
will result in a lower loss implementation. Since they provide less group delay, than con­
ventional Chebyshev filters, the signals (corresponding to the pass-band frequencies) will 
remain within the filter for a shorter period of time, thus, experiencing less attenuation 
from the losses. Moreover, the chained function filter will have lower rounding near the 
cut-off frequency, due to smaller pass-band edge group delay deviation. This will be 
demonstrated at the end of this chapter.
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4.3 Time-Domain
4.3.1 Chained Function Step & Impulse Characteristics
The choice between various types of filter approximation will depend on its application. 
The transient response requirements for an application will be a dominant consideration 
when choosing a filter type, for cases where the signal’s spectrum and the filter’s pass- 
band have similar bandwidth. The impulse and step responses for a 6*^  order conventional 
Chebyshev and chained function filters can be seen in Figures 4.5 & 4.6, respectively [6].
Amplitude
(volts)
0.6
0.5 A: Chebyshev function  
B: Chained function l+ l-f-lH -l-i-l-j-l 
G: Chained function 3-f-3 
D : Chained function H-l-t-2-(-2
0.4
0.3
0.2
0.1
- 0.1
- 0.2
0 5 10 15 20
Time (sec)
F igu re  4.5; Impulse responses for a 6^  ^ order conventional Chebyshev and selected
chained functions.
Once again, the chained function responses, as seen in Figures 4.5 & 4.6, are found 
between the Butterworth and conventional Chebyshev approximations. The impulse re-
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F igu re  4.6: Step responses for a 6*'^  order conventional Chebyshev and 6*  ^ order
chained functions.
sponses are lower in amplitude and wider, when compared with the conventional Cheby­
shev. W ith the step responses, there are small variations in the rise time and in the 
ringing of the filters [6].
4.4 Chained Function Element Values
Since chained function filters are formed from the product of low-order seed functions, 
lumped element even order filters can now be designed to be symmetrical (i.e. some 
filter elements can have the same value). This degree of flexibility is not available with 
the conventional Chebyshev approximation, where lumped element even order filters 
result to asymmetric designs (i.e. none of the filter elements have the same value), 
while only odd order approximations can result in symmetric designs. Conventional
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Chebyshev filters with even orders have unequal termination impedances, since the ratio 
of the terminating loads must be such that they provide the required ripple level at zero 
frequency (or the center frequency for a band-pass filter). In contrast, even order chained 
function filters, having identical terminations can be designed according to the chosen 
seed function combination. Even order chained function filters may be decomposed into 
odd order seed functions and, therefore, the product will result in a symmetrical design 
having equal terminations (since odd orders require a perfect match a t zero frequency). 
However, odd order chained functions can only result in symmetrical designs, because 
an odd number can not be decomposed into even order numbers [6], The corresponding 
element values, for both symmetric and asymmetric designs, can be calculated using the 
methods described in [11-13] which are very easy to implement of CAD algorithms.
An important filter parameter is the element maximum to minimum ratio value, gmaxl9min‘ 
It is desirable to keep this ratio as small as possible with microwave filters, due to the 
limited range of characteristic impedances that some implementation technologies have. 
For example, with microstrip filters, the maximum and minimum realisable impedance 
is determined by the available minimum and maximum line widths, respectively. On the 
other hand, this ratio could not be arbitrary small. If it is, then the required minimum 
and maximum impedances, of the filter, will be closely spaced and, thus, a very accurate 
manufacturing technique will need to be employed. Different seed function combinations 
offer different gmax/dmin ratios; some are smaller, while others may be larger than those 
obtained by the conventional Chebyshev filter [6-7].
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4.5 Chained Function Loss Considerations
In order to develop a filter, it is necessary to consider the required attenuation specifica­
tions, paying particular attention to the filter’s fractional bandwidth, and its relationship 
to the minimum unloaded-Q, Quin^ of the resonators necessary to realise the design [4, 
14-16]. For a given set of specifications, the value of a resonator’s Quni must exceed a 
certain minimum, Qmin for that filter to be realised. This Qmin can be calculated from 
the required normalised low-pass prototype filter and then related to the individual res­
onator’s Quni and vice versa. In a normalised low-pass prototype filter, the minimum 
quality factor, Qmin, can be defined as [4, 14-16]:
Qmin =  r~  r (4.3)l^jnl
where am is the real part of the transfer’s function pole closest to the imaginary axis. 
It is a general property for any kind of filter, that as the pole frequency increases, qmin 
also increases. Therefore, the pole closest to the imaginary axis will be the one located 
at the highest frequency. Figure 4.7 shows the pole patterns for a 6*^ ‘ order conventional 
Chebyshev and chained function filters (designed for -25 dB return-loss).
Then Qmin can be calculated as [4, 14-16]:
/oQmin = QminQL where Qf, =  ^  (4.4)
where /o and A /  are the center frequency and bandwidth of the required band-pass 
filter, respectively, while is the loaded Q .  When one is dealing with finite resonator 
Q  values, then of particular interest are the effects of losses in the power insertion-loss 
response of the filter. Qualitatively, pass-band ripples are smeared and the response near 
cut-off is rounded and, thus, changing the filter’s bandwidth. Effectively, the losses shift 
the filter’s poles to the left, by an amount inversely proportional to the resonator’s Quni-
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F igu re  4.7; Pole patterns for a 6*^  order conventional Chebyshev and selected
chained functions.
In order to compensate for the influence of losses, especially in the pass-band, all filter 
poles have to be shifted towards the right side, of their original position, by an equal 
amount (i.e. inversely proportional to the resonator’s Quni)- The upper permissible limit 
for this action is given by Qmin- However, compensation for losses results to an increase 
in the pass-band attenuation. This, in turn, degrades the filter’s return-loss. For this 
reason, the application of loss compensation is limited [4, 14-16].
When the resonator’s Quni, is equal to Qmin then the filter response may be achieved, 
provided predistorted coefficients are used, but an extremely large value of insertion- 
loss will result. If Quni is slightly larger than Qmin, the filter will have a high value of 
insertion-loss and the bandwidth will be narrower than  the design value. When [4,14-16]:
Quni ~  lOQr (4.5)
then the resulting bandwidth will be equal to the design value. Moreover, when Quni 
is larger than Q m in, the loss in the filter does not primarily depend on the number of
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sections, but it is exclusively controlled by the ratio [20,21]. Once the values of Quni 
and Qmin have been determined, the loss in the filter is almost completely defined and 
varies very little with the shape of the filter, the number of sections, the bandwidth, etc. 
[4, 14-16].
For conventional Chebyshev filters, the value of qmin depends on the filter order and the 
required return-loss level (i.e. defined by the pass-band ripple factor). Tables 4.1, 4.2 
& 4.3 show the calculated qmin for chained function filters, having different orders and 
ripple factor. The first entry in each table corresponds to the Butterworth approxima­
tion normalised to the same ripple bandwidth, while the last entry corresponds to the 
conventional Chebyshev approximation.
T ab le 4.1; Chained Function Filter qmin for u t  =  5
Seed function orders Qmin (~25dB) Qmin (—20dB) Qmin (  I S d B )
H -l+ H -l-f-l 1.82035 2.04387 2.29833
l-(-l“i-l+2 2.19255 2.49725 2.86360
1-1-14-3 2.66964 3.10683 3.67803
14-24-2 2.67571 3.08727 3.59262
24-3 3.30372 3.88493 4.63279
14-4 3.30633 3.94439 4.83877
5 4.16815 5.09579 6.45474
For multiple-resonator band-pass filters, the following approximate formula gives the 
insertion-loss, due to dissipation, at the center of the pass-band [4, 7, 14-16]:
where Quni is the resonator unloaded-Q (assuming that all resonators have the same 
unloaded-Q) and are the element values of the normalised low-pass prototype from
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T able 4.2: Chained Function Filter qmin for =  6
Seed function orders Qmin {-25dB) Qmin {—20dB) Qmin (~15dB)
l-b l-h l-h l-b l+ l 2.39213 2.63452 2.90514
H -H -H -H -2 2.81792 3.14266 3.52371
l-l-lT24-2 3.34970 3.77609 4.28615
1+1+1+3 3.35371 3.81411 4.39941
24-2-1-2 3.98945 4.52522 5.16364
14-24-3 4.02924 4.62169 5.36595
1 4 -1 4 - 4 4.04433 4.70307 5.60100
24-4 4.87951 5.69378 6.76399
34-3 4.91927 5.73228 6.77026
1-H5 4.95034 5.88874 7.23137
6 6.1246 7.43274 9.35679
which the band-pass filter was derived. Another way of writing equation (4.6), involving 
the filter’s group delay, can be as [4, 7, 14-16]:
8 .686/0L q — (Td)c (4.7)
where (7 ^ ) 0  is the value of the normalised low-pass prototype group delay at zero fre­
quency, normalised to 1 sec. In order for the above equations to be valid, the filter must 
be well matched the zero frequency (or the center frequency for a band-pass filter) so 
that the mismatch loss will be very small. It is evident, from equations (4.6) & (4.7), 
that with identical resonator Quni and a fixed fractional bandwidth, the filter’s loss will 
be increased if the sum of the filter elements is also increased or, consequently, if the zero 
frequency group delay is increased.
The approximation associated with equations (4.6) & (4.7) may be avoided if exact
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T able 4.3; Chained Function Filter qmin for n r  =  7
Seed function orders Qmin (—25dB) Qmin (—20d,S) Qmin ( — 15dB)
1 + n - i - M + m - t - i 2.97959 3.23656 3.51952
1+1+14-14-1+2 3.45256 3.79226 4.18375
1+1+1+2+2 4.02586 4.46285 4.97551
1+1+1+1+3 4.04225 4.52083 5.11693
1+2+2+2 4.69774 5.23703 5.86896
1+1+3+2 4.75281 5.35391 6.09517
1+1+1+4 4.78256 5.45902 6.36171
2+2+3 5.55855 6.27497 7.14157
1+2+4 5.64292 6.46251 7.52321
1+3+3 5.68424 6.49809 7.52027
1+1+5 5.73062 6.68059 8.01387
2+5 6.74152 7.84205 9.32385
3+4 6.80884 7.89113 9.28196
1+6 6.93665 8.24619 10.1436
7 8.43947 10.1961 12.7872
network calculations are made on an equivalent circuit of the required filter network. 
The low-pass prototype network is considered to be the most convenient for this purpose 
[4, 7, 14-16]. The series resistances and shunt conductances of the low-pass prototype 
can be related to the resonator’s Q^ni as [4, 7, 14-16]:
fo 9 iR i  =  
Gi —
A /Q u n i
h9 i
^fQ unl
The ABCD parameters of the filter structure can then be formed. The end result can be 
related, by means of a frequency transformation, to the required band-pass filter [2].
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A summary of chained function parameters can be seen in Tables 4.4, 4.5 & 4.6 for 
all 6*^ ‘ order chained functions having different return-loss (RL) levels, including the 
calculated filter noise bandwidth, BWn, the element maximum to minimum value ratio, 
9m axf9m in \  the sum of the corresponding filter elements, Eg; and the termination ratio, 
I'o =  The first entry in each table corresponds to the Butterworth function while 
the last corresponds to the conventional Chebyshev function of the same order and ripple 
bandwidth [6].
T able 4.4; Summary of Chained I^mction Filter Properties for n r  =  6 (RL=-25dB)
Seed function orders 9maxf 9min S . Ro
l + l + l + l + l + l 1.63417 3.73205 4.78426 1
1+1+1+1+2 1.51838 3.42806 5.28998 1
1+1+2+2 1.42791 3.04903 5.81958 1
1+1+1+3 1.40848 3.1518 5.85622 1
2+2+2 1.35796 3.04274 6.376 1.11917
1+2+3 1.34048 2.70947 6.40991 1
1+1+4 1.31921 2.81914 6.45805 1
2+4 1.26939 2.71608 7.03676 1.11917
3+3 1.27357 2.324 7.02815 1
1+5 1.2494 2.43621 7.08859 1
6 1.19596 2.35759 7.74445 1.11917
4.6 Chained Function Design Example
An example will demonstrate the advantages and disadvantages of chained function filters 
when compared to the conventional Chebyshev designs. Here, a higher order chained
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T ab le  4 .5; Summary of Chained Function Filter Properties for n y  =  6 (RL=-20dB)
Seed function orders 9 m a x / 9m m S . Ro
l + l + l + l + l + l 1.48461 3.73205 5.26903 1
1+1+1+1+2 1.39228 3.36243 5.80693 1
1+1+2+2 1.32202 2.92173 6.36452 1
1+1+1+3 1.30388 3.02532 6.4088 1
2+2+2 1.26924 3.19533 6.96669 1.22222
1+2+3 1.25307 2.53177 6.98624 1
1+1+4 1.23346 2.6351 7.04351 1
2+4 1.19783 2.77459 7.65895 1.22222
3+3 1.20232 2.11242 7.6381 1
1+5 1.1798 2.20791 7.70345 1
6 1.13998 2.32589 8.39633 1.22222
function will be used to demonstrate that, in spite of its higher order, it can still prove 
to be more robust than the conventional Chebyshev approximation [6].
Consider a band-pass filter having a centre frequency of 800 MHz and a ripple bandwidth 
of 7 MHz. The target return-loss level is set at -25 dB (or 5.6 % reflection) and a 60 dB 
rejection is required at a stop-band bandwidth of 29.4 MHz. To convert these specification 
into a normalised low-pass prototype, the steepness factor needs to be calculated. This is 
the bandwidth ratio of the stop-band over the pass-band and, in this case, is equal to 4.2. 
A 5^ ‘^ order conventional Chebyshev filter, having a pass-band ripple of approximately 
0.014 dB, will be sufficient. The same specifications can be achieved by a 6^ ‘^ order chained 
function. Using the introduced methodology, the chosen chained function consists of a 
order chained with cubed 1^  ^order seed functions. Following the equations in Chapter
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T able 4 .6: Summary of Chained Function Filter Properties for n y  =  6 (RL=-15dB)
Seed function orders 9 m a x / 9rnin S . Ro
l + l + l + l + l + l 1.3486 3.73205 5.81028 1
1+1+1+1+2 1.27915 3.28126 6.37746 1
1+1+2+2 1.22791 2.77325 6.95964 1
1+1+1+3 1.21217 2.86864 7.01195 1
2+2+2 1.19124 3.64206 7.66698 1.43258
1+2+3 1.17678 2.3301 7.61024 1
1+1+4 1.16009 2.41404 7.67645 1
2+4 1.13674 3.05119 8.37925 1.43258
3+3 1.14138 1.88721 8.30893 1
1+5 1.12157 1.94708 8.36468 1
6 1.09424 2.44239 9.13584 1.43258
3, the corresponding chained transfer function, % i(s) is: 
P{s)
)
4.43866
521(s) = C'X'E{s)
4.43866 +  12.9969s +  19.0282s^ +  17.7362s3 +  11.1474s4 +  4.560135^ +  s  ^
where =  0.225293. The corresponding chained reflection function, 5 n (s)  is:
m
0.768^ +  s®
4.43866 +  12.9969s +  19.0282s^ +  17.7362s3 +  11.1474s4 +  4.56013sS +  s«
where =  1 corresponding to 5ii(joo) =  0. To synthesise this function one may use 
the ABCD parameter method, introduced in Chapter 1. Thus, the auxiliary polynomials
Cim iSTO s E .  C im tsosT O M iD ts 106
CHAPTER 4. CHAINED FUNCTION CHARACTERISTICS 4.6. CHAINED FUNCTION DESIGN EXAMPLE
are:
Ai{s) = 4.43866+  1 9 .0 2 8 2 s 2 +  1 1 .1 4 7 4 s  ^ +  s ® 
Bi{s) = 12.9969s +  17.7362s^ +  4.56013s®
Ci(s) =  0.75s'‘ +  s®
jDi (s) =  0
Finaly, the A, B, C, D and F polynomials will be:
A(s) =  4.43866+  19.0282s^ +  11.8974s^ +2s® 
B{s) = 12.9969s +  17.7362s® +  4.56013s®
C{s) = 12.9969s +  17.7362s® +  4.56013s®
D(s) =  4.43866 +  19.0282s^ +  10.3974s'*
F(s) =  4.43866
and the resulting overall ABCD matrix will have the form:
A  B 1 +  4.28691s^ +  2.6804s^ +  0.450586s® 2.92811s +  3.99584s® +  1.02737s®
C D 2.92811s +  3.99584s® +  1.02737s® 1 +  4.28691s^ +  2.34247s^
Now the element extraction may begin. First, a shunt capacitor can be extracted with a 
value given by the ratio of the highest order polynomial coefficient of A(s) and C{s) (ie 
yp®°®3®® =  0.438584). After multiplying the overall m atrix with the negative component 
the remainder array is:
1 +  3.00269s^ +  0.927897s^ 2.48953s +  2.11567s®
2.92811s +  3.99584s® +  1.02737s® 1 +  4.28691s^ +  2.34247s^
One may repeat the process until the overall m atrix results, in this example, in the unity
A' B'
a D'
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matrix. Following the same procedure, the corresponding elements are:
5o — 1 input termination
9i = 0.438584
92 = 1.1072
93 = 1.38233
9i — 1.38233
96 1.1072
96 = 0.438584
97 = 1 output termination
The normalised low-pass insertion-loss responses for the two filters are shown in Figure 
4.8.
Pass-band
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B : Chebyshev function
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F igu re  4 .8 : Insertion-loss responses for a 5^  ^ order conventional Chebyshev and a
order chained function.
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F igu re  4 .9: Group delay responses for a 5*^  order conventional Chebyshev and 6*^
order chained function.
The group delay responses for the two filters are shown in Figure 4.9. As can be seen in 
Figure 4.9, the zero frequency group delay responses are identical for both filters, thus, 
one can expect the chained function filter to provide the same loss in spite of the fact 
that it is of a higher order. The pass-band group delay deviation of the chained function 
is much smaller compared to the conventional Chebyshev. Therefore, it is expected that 
the chained function filter will result into smaller cut-off frequency rounding when losses 
have been taken into account.
The exact calculated loss response of the two filters can be seen in Figure 4.10, for 
different values of Qmm calculated using exact methods described previously.
The required qmm of the chained function is 20% less than tha t for the conventional 
Chebyshev filter. This effectively means that the chained function filter will be more 
robust to resonator finite-Q effects than its conventional Chebyshev counterpart. This
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F igu re  4 .10: Insertion-loss responses for a lossy order conventional Ghebyshev 
and a lossy 6^  ^ order Chained function.
can also be seen in the calculated pole pattern, shown in Figure 4.11.
4.7 Quasi M aximally-Flat Filters
It is known that the Butterworth (or maximally-flat) response is monotonie in both pass- 
and stop-bands (i.e. amplitude decreases with increasing frequency). The Ghebyshev 
response, on the other hand, is monotonie only in the stop-band and equiripple in the 
pass-band. The allowance of ripples, even a fraction of 1 dB, makes a great difference 
in the rejection properties of the filter and, thus, a Ghebyshev response has much better 
cut-off characteristics than the Butterworth. There may be occasions, however, when 
the ripples, no m atter how small they are, are not permitted and a monotonie response 
is a necessity. Using the chained function concept, a novel methodology can be used
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F ig u re  4 .11: Pole pattern for a 5*^ ‘ order conventional Ghebyshev and a 6*^ ‘ order
Chained function filters.
to generate quasi-maximally flat filters having arbitrary placed finite transmission zeros 
[17].
The decomposition of a filter total order n-r into first order seed functions (i.e. UT =  
1 -1- l - h . . .  + 1 )  results in a polynomial having the form of which is the Butterworth 
approximation. Allowing some of these seed functions to each have a single prescribed 
transmission zero, an asymmetric or symmetric quasi maximally-fiat (QMF) response 
may be achieved. Thus, the chained function polynomial may be defined as the product 
of n r  first-order seed functions, 5]; (cj), each having a multiplicity factor, rui, as:
îlT
Gut (^) — JJ ("^ 1 (^)) mi (4.8)
i=l
where the first order seed function, S\ (w), can be defined as a ratio of two polynomials.
C h r is t o s  E .  C h r is o s t o m id is 1 1 1
CHAPTER 4. CHAINED FUNCTION CHARACTERISTICS 4.7. QUASI MAXIMALLY-FLAT FILTERS
namely:
Since seed functions will always be first order, the calculation methods presented in
Chapter 3 can be significantly simplified. Thus, for the first order seed function, the
polynomials PI (w) and Q\ (w) may be expressed as:
F j  ( w )  =  w  — —
Q\ (w) =  1 ------- (4.10)
where uii is the position of the i*’'- transmission zero. Depending on the prescribed trans­
mission zero pattern in the complex s-plane, they can act as attenuation poles or as 
group-delay equalisation zeros, while retaining the quasi maximally-fiat filtering speci­
fications. If the i^ '^’ transmission zero approaches infinity then the seed function, given 
by equations (4.9) and (4.10), degenerates to S\ (w) =  (w)"^ % which is the conventional 
Butterworth response of the order rrii.
There are some restrictions governing the positions of prescribed zeros such as, if nf. is 
the number of finite-position zeros, then nf. <  n^. Also, if nf. <  nj-, then those zeros 
without finite position must be placed at infinity. Finally, the conditions of realisability 
must be preserved [4].
4.7.1 Examples of QMF filters
As examples of QMF filters, two transfer functions will be given. An even-order asym­
metric and an odd-order symmetric self-equalised group-delay response. However, the 
presented method can be used to design filters of any order U T , any type of response
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(i.e. symmetric or asymmetric), being either even- or odd-order and for numbers of 
finite-position prescribed zeros up to and including Ut  in any case. The presented re­
sponses are normalised to a 3 dB down pass-band bandwidth for comparison with the 
conventional Butterworth response. This should not be considered as a limitation of the 
presented method, since it can be changed by choosing the appropriate value for e, in 
equation (3.1).
In the first case, a six-pole quasi maximally-flat filter is presented having two attenuation 
poles at Wi =  +j2 and W2 =  +j2.56, respectively. This suggests the use of three single 
order seed functions, two of which will have a single transmission zero each (at wi =  + j2  
and W2 =  +j2.56, respectively) and unity multiplicity factor. The third seed function 
will have a transmission zero a t infinity and a multiplicity factor of four. The resulting 
chained function polynomial can be found to be:
^   ^  ^ _  0.1953125w" -  0.890625W® -f  ^, ^ ,
nr W; -  i _  0.890625W -t- 0.1953125w2  ^ ^
The calculated responses for this type of filter can be seen in Fig. 4.12.
In the second case, an 9-pole quasi maximally-fiat filter is presented having two sym­
metrically placed attenuation poles, at wi^2 =  ± j3  and a pair of real-axis group-delay 
equalisation zeros at ws,4  =  ±0.99 to provide a group-delay equalisation at 50% band­
width. This suggests the use of five single order seed functions. The first two seed 
functions will have a single transmission zero each (at Ui — +j3  and u>2 =  — j3, respec­
tively) and unity multiplicity factor. Similarly, the other two seed function will have a 
single transmission zero each (at wg =  ±0.99 and =  —0.99, respectively) and unity 
multiplicity factor. Finally, the fifth seed function will have a transmission zero at infinity 
and a multiplicity factor of five. The resulting chained function polynomial will be given 
by:
^  A _  -0 .113367W  ±  0.909193wG ±  w» ,
nr (wj -  0.909193w2 _  0.1133671w4  ^ ^
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F ig u re  4 .12: (a) Return-loss, (b) pass-band and (c) insertion-loss responses for a 
six-pole, two-zero asymmetric QMF low-pass prototype filter.
The calculated responses for this type of filter can be seen in Fig. 4.13.
4.8 Conclusions
Chained function filters form an atractive solution to low-cost, high-performance, mi­
crowave and millimeter - wave band-pass filters. The ability to generate different seed 
function combinations, having different implementation characteristics, can be used to 
extend the state-of-the-art in tuningless filters towards higher frequencies or smaller 
fractional bandwidths or, alternatively, to lower the accuracy and manufacturing cost 
requirements for a given set of filter specifications. Therefore, when compared with the
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F igu re  4.13: (a) group-delay, (b) pass-band and (c) insertion-loss responses for an 
8-pole, two-zero, self-equalised symmetric QMF low-pass prototype filter.
conventional Ghebyshev approximation, lower-loss responses for the same filter order, 
pass-band bandwidth and return-loss level may be realised with rejection levels ranging 
from those associated with Butterworth to pseudo-Chebyshev, Indeed, chained function 
filters can bridge between the low sensitivity, lower resonator unloaded-Q and low-loss 
properties of the Butterworth approximation with the out-of-band rejection properties 
of the conventional Ghebyshev approximation. Moreover, the approach can be easily 
adapted to generalised Ghebyshev approximation.
However, it should be mentioned that Ghained function filters cannot challenge the op­
timum properties of the conventional Gheybyshev filter. The latter still leads to the 
smallest complexity filters (in terras of number of elements) for a given set of speci­
fications. W hat can Ghained functions offer is an attractive alternative to implement
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filters according to the available manufacturing technology (opposite to the conventional 
Ghebyshev) giving a filtering solution where the Ghebyshev will fail to do. This will be 
clearly demonstrated in the next chapter.
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Chapter 5
Chained Function CAD Techniques
5.1 Introduction
In the early days, filter designers had limited computer aided design (CAD) tools and, 
consequently, low simulation accuracy. They had to provide tunable designs, in order 
to control the filter’s return-loss zeros and correct for physical variations, due to man­
ufacturing accuracy. This, in turn, increased the development time and the associated 
costs since tuning of narrowband microwave filters is not simple and usually requires 
highly experienced engineers and a great deal of time. Nowadays, considerable progress 
has been made in the area of advanced electromagnetic (EM) simulation. Such tools 
can give precise filter geometries, which can reduce the post-manufacturing tuning time 
[1-4]. However, the simulation accuracy now available has shifted attention towards the 
manufacturing process. This is because, in order to draw the full benefits from the 
increased simulation accuracy, the filter must now be manufactured with very low tol­
erances. This, in turn, can significantly increase the filter costs and development time.
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since process optimisation techniques need to be employed.
W ith current practice, the design of a filter usually starts with the selection of a suitable, 
generalised Chebyshev type transfer function that will satisfy a set of given electrical 
specifications. The next step is to translate the computed transfer function into an ideal 
electrical network representation of the filter, involving lengths of transmission lines and 
impedance inverters (if the filter is to be implemented using distributed components). 
Finally, the ideal network elements are implemented by real components that, when 
assembled together, exhibit the required electrical behaviour. It is in this final step that 
the manufacturing tolerances are usually taken into account using, for instance, accurate 
EM simulators. In general, however, manufacturing errors will change the electrical 
performance of the real components, so tha t additional adjustments are required using 
either process optimisation and/or post-manufacture tuning [2,3].
One way to overcome this problem is to address the sensitivity to manufacturing toler­
ance at the filter’s approximation stage using, for instance, a chained function transfer 
function [5-6]. Since the chained filter transfer function concept provides a variety of 
transfer functions, an optimal filter can be designed, for a given manufacturing technol­
ogy, having a reduction in sensitivity to manufacturing errors, resonator unioaded-Q and 
filter losses [5-6]. The solution proposed in this thesis is an alternative to the modern 
CAD approach, by using chained function filters and addressing the limitations of the 
available manufacturing technology at the initial approximation stage.
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5.2 The Chained Function Algorithm
As with standard filter design algorithms, the input parameters are a set of electrical 
specifications (e.g. total filter order, number of seed functions, multiplicity of each seed 
function, number of transmission zeros (i.e. attenuation poles), number of group delay 
equalisation zeros, input & output return-loss level, pass-band slope, etc.), the given man­
ufacturing technology restrictions (e.g. available Q, tolerance, etc.), as well as physical 
constraints (e.g. size and aspect ratio restrictions, monolithic or hybrid filter integra­
tion, etc.). A physical structure that is most likely to satisfy the given combination of 
electrical and physical constraints is chosen. This choice is made from what is effectively 
a database of circuit structures, available to the filter designer. It should be mentioned 
that more than one structure can be selected at this stage, so the designer is able to 
check the available manufacturing technology effects on different filter structures. The 
process of finding the optimum seed function combination can then be initiated. From 
the restricted sets of possible seed function combinations, the physical filter parameters 
(e.g. line widths, lengths, separations, etc.) can be evaluated. The required physical 
structure(s) can then be applied to Monte-Carlo analysis. As soon as the optimal seed 
function combination has been identified, the final response optimisation (to the filter 
poles-zeros) can be initiated to fit the filter response to a given frequency mask [1-2], as 
can be seen in Fig. 5.1.
This method can reduce, or even eliminate, the need for lengthy process optimisation and 
post-manufacture tuning. The key feature in the proposed algorithm is that it changes 
the existing filter CAD approach to select the most suited filter transfer function to satisfy 
the electrical requirements within the limitations imposed by the available manufacturing 
technology.
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5.3 Chained Function Parameter Evaluation
Since the out-of-band response is of great importance, one can define a frequency interval 
where the two responses (i.e. the conventional Chebyshev and the chained function) must 
have minimum deviation. It is known [7-9] that the Chebyshev response is optimum in 
the sense that, of all possible transmission functions, it has the fastest possible roll-off
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rate outside the pass-band (assuming all-pole filters). It can be shown that the filter 
emulated using chained functions will have a slightly slower roll-off rate just above the 
cut-off frequency, Qc- However, after a frequency (where > Oc ), it will have a 
faster roll-off rate than the conventional filter (since > n). The frequency range from 
üc up to is the frequency interval for which the two responses must have minimum 
deviation. Now, is different for every unique seed function combination and, thus, it 
needs to be evaluated for each combination. It should be noted that some seed function 
combinations will provide 0;^ . very close to Oc, while others will provide far away from 
Oc. The longest distance, as expected, will be provided by the combination consisting of 
order seed functions only (i.e. the Butterworth amplitude approximation).
A function (0) can be defined as the minimum out-of-band rejection for the con­
ventional Chebyshev filter, such that:
{Cl) =  10 logio [1 +  6 %  («)] (5.1)
where Tn (f)) is the Chebyshev polynomial of the first kind and when Q > 1:
Tn (O) =  cosh [n cosh“  ^(fi)] (5.2)
The corresponding chained function minimum out-of-band rejection is calculated for ev­
ery set of the possible seed function combinations. This can be defined as:
(12) =  10 logio [1 +  (12)] (5.3)
where G ij (Ù) can be evaluated using the equations presented in Chapter 3, for every 
candidate function set M y . Since different seed function combinations will result in 
different a numerical method can be applied to solve equations (5.1) and (5.3) for O 
as:
(12) =  A%.(12) 
logio [l +  (1 )^] =  logic [l +  (^)]
T„^(12)-G?,.(12) =  0 (5.4)
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The Newton-Raphson iteration method seems to be ideal for solving equation (5.4), to 
find for each seed function combination as [10];
_  o «
dn
Q t , J
where 0 ^ ^ ,  is the initial guess value for Both (ft) and Gfj  (0) functions are well 
behaved polynomials and their derivatives, required by the Newton-Raphson iteration 
method, can be easily evaluated. Finally, once all these parameters have been calculated 
they can then be inserted into the candidate function sets, giving the final form as:
Mi,,- =  [ { « ,„ . .. , n „ } , { o ‘q , , { n ^ } ]
where , . . .  , are the corresponding constituent seed function orders, is the 
quality factor of the corresponding pole closest to the imaginary axis and is the
corresponding minimum frequency separation of the return-loss zeros. More parameters 
can also be used, depending on the application. For example, one may be interested 
in the maximum and minimum even and odd mode impedances of each seed function 
combination. This is particularly useful when a coplanar waveguide (CPW) implemen­
tation is required. It is well known that CPW circuits have a limited impedance range, 
when compared with microstrip. Here, the conventional Chebyshev filter will require a 
specific range of even and odd mode impedances, while chained function filters are able 
to provide a different range of even and odd mode impedances for different seed function 
combinations. Even when the filter implementation technique allows for an impedance 
scaling factor, it is clear that the variety of different seed combinations, resulting in 
different even and odd mode impedances, is an extra advantage when compared to the 
conventional Chebyshev design. Moreover, different forms of sensitivity analysis can also 
be performed at this stage and inserted into the appropriate combination set.
When all possible solution sets have been enumerated, the design restrictions can be 
introduced. Here, another set is formed, R , that contains the imposed design restrictions,
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having the form:
^  =  [ « m )  • • • > Kxax> ^ 1}  , {Qmax>  ^ 2 }  , ^ s } ]
where Timtn)^moz are the required minimum and maximum seed function orders, respec­
tively, Qmax is the required maximum chained function Q and is the required
minimum return-loss zero relative frequency separation. The variables wi,W 2, . . . are the 
corresponding restriction weights that can be used to emphasise the significance of each 
parameter. These weights are integer numbers, such as 1 <  < W2  <  . . .  <  tu*. Here,
Wf, is the most critical parameter and wi  is the least critical parameter. The value 0 can 
be reserved for use when one does not want to restrict the specific parameter. Other 
definitions for the weights are also possible (e.g. in percentage terms, etc.) depending 
on the application. As an example, consider a conventional order Chebyshev filter 
(n =  7) having an input return-loss of —25 dB. One may wish to emulate this filter using 
a chained function filter, having an total filter order =  n  +  1 =  8, by using seed 
functions with minimum and maximum order of =  2, and ~  6, respectively. 
The required filter needs to have lower Q, than the conventional Ghebyshev, and this 
could be of primary interest. A second most important parameter could be the relative 
frequency separation of the return-loss zeros. Finally, the seed function orders could 
be also considered. When the conventional filter parameters have been evaluated, the 
restrictions set for this example can be formed as:
R , ■ J ‘^ maxi ; iQ m a a ;) ^ 2 } ]
=  [{2 ,... ,6 ,1 } , {8.43947,3} , (0.193096, 2}]
This set is then compared against all possible by forming the difference without 
R , as:
=  IVtfJ \  R  or 
=  (C I C € M îj and ^  R}
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where C are the elements of each set forming the difference. If the resulting D jj  =  0 (i.e. 
empty set) then the corresponding satisfies the restrictions. It should be noted that 
the parameter in the set M y  is not used during this stage. The reason for this will 
be made clear later in this chapter. When all restrictions have been identified from the 
possible solution set, 6^^ possible combinations will be left, where 6^^ < ôn^, for which 
the error function needs to be formulated and finally compared in order to identify the 
best combination.
When all possible solutions have been collected, a normalised (with respect to the 
frequency interval) error function can be derived. Two sets can be defined, A i j  (Q) and 
B ij  (Q), such that;
Ay(«) A Z i ( a )
By (12) AS„(I2) VS2e[l,f2«] (5.5)
and the corresponding squared error function can be formulated as:
E^ = |Ay(n)p-|By(I2)l^ (5.6)
The smallness of the error, E ij  (S7), can be defined by the least-mean-square-error crite­
rion. The E ij  (0) function is the best in the least-mean-square-error sense if the integral:
E?,, (12) dS2 = /  {|Ay (12)1" -  |By (12)!"} df2 (5.7)
is minimal in the interval of interest. Thus, the objective of the overall methodology 
presented is to identify the index combination (i , j )  for which the integral square error 
is minimal. It should be noted that other criteria defining the smallness of the error 
can also be formulated, depending on the application. The presented technique has been
used in the coded algorithm, because of its simplicity, leading to small size algorithms.
To solve equation (5.7), numerical integration techniques can be applied. For example,
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by dividing the integration interval into a number, u, of equal width, 6u, segments as:
Su = —^  (5.8)u
then equation (5.7) can be written as [10]:
rl+u pl+2u
EI j  (fi) dü  = J  (ft) dft +  y  E?,. (ft) dft + . . .  +  y  . ^  E?, (ft) dft
(5.9)
Using the multiple application of Simpson’s |  rule, one can finally obtain:
/  " E?,,.(ft)dft
I  { I A y  ( l ) j ^  -  | B y  ( 1 ) ! ^ }  +
4 ^ 2  (^a)T  “  |Bi,i (^a)I^} +
A=l,3,5,...
2  X /  { I  A w  ( ^ a ) I ^  -  I B y  ( % ) | ^ }  +
A=2,4,6,...
{ i A « ( n ? ' ) r - i B y ( f t « ) r } |
The combination of i , j  that gives the minimum error is the required optimum combi­
nation. It should be noted that if the search algorithm returns only one seed function 
combination then it is not necessary to perform the integration.
Using this methodology, the filter designer can find an optimum seed function combina­
tion for the given problem. The restrictions set may be modified according to the design 
requirements. For example, it could be used in the design of microwave active filters, 
having cascaded low-order sections. Here, parameters such as the active device parasitics 
can restrict the candidature of seed function selections.
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5.4 Complex Pole Pattern Optimiser
Chained functions can also be used for the design of filter having finite arbitrary placed 
transmission zeros, leading to either symmetric or asymmetric responses (if these trans­
mission zeros are placed outside the pass-band of the filter) or can perform group-delay 
equalisation (if these transmission zeros are placed inside the pass-band). This has been 
demonstrated in Fig 5.2.
Normalised G roup-delay in sec 
10 5
+ J O O
Imaginary
Axis
é +2j
Real
Axis
X: Poles©: Zeros or poles of attenuation  ®: Group-delay equalisation zeros
-Ij
O  - 2 j
Pass-band 
Ripple in dB
- 0.01 + 2
-H
Normalised
Frequency
- 2
- r o10 ■20 - 3 0 - 6 0 - 8 00
Insertion Loss (S a i)  in dB
F igu re  5.2; Pole zero distribution
As mentioned previously chained functions provide a variety of transfer functions having 
different out-of-band rejection capabilities. Thus, when a filter is desirable, having finite 
transmission zeros either symmetrically or asymmetrically distributed, the designer needs 
to modify their position for each seed function combination, in order to match a given 
frequency mask. This can be easier performed using an optimisation technique. For finite
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transmission zeros, simple search techniques will do the trick [10-12]. However, when it 
comes to group-delay equalisation zeros things get a bit more complicated. Here, a very 
simple technique will be introduced. This technique can be used with complex numbers 
without doing complex arithmetic. It may not be as fast as modern gradient optimisation 
techniques but it is very simple to code and it gives very good results.
5.4.1 A Simple Grid Optimiser for Group-Delay Equalisation
When it comes to define transmission zeros, for group-delay equalisation, one may usually 
bound their definition interval, as can be seen in Fig 5.3.
Real
A xis - 1 .5  - 1
+JOO
+2j
+U
Imaginary
Axis
-Ij
F ig u re  5 .3; Definition interval for group-delay equalisation zeros
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In general, the problem of optimisation can be stated as follows. Minimize a given scalar 
objective function of some independent variables (also called the error function), subject 
to some constrains. For example in filter design, optimisation can be performed in order 
to trim the filter dimensions (the independent variables having some constrains i.e. they 
cannot be negative) in order minimise the deviation of its group-delay performance from 
a given mask (the error function). Usually, the filter response is sampled at a number of 
equally spaced frequencies, and the error between tha t sampled response and the desired 
response is computed at each frequency. In theory, the optimisation algorithm, through 
an iterative process, change the filter variables in such a way tha t the error is gradually 
reduced to a minimum.
The proposed optimisation technique is doing the very same thing. First, one needs to 
specify the grid size. Then the grid will be applied to the interval of definition, as can be 
seen in Fig, 5,4. Every node in the grid can be defined by a pair of coordinates (%, i/)), 
corresponding to its complex value. These nodes can then populate a 2D m atrix where 
its number or columns will be the number of nodes in the real axis and its number of 
rows will be the number of nodes in the imaginary axis. In other words, the m atrix will 
consist of all the sampled values in the definition interval.
The filter response is then evaluated for each entry in the 2D matrix and the error function 
is calculated. Assuming tha t the entry that gives the smallest error is Gk,k- Then the 
grid may be re-applied but this time the search interval will be the one defined one grid 
step away (in both directions) i.e. the interval defined by the points Gk~i,k+u Gk+i,k+i, 
Gk+i,k-i &nd G k-i,k-i as can be seen in Fig 5.5. The 2D m atrix is formed again and the 
filter function is then evaluated for each new entry in the matrix. The process continues 
iterative till a desirable error has been reached.
The process might look time consuming but it can, however, reduced in time significantly,
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for most practical problems. For example, when one deals with a  symmetrical filter, then 
the group delay performance will also be symmetric. Thus, the search routine needs to 
be applied only in one half of the definition interval. Other symmetry properties may 
also be applied depending upon the application.
It should be noted, that the choice of the grid size and the use of symmetry properties 
dictate the performance of the algorithm. In addition, this method cannot deal with 
complex designs that require a significant number of group-delay equalisation zeros, since 
the number of computations will dramatically increase. In this case more sophisticated 
algorithms need to be employed [1-2, 10-15],
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F igu re  5.4; Graphical illustration of the folded grid-optimiser
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F ig u re  5 .5: Graphical illustration of the algorithm homing technique
5.5 Chained Function Monte-Carlo Analysis
Well-designed filters need to be insensitive to variations in their components. If % is the 
value of an element within a filter then this value will differ from the desired theoretical 
value, X, due to manufacturing limitations. This situation can be modelled by considering 
X as a random variable. Its statistical distribution describes most of the information 
concerning the manufacturing process. Assuming that T  (s) defines the network function 
of interest, (e.g. a driving point impedance or admittance function), then the sensitivity 
of this function to the element x, 5'^, can be defined as [1, 14]:
qt _  X
^ ~  ^X ^ ( s , x )
Now, consider a  second order polynomial function, D  (s), as [1, 14]:
D  (s) — +  PiS +  J0Q
where s is the Laplace variable, and Pi are the polynomial coefficients, Up = y/Po is the 
pole frequency and Qp = is the quality factor of this pole-pair. The Qp-sensitivity
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and the Wp-sensitivity can be defined, respectively, as [1, 14];
_  X  ^ Q pSQ
Qp
X  9üjp
^ Wp d x
where % is the circuit parameter subject to small variations. The pole-pair locations for 
this second order function can be found as [1, 14]:
1«1,2 -  2 — 4w?
If Qp > then the poles are complex. Similarly, if Qp cxd, the pole locations are on the 
imaginary axis [1,14]. From the calculated pole positions, the pole-pair quality factor, Qp, 
of these roots can be calculated. This is a very important concept in filter design, because 
it indicates the effect of a particular root on the response of the given transfer function [1, 
14]. Effectively, the quality factor of a pole indicates how close the pole is to the imaginary 
axis. Therefore, the closest pole to the imaginary axis will dictate the minimum required 
resonator unloaded-Q of the corresponding function. The higher the quality factor of 
the root (pole-pair) the greater the sensitivity of the filter to the associated element 
variations (especially filter losses). Different seed function combinations will dictate 
different quality factors. Therefore, the designer may be able to implement filters using 
much lower-Q fabrication processes than that required for the Conventional Chebyshev 
filter. For example, the corresponding normalised quality factor of the closest pole-pair to 
the imaginary axis for a conventional order Chebyshev filter, having a return-loss level 
of —25 dB, is approximatively 4.17. For a squared 3’’“* order chained function filter, having 
the same return-loss level, this number increases to 4.92, while for a cubed 2^^ order 
chained function this number reduces to 3.99. This corresponds to a reduction of the order 
of 4%. However, there are seed function combinations that can provide more significant
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improvements. For example, a chained function filter consisting of a squared 2"^ order 
seed function chained with a  squared V* order seed function will provide a quality factor of 
3.35. This corresponds to an improvement of almost 20%. An example will demonstrate 
the benefits gained by using the chained function filter. Consider a conventional order 
Chebyshev filter designed to have a center frequency of 30 GHz, fractional bandwidth of 
1% and a return-loss level of —25 dB. The filter is to be implemented using the popular 
parallel-coupled line band-pass filter; this is considered to be one of the most susceptible 
microwave circuits to manufacturing errors [16-17]. Assuming a random even and odd 
mode impedance variation of ±0.2% in all filter sections, Figure 5.6 shows the calculated 
frequency response of the filter, using Monte-Carlo analysis.
-10 Target
-15 M onte-Carlo 
5.5dB margin
-20
-25
-30
Required
ripple
bandwidth
-35
-40
-45
-50
29 29.25 29.5 29.75 30 30.25
Frequency in GHz
30.5 30.75 31
F igu re  5.6: Calculated power insertion loss and return-loss responses for a 
conventional 5*  ^ order Chebyshev filter, using Monte-Carlo analysis.
As can be seen in Figure 5.6, the in-band return-loss responses of the conventional Cheby­
shev filter departs from its minimum target level by approximately 5 dB (at best),-.while 
the worst-case was calculated to deviate by approximately 15 dB. This causes the extra 
loss (due to mismatch) at the centre band as shown in Fig. 5.6. The region marked as
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Monte-Carlo 5.5 dB margin will be made clear later on.
The calculated responses for the chained function filter are much better, as can be seen 
in Figure 5.7.
-10 Target
return-loss
-15 M onte-Carlo B.SdB margin
-20
and 5 i i  
in dB -25
-30
Renuifcd-35
-40
-45
-50
29 29.25 29.5 29.75 30 30.25 30.5
Frequency in GHz
30.75 31
F igu re  5.7; Calculated power insertion loss and return-loss responses for a squared 
2”** order chained with a squared P* order chained function filter, using Monte-Carlo
analysis.
Here, the calculated worst-case response deviated by approximately 5 dB from its min­
imum target level, while the calculated best-case responses will stay almost within the 
requirements. In this case, there is no mismatch loss at the centre of the filter (there is 
an unnoticeable difference in the centre band, to be more precise).
To exploit this property, a fundamental Monte-Carlo margin has been assigned. This 
represents an upper-bound that cannot be exceeded, no m atter how many trials are 
performed in the analysis. Therefore, the Monte-Carlo return-loss margin is proposed for 
compensating the degradation in worst-case performance. For this particular example, a 
margin of 5.5 dB was determined. As can be seen in Figures 5.6 & 5.7, such a margin is
C h r is t o s  E .  C h r is o s t o m id is 135
CHAPTER S, CHAINED FUNCTION CAD TECHNIQUES 5.6. THEORETICAL DESIGN EXAMPLE
appropriate for the chained function filter, but not for the conventional Chebyshev filter. 
It should be noted that different seed function combinations provide a different margin.
The frequency separation of the return-loss zeros for this filter combination will be exactly 
half, when compared with the cubed 2"^ order, but it is still twice that for the conven­
tional order Chebyshev filter. It should be mentioned that the chained function 
response seems to have a higher variation in the filter’s selectivity, as indicated in Figure 
5.7. This is because the example seed function combination is optimum in the sense 
of the required resonator unloaded-Q and return-loss degradation, due to the available 
implementation tolerance. If, on the other hand, the filter selectivity and the return-loss 
level degradation were of primary concern then a different seed function combination will 
be more appropriate. In this case, a cubed 2"^  ^ order function will prove to be far more 
robust. In addition, if all three parameters were of equal importance then another seed 
function combination would prove to be more robust (in this case a order chained 
with a squared order). This will be demonstrated in the following section.
5.6 Theoretical Design Example
A design example will now be given, using the methodology outlined in this chapter, 
to demonstrate the optimal selection of a seed function combination in chained function 
filters. Here, a conventional order Chebyshev band-pass filter will be emulated with 
a chained function filter. The filter specifications are as follows:
• Center frequency, /o =  76.5 GHz.
• Ripple bandwidth, B W  = 500 MHz.
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• Input and output return-loss, R l = —25 dB.
The design restrictions are as follows:
• Chained function total order, ut — 7.
•  Seed function minimum order, =  1.
•  Seed function maximum order, ~  5.
•  Overall design needs to have 20% less Q than the original filter.
•  No restriction on the relative frequency separation of the return-loss zeros.
The primary goal is to satisfy the overall filter quality factor and then the seed function 
orders. A FORTRAN 77 program was written to implement the algorithm shown in the 
flowchart of Fig. 5.1. The output of this algorithm was verified using M athem atica l^.
For this case, the number of possible filter solutions can be calculated to be P  (7) =  15. 
These sets need enumerating and sorting using the design restrictions. The enumerated 
partitions are as follows:
Sets M i,i and cannot form a possible solution, since they consist of seed functions of 
orders equal to, or higher than, n. Thus, the number of possible seed function combina­
tions for this example should be 13 (i.e. P  (7) — 2). The chained function parameters for 
every need to be evaluated and inserted in the corresponding sets. The restriction 
set would be completed as follows:
R  =  [{2,5,1}, {6.1246,2}, {0.258819,0}]
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Mi,i =  {7} M4,i =  {1,1,1,4}
M2,i =  {1,6} M4,2 =  {1,1,2,3}
M 2.2 =  {2,5} M4,3 =  {1,2,2,2}
M 2,3 =  {3,4} M 5.1 =  { 1, 1 , 1 , 1,3}
Ms,i =  {1,1,5} Ms,2 =  {1,1,1,2,2}
M 3.2 =  {1,2,4}  Mfi.i =  { 1, 1, 1, 1, 1, 2}
M 3,3 =  {1,3,3}  M 7,i =  {1,1 ,1,1 ,1,1 ,1}
M 3 ,4  =  {2,2,3}
The search algorithm will return the solutions, M 4 ,i, M 4 ,2 , M 4 ,s, Ms,i, Mg,2 , Me,! and 
My,!. All these seed function combinations satisfy both the first and second restrictions. 
Since out-of-band performance is of great importance, the error evaluation routine would 
need to be used. As a result, the optimum solution will be the set M 4 ,% (i.e. a 4*^ ‘ 
order seed function chained with a cubed P* order). This combination will provide 
approximately 22% decrease in Q, when compared with the conventional Chebyshev. It 
can be shown that when Monte-Carlo analysis is performed, to illustrate manufacturing 
limitations, the return-loss responses of the conventional Chebyshev filter will depart 
from its designated value by approximately 15 dB, while the deviation of the chained 
function filter is approximately 5 dB. This results in a 10 dB difference, between the two 
filter responses, as can be seen in Figs. 5.8 & 5.9. In this example, the Monte-Carlo 
margin drops to 5 dB.
As can be seen in Figs. 5.8 & 5.9, the chained function filter appears to be less sensitive 
in terms of bandwidth variation. There is no mismatch loss, as it is in the conventional 
Chebyshev case, due to the fact that the return loss level remains within acceptable limits. 
However, all the presented numbers and figures are theoretical and one might suspect 
that upon practical implementation the conventional Chebyshev filter may behave better
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than the chained function. To clear this point, a practical implementation follows this 
theoretical example, using the worst possible conditions in filter implementation.
Required
Return M onte-Carlo  5dB margin
-20
-40and S'il 
in dB Ripple
bandwidth-60
-80
-100
7775 75.5 76 76.5 77.5 78
Frequency in GHz
F ig u re  5.8: Calculated frequency characteristics of a conventional 6*’*^ order 
Chebyshev band-pass filter, using Monte-Carlo analysis.
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F igu re  5.9: Calculated frequency characteristics of the M 4,i chained function 
band-pass filter, using Monte-Carlo analysis.
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5.7 Practical Design Example
It is known that one of the circuits that appears to be most susceptible to fabrication er­
rors is the popular parallel-coupled line band-pass filter [14]. To demonstrate the reduced 
sensitivity to manufacturing tolerances of the chained function filter, a second design ex­
ample will now be introduced. Here, a conventional 5*^  order Chebyshev band-pass filter 
will be compared with a order chained function. The filters were implemented as a 
microstrip parallel-coupled line having a center frequency, /o =  37 GHz, and a ripple 
bandwidth, B W  =  2 GHz. The required minimum input/output return-loss was —13 
dB. However, adding a determined Monte-Carlo margin (which was approximately 5 dB, 
for this example), the compensated level of minimum input/output return-loss should 
be set at —18 dB. The Rogers R04003 laminate was used, having a dielectric constant 
of 3.38, substrate thickness of 0.2 mm and a maximum dissipation factor of the order 
of 0.035. The filters were fabricated using a standard PCB etching techniques. The 
microstrip patterns were printed on a standard overhead projector transparency, using 
a standard 600-dpi laser printer. This was then used as a mask in conjunction with 
photolithography. Standard PCB fabrication chemicals were used to etch the circuits. 
Microphotographs of the manufactured filters can be seen in Fig. 5.10. It is clear that 
the manufacturing technique is not suitable for such a high frequency design. This can be 
seen in Fig 5.10 where the distortion in the filter geometry (due to poor manufacturing) 
is clearly indicated.
The filters were mounted on an Anritsu 3680K test-jig and measured on a HP8510C net­
work analyser. To calibrate the network analyser, TRL calibration standards (consisting 
of open circuit, through and delay lines) were also printed on the same substrate. Five 
extra delay lines where employed to average-out the systematic errors associated with the 
test-jig, using the National Institute for Standards and Technology (NIST) software Mul~
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i à t »
F igu re  5 .10: Microphotographs showing the conventional 5*  ^ order Chebyshev filter 
(top left), the chained function filter (top right) zmd close-in views of the first section 
(bottom left)and the middle section (bottom right) of the filters.
[18]. The filters were fabricated under the assumption that post-manufacturing 
tunning was not possible. Due to the low accuracy of the given manufacturing process, 
the relative frequency separation distance of the return-loss zeros was of primary concern 
and the algorithm returned the cubed 2”'^  order chained function as the best candidate 
function. Figs. 5.11 & 5.12 show the calculated, simulated and measured responses of 
both filters. As it can be seen, the chained function filter gives a reasonable response 
while the conventional Chebyshev filter fails. Fig 5.13 shows a comparison between the 
measured responses of the two filters.
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F ig u re  5.11: Calculated and measured frequency characteristics of the conventional 
5*  ^ order Chebyshev band-pass filter.
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F igu re  5.12: Calculated and measured frequency characteristics of the cubed 2"^ * 
order chained function band-pass filter.
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F ig u re  5 .13; A comparison between the measured characteristics of the cubed 2”*^ 
order chained function and the conventional 5^ ‘^ order Chebyshev band-pass filters.
5.8 Conclusions
An optimal CAD algorithm for implementing chained function filters has been introduced 
and implemented for the first time. The major feature of this algorithm is the flexibility 
that it allows for the designer to impose various restrictions on the selection of the 
candidate seed function combinations, according to the design requirements.
Combinatory analysis and, in particular, the partition functions have been demonstrated 
for the first time for filter optimisation routines. This algorithm may also have many 
other CAD applications. For example, it could be used in the design of microwave active 
filters, having cascaded low-order sections. Here, parameters such as the active device 
model elements can restrict the candidature of seed function selection. Since the complete 
formulation is generated, one has to modify the algorithm structure according to the
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design requirements. This can provide a very useful tool for engineers involved in filter 
design, for operation at any frequency and without any restrictions on the implementation 
technology.
Chained function filters are the key to low-cost, high-quality, microwave and millimetre- 
wave band-pass filters. The reduced sensitivity to manufacturing tolerances and the 
ability to generate different seed function combinations, for different fabrication tech­
nologies, can be used to extend the state-of-the-art in tuningless filter implementations 
towards higher frequencies or smaller fractional bandwidths or, alternatively, to lower 
the accuracy and manufacturing cost requirements for a given set of filter specifications.
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Conclusions
Chained functions can be used as an attractive alternative for low-cost, high-performance, 
microwave and millimeter - wave band-pass filter design. Their ability to generate dif­
ferent seed function combinations, having different frequency-domain, time-domain and 
implementation characteristics, can be used to extend the state-of-the-art in tuningless 
filters towards higher frequencies or smaller fractional bandwidths or, alternatively, to 
lower the accuracy and manufacturing requirements for a given set of filter specifications. 
When compared with the conventional Chebyshev approximation, lower-loss responses 
for the same filter order, pass-band bandwidth and return-loss level may be realised with 
rejection levels ranging from those associated with Butterworth to pseudo-Chebyshev 
(QMF filters) and from pseudo-inverse Chebyshev to pseudo-Elliptic.
It was demonstrated that chained function filters can bridge between the low sensitivity, 
lower resonator unloaded-Q and low-loss properties of the Butterworth approximation 
with the out-of-band rejection properties comparable to the conventional Chebyshev 
approximation. The achieved reduced sensitivity has been demonstrated both in theory
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and practice. Moreover, the approach can be easily adapted to generalised Chebyshev 
approximation.
It is evident from the presented discussion tha t chained functions provide a variety of 
transfer functions to choose from for the same filter order. This feature is not available 
with any other polynomial family known so far. For the first time, combinatorial analysis 
techniques have been demonstrated and used in filter design. The presented algorithms, 
suitable for CAD implementation, can be used to generate and analyse all forms of 
Chained functions. It should be noted that the novel formulation, presented for the 
all-pole chained function filters, can be used for other filter amplitude approximation 
polynomial functions without any modification. For example Legendre polynomials might 
be used as seed functions or Bessel polynomials or combinations (i.e. different polynomial 
seed functions combinated together). The latter increases dramatically the number of 
possible seed function combinations. Moreover, adding finite transmission zeros in the 
latter functions could be achieved by minnor modifications in the presented algorithms.
An CAD algorithm for implementing optimal filtering solutions using chained function 
filters has been introduced and implemented for the first time. The major feature of this 
algorithm is the flexibility that it allows for the designer to impose various restrictions 
on the selection of the candidate seed function combinations, according to the design 
requirements. This algorithm may also have many other CAD applications. For example, 
it could be used in the design of microwave active filters, having cascaded low-order 
sections. Here, parameters such as the active device model elements can restrict the 
candidature of seed function selection. Since the complete formulation is generated, one 
has to modify the algorithm structure according to the design requirements. This can 
provide a very useful tool for engineers involved in filter design.
However, it should be mentioned that Chained function filters cannot challenge the op­
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timum properties of the conventional Clieybyshev filter. The latter still leads to the 
smallest complexity filters (in terms of number of elements) for a given set of specifi­
cations. A Chained function filter will always have lower rejection properties compared 
with the Chebyshev design of the same order (despite the fact that this difference can 
be small). If the Chained function order increases by one then the two responses can be 
matched a t some point. It should be noted that if this point is very close to the upper 
or lower cut-off frequency then it is possible that none seed function combination can 
match the rejection at that point (and still maintain all the benefits of these functions). 
This is a limitation of the Chained functions since, in principle, they distort the optimum 
properties of the Chebyshev function.
Thus, Chained functions cannot replace Chebyshev designs. W hat can Chained functions 
offer is an alternative to implement filters by selecting a transfer function according to 
the available manufacturing technology. As it was demonstrated, if the manufacturing 
technology is based on a low accuracy process it is possible to have a filtering solution 
where the Chebyshev design will fail to do so.
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A ppendix
Algorithm Source Code
The main program has been written in FO RTRAN  77 using the g77 compliler in a Linux 
Red Hat 6.2 based system. The program produces five text files; the filter design input 
file (with file extention .fif), an error report file (with extension .err), a filter optimisation 
input file (with extention .opt), the filter calculated response file (with extension .fof) 
and an auxiliary file used by the optimiser (with extention .aux).
After typing the code, one may compile the code by entering:
$>g77 - 0  executable_name code_name.f
The program supports command-line arguments. One has to introduce two command 
line arguments at a time. The first is the project file name and the second is the program 
switch which can be either -i for initiallisation, -d for design ad -o for optimisation. Thus, 
one may invoke the code by typing:
$>Gxecutable_name project - i
This command-line argument will initiate the code and it will produce two text files 
named project.fif and project.opt. Then one can edit the file project .fif (with any text 
editor) and enter the design parameters. Invoke the program again by entering:
$>executable_name project -d
C h r is t o s  E .  C h r is o s t o m id is
This command will process the data. If there is a filter realisation violation (e.g. higher 
number of finite transmission zeros than poles) then an error will be produced in the 
screen and the file project.err will contain suggestions about the problem. Otherwise, it 
will produce the file project.fof which contains the calculated response of the filter. After 
viewing the calculated responses, the designer can edit the project.opt to optimise the 
filter response. Then invoke the program with the -o switch to do the optimisation. The 
program will override the project.fof file with the optimised calculated response.
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*******************************************************************************************************
P R O G R A M  O P T I O N S
***********************
Frequency units {0=MHz, l=GHz):
0
Group delay equalisation {0=self equalised, l=additional all-pass network):
0
*******************************************************************************************************
F I L T E R  D E S I G N  S P E C I F I C A T I O
N S
ic-k'kic'k'kic'kic'k'kic-k-kif'kic'k'k-k'kic'k'k'k'kicic'k'k'k'k -^k'k'^ 'k'k'k'k'k'^ 'k'h'kic'k'k'k'k'kic'k '^k-k'k'k'k'k'k'k'k'k'k'k' '^k'k'k'k'k'k'k'k'k'k'k'k^'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'fç'k-k'k'k'k'k
Required Band-Pass filter lower cut-off frequency in MHz;
1 5 7 6 . 7
Required Band-Pass filter upper cut-off frequency in MHz:
1602.7
Required Band-Pass filter minimum input/output return loss in dB :
22
Required simulation lower frequency in MHz:
1500
Required simulation upper frequency in MHz:
1660
Required simulation frequency points:
1000
Available resonator unloaded Q (for infinite Q enter the value 0):
10000
Required number of chained functions :
1
Seed function definition format -> (no of poles, zeros + group delay 
equalisation zeros, multiplicity):
9,6,1
Seed function zero coordinates format -> (real part,imaginary part):
0,1.311992 
0,-1.311992 
0,1.152885 
0,-1.152885 - 0 . 2 , 0  
0 . 2 , 0
'k'k-i^ icic'k'kie'k'k'k'kic'k'k'k-k'k'k'k'h'k'k'k'k'k'k'k'k'k-k'kic'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k-k'k'k'k'k-k'k'k'k'k'k'k'k-k-ik'k'k-k'k'k'k'k'k'k'k
***********************
E N D  O F  F I L E
********************************************************************************
***********************
********************************************************************************
************************
F I L T E R  O P T I M I S A T I O N  S P E C I F
I C A T I O N S
************************
Number of frequency points (for optimisation):
10
iç'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k
Bandwidth percentage % (for optimisation):
45
************************
Optimisation type (0==real axis zero, l=complex quartet);
0
********************************************************************************
************************
Maximum grid size:
100
************************
Required in-band group delay deviation (target) in nsec:
27
********************************************************************************
************************
*********************************************************************** 
P R O G R A M  I N F O R M A T I O N
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * . j t * * * * * * * * * * * * * *
Program name 
Version 
Designed 
Last Revision
chained.f 
5
November 1999 
November 2000***********************************************************************
***********************************************************************
D E S I G N E R I N F O R M A T I O N*********************************************************************** 
Christos E. Chrisostomidis,
Microwave and Systems Research Group (MSRG),
School of Electronic Engineering,
Information Technology and 
Mathematics,
University of Surrey (UniS). ***********************************************************************
***********************************************************************
P R O G R A M D E S C R I P T I O N***********************************************************************
This program is used to calculate the chained filter 
transfer function and produces band-pass filter.
It outputs the input return loss {dB,degrees) and the insertion 
loss (dB,degrees) of the required band-pass filter as 
well as, the group delay performance.ie'k'kic'k'k'k'kic'kie'kifif'fe'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'kicic '^k'k'k'k'k'k'k'k'k'kic'k'k'k'k'k'k'k'k' k^'k'h-kiç'k'k'k'k'k'k-k'k'k'k'k
B A S I C V A R I A B L E D E F I N I T I O N S***********************************************************************
flow
fhigh
rl
e
amax
fsimlow
fsimhigh
fpoint
fstep
f
fo
bw
gamma
Q
np
ntz
nz
: lower cut-off frequency in GHz.
: upper cut-off frequency in GHz.
: input/output return loss in dB.
; maximum pass-band ripple factor.
; maximum pass-band ripple in dB.
; lower simulation frequency.
: higher simulation frequency .
: number of simulation frequency points, 
simulation frequency step, 
frequency variable, 
band-pass filter center frequency, 
filter bandwidth, 
fractional bandwidth, 
available resonator unloaded Q. 
number of required seed function poles,
number of total required seed function zeros,
number of required seed function transmission zeros
number of required seed functions.
c mu
c gd
c s21dB
c slldB
c s21de
required multiplicity of seed function, 
calculated group delay of the final filter, 
calculated insertion loss in dB of the final filter, 
calculated return loss in dB of the final filter, 
calculated insertion loss phase in degrees of the 
c final filter.
c slide ; calculated return loss phase in dB of the final
c filter.
Q ***********************************************************************
c
c
c
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c F I L E N A M E  D E F I N I T I O N S
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c
c filename.fif : filter design input file.
error report file, 
filter optimisation input file, 
filter calculated response output file, 
auxiliary file used by the optimiser.
c filename.err
c filename.opt
c filename.fof
c filename.aux
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C
c
cQ ***********************************************************************
c M A I N  P R O G R A M
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c
c
cQ ***********************************************************************
c V A R I A B L E  D E C L A R A T I O NQ ***********************************************************************
C
implicit none
c
character*20 project
character*20 filein,fileout,fileopt,fileerr,fileaux,filefin 
character*2 sw
c
integer nargs,iargc,i,j,k,s,r,porder,zorder,rorder 
integer alim,n,np,nz,m,fpoints,mu,neworder, ntz, last 
integer groupflag,nap,aporder,gdol,gdo2,gdo3,freqflag 
integer optfreq,optflag,optiter
c
double precision flow,fhigh,rl,fsimlow,fsimhigh,gds21 
double precision fstep,fo,gamma,bw,f,kappa,erdum 
double precision rho,amax,e,loss, ac, be 
double precision pi,Q,passrl,passgd, dloss 
double precision s21dB,slldB,fnorm
double precision s21de,slide,suml,sum2,sumgd,sumapl,sumap2 
double precision optbw,opterr,optf1,optf2, gddev, groupdelay 
double precision seekmin,seekstep,seekval, it
c double complex getroot,newpoly,oldpoly,fapzero
double complex fpole,fzero,prodl,prod2,prod3,prodapl,prodap2
double complex bpfpole,bpfzero,refzero,bpfrefzero
double complex pl,p2,Ipole,Izero,Ibpfpole,Ibpfzero
double complex xdivj,pha21,phall,zero,apzero,bpfapzero
double complex si,s2,s3,s4,s5,s6,s7,s8,s9,spass
double complex alpha,beta,dummy1,dummy2,hf 
parameter (alim=200)
dimension zero(alim,alim),np(alim),nz(alim) 
dimension n(alim),mu(alim),ntz(alim),nap(alim) 
dimension
pi(alim,alim),p2(alim,alim),Ipole(alim),Izero(alim),Ibpfpole(alim),Ibpfzero(alim
)
dimension si(alim),s2(alim),s3(alim),s4(alim),s5(alim),spass(alim) 
dimension
s6(alim),s i (alim),s8(alim),s9(alim),hf(alim),passrl(alim) , passgd(alim) 
dimension
newpoly(alim),oldpoly(alim),fpole(alim),fzero(alim),fapzero(alim)
dimension bpfrefzero(alim),bpfpole(alim),bpfzero(alim),apzero(alim,alim) 
dimension alpha(alim,alim),b e t a (alim,alim),refzero(alim),bpfapzero(alim)
external groupdelay ***********************************************************************
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C H E C K  C O M M A N D  L I N E  A R G U M E N T S  
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
nargs=iargc() 
if (nargs.ne.2) then
* * * * * * * * * * * * * * * * * * * * * * * * * *  I
Program status -> ERROR’************************** »
You have to introduce t w o ’ 
arguments. The first i s ’ 
the project file name an d ’ 
the second is the program’ 
switch which can either be'
-i for initiallisation, or'
-d for design, o r ’
-o for optimisation.'***************************
stop
endif
call getarg(1,project) 
call getarg(2,sw) 
last=index(project,' ’)-!***********************************************************************
***********************************************************************
P A R T  (a) I N I T I A L I S A T I O N  S T A G E  (~i)***********************************************************************
if (sw(l: 2).e q . '-i') then
filein=project(1 : last)//’.fif’
open (unit=67,file=filein,status='unknown')
write * *
write * *
write * *
write * *
write * *
write * *
write * *
write * *
write * *
write ■k *
write * *
write * *
write(67, *) * ************************************************************** *****************************************;
wri t e (67,*)' P R O G R A M O P T I O N S '
write(67,*)'************************************************************** 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  1
write (67, *)'Frequency units (0==MHz, l=GHz) : ' 
write(67,*)'O'
write(67,*)'Group delay equalisation (0=self equalised, l=additional all-pass network) ; '
write(67,*) * O'
write(67, *) '**************************************************************
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * T
write(67,*)' 
E C I F I C A T I O N S '
F I L T E R D E S I G N S P
w r ite(67,*)'************************************************************** 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 1
MHz :
MHz : '
write(67,*)'Required Band-Pass filter lower cut-off frequency in
loss in d B : '
value 0)
write(67,* 
write(67,*
w r ite(67,* 
w r ite(67,*
w r ite(67,* 
write(67,* 
write(67,* 
write(67,* 
w r ite(67,* 
write(67,* 
write(67,* 
write(67,*
write (67,* 
write(67,* 
write (67,* 
w ri t e (67,*
write (67,* 
write(67,* 
part,imaginary part):' 
write(67,* 
write(67,* 
write(67,* 
write(67,* 
write(67,* 
write(67,*
1576.7'
Required Band-Pass filter upper cut-off frequency in 
1602.7'
Required Band-Pass filter minimum input/output return 
2 2 ’
Required simulation lower frequency in MHz :'
1500'
Required simulation upper frequency in MHz:'
1660'
Required simulation frequency points :'
1 0 0 0 '
Available resonator unloaded Q (for infinite Q enter the 
1 0 0 0 0 '
Required number of chained functions:'
1 '
Seed function definition format -> (no of poles, zeros +
group delay equalisation zeros, multiplicity):'
9,6,1'
Seed function zero coordinates format -> (real
0,1.311992'
0,-1.311992'
0,1.152885'
0,-1.152885'
- 0 . 2 , 0 '
0 . 2 , 0 '
(67,*)'************************************************************** 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
write(67,*)' E N D  O F  F I L E '
write(67 *)'************************************************************** 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c 
c 
c
c E N D  O F  P A R T  (a)
c 
c
*********************************************************************** 
e ( *  * )  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  I
write(* 
write(* 
write(* 
write(* 
write(*
* ) 'Program status -> OK (initialisation part)'*j > ************************************************************ I
*)'Please N O T E '
* ) 'Filter design specifications file : ',filein* \ t ************************************************************ I
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
close (unit=67)
stop
endif
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c
c
c
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c P A R T ( b )  D E S I G N  S T A G E  (-d)
q. * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C
if (sw(l:2).eq.'-d') then
c 
c 
c 
c 
c
c I N P U T / O U T P U T  F I L E  M A N A G E M E N T
c 
c
filein=project (1 : last) / / ' .f i f  
fileout=project(1 : last)//'.fof' 
fileerr=project(1 : last)//'.err' 
fileopt=project (1 ; last) / / ' .opt ' 
fileaux=proj e c t (1 : last)//'.au x '
c
open (unit=67,file-filein,status='unknown') 
open (unit=68,file=fileout,status='unknown') 
open (unit=69,file=fileerr,status='unknown') 
open (unit=70,file-fileopt,status='unknown') 
open (unit=71,file=fileaux,status='unknown')
c 
c 
c 
c 
cc I M P O R T  D A T A  F R O M  D E S I G N  F I L E
c 
c
read(67,10001) 
read(67,10001) 
read(67,10001) 
read(67,10001) 
r ead(67,*)freqflag 
read(67,10001) 
r ead(67,*)groupflag 
read(67,10001) 
read(67,10001)
read(67,10001) 
r ead(67,10001) 
r ead(67,*)flow 
read(67,10001) 
r ead(67,*)fhigh 
read(67,10001) 
read(67,*)rl 
read{67,10001) 
read(67,*)fsimlow 
read(67,10001) 
read(67,*)fsimhigh 
read(67,10001) 
read(67,*)fpoints 
read(67,10001) 
r e a d (67,*)Q 
read(67,10001) 
r e a d (67,*)m
c write(70,*) ^**************************************************************
* * * * * * * * * * * * * * * * * * * * * * * * * * * * - * * * - 5 ( ; - J t * * * * * * * * * l
write(70,*)'F I L T E R  O P T I M I S A T I O N  S
P E C I F I C A T I O N S 'write(70,*)'************************************************************** 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 1
write(70,*)'Number of frequency points (for optimisation):' 
write(70,*)10write(70,*)'************************************************************** 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
write(70,*)'Bandwidth percentage % (for optimisation):' 
write(70,*)45w r ite(70,*)'************************************************************** 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 1
write(70,*)'Optimisation type (0=real axis zero, l=complex quartet):' 
write(70,*)0w^ite(70,*)'************************************************************** 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ;
write(70,*)'Maximum grid size:' 
write(70,*)100write(70/*) * **************************************************************
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * Î
write(70,*)'Required in-band group delay deviation (target) in nsec:' 
write(70,*)27write(70,*)'************************************************************** *******************************************
c
do 100 s=l,m
read(67,10001)
r e a d (67,*)n p (s ),nt z (s ),m u (s )
c
if (np(s).eq.l) then 
write(69,*)'**************************************************************
* I
w r ite(69,*)'Unrealisable filter. Seed function must have at
least two poles'
call message(1) 
stop
endif
c
100 continue 
c
do 200 s=l,m
c
read(67,10001) 
nz{s)=0 
nap(s) =0
c
do 300 i=l,ntz(s)
read{67,*)ac,bc
c
if (groupflag.eq.0) then 
if (ac.eq.O) then
nz(s)=nz(s)+1 j
zero(nz(s),s)=cmplx(be,0.) i
else !
nz(s)=nz(s)+1 i
nap(s)=nap(s)+1 
zero(nz(s),s)=cmplx(be,ae)
endif
endif
c
if (groupflag.eq.1} then 
if (ae.eq.O) then
nz(s)=nz(s)+1
zero(nz(s),s)=cmplx(be,0.)
else
nap(s)=nap(s)+1
apzero(nap(s),s)=emplx(ac,be)
endif
endif i
c 1300 eontinue
200 continue j
c i
if (groupflag.eq.0) then ;
do 400 s=l,m '
n(s)=np(s)-nz(s) 
do 500 i=l,n(s)
zero(nz(s)+i,s)=cmplx(0.,0.) ;
500 continue ;
400 continue j
endif
c
if (groupflag.eq.1) then 
do 600 s=l,m
n(s)=np(s)-nz (s) 
do 700 i=l,n(s)
zero(nz(s)+i,s)=cmplx(-100.,0,)
700 continue
600 continue
endif
c
close (unit=67) 
close (unit=70)
Q ***********************************************************************
c 
c 
cÇ, ***********************************************************************
c I N I T I A L  C A L C U L A T I O N S
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C
p i = 4 . * a t a n (1.)
c
rho=10**(~rl*0.1) 
amax=10*logl0(1/(1-rho))
c
fstep=(fsimhigh-fsimlow)/fpoints 
fo=sqrt(fhigh*flow) 
bw=fhigh-flow 
gamma=bw/fo
c
if (Q.eq.O) then 
loss=0
else
loss=l/(Q*gaimna)
endif
c
e-sqrt(10**(0.l*amax)-1)Q ***********************************************************************
C
c
c
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c D E N O M I N A T O R  P O L Y N O M I A L
Q 'k'k'kif'k'k-k'k-k-k'k'k'k-k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k-k'k'k'k'k'k'k-k-k-krk'k'k'k'k'k'k'k'k'k'k'k'k'k'k'^'k'k'k'ki^-k-k
C
do 1000 s=l,in
s1(1)=cmplx(1.,0.) 
s i (2)=cmplx(0.,0.) 
k=l
c
do 1010 i=l,np(s)
s 2 (1)=cmplx(1.,0. )
c
if (groupflag.eq.0) then
if (cmplx(zero(i,s)) .ne.(0.,0.)) then 
s2(2)=cmplx(-1./zero(i, s))
else
s 2(2)=cmplx(0.,0.}
endif
endif
c
if (groupflag.eq.1) then
if (cmplx(zero(i, s)).n e .(-100.,0.}) then 
s 2 (2)=cmplx(-1./zero (i,s) }
else
s 2 (2)=cmplx(0.,0.)
endif
endif
c
call multiply_polynomial(sl,s2,s3,k+l,2,k+2)
c
do 1020 i=l,k+2
s1(j )=cmplx(s 3{j ))
1020 continue
c
do 1030 j=l,k+2
s 3 (j)=cmplx(0.,0.) 
1030 continue
c
k=k+l
1010 continue
do 1040 j=l,k
if (mod(nz(s),2).eq.0) then
if (mod(j-1,2).eq.0) then 
p i (j ,s)=cmplx(si(j ))
else
pl(j,s)=cmplx(0.,0.)endif
else
pl(j/S)=craplx(sl(j) )
endif
c
s i (j )=cmplx(0.,0.) 
s 2 (j )=cmplx(0.,0.)
1040 continue
c
1000 continue
c
s i (1)= cmplx(1.,0.) 
s i (2)=cmplx(0.,0.) 
k=l
c
do 1500 s=l,m
do 1600 r=l,mu(s)
do 1700 i=l,np(s)+l
s2(i)=cmplx(pi(i,s))
1700 continue
c
c
call multiply_polynomial(si,s2,s3,k+1,np(s)+1,k+np(s)+1)
do 1800 j=l,np(s)+k+l
s i (j )=cmplx(s3(j)) 
s 3 (j)=cmplx(0.,0.) 
1800 continue
k=k+np(s)
c
1600 continue
1500 continue
c
do 1900 i=l,k
hf(i)=cmplx(si (i)) 
si(i)=cmplx(0.,0.) 
s 2(i )=cmplx(0.,0.) 
s3(i)=cmplx(0.,0.)
1900 continue(2 ***********************************************************************
C 
C
c
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c N U M E R A T O R  P O L Y N O M I A L
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c
do 2000 s=l,m
do 2100 i=l,np(s)
if (groupflag.eq.0) then
if (cmplx(zero(i,s)}.n e .cmplx(0.,0.)) then 
alpha(i,s)=cmplx(-1/zero(i,s))
1 / (zero(i, s}*zero(i,s))))
b e t a (i, s)=cmplx(sqrt(1-
else
alpha(i ,s )=cmplx(0., 0.) 
b e t a (i ,s )=cmplx(1.,0.}
endif
endif
if (groupflag.eq.1) then
if (cmplx(zero(i,s}) .ne.cmplx(-100.,0.)) then 
alpha(i,s)=cmplx(-1/zero(i,s)) 
b e t a (i,s)=cmplx(sqrt(1-
1 / (zero(i,s)*zero(i,s))))
else
alpha(i ,s )=cmplx(0., 0.) 
b e t a (i ,s )=cmplx(1,, 0.)
endif
endif
c
2100 continue
2000 continue
do 2200 8=1,m 
k=l
sl(l 
si (2 
s2(l 
s2 (2 
s3 (1 
s3 (2 
s3 (3
=cmplx(alpha ( k , s)) 
=cmplx(1.,0.) 
=cmplx(beta(k,s)) 
=cmplx(0.,0.) 
=cmplx(~1.,0.) 
=cmplx(0.,0.) 
=cmplx(1.,0.)
do 2300 i=2,np(s)
s 4(1)=cmplx(alpha(i ,s )) 
s 4(2)=cmplx(1.,0.) 
s 6(1)=cmplx(beta(i,s)) 
s 6(2)=cmplx(0.,0.)
call multiply_polynomial(si,s4, s5, k+1,k+1,k+2) 
call multiply_polynomial(s2,s6,s7,k+1,k+1,k+2) 
call multiply_polynomial( s i , s3, s8,k+1,3,k+2) 
call add_polynomial(s5,s8,s9,k+2)
do 2400 j=l,k+2
s 4 (j )=cmplx(0.,0.) 
s 5 (j )=cmplx(0.,0.) 
s 6 (j)=cmplx(0.,0.) 
s 7 (j)=cmplx(0.,0.) 
s 8 (j )=cmplx(0.,0.)
2400 continue
c
dummyl=cmplx(alpha(i,s )) 
dummy2=cmplx(beta(i,s))
s 4 (1)=cmplx(dummy1) 
s 4 (2)=cmplx(l.,0.) 
s 6(1)=cmplx(1.,0.) 
s 6(2)=cmplx(0.,0.)
call multiply_polynomial(s2,s4, s5, k+1,k+1,k+2) 
call scale polynomial(si, s7, k+1,realpart(dummy2))
call add_polynomial(s5,s7,s8,k+1)c
do 2500 j=l,k+2
s i (j )=cmplx(s9(j )) 
s2 ( j ) =citiplx (s8 ( j ) ) 
s 4 (j )=cmplx(0.,0.) 
s 5 (j )=cmplx(0.,0.) 
s 6 (j )=craplx(0.,0,) 
s 7 (j )=cmplx(0.,0.) 
s 8 (j )=cmplx(0.,0.) 
s 9 (j )=cmplx(0.,0.)
2500 continue
c
k==k+l
c
2300 continue
do 2600 j=l,k+l
if (mod(np(s),2).eq.0) then
if (mod(j-1,2).eq.0) then
p2 ( j ,s )=cmplx(realpart(s1{j )),0.)
else
p2 ( j,s )=cmplx(0.,0.)
endif
else
if (mod(j,2).eq.0) then
p2 ( j,s )=cmplx(realpart(s1(j )),0.)
else
p2 ( j,s )=cmplx(0.,0.)
endif
endif
c
s i (j )=cmplx(0.,0.) 
s 2 (j )=cmplx(0.,0.) 
s3 ( j ) ==cmplx (0 ., 0 . )
2600 continue
c
2200 continue
c
s i (1)=cmplx(1.,0.) 
s i (2)=cmplx(0.,0.) 
k=l
c
do 2700 3=1,m
do 2750 r=l,mu(s)
do 2800 i=l,np(s)+l
s2(i)=cmplx(p2(i, s))
2800 continue
c call multiply_polynomial(si,s2, s3,k+1,np(s)+1,k+np(s)+1)
c do 2900 j=l,np(s)+k+l
s i (j )=cmplx(s3(])) 
s 3 (j )=cmplx(0.,0.)
2900 continue
c
k=k+np(s)
c
2750 continue
2700 continue
c
do 2950 i=l,k
spass(i)=cmplx(si(i)) 
s1(i )=cmplx(0.,0.) 
s2(i)=cmplx(0.,0.) 
s 3(i )=cmplx(0.,0.)
2950 continue
c
porder=k-l0 ***********************************************************************
c 
c 
c
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c T R A N S F E R  F U N C T I O N  RL Z E R O S
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c
do 3000 i=l,k
xdivj=(cmplx(0., 1.))**(i-1)
oldpoly(i)=e*cmplx(0.,1.)*spass(i)/xdivj
newpoly(i )=cmplx(0.,0.)
3000 continue
c
neworder=k
c
do 3100 j=l,k
getroot=cmplx(0., 0. )
call find__root(oldpoly,neworder,getroot, newpoly) 
refzero(j )=cmplx(getroot) 
neworder=neworder-1
c
do 3200 r=l,neworder
oldpoly(r)=cmplx(newpoly(r)) 
newpoly(r )=cmplx(0.,0.)
3200 continue
3100 continue
c
fnorm=abs(fo*(0.5*garoma*refzero(1)+cmplx(0., 1.)*sqrt(1- 
(0.5*gamma*refzero(1))**2)))
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c
c
c(2 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c T R A N S F E R  F U N C T I O N  P O L E S
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C
do 4000 i=l,k
xdivj=(cmplx(0.,l.))**(i-l)
oldpoly(i)=e*cmplx(0.,1.)*spass(i)/xdivj+hf(i)/xdivj 
newpoly(i)=0 
4000 continue 
c
neworder=k
c
do 4100 j=l,k
getroot=cmplx(0.,0.)
call find_root(oldpoly,neworder,getroot,newpoly) 
fpole(j )=cmplx(getroot)
c if (abs(imagpart(fpole(j))).I t .le-4) then
fpole{j )=cmplx(realpart(fpole(j )),0.)
Ipole(j )=cmplx(realpart(fpole(j )}-loss,0.)
end i f
c
if (realpart(fpole(j)).I t .0) then 
fpole(j )=cmplx(fpole(j ) )
Ipole(j )=cmplx(realpart(fpole(j ))-loss,imagpart(fpole(j )))
else
fpole(j )=cmplx(-l*realpart(fpole(j )),imagpart(fpole(j )))
Ipole(j )=cmplx(realpart(fpole(j )-loss),imagpart(fpole(j )))
endif
c
neworder=neworder-l
c
do 4200 r=l,neworder
oldpoly(r)=newpoly(r) 
newpoly(r)=0 
4200 continue
4100 continueQ ***********************************************************************
c
c
c
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c B A N D - P A S S  P O L E / Z E R O  T R A N S F O R M A T I O N
C i=o
aporder=0
c
do 5000 8=1,m
do 5050 r=l,mu(s)
do 5100 i=l,nz(s)
if (groupflag.eq.0) then 
j=j+l
fzero(j )=cmplx(0.,1.)*zero(i,s)
Izero(j ) = (cmplx(0.,1.)*zero(i,s))-loss
endif
c
if (groupflag.eq.1) then
if (zero(i,s).ne.cmplx(-100.,0.)) then
j=j+lfzero(j )=cmplx(0.,1.)*zero(i,s)
Izero(j ) = (cmplx(0.,1.)*zero(i,s))-loss
endif
endif
c
5100 continue
5050 continue
5000 continue
c
zorder=j
if (groupflag.eq.1) then 
do 5110 s=l,m
do 5120 r=l,mu(s)
do 5130 i=l,nap(s)
aporder=aporder+1 
fapzero(aporder)=apzero(i,s) 
5130 continue
5120 continue
5110 continue
endi f
c
do 5200 i=l,porder
bpfpole(i)=fo*(0.5*gamma*fpole(i)+(0.,1.)*sqrt(l- 
(gamma*fpole(i)*0.5)**2))
bpfpole(porder+i)=conj g(bpfpole(i ))
Ibpfpole(i)=fo*(0.5*gamma*lpole(i) + (0., 1.)*sqrt(1- 
(gamma*Ipole(i)*0.5)**2))
Ibpfpole(porder+i)=conjg(Ibpfpole(i))c
bpfrefzero(i)=fo*(0.5*gamma*refzero(i)+(0.,1.)*sqrt(1- (gamma*refzero(i)*0.5)**2))
bpfrefzero(porder+i)=conjg(bpfrefzero(i))
5200 continue
c
do 5300 i=l,zorder
bpfzero(i)=fo*(0.5*gamma*fzero(i)+(0.,1.)*sq r t (1- 
(gamma*fzero(i)*0.5)**2))
bpfzero(zorder+i)=conjg(bpfzero(i))
Ibpfzero(i)=fo*(0.5*gamma*lzero(i)+(0.,l.)*sqrt(1- 
(gamma*1zero(i)*0.5)**2))
Ibpfzero(zorder+i)=conjg(Ibpfzero(i))
5300 continue
c
if (groupflag.eq.1) then 
do 5400 i=l,aporder
bpfapzero(i)=fo*(0.5*gamma*fapzero(i)+(0.,1.)*sqrt(1- 
(gamma*fapzero(i)*0.5)**2))
bpfapzero(aporder+i)=conjg(bpfapzero(i))
5400 continue
endifQ ***********************************************************************
c
c
c
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c P A S S I V E  R E A L I S A T I O N  C O N S T A N T
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C
prodl=cmplx(1.,0.) 
prod2=cmplx(1.,0.)
c
do 6000 i=l,2*porder
prodl=prodl*(cmplx(0., fnorm)-bpfpole(i))
6000 continue 
c
do 6100 j=l,2*zorder
prod2=prod2*(cmplx(0.,fnorm)-bpfzero(j ))
6100 continue 
c
neworder=porder-zorder
c
kappa=(abs(prod2)/abs(prodl)) * (abs(cmplx(0., fnorm)**neworder))
c
write(71,*)'Total number of band-pass filter poles 
w rite(71,*)porder
write(71,*)'Total number of band-pass filter zeros 
w rite(71,*)zorder
write(71,*)’Band-pass filter realisation constant :' 
w rite(71,*)kappa
close {unit=71}Q ***********************************************************************
c
c
cQ ***********************************************************************
c S C A T T E R I N G  P A R A M E T E R S
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c
write(68,*)'# Number of frequency points 
write(68,*)'# ',fpoints 
write(68,*)'#'
write(68,*)'# Freq. (GHz) |S11| (dB) IS121
(dB) Group Delay (nsec)'
write(68,*)'#'
c
do 7000 f=fsimlow,fsimhigh,fstep
c
prodl=cmplx(1.,0.) 
prod2=cmplx(1.,0.) 
prod3=cmplx(1.,0.) 
prodapl=cmplx(1.,0.) 
prodap2=cmplx(1.,0.)
c
suml=0. 
sum2=0.
5umgd=0. 
sumapl=0. 
sumap2=0.
c
do 7100 i=l,2*porder
prodl=prodl*(cmplx(0.,f )-Ibpfpole(i))
suml=suml+(realpart(Ibpfpole(i)))/((realpart(Ibpfpole(i)))**2+(f- 
(imagpart(Ibpfpole(i))))**2)
7100 continue
c
do 7200 j=l,2*zorder
prod2=prod2*(cmplx(0.,f)-Ibpfzero(j ))
sum2=sum2+(realpart(Ibpfzero(])))/((realpart(Ibpfzero(j )))**2+(f- 
(imagpart(Ibpfzero(j ))))**2)
7200 continue
c
if (groupflag.eq.1) then
do 7300 i=l,2*aporder
if (realpart(bpfapzero(i)).I t .0) then
sumapl=sumapl+realpart(bpfapzero(i)) / (realpart(bpfapzero(i))**2+(f- 
imagpart(bpfapzero(i)))**2)
prodapl=prodapl*(cmplx(0.,f )-bpfapzero(i))
else
sumap2=sumap2+realpart(bpfapzero(i)) / (realpart(bpfapzero(i))**2+(f- 
imagpart(bpfapzero(i)))**2)
prodap2=prodap2*(cmplx(0.,f )-bpfapzero(i))
endif
7300 continue
endif
c
do 7400 i=l,2*porder
prod3=prod3*(cmplx(0.,f )-bpfrefzero(i)) 
74 00 continue
prod2=prod2*(cmplx(0.,f )**neworder)
if (groupflag.eq.0) then
if (freqflag.eq.0) then
sumgd=(1000./(2.*pi}} * (-suml+sum2)
endif
if (freqflag,eq.1) then
sumgd=(1./(2.*pi)) * (-suml+sum2)
endif
c
s21dB=20.*loglO((1./kappa)*abs(prod2/prodl)) 
pha21=(1./kappa)* (prod2/prodl)
endif
c
if (groupflag,eq.1) then
c
if (freqflag.eq.0) then
sumgd=(1000./(2.*pi))*(-suml-sumapl+sumap2+sum2)
endif
if (freqflag.eq.1) then
sumgd=(1./(2.*pi)) * (-suml-sumapl+sumap2+sum2)
endif
c
s21dB=20.*loglO((1./kappa)*abs(prod2/prodl)) 
pha21=(1./kappa)* (prod2/prodl)* (prodapl/prodap2)
endif
c
slldB=20.*loglO(abs(prod3/prodl))
c
wri t e (68,8001)f,slldB,s21dB,sumgd
c
7000 continue 
c
8001 format(5x,f20.12,5x,f17.12,5x,fl7.12, 5x, fl7.12) 
c
close (unit=68)
c ^^2te{*, *)'************************************************************' 
* ) 'Program status -> OK (design part)'
* \ » * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  I
*)'Please NOTE'
* ) 'Filter design specifications file 
* ) 'Filter calculated S-parameters file 
* ) 'Filter optimisation file
* \ I  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  *
',filein 
',fileout 
',fileopt
write(* 
write(* 
write (* 
write (* 
write(* 
write(* 
write ( *
Q  ***********************************************************************
c
c
c
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c E N D  O F  P A R T ( b )  (-d)
Q  ***********************************************************************
c
endif
Q  ***********************************************************************
c
c
***********************************************************************
P A R T ( c )  O P T I M I S A T I O N  S T A G E  (-o)
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
if (sw{l:2 ) .eq.'-o') then
'k^'k'k'k'k-k'k'k'k'k'k'h'k'k'k'k'k'k'k'k'k'k'k'k'k-k'k'k'kif'k'k'k'k'kic'k'k'k'k^'k'k'k'k^ if •k'k’k'k''hi('/f'k'k'^'k'k'k'k'k'k'k'k'ff'k'k'k'k
I N P U T / O U T P U T F I L E M A N A G E M E N T
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
filein=project (1 :last ) / / ' .fif ' 
fileout=project(1 : last)//'.fof' 
fileerr=proj e c t (1 : last)//'.e r r ' 
fileopt=proj e c t (1 : last)//'.o p t ' 
fileaux=project(1; last)//'.a u x '
open (unit=67,file=filein,status='unknown') 
open (unit=68,file=fileout,status='unknown') 
open {unit=69,file=fileerr,status='unknown') 
open (unit=70,file=fileopt,status='unknown') 
open (unit=71,file=fileaux,status='unknown')
- ^ ' k ' k ' k ' k ' k ^ k ’k ' k i c ' k ' k ' ^ ' k ' k ' k ' k ' k ' k - k ' k ' k ' k ' k ' k ' k ' f e ' k ' k ' k ' k ' k ^ ' k i c ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' h - k - k ' k ' k ' k ' k ' k ' k ' k ' k ' k ^ ' k - k - i c ' k ' k ' k ' k ' k ' i c ' k
I M P O R T D A T A F R O M D E S I G N F I L E
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
read(67,10001) 
read(67,10001) 
read(67,10001) 
read(67,10001) 
read(67,*)freqflag 
r ead(67,10001) 
read(67,*)groupflag 
read(67,10001) 
read(67,10001) 
read(67,10001) 
read(67,10001) 
read(67,*)flow 
read(67,10001) 
read(67,*)fhigh 
read(67,10001) 
read(67,*)rl 
read(67,10001) 
read(67,*)fsimlow 
read(67,10001) 
read(67,*)fsimhigh 
read(67,10001) 
read(67,*)fpoints 
read(67,10001) 
r ead(67,*)Q 
read(67,10001) 
read(67,*)m
read(70,10001)
read(70,10001) 
read(70,10001) 
read(70,10001) 
r ead(70,*)optfreq 
r ead(70,10001) 
read(70,10001) 
read(70,*)optbw 
read(70,10001) 
read(70,10001) 
r e a d (70,*)optflag 
read(70,10001) 
read(70, 10001) 
read(70,*)optiter 
read(70,10001) 
read(70,10001) 
r e a d (70,*)opterr
c
do 20100 5=1,m
read(67,10001)
r e a d (67,*)np(s),ntz(s),mu(s)
G
if (np(s).eq.l) then 
^Q (69, *) * *************************************************************** I
w ri t e (69,*)’Unrealisable filter. Seed function must have at
least two poles'
call message(1)
stop
endif
c
20100 continue
c
do 20200 s=l,m
c
read(67,10001)
nz(s)=0
nap(s)=0
c
do 20300 i=l,ntz(s)
read(67,*)ac,bc
c
if (groupflag.eq.0) then 
if (ac.eq.O) then
nz(s)=nz(s)+1
zero(nz(s),s )=cmplx(be,0.)
else
nz(s)=nz(s)+1
nap(s)=nap(s)+1
zero(nz(s),s)=cmplx(be,ac)
endif
endif
c
if (groupflag.eq.1) then 
if (ac.eq.O) then
nz (s)=nz(s)+1
zero(nz(s),s)=cmplx(be,0.)
else
nap(s)=nap(s)+1
apzero(nap(s),s)=cmplx(ac,be)
end i f
e n d i f
c
20300 continue
20200 continue 
c
if (groupfla g .eq.0) then 
do 20400 s=l,m
n(s)=np(s)-nz(s) 
do 20500 i=l,n(s)
z ero(nz(s)+i,s)=cmplx(0.,0.)
20500 continue
20400 continue
endif
c
if (groupflag.eq.l) then 
do 20600 8=1,m
n(s)=np(s)-nz(s) 
do 20700 i=l,n(s)
zero(nz(s)+i,s)=cmplx(-100.,0,)
20700 continue
20600 continue
endif
c
close (unit=67) 
close (unit=70)Q ***********************************************************************
c
C
c
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c I N I T I A L  C A L C U L A T I O N S
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c
p i=4.*atan(1.)
c
rho=10**(-rl*0.1) 
amax=10*logl0(1/(1-rho))
c
fstep== (fsimhigh-fsimlow)/fpoints 
fo=sqrt(fhigh*flow) 
bw=fhigh-flow 
gamma=bw/fo
c
if (Q.eq.O) then 
loss=0
else
loss=l/(Q*gamma)
endif
c
e=sqrt(10**(0.l*amax)-1)
c
optfl=fo-bw*0.01*optbw/2. 
optf2=fo+bw*0.01*optbw/2. 
seekmin=l.elO 
seekstep=l./optiter
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C
do 20000 it=0.,1.,seekstep
c
do 20001 i=l,m
do 20002 j=l,ntz(i)
.f (realpart(zero{j,i)).eq.0.) then
if (imagpart(zero(j,i)).I t .0.} then 
zero(j ,i)=cmplx(0.,-it)
else
endif
zero(j,i )=cmplx(0., it)
20002
20001
c
c
c
c
c
c
endif 
continue 
continue
***********************************************************************
D E N O M I N A T O R  P O L Y N O M I A L
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
do 21000 s=l,m
s i (1)=cmplx(l.fO.) 
s i (2)=cmplx(0., 0.) 
k=l
do 21010 i=l,np(s)
s2(l)=cmplx(l.,0.)
if (groupflag.eq.0) then
if (cmplx(zero(i,s)) .ne.(0.,0.)) then 
s 2 (2)=cmplx(-1./zero(i, s ) )
else
s 2 (2)=cmplx(0.,0.)
endif
endif
if (groupflag.eq.l) then
if (cmplx(zero(i, s)) .ne. (-100., 0.)) then 
s 2 (2)=cmplx(-1./zero(i, s))
else
s2 (2) =cmplx (0 ., 0 . )
endif
endif
21020
c
21030
c
21010
c
call multiply_polynomial(si,s2,s3,k+1,2,k+2)
do 21020 j=l,k+2
si ( j )=cmplx(s3(j ) ) 
continue
do 21030 j=l,k+2
s 3 (j )=cmplx(0.,0.) 
continue
k=k+l
continue
do 21040 i=l,k
if (mod(nz(s),2).eq.O) then
if (mod(j-1,2).eq.0) then 
pl(j,s)=cmplx(sl(j))
else
p i (j ,s )=cmplx(0.,0.)
en d i f
else
e n d i f p i (j ,s)=cmplx(si(j ))
21040
c
21000
c
s i (j )=cmplx(0.,0.) 
s 2 (j )=cmplx(0.,0.) 
continue
continue
s i (1)=cmplx(1.,0.) 
s i (2)=cmplx(0.,0.) 
k=l
21700
c
21800
c
c
21600
21500
do 21500 5=1,m
do 21600 r=l,mu(s)
do 21700 i=l,np(s)+l
s2(i)=cmplx(pl(i,s)) 
continue
call multiply_polynomial(si,s2, s3,k+1,np(s)+1,k+np(s)+1)
do 21800 j=l,np(s)+k+l
s i (j )=cmplx(s3(j )) 
s 3 (j )=cmplx(0.,0,) 
continue
k=k+np(s)
continue
continue
do 21900 i=l,k
hf(i)=cmplx(si(i)) 
s1(i )=cmplx(0.,0.) 
s2 (i)=cmplx(0.,0.) 
s 3(i )=cmplx(0.,0.)
21900 continueQ ***********************************************************************
C
C
c
c N U M E R A T O R  P O L Y N O M I A L
C
do 22000 8=1,m
do 22100 i=l,np(s)
if (groupflag.eq.0) then
if (cmplx(zero(i,s)).ne.cmplx(0.,0.)) 
alpha(i,s)=cmplx(-1/zero(i,s)) 
b e t a (i,s)=cmplx(sqrt(1-
then
1/ (zero(i,s)*zero(i,s))})
else
endif
alpha(i ,s )=cmplx(0.,0.) 
b e t a (i ,s )=cmplx(1.,0.)
endif
if (groupflag.eq.l) then
if (cmplx(zero(i,s)).n e .cmp l x (-100.,0.)) then
1/ { zero(i,s)*zero(i,s))))
else
endif
alpha(i,s)=cmplx{-1/zero(i,s)) 
b e t a (i,s)=cmplx(sqrt(1-
alpha(i ,s }=cmplx(0.,0.) 
b e t a (i ,s )=cmplx(1.,0.)
endif
c
22100
22000
c
22400
c
continue
continue
do 22200 s=l,m 
k=l
s i (1)=cmplx(alpha(k,s)} 
si(2)=cmplx(l.,0.) 
s 2 (1)=cmplx(beta(k,s)) 
s 2 (2)=cmplx(0.,0.) 
s 3 (1)=cmplx(-1.,0•) 
s 3 (2)=cmplx(0.,0.) 
s 3 (3)=cmplx(1.,0.)
do 22300 i=2,np(s)
s 4(1)=cmplx(alpha(i , s )) 
s 4 (2)=cmplx(1.,0.) 
s 6(1)=cmplx(beta (i,s)) 
s6(2)=cmplx(0.,0.)
call multiply_polynomial(si,s4,s5,k+1,k+1,k+2) 
call multiply_polynomial(s2,s6,s7,k+l, k+1, k+2) 
call multiply_polynomial(s7,s3,s8,k+l,3,k+2) 
call add_polynomial(s5, s8, s9, k+2)
do 22400 j=l,k+2
s 4 (j )=cmplx(0.,0.) 
s 5 (j )=cmplx(0.,0.) 
s 6 (j )=cmplx(0.,0.) 
s 7 (j )=cmplx(0.,0.) 
s 8(j )=cmplx(0.,0.) 
continue
duinrayl=cmplx ( alpha ( i , s ) ) 
dummy2=cmplx(beta(i,s))
s 4(1)=cmplx(dummy1) 
s4(2)=cmplx(l.,0.) 
s6(1)=cmplx(1.,0.) 
s 6(2)=cmplx(0.,0.)
call multiply_polynomial(s2,s4,s5,k+1,k+1, k+2) 
call scale polynomial(si, s7, k+1, realpart(dummy2))
call add_polynomial(s5, s
do 22500 =1,k+2
si ( )=cmplx(s9(j ))
s2( )=cmplx(s8(j ))
s4 ( )=cmplx(0.,0.)
s5( )=cmplx(0.,0.)
s6 ( )=cmplx(0.,0.)
s7( )=cmplx(0.,0.)
s8 ( )=cmplx(0.,0.)
22500
c
c
22300
s 9(j )=cmplx(0., 0.) 
continue
k—k+1 
continue
do 22600 j=l,k+l
if (mod(np(s),2).eq.0) then
if (mod(j-1,2).eq.0) then
p2 ( j,s)=cmplx(realpart(si(j )),0.)
else
p 2 (j,s )=cmplx(0.,0.)
endif
else
if (mod(j,2).eq.0) then
p2 ( j,s)=cmplx(realpart(si(j }),0.)
else
p2 ( j , s) =cmplx (0., 0 . )
endif
endif
22600
c
22200
c
s i (j )=cmplx(0.,0.) 
s 2 (j )=cmplx(0.,0.) 
s 3 (j )=cmplx(0.,0.) 
continue
continue
s i (1)=cmplx(1.,0.) 
s1(2}=cmplx(0.,0.) 
k=l
22800
c
22900
c
c
22750
22700
c
22950
c
c
c
do 22700 s=l,m
do 22750 r=l,inu(s)
do 22800 i=l,np(s)+l
s2(i)=cmplx(p2(i,s)) 
continue
call multiply_polynomial(sl,s2,s3,k+l,np(s)+l,k+np(s)+1)
do 22900 j=l,np(s)+k+l 
si ( j )=cmplx(s3(j )) 
s 3 (j )=cmplx(0.,0.) 
continue
k=k+np(s )
continue
continue
do 22950 i=l,k
spass(i)=cmplx(si(i)) 
si(i)=cmplx(0.,0.) 
s2(i)=cmplx(0.,0.) 
s3(i)=cmplx(0.,0.) 
continue
porder=k-l
i c ' k ' k ' k ' k ' k ' k ' k ' k i e ' k ' k i c ' k ' k ' k ' k ' k ' k ' k ' h ' k i ^ ' k ' k ' k i c ' k ' k ' k ' k ' k ' - k ' k ^ ' k ' k ' k ' h ' k ' k ' k ' k ' k ’k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k ' k
c  T R A N S F E R  F U N C T I O N  RL Z E R O S
c
do 23000 1=1,k
xdivj=(cmplx{0.,1.))**(i-1)
oldpoly(i)=e*craplx(0.,1.)*spass(i)/xdivj
newpoly(i)=cmplx(0.,0.)
23000 continue
c
neworder=k
c
do 23100 j=l,k
getroot=cmplx(0.,0.)
call find_root(oldpoly,neworder,getroot,newpoly)
refzero(j)=cmplx(getroot)
neworder=neworder-l
c
do 23200 r=l,neworder
oldpoly(r)=cmplx(newpoly(r)) 
newpoly(r)=cmplx(0.,0.)
23200 continue
23100 continue
c
fnorm=abs(fo*(0.5*gamma*refzero(1)+cmplx(0.,1.)*sqrt(1- 
(0.5*gamma*refzero(1))**2)))Q ***********************************************************************
c
c
c
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c T R A N S F E R  F U N C T I O N  P O L E S
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C
do 24000 i=l,k
xdivj=(cmplx(0.,1.))**(i-1)
oldpoly(i)=e*cmplx(0.,1.)*spass(i)/xdivj+hf(i)/xdivj 
newpoly(i)=0 
24000 continue 
c
neworder=k
c
do 24100 j=l,k
getroot=cmplx(0.,0.)
call find_root(oldpoly,neworder,getroot,newpoly) 
fpole(j )=cmplx(getroot)
if (abs(imagpart(fpole(j))).I t .le-4) then
fpole(j )=cmplx(realpart(fpole(j )),0.)
Ipole(j )=cmplx(realpart(fpole(j ))-loss, 0.)
endif
if (realpart(fpole(j)).I t .0) then 
fpole(j )=cmplx(fpole(j ))
Ipole(j )=cmp l x (realpart(fpole(j ))-loss,imagpart(fpole(j))
else
fpole(j)=cmplx(-l*realpart(fpole(j)),imagpart(fpole(j))) 
Ipole(j )=cmplx(realpart(fpole(j )-loss),imagpart(fpole(j })
e n d i f
neworder=neworder-l
c
do 24200 r=l,neworder
oldpoly(r)=newpoly(r) 
newpoly(r)=0 
24200 continue
24100 continue
Q ***********************************************************************
C
c
c
Q * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c B A N D - P A S S  P O L E / Z E R O  T R A N S F O R M A T I O N
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C
25100
25050
25000
c
j=0
aporder=0
do 25000 s=l,m
do 25050 r=l,mu(s)
do 25100 i=l,nz(s)
if (groupflag.eq.0) then 
j=j + l
fzero(j )=cmplx(0.,1.)*zero(i,s)
Izero(j ) = (cmplx(0.,1.)*zero(i,s))-loss
endif
if (groupflag.eq.l) then
if (zero(i,s).ne.cmplx(-100.,0.)) then 
j=j+l
fzero(j )=cmplx(0.,1.)*zero(i,s)
Izero(j ) = (cmplx(0.,1.)*zero(i,s))-loss
endif
endif
continue
continue
continue
zorder=j
25130
25120
25110
if (groupflag.eq.l) then 
do 25110 s=l,m
do 25120 r=l,mu(s)
do 25130 i=l,nap(s)
aporder=aporder+l 
fapzero(aporder)=apzero(i,s) 
continue 
continue 
continue
endif
do 25200 i=l,porder
bpfpole(i)=fo*(0.5*gamma*fpole(i) + (0., 1.)*sqrt(1- 
(gamma*fpole(i)*0.5)**2))
bpfpole(porder+i)=conjg(bpfpole(i))
Ibpfpole(i)=fo*(0.5*gamma*lpole(i) + (0., 1.)*sqrt(I- 
(gamma*Ipole(i)*0.5)**2))
Ibpfpole(porder+i)=conjg (Ibpfpole(i))
bpfrefzero(i)=fo*(0.5*gamma*refz ero(i) + (0.,1.)*sqrt (1- 
{gamma*refzero(i)*0.5)**2))
bpfrefzero(porder+i)=conjg{bpfrefzero(i))
25200 continue
c
do 25300 i=l,zorder
bpfzero(i)=fo*(0.5*gamma*fzero(i )+(0.,1.)*sqrt(1- 
(gamma*fzero(i)*0.5)**2))
bpfzero(zorder+i)=conjg(bpfzero(i))
Ibpfzero(i)=fo*(0.5*garama*lzero(i)+(0.,1.)*sqrt(1- (gamma*lzero(i)*0.5)**2))
Ibpfzero(zorder+i)=conjg(Ibpfzero(i))
25300 continue
c
if (groupflag.eq.l) then
do 25400 i=l,aporder
bpfapzero(i)=fo*(0.5*gamma*fapzero(i)+(0.,1.)*sqrt(1- 
(gamma*fapzero(i)*0.5)**2))
bpfapzero(aporder+i)=conjg(bpfapzero(i))
25400 continue
endif0 ***********************************************************************
C
c
c
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c P A S S I V E  R E A L I S A T I O N  C O N S T A N T
0  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c
prodl=cmplx(1.,0.) 
prod2=cmplx(1.,0.)
c
do 26000 i=l,2*porder
prodl=prodl*(cmplx(0.,fnorm)-bpfpole(i))
26000 continue 
c
do 26100 j=l,2*zorder
prod2=prod2*(cmplx(0.,fnorm)-bpfzero(j ))
26100 continue 
c
neworder=porder-zorder
c
kappa=(abs(prod2)/abs(prodl))*(abs(cmplx(0.,fnorm)**neworder))
Q  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C
C
c
0  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
c S E A R C H  R O U T I N E
0  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
c
gddev=groupdelay(Ibpfpole,Ibpfzero,porder,zorder,optf1,optf2,optfreq,freqf
lag)
c
if (gddev.lt.seekmin) then 
seekmin=gddev 
seekval=it
endif
if (seekmin.It.opterr) then
write(*,*)
write{*,*)'Program status -> OK {optimisation part)'
write{*,*) '
w r ite(*,*)'Please NOTE' 
write ( * 
write ( * 
write (* 
write(*
write{*,*) ' 
stop
endif
* ) 'Minimum target ACHIEVED'
* ) 'Optimum group-delay equalisation zeros:'
*)cmplx(0.,seekval) 
*)cmplx(0,,-seekval)
c
c
c
c
c
c
c
20000
c
E N D
continue
write(* 
write{* 
write{* 
write {* 
write(* 
write ( * 
write (* 
write ( * 
write ( * 
write ( * 
write ( *
P A R T  (c) ( - 0 )O F
* )  '* ) 'Program status -> OK (optimisation part)'
I * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  I
*)'Please N O T E '
* ) 'Minimum target NOT achieved'
* ) 'Minimum achieved error:'
*)seekmin
* ) 'Group-delay equalisation zeros:'
*)cmplx(0.,seekval)
*)cmplx(0.,-seekval)
*  \  t  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  t
c
c
c
c
c
c
c
10001
c
c
c
c
c
c
c
c
c
c
c
c
c
c
endif
E N D  O F  M A I N  P R O G R A M
format() 
end
S U B R O U T I N E / F U N C T I O N  D E C L A R A T I O N
subroutine multiply polynomial(x,y,z,ol,o2,o3)
This subroutine can be used to 
calculate the product of two 
polynomials
implicit none
in te g e r  o l , o 2 , o 3 , j , i , k
c
double complex x,y,z
c
dimension x(ol),y (o2),z(o3)
c
z (1)=cmplx(0.,0.)
c
do 1 j=l,o2
do 2 i=l,ol
k=i+j-1
z(k)=cmplx(z(k))+cmplx(x(i))*cmplx(y(j )) 
2 continue
1 continue
c
return
c
c
c
end
c
c
c
subroutine find_root(a,ord,x,polyout)
c
c This subroutine can be used to solve the
c pole polynomial roots.
c
implicit none
double precision dxold,abx,cdx,epss,eps,err
double complex a,x,dx,xl,b,d,f,g,h,sq,gp,gm,g2,polyout,coeff 
integer iter,ord,maxit,j
parameter (epss=6.e-8,maxit=1000,eps=l.e-6) 
dimension a(ord),polyout(ord),coeff(ord)
dxold=abs(x) 
if (ord.eq.l) return
c
do 11 iter=l,maxit 
b=a(ord) 
err=abs(b) 
d=cmplx(0.,0.) 
f=cmplx(0.,0.) 
abx=abs(x)
c
do 12 j=ord-l,l,-l 
f=x*f+d 
d=x*d+b 
b=x*b+a(j ) 
err=abs(b)+abx*err 
12 continue
c
err=epss*err
if (abs(b).l e .err) then
else
g o t o  13
g=d/b 
g2=g*g 
h=g2“2 .*f/b
sq=sqrt((ord-2)* ( (ord-1)*h-g2))
gp=g+sq
gm=g-sq
if (abs(gp).It.abs(gm)) gp=gm 
dx=(ord-1)/gp
endif
xl=x-dx
if (x.eq.xl) then 
goto 13
endif
x=xl
cdx=abs(dx) 
dxold=cdx 
11 continue
c
13 coeff(ord)=0 
c
do 14 j=ord-l,0,-l
coeff(j )= a (j+1)+x*coeff(j+1)
14 continue 
c
do 15 j=l,ord
polyout(j )=coeff(j )
15 continue 
c
return
c
c
c
end
c
c
c
subroutine add__polynomial (x, y, z, o)
c
c This subroutine can be used to
c calculate the summation of two
c polynomials
implicit none 
integer o,j 
double complex x,y, z
c
dimension x(o),y(o),z(o)
c
do 21 j=l,o
z (j )=cmplx(x(j ))+cmplx(y(j )) 
21 continue 
c
return
end
c
c
c
subroutine scale_polynomial(x,y,o,factor)
c
c This subroutine can be used to
c calculate the product of a polynomial
c and a real factor
c
implicit none
c
integer o,j
c
double precision factor
c
double complex x,y
c
dimension x(o),y{o)
c
do 31 j=l,o
y {j )=cmplx(x(j )*factor)
31 continue 
c
return
end
c 
c 
c
c
c
c
subroutine design_check(al,a2,a3,a4,a5,a6,a7,a8)
c
implicit none
c
double precision al,a2,a3,a4,a5,a7
c
integer flag,err_counter,a6,a8
c
flag=0
err_counter=0
c
if (al.le.O) then
W3ri10 ( 69 / * ) * 'k'k-k'k'k'k'k'k'^ kicic'k'k'k'k'k'k'k'k'k'k'kic'k^ ^^ ic'k'k'k'k'k'k'k'k'k'k'k^ 'h'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k'k-k-k'k
* * * * (
write(69,*)'Lower cut-off frequency must be a positive number 
expressed in GHz' 
flag=l
err_counter=err_counter+l
endif
c
if (a2.1e.O) then
wjcit0(69/*) * **************************************************************
* * * *  I
w ri t e (69,*)'Upper cut-off frequency must be a positive number 
expressed in GHz' 
flag=l
err counter=err counter+1
endi f
c
if (al.gt.a2) then
w ri t e (69,*)'************************************************************** 
w r i t e (69,*)'Lower cut-off frequency is higher than upper cut-off
frequency'
flag=l
errecounter=err_counter+l
endif
c
if (aS.le.O) thenw r i t e (69,*) '***************************************************** i 
write(69,*)'Return loss must be a positive number expressed in dB' 
flag=l
err counter=err counter+1
endif
c
if (a4.l e .0) then
write(69, *)'**************************************************************
* * * * * * *  I
w r ite(69,*)'Lower simulation frequency must be a positive number 
expressed in GHz' 
flag=l
err_counter=err_counter+l
endif
c
if (aS.le.O) then
write(69,*)'**************************************************************
* * * * * * *  I
, w r ite(69,*)'Upper simulation frequency must be a positive number 
expressed in GHz' 
flag=l
err counter=err counter+1
endif
c
if (a6.1e.O) then
write(69,*)'*************************************************************** I
w ri t e (69,*)'Number of simulation frequency points must be a positive
number'
flag=l
err__counter=err_counter+l
endif
c
if (a6.1e.O) thenwjci10 (69/*)* **********************************************f 
w ri t e (69,*)'Lower simulation frequency is negative or zero' 
f la g = l
err_counter=err_counter+l
endif
c
if (al.lt.O) then
wirit0(69/*) ^******************************************************** > 
w ri t e (69,*)'The resonator Q must be either a positive number or
zero '
flag=l
err_counter=err_counter+l
e ndi f
if (aS.le.O) thenw irite (G 9f*)'*****************************************************i 
w r ite(69,*)'Number of chained functions must be a positive number' 
flag-1
err_counter=err_counter+l
endif
if (flag.eg.1) then
call message(err_counter)
endif
return
end
subroutine message(error) 
implicit none 
integer error
write(* *) (*********************** 1
* ) 'Program status -> ERROR* 
* \ > * * * * * * * * * * * * * * * * * * * * * * * »
*)'You h a v e e r r o r , ' error(s)' 
* ) 'Please look at error.log* 
*)'for further information'* \ f ************************ #
write(* 
write(* 
write(* 
write(* 
write(* 
write(*
stop
end
subroutine realisability_check(rl,r2,r3) 
implicit none
integer rl,r2,r3,s,rea_err,pole_count, zero_count
dimension rl(r3),r2(r3)
rea_err=0
pole_count=0
zero_count=0
do 41 s=l,r3
pole_count=pole_count+rl(s) 
zero_count=zero_count+r2(s)
if (rl(s).It.r2(s)) then
w^ite{69,*)'**************************************************************
* * * * * * * * * * * * *  I
w r i t e (69,*)'ünrealisable seed function. Number of zeros is 
greater than number of poles'
rea_err=rea_err+l 
call message(rea_err) 
stop
endif
c
41 continue 
c
if (pole_count.l e .zero_count) then
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* * * * * * * * * * * * * * * * * *  I
w r i t e (69,*)'Unrealisable filter. Total number of zeros is 
greater than total number of poles' 
rea_err=rea_err+l 
call message(rea_err) 
stop
endif
c
return
c
end
c
c
c
function groupdelay(p,z,pno,zno,ol, o2, o, ff )
implicit none
integer s ,i ,j ,o ,imax 
integer pno,zno,ff
double precision groupdelay 
double precision suml,sum2,sumgd,gdseek 
double precision gdmin,gdmax 
double precision ol,o2,pi,step,of
double complex p,z
parameter (imax=200)
dimension p(imax),z(imax),gdseek(imax)
of=(o2-ol)/o 
p i=4.*atan(1.)
s=l
do 50 step=ol,o2,of
suml=0. 
sum2=0. 
sumgd=0.
do 51 i=l,2*pno
suml=suml+(realpart(p(i)))/((realpart(p(i)))**2+(step- 
(imagpart(p(i))))**2)
51 continue 
c
do 52 j=l,2*zno
sum2=sum2+(realpart(z(j )))/((realpart(z(j )))**2+(step- 
(imagpart(z(j))))**2)
52 continue
c
if (ff.eq.O) then
sumgd=(1000./(2.*pi))*(-suml+sum2)
endif
if (ff.eq.l) then
sumgd=(1./(2.*pi))*(-suml+sum2)
endif
gdseek(s )=sumgd 
s=s+l 
50 continue 
c
gdmin=gdseek(1) 
gdmax=gdseek(1)
c
do 53 i=2,s-l
c
if (gdmin.gt.gdseek(i)) then 
gdmin=gdseek(i )
endif
c
if (gdmax.It.gdseek(i)) then 
gdmax=gdseek(i)
endif
c
53 continue 
c
groupdelay=gdmax-gdmin
c
return
c
end
