In this paper we consider the estimation of population size from one-source capture-recapture data, that is, a list in which individuals can potentially be found repeatedly and where the question is how many individuals are missed by the list. As a typical example, we provide data from a drug user study in Bangkok from 2001 where the list consists of drug users who repeatedly contact treatment institutions. Drug users with 1, 2, 3, . . . contacts occur, but drug users with zero contacts are not present, requiring the size of this group to be estimated. Statistically, these data can be considered as stemming from a zero-truncated count distribution. We revisit an estimator for the population size suggested by Zelterman that is known to be robust under potential unobserved heterogeneity. We demonstrate that the Zelterman estimator can be viewed as a maximum likelihood estimator for a locally truncated Poisson likelihood which is equivalent to a binomial likelihood. This result allows the extension of the Zelterman estimator by means of logistic regression to include observed heterogeneity in the form of covariates. We also review an estimator proposed by Chao and explain why we are not able to obtain similar results for this estimator. The Zelterman estimator is applied in two case studies, the first a drug user study from Bangkok, the second an illegal immigrant study in the Netherlands. Our results suggest the new estimator should be used, in particular, if substantial unobserved heterogeneity is present.
1. Introduction. Registration files can be used to generate a list of individuals from some population of interest. If each time that an observation of a population member occurs is registered but, for one reason or another, some population members are not observed at all, the list will be incomplete and will show only part of the population. In this paper we will further de-velop a method proposed by Zelterman (1988) for estimating the size of a population using an incomplete list.
Consider a population of size N and a count variable Y taking values in the set of integers {0, 1, 2, 3, . . .}. For example, in drug user studies Y might represent the number of contacts a drug user has with the treatment institutions. Also denote with f 0 , f 1 , f 2 , . . . the frequency with which a 0, 1, 2, . . . occurs in this population. Consider now a registration where every contact with a treatment institution is registered and assume that a list of drug users is derived from this registration. Since a drug user will only be observed if there has been a positive number of contacts with the treatment institution, y = 0 will not be observed in the list. Hence, the list reflects a count variable truncated at zero that we denote by Y + . Accordingly, the list has observed frequencies f 1 , f 2 , . . . , but the frequency f 0 of zeros in the population is unknown. The size of the list is not N but n, where N = n + f 0 .
The distribution of the untruncated and truncated counts are connected via P (Y + = j) = P (Y = j)/{1 − P (Y = 0)} for j = 1, 2, . . . . For example, if Y follows a Poisson distribution with parameter λ so that P (Y = j) = Po(j | λ) = e −λ λ j /j!, (1.1) for j = 0, 1, 2, . . . , then the associated distribution of Y + is given as P (Y + = j) = Po + (j | λ) = e −λ 1 − e −λ λ j /j!, (1.2) with j = 1, 2, 3, . . . .
Given that all units of the population have the same probability P i (Y > 0) = P (Y > 0) = 1 − P (Y = 0) of being included in the list, the population size can be estimated by means of the Horvitz-Thompson estimator
, (1.3) where g(λ) = e −λ , or more generally, g(λ) is the probability of a zero count for a given count distribution. For more details on this type of capturerecapture methodology, see van der Heijden et al. (2003a) , van der Heijden, Cruyff and van Houwelingen (2003b), Böhning and Schön (2005) , Roberts and Brewer (2006) or McKendrick (1926) (for a historic account). General introductions to capture-recapture are found in Bishop, Fienberg and Holland (1975) , Hook and Regal (1995) and the contributions of the International Working Group for Disease Monitoring and Forecasting (1995a, 1995b) .
In what follows we further develop an estimator for λ proposed by Zelterman (1988) , which can be used in (1.3) to obtain a population size estimate. This estimator for λ uses limited information from the observed count distribution to arrive at an estimate of the population size, making it robust. Our ESTIMATING THE SIZE OF HIDDEN POPULATIONS 3 key extension to this estimator for λ is to put it into a maximum likelihood framework, which allows further development using a regression framework. In Section 2 we review the Zelterman estimator, including its robustness properties. In Section 3 we demonstrate that the Zelterman estimator is a maximum likelihood estimator and use this result to estimate its variance and generalize the estimator to accommodate covariates. Section 4 points out the connections to Chao's estimator. The paper concludes with a case study section where we utilize examples from a Bangkok illicit drug user study and a reanalysis of illegal immigrant data analyzed earlier by van der Heijden et al. (2003a) .
2. The Zelterman estimator. In equation (1.3) we used the HorvitzThompson approach to arrive at an estimate of the population size. This approach requires that λ is known and if it is not, it needs to be estimated. Clearly, λ can be estimated with maximum likelihood under the assumption of a homogeneous truncated Poisson distribution. Instead of estimating λ under the assumption of a homogeneous Poisson distribution, Zelterman (1988) argued that the Poisson assumption might not be valid over the entire range of possible values for Y but it might be valid for small ranges of Y such as from j to j + 1, so that it would be meaningful to use only the frequencies f j and f j+1 in estimating λ. Since for any j both the truncated as well as the untruncated Poisson distribution have the property that Po(j + 1 | λ)/Po(j | λ) = λ/(j + 1) and Po + (j + 1 | λ)/Po + (j | λ) = λ/(j + 1), respectively [see equations (1.1) and (1.2)], λ can be written as
An estimator for λ is obtained by replacing Po + (j | λ) by the empirical frequency f j :λ
If j = 1, we findλ 1 = 2f 2 /f 1 , and this estimator is often considered for two reasons: for one,λ 1 is using frequencies in the vicinity of f 0 which is the target of prediction, and two, in many application studies for estimating f 0 the majority of counts fall into f 1 and f 2 . Clearly, the estimator is unaffected by changes in the data for counts larger than 2, which contributes largely to its robustness. We will callλ 1 = 2f 2 /f 1 the Zelterman estimator for λ and, when this estimate is used in (1.3), this leads to the Zelterman estimator of the population size,N . If the context is clear, we will simply use the term Zelterman estimator.
The Zelterman estimator is an estimator which is very simple to understand and to use and this might be one of the reasons why it is quite popular in applications such as drug user studies [Hay and Smit (2003) , Van Hest et al. (2007) ]. It is also thought of as being less sensitive to model violations than the estimator that is derived under the assumption of the homogeneous Poisson distribution, that uses the entire range of frequencies f j . Indeed, the Zelterman estimator also works rather well with contaminated distributions as given by mixtures or approximated by mixtures [compare Zelterman (1988) ]. We now look at a study to illustrate the application of the estimator.
Example: (Estimating the number of Metamphetamine-users in Bangkok, 2001) . Let us illustrate the estimator for a data set of users of Metamphetamine in Bangkok [Böhning et al. (2004) ]. The distribution of contact counts with treatment institutions is provided in Table 1 .
In total 3346 users were observed. We findλ 1 = (2 × 163)/3114 = 0.1047 (with 95% CI 0.0894-0.1225) and, using (1.3), this givesN = 3346/(1 − exp(0.1047)) = 33,664 (CI 28, 808) . The observed/hidden ratio equals 3346/(33,664−3346) = 0.1104 and the completeness is 3346/33,664 = 0.0994. Note that the maximum likelihood estimator derived under the homogeneous Poisson assumption isλ = 0.2463 (CI 0.2245-0.2703), leading to a population size estimate ofN = 3346/(1 − exp(−0.2463)) = 15,325 (CI 13, 661) , which differs considerably from the Zelterman estimator of the population size. The confidence intervals are based upon normal approximations using a variance expression given in Section 3.1 below. Since it is reasonable to assume that the counts stem from a contaminated distribution rather than from a homogeneous distribution, the Zelterman estimate appears to be more reasonable. In addition, the homogeneous Poisson estimate is biased downward if heterogeneity is present [van der Heijden et al. (2003a) , van der Heijden, Cruyff and van Houwelingen (2003b), Böhning and Schön (2005) ], so that a strong disagreement of the homogeneous Poisson estimate to the Zelterman estimate might be taken as an indication for a lack of fit for the homogeneous Poisson as occurs here. In such cases, the Zelterman estimate will be the better choice.
3. The Zelterman estimator as a maximum likelihood estimator. In this section we will show that the Zelterman estimator is also a maximum likelihood estimator. It is based upon the observation that a Poisson distribution ESTIMATING THE SIZE OF HIDDEN POPULATIONS 5 with parameter λ constrained to values Y = 1 and Y = 2 yields a binomial distribution with parameter p = (λ/2)/(1 + λ/2) = λ/(2 + λ). This result will allow for a simple derivation of the variance (see Section 3.1), as well as an extension of the Zelterman estimator that allows for covariates (see Section 3.2).
A likelihood for the Zelterman estimator.
If we consider the probability for a count of 1 and a count of 2 given as e −λ λ/(e −λ λ + e −λ λ 2 /2) and (e −λ λ 2 /2)/(e −λ λ + e −λ λ 2 /2), respectively, we see that after some simplification we have the likelihood
which is proportional to a binomial likelihood with event parameter p = λ/(2 + λ), the probability for Y = 2. This binomial likelihood is maximized forp = f 2 /(f 1 + f 2 ). In addition, as λ is connected uniquely to p via λ = 2p/(1 − p), the invariance property of maximum likelihood estimators yieldŝ λ 1 = 2f 2 /f 1 as a maximum likelihood estimate with respect to the likelihood (3.1). We summarize this in the following theorem. 
One of the first benefits of identifying the Zelterman estimatorλ 1 as a truncated maximum likelihood estimator is the fact that its variance is readily available as Var(p) = p(1 − p)/(f 1 + f 2 ), which can be estimated as f 2 f 1 /(f 1 + f 2 ) 3 . Now,λ 1 = 2p 1−p , and using a first order δ-method,
and, finally, plugging in an estimate for p, we arrive at
leading to a simple closed form expression for the variance of the logarithm of the Zelterman estimator. In addition, using a first order δ-method, we have that Var logλ 1 ≈ 
Extension of the likelihood for covariates.
A second benefit of identifying the Zelterman estimator as a truncated maximum likelihood estimator is that it is now easy to incorporate covariates into the modeling process. Let Z be a binary indicator variable indicating Z = 1 if Y = 2 and Z = 0 if Y = 1. Then, the likelihood (3.1) can be written as
Suppose that covariates are available in the form of a vector x i for the ith unit in the list. In a generalized linear model (logistic regression model) connecting the binary outcome probability p i with the linear predictor η i = β T x i with a logit link, we have that
On the other hand, p i and the local Poisson parameter λ i are connected via
so that λ i and the linear predictor η i are simply connected via λ i /2 = e η i or λ i = 2e η i . Note that the binary response probability P (Z i = 1) = p i is connected to the linear predictor η i via the logistic link function, whereas the Poisson mean λ i = 2e η i uses the log link function, that is, both are generalized linear models using the canonical link functions. Maximum likelihood estimation can use existing tools for logistic regression. All that is needed is to regress the binary outcomes z 1 , . . . , z n on x i to find the MLEβ of β. This provides the predicted probabilitieŝ p i = eη i /(1 + eη i ) and the Zelterman estimates of parameters λ i are obtained as 2p i /(1 −p i ).
In order to derive a generalized Zelterman estimator of the population size N under this framework, we can employ the Horvitz-Thompson approach in the following way:
In addition, it is possible to find an estimate of the variance of the generalized Zelterman estimator (3.4) which we write aŝ
where w i = 1 − exp(−2eη i ) and ∆ i is an indicator which is 1 (unit is sampled) with probability w i and 0 (unit is not sampled) with probability 1− w i . Note that 
where
4. The connection to Chao's estimator. In this section we point out some connections to another population size estimator proposed by Chao (1987 Chao ( , 1989 that also uses only the counts f 1 and f 2 . We provide these results because generalizing this estimator into a maximum likelihood framework was less successful. Chao suggested the estimatorN C = n + f 2 1 2f 2 . The estimator is based upon the Cauchy-Schwarz inequality [see also Wilson and Collins (1992) ] for the nonparametric mixture of a Poisson, namely,
where the inequality of the Cauchy-Schwarz ( uv) 2 ≤ ( u 2 )( v 2 ) is used with u(λ) = √ e −λ and v(λ) = λ √ e −λ and leading to p 2 1 ≤ p 0 × 2p 2 , so that
estimates a lower bound for f 0 . Chao (1987 Chao ( , 1989 
using the first three terms of the MacLaurin series for the exponential function: exp(x) = 1 + x + 1 2 x 2 + · · · . This can be further written as n
the latter being Chao's lower bound estimate of f 0 . Two statements follow now easily from this representation and are summarized in Theorem 3 below.
Theorem 3. Consider a situation as in Theorem 1:
(a) Assume that
Zelterman's estimator is not always larger than Chao's. Note that statement (b) gives a condition which leads to Chao's estimator being larger than the one of Zelterman. Statement (b) follows from the fact that n/[exp(λ)
2 ) for any nonnegativeλ. The term n/(λ + 1 2λ
2 ) simplifies to f 2 1 /(2f 2 )[n/(f 1 + f 2 )] = f 2 1 /(2f 2 ) and the result follows. The second part of statement (b) follows from the fact that
where the left-hand side corresponds to the Zelterman estimator and the first two terms of the right-hand side correspond to the Chao estimator. This ends the proof.
Note the difference between statements (a) and (b) in Theorem 3. Statement (b) says that the estimators of Chao and Zelterman are close, with Chao's estimator larger than the one of Zelterman if the ratio of the count of twos to the count of ones is small and the proportion of both of them among all observations is close to one. Statement (a) says that the estimator of Chao is bounded above by the estimator of Zelterman (but they need not to be close) if the ratio of the count of twos to the count of ones is small. Some elementary calculations show thatN C = n + f 2 1 2f 2 also satisfieŝ
wherep j = f j /N C for j = 1, 2. Unfortunately, (4.1) containsN C on both sides of the equation, which causes difficulties when we aim to generalize this for data with covariate information. More details on this aspect of Chao's estimator are available from the authors upon request.
Examples.

The Bangkok drug users study example.
We will illustrate the generalized Zelterman approach using the Bangkok drug users study [Böhning et al. (2004) ] introduced in Section 2. Let us consider the female drug users only. Tables 2 and 3 show the distribution of contact counts to treatment institutions by age for Metamphetamine and Heroin users respectively. These are very different subpopulations of the drug user population in the Bangkok metropolis, as indicated by the quite different age distributions. Clearly, the age distribution of the Metamphetamine users is younger than the age distribution of the Heroin users (see Tables 2 and 3 ). To analyze these data, STATA and GAUSS macros are available in the supplemental articles van der Heijden (2008a, 2008b) . The results of the analysis are provided in Table 4 . None of the subpopulations seems to be affected by age as follows from a likelihood ratio test. Accordingly, the population size estimates, unadjusted and adjusted for age, do not differ much. Whereas for the female Heroin user population a completeness of identification of about 50% is reached (268/504), the completeness of identification is less than 10% for the Metamphetamine users (274/3714).
5.2.
The illegal immigrant's study. As a second example, we discuss the estimation of the number of illegal immigrants in four large cities in the Netherlands from police records, analyzed with the truncated Poisson regression model by van der Heijden et al. (2003a) . In their analysis van der Heijden et al. focus on those illegal immigrants that, once apprehended, cannot be effectively expelled by the police because, for example, their home country does not cooperate with the organization of deportation. In such cases the police request the individuals to leave the country, but it is unlikely that they will abide by such a request. Hence, they can be apprehended multiple times. The data contain four covariates: gender, age, home country and reason for being arrested (or rearrested). For details about the data we refer to van der Heijden et al. (2003a) . The observed frequencies for the covariate categories can be found in Table 5 and are reproduced from van der Heijden et al. (2003a) . The data are provided in a supplemental file [Böhning and van der Heijden (2008c) ].
In Table 6 we provide the estimates of both the truncated Poisson regression model as well as the Zelterman regression model. Both models provide 7  14  28  4  1  2  3  10  29  4  3  1  2  10  30  0  2  1  2  5  31  3  1  2  3  9  32  4  1  0  1  6  33  6  1  3  1  11  34  2  2  0  3  7  35  2  0  1  0  3  36  2  1  0  3  6  37  3  3  1  1  8  38  3  1  1  2  7  39  0  2  0  0  2  40  4  2  1  0  7  41  1  2  1  1  5  42  4  0  0  1  5  43  2  0  0  1  3  44  2  0  2  1  5  45  1  0  0  1  2  46  0  0  0  1  1  47  2  1  0  0  3  48  1  0  1  0  2  49  1  0  0  1  2  52  1  0  0  0  1  58  1  0  0  0  1  62  1  0  0  0  1   All  116  44  32  76 268 Table 7 we present the population size estimates for a series of models. The top panel has been reproduced from van der Heijden et al. (2003a) . It shows that the truncated Poisson regression model with covariates Gender, Age and Nation provides the best fitting main effects model both in terms of deviance as well as AIC, and when these three variables are included Reason does not increase the fit significantly. The population size estimate is 12,690 with a CI of 194) .
Interestingly, the top panel provides for each model a Lagrange multiplier test [Gurmu (1991) ] that can be used to test for overdispersion in the zerotruncated Poisson regression model as a result of unobserved heterogeneity. This test compares the model fit of the Poisson model with alternative models with an extra dispersion parameter included, such as the negative binomial regression model. Van der Heijden et al. (2003a) and Böhning and Schön (2005) show that, if there is evidence for unobserved heterogeneity in a model, the population size estimate will underestimate the true population size [see also Böhning and Kuhnert (2006) ]. For the illegal immigrant data this appears to be the case for every model in the top panel of Table 7 . We now turn to the results for the Zelterman regression model, presented in the bottom panel of Table 7 . Here the model with Gender, Age and Nation is also the best model in terms of model fit as well as AIC. If we compare the population size estimates under the truncated Poisson regression model with those under the Zelterman regression model, we find that, for models with identical covariates, the population size estimates under the Zelterman model are much larger. This suggests that the Zelterman model corrects for the downward bias in the population size estimates from the truncated Poisson regression model when overdispersion is present.
APPENDIX: VARIANCE ESTIMATION UNDER COVARIATES
We now provide details for computing a variance estimate of the generalized Zelterman estimator (3.4), which we write aŝ
where w i = 1 − exp(−2eη i ) and ∆ i is an indicator which is 1 (unit is sampled) with probability w i and 0 (unit is not sampled) with probability 1 − w i . We use the techniques of conditioning to develop a variance estimator of (3.4) and follow the methodological development in van der Heijden et al. (2003a) . We have that [see Ross (1985) where moments inside the brackets are computed conditional upon n and moments outside the bracket refer to the marginal distribution of n. Consider E(N Z |n) and its estimate
Consequently,
(1 − w i )/w i , for which an unbiased estimator can be provided as
(1 − w i )/w 
