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ﬁxed width is given. By deﬁning
(2)
we can express the desired output as
(3)
where is the error between and the actual network
output . By introducing
(4)
(5)
(6)
(7)
(8)
we can rewrite the system (3) in the matrix form
(9)
The ROLS algorithm is an efﬁcient forward subset selection
procedure for constructing a smaller subset model from the
full regression model (9).
Let an orthogonal decomposition of the regression matrix
be , where satisﬁes
for , and is an upper triangular matrix with unit
diagonal elements. The system (9) can be rewritten as
(10)
where
(11)
is the orthogonal weight vector. The ROLS algorithm selects
a subset of signiﬁcant regressors based on the following
regularized error criterion:
(12)
where is a regularization parameter. The detailed
selection procedure can be found in [15] and will not be
repeated here.
In this “linear” learning approach, the width parameter is
ﬁxed to some constant. Obviously, it is desirable to adjust the
width during learning. However, nonlinear learning methods
would be required since the network output is strongly nonlin-
ear with respect to . The ROLS algorithm adopts the evidence
procedure [13] to estimate a regularization parameter. Given
an initial guess of , the algorithm constructs a subset model.
This in turn allows an updating of using the formula
(13)
where
(14)
is the number of good parameter measurements [13] and
is the size of the subset model. After a few iterations, an
Fig. 1. Usually assumed characteristics of mean square error as a function of
regularization parameter. Notice that this generalization curve is not generally
correct.
appropriate value can usually be found. The regularization
parameter so determined, however, may not be an optimal
one, as will be shown later.
III. THE COMBINED GA AND ROLS LEARNING
To understand the motivations of using a global optimization
method to learn the regularization parameter and width, it is
best to examine the generalization performance as a function
of these two parameters. It is often observed that regularized
learning exhibits the characteristics of Fig. 1 [12], [15]. This
appears to suggest that generalization performance curves may
have a single low ﬂat region, and a gradient algorithm such
as the iterative evidence procedure of (13) will be able to
lead to a good in this region. It should be emphasized that
the evidence procedure in general can only obtain a local
optimal value of and Fig. 1 does not provide a complete
picture. In fact, the generalization performance is a highly
complicated multimodal function on the space of and .
The characteristics of Fig. 1 may only be obtained under a
particular value of .
We use a simple example to demonstrate these points.
Consider the modeling of the scalar function
(15)
by a Gaussian RBF network. The training data was generated
from , where the Gaussian noise had a zero
mean and variance 0.02 and was taken from the uniform
distribution in . The training data had a signal-to-noise
ratio (SNR) of 14 dB. Given values of and , the ROLS
algorithm constructed RBF networks. The learning procedure
was terminated when the regularized error reduction ratio [15]
was smaller than a preset threshold. RBF models constructed
had ﬁve to seven nodes depending on the values of and .
The generalization performance, the mean square error (MSE)
between the noise-free system output and the network
response , was computed. The inverse of this MSE as
the function of and is depicted in Fig. 2.
Even for such a simple example, the complexity of the
generalization performance surface is apparent. A gradient
method cannot in general ﬁnd the global optimal values of
and . Furthermore, performance improvement by achieving
the global optimum is very signiﬁcant. We propose a two-level
learning scheme by combining the GA and ROLS algorithms,