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Abstract
Generalization to harder compositional problem instances (a.k.a extrapolation) is
challenging for standard neural networks. In contrast, recursive neural networks
have the potential to achieve extrapolation because they are able to capture the
compositionality of tree-structured data such as mathematical equations. However,
recursive networks are prone to error propagation along trees of high depth and
are unable to capture long range dependencies effectively. To overcome this, we
propose Tree Stack Memory Units (Tree-SMUs), a novel memory augmented
recursive neural network whose nodes consist of a differentiable stack. Each SMU
cell learns to read from its stack and to write to it by combining the stacks and
states of its children through gating. This architecture improves both the local and
global representation of compositional data due to better expressive power and the
ability to capture long-range dependencies by giving each node indirect access to
its descendants. We demonstrate strong empirical results on two tasks and show
that Tree-SMU enables accurate extrapolation to significantly harder instances.
1 Introduction
Humans have impressive problem solving abilities. For example, in the context of mathematical
problem solving, once they learn the concept of addition or multiplication, they are capable of applying
them to unseen numbers with arbitrary (potentially infinite) compositionality. Are neural networks
also capable of doing this? This question dates back to the 1980’s and Fodor’s statement [1] about
the incapability of neural networks to perform such compositional computations (a.k.a systematic
compositionality). More recently, these claims were investigated for the task of semantic parsing
in [2] using a variety of recurrent neural networks (RNNs) with mixed results. They show that
when the difference between the training and the test examples is small, RNNs generalize well to
unseen examples. But when tasks require systematic compositional skills, RNNs fail spectacularly.
An example of systematic compositionality is being able to successfully compute mathematical
functions such as addition on an arbitrary number of inputs, and compose it with other functions like
multiplication or division among others.
More recently, similar results were shown in [3] for symbolic integration and solving differential
equations using transformers. Specifically, [3] showed that transformers have a near perfect perfor-
mance when the training and test examples are from the same distribution. However, when they
come from different distributions the performance significantly degrades and the transformer does
not extrapolate to the test data. As stated in [3], this is because their model learns undesired behavior
based on data artifacts such as the length of the input symbolic expression apart from learning the
actual functionality of mathematical functions.
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Figure 1: Model architecture of Tree-LSTM vs. Tree-SMU (Tree Stack Memory Unit). Compared to
LSTM, a SMU has an increased memory capacity of the form of a differentiable stack. The black
arrows over the stacks in Fig. 1b represent our soft push/pop operation, shown in Fig. 1c. As depicted
in Fig. 1c, the children’s stacks and states jointly determine the content of the parent stack. The
children stacks are combined using the gating mechanism in Equation 5 and then used to fill the
parent stack through the push and pop gating operations given in Equations 8 and 9.
When the compositionality of the data is available as supervision (e.g. in mathematical and logical
reasoning), tree-structured counterparts of RNNs, known as Tree-RNNs or recursive neural net-
works, drastically improve generalization to easy problems [4–7] and extrapolation to slightly harder
problems [8].
In this paper, we show that the performance improvement of recursive neural networks has a funda-
mental limitation, when it comes to extrapolation to much harder instances compared to the training
data. Specifically, we take the depth of the recursive structure (tree) as a metric for measuring the
difficulty of a problem instance. We show that if we limit the depth of the training examples and test
the trained recursive neural networks (such as Tree-RNN and Tree-LSTM) on unseen examples of
much higher depth, then their performance decays rapidly with depth. This limitation is due to error
propagation along the tree and there are no error-correction mechanisms to overcome that.
It is important to address this limitation since it is unreasonable to assume that the model has access to
arbitrarily hard examples during training. Second, addressing the issue of extrapolation discourages
the model from memorizing the training data and improves sample efficiency since the model can
learn to exploit the algebraic compositionality of expressions similar to humans [2].
In order to address this limitation, we propose a novel Stack Memory Unit (SMU) that increases
the memory capacity of LSTM by replacing its memory with a differentiable stack. The SMU node
learns to control the read/write operations from/to its memory, and to propagate information along
the tree. Our proposed Tree-SMU architecture improves local and global errors and leads to a more
robust extrapolation.
Summary of Results
We propose the Tree-Stack Memory Unit (Tree-SMU), which replaces the memory of a LSTM cell in
a Tree-LSTM with a novel differentiable stack architecture. The SMU architecture is equipped with a
trainable soft push and pop operator to read from and write to the stack. The stack is written to by
combining the states and stacks of the children of each node, using a gating mechanism. As a result
of this design, each node has indirect access to its descendants, resulting in error correction. A stack
is a Last In First Out (LIFO) data structure often used for recursive computation and implementation.
Therefore, this model is ideal for applications that require modeling recursive functions.
We test the proposed model on two neural programming tasks, (1) mathematical equation verification,
where the goal is to verify the correctness of an input symbolic math equality, (2) mathematical
equation completion, where the goal is to complete a blank in a given equality such that the equation
holds [8]. These are good benchmarks for evaluating the proposed model because we can easily con-
struct arbitrarily complex expressions by composing primitive functions and expressions to construct
more complicated expressions. Moreover, many functions in this task can be implemented using
recursion making the task an ideal test case for the proposed model. We show Tree-SMU consistently
improves upon the extrapolation performance of Tree-RNN and Tree-LSTM. Furthermore, we pro-
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vide an ablation study that shows the effect of different model components on the final result. Lastly,
we show that improving the extrapolation performance results in a better sample efficiency. 1
2 Background and Notation
In this paper, we present matrices with bold uppercase letters, vectors with bold lowercase letters,
and scalars with non-bold letters. For simplicity, we present the formulation of a binary recursive
neural network (a.k.a tree-structured neural network). However, all the formulations can be trivially
extended to n-ary recursive neural networks.
A recursive neural network is a tree-structured network in which each node of the tree is a neural
network block. The tree’s structure is often imposed by the data. E.g., in natural language pro-
cessing the tree’s structure could be the structure of the dependency parse of the input sentence,
or in mathematical equation verification the structure is that of the input equation (e.g., Figure 5b,
Appendix).
All the nodes or blocks of a recursive neural network have a state denoted by hj ∈ Rn and an input
denoted by ij ∈ R2n where n is the hidden dimension, j ∈ [0, N − 1] and N is the number of nodes
in the tree. Let us label the children of node j with cj1 and cj2. We have
ij = [hcj1 ;hcj2 ] (1)
where [· ; ·] indicates concatenation. If the block is a leaf node, ij is the input of the network. For
example, in the equation tree shown in Figure 5b, all the terminal nodes (leaves) are the inputs to
the neural network. For simplicity we assume that the internal blocks do not have an external input
and only take inputs from their children. However, the extension to the case where we do have an
external input is trivial and can be done by additionally concatenating the external input with the
children’s states in Equation 1. The way hj is computed using ij depends on the neural network
block’s architecture. For example, in a Tree-RNN hj is computed by passing ij through a feedforward
neural network. In the following, we present Tree-LSTM and our proposed Tree-SMU architecture.
Tree-LSTMs
Tree-LSTM is a recursive neural network whose nodes are LSTM cells. We have,
inpj = σ(U
(inp)
j ij + b
(i)
j ), oj = σ(U
(o)
j ij + b
(o)
j ), uj = tanh(U
(u)
j ij + b
(u)
j ), (2)
fj1 = σ(U
(f)
j1 ij + b
(f)
j1 ), fj2 = σ(U
(f)
j2 ij + b
(f)
j2 ), (3)
cj = inpj  uj + fj1  cj1 + fj2  cj2, hj = oj  tanh(cj). (4)
Where  indicates element-wise multiplication, all the vectors in the left-hand-side of equations 2-4
are in Rn and all the weight vectors U in the right-hand sides are weight matrices in Rn×2n. This
structure is shown in Fig. 1a. As shown in the figure, Tree-LSTM’s memory, cj , is a 1-dimensional
vector. In the next section we explain how we increase this memory capacity to achieve extrapolation.
3 Tree Stack Memory Units (Tree-SMU)
In this section, we introduce Tree Stack Memory Units. This recursive structure consists of Stack
Memory Unit (SMU) cells which incorporate a differentiable stack as a memory (Fig. 1b). As a result,
this structure has an increased memory capacity compared to a Tree-LSTM. Each SMU learns to read
from and write to its stack and the Tree-SMU learns to propagate information along the tree and to fill
the stacks of the parents using the children’s states and stacks (Fig. 1c). From a local perspective, the
stack structure encourages the model to learn a better representation for functions. This is because in
applications such as neural programming, most of the programs and functions can be implemented
using recursion, which is often more compact and efficient compared to its iterative counterpart. This
compactness makes it easier for neural networks to model them. For example, the pseudo code for
a recursive and non-recursive implementation of the multiplication function is given in Figure 5a,
Appendix. It is known that stacks are used to implement and execute a recursive function. Therefore,
1The code and data are available at https://github.com/ForoughA/recursiveMemNet
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having access to a stack structure encourages the model to learn a better representation for each
function. Moreover, the state of each node in a recursive neural network is computed using the states
of its children. From a global perspective, the stack enables each node in the Tree-SMU to also have
indirect access to the state of its descendants by popping items from their stack. This helps the model
to defeat error propagation by preserving values along the tree for longer.
There are three main differences between Tree-LSTMs and Tree-SMUs, depicted in Fig. 1. First,
the 1-dimensional memory vector of each LSTM cell (cj in Eq. 4) is replaced with a 2-dimensional
differentiable stack matrix (Scj in Eq. 5) which increases its memory capacity. Second, the stack
memory is filled up using our proposed soft push and pop gates. Third, a gated combination of the
children’s stacks along with the concatenated states of the children determine the content of the parent
stack.
Each SMU node j has a stack Sj ∈ Rp×n where p is the stack size. A stack is a LIFO data structure
and the network can only interact with it through its top. This is the desired behavior when dealing
with recursive function execution. We use the notation Sj [i] ∈ Rn to refer to the memory rows for
i ∈ 0, . . . p− 1, where i = 0 indicates the stack top.
For each node j, the children’s stacks are combined using fj1 and fj2 gates in Equations 3,
Scj [i] = fj1  Scj1 [i] + fj2  Scj2 [i]. (5)
The push and pop gates are element-wise operators given below,
apushj = σ(A
(push)
j ij + b
(push)
j ), (6)
apopj = σ(A
(pop)
j ij + b
(pop)
j ), (7)
where A(push)j ,A
(pop)
j ,b
(push)
j ,b
(pop)
j are trainable weights and biases and gates a
push
j ,a
pop
j ∈ Rn
are element-wise normalized to 1. The stack is initialized with 0s and its update equations are,
Sj [0] =a
push
j  uj + apopj  Scj [1], (8)
Sj [i] =a
push
j  Scj [i− 1] + apopj  Scj [i+ 1], (9)
where uj is given in Equation 2. The output state is computed by looking at the top-k stack elements
as shown below if k > 1,
pj = σ(U
(p)
j ij + b
(p)
j1 ), (10)
hj = oj  tanh
(
pjSj [0 : k − 1]
)
, (11)
where U(p)j ∈ Rk×n p(i)j ∈ R1×k,b(p)j1 are trainable weights and biases, Sj [0 : k − 1] indicates the
top-k rows of the stack and k is a problem dependent tuning parameter. For k = 1:
hj = oj  tanh(Sj [0]), (12)
where oj is given in Equation 2.
Additional stack operation: No-Op We can additionally add another stack operation called no-op.
No-op is the state where the network neither pushes to the stack nor pops from it and keeps the stack
in its previous state. In this case, the no-op gate and the stack update equations are
ano-opj = σ(A
(no-op)
j ij + b
(no-op)
j ) (13)
where ano-opj ∈ Rn. The stack update equations change as shown below
Sj [0] =a
push
j  uj + apopj  Scj [1] + ano-opj  Scj [0] (14)
Sj [i] =a
push
j  Scj [i− 1] + apopj  Scj [i+ 1] + ano-opj  Scj [i] (15)
the output state is computed similarly as given in Equations 11 and 12 depending on k.
4 Experimental Setup
In this section we discuss the problems we evaluate our model on and state our implementation details.
We explore the applicability of our model to two tasks called mathematical equation verification and
equation completion introduced by [8]. We briefly define these tasks below.
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Figure 2: Number of equations in the data broken down by their depth
Mathematical Equation Verification In this task, the inputs are symbolic and numeric mathemat-
ical equations from trigonometry and linear algebra and the goal is to verify their correctness. For
example, the symbolic equation 1 + tan2(θ) = 1cos2(θ) is correct , whereas the numeric equation
sin(pi2 ) = 0.5 is incorrect. These symbolic and numeric equations are a composition of mathematical
functions in trigonometry and algebra. The recursive neural networks in the experiments mirror the
composition structure (parse tree) of each input equation. The equations and therefore the recursive
neural networks are rooted at equality as shown in Figure 5b. We take the equation’s parse tree depth
as a metric of the hardness of the math problem.
Mathematical Equation Completion In this task, the input is a mathematical equation that has
a blank in it. For example sin2 θ + _ = 1 and the goal is to find a value for the blank such that the
mathematical equation holds. E.g., the blank is cos2 θ in the previous example.
A data generation strategy for these tasks was presented in [8] and we use that to generate symbolic
mathematical equations of up to depth 13. We generate 41, 894 equations of different depths (Figure 2
gives the number of equations in each depth). This dataset is approximately balanced with a total
of 56% correct and 44% incorrect equations. We train and validate the models on equations of
depths 1 through 7 and test the models on equations of depths 8 through 13. This allows us to assess
the extrapolation capability of the model in generalizing to much harder problems. Table 2 in the
Appendix lists some examples from the dataset.
4.1 Baselines and Evaluation Metrics
We use several baselines listed below to validate our experiments. All the recursive models (including
Tree-SMU) perform a two-class classification by optimizing the softmax loss at the output which is the
root. The root of the model represents equality and performs a dot product of the output embeddings
of the right and the left sub-tree. The input of the recursive networks are the terminal nodes (leaves)
of the equations that consist of symbols, representing variables in the equation, and numbers. The
leaves of the recursive networks are embedding layers that embed the symbols and numbers in the
equation respectively and the other tree nodes are single-layer neural networks that represent different
functions in the equation. The parameters of the nodes that have the same functionality are shared.
For example, all the addition functions use the same set of parameters. All the recurrent models
input the data sequentially and perform a two-class classification after the sequence is fed all the way
through.
Majority Class baseline is a classification approach that always predicts the majority class.
RNN is a recurrent neural network.
LSTM is a Long Short Term Memory network [9].
Tree-RNN is a recursive neural network whose nodes are 2-layer feed-forward networks.
Tree-LSTM is the Tree-LSTM network [4] presented in Section 2 whose nodes are LSTM cells.
Evaluation metric: For equation verification, our evaluation metric is the accuracy, precision and
recall of predicting correct and incorrect equations. These metrics are reported as a percentage in
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Figure 3: breakdown of model accuracy across different depths for the stack-LSTM models and
baselines Tree-RNN and Tree-LSTM. The percentage in Fig. 3b indicates the percentage of the
training data used for training each model.
Table 1 and abbreviated as Acc, Prec and Rcl for accuracy, precision and recall, respectively. For
equation verification, we use the top-K accuracy metric [8]. This metric computes the percentage of
samples for which there is at least one correct match for the blank in the model’s top-K predictions.
4.2 Implementation Details
The models are implemented in PyTorch [10]. All the models use the Adam optimizer [11] with
β1 = 0.9, β2 = 0.999, and learning rate 0.001. We regularize the models with a 0.00001 weight
decay. We have done a grid search for all the models to find the optimal hidden dimension and dropout
rate in the range [30, 40, 45, 50, 55, 60, 80, 100] and [0.1, 0.2, 0.7], respectively. All the models are
ran using three different seeds and the reported results are the average of the three seeds as well as
their standard deviation. We choose the models based on the best accuracy on the validation data
(containing equations of depths 1-7).
5 Results and Discussion
In this section, we evaluate the performance of Tree-SMU. The stack size for all the models is set to
5 and the models are choosing the top-1 stack element to compute the output state (k = 1).
Equation Verification: Table 1 shows the performance of all models on the equation verification
task. Tree-SMU in the table is our proposed model and we can see that it improves the performance
of all the baseline models. Since the data is highly imbalanced with respect to the equations’ depth,
we show the performance breakdown of the models in terms of their depth in Figure 3a that shows
significant performance improvement on equation of higher depth. We will discuss this result in
Sec. 5.2 in more detail.
Equation Completion: In order to perform equation completion, we use the model trained for
equation verification to predict blank fillers for an input equation that has a blank. The test data is
generated by randomly inserting sub-trees of depth 1 or 2 in test equations with blanks. In order to
make predictions for the blank, we generate candidates of depth 1 and 2 from the data vocabulary and
use the trained models to rank the candidates. Figures 4a and 4b show the top-1 and top-5 accuracy
for the recursive models. As it can be seen, the performance of Tree-SMU is consistently better on all
dpths compared to Tree-LSTM and Tree-RNN. The performance of the recurrent models were poor
and are not shown in these plots.
5.1 Ablation Study
the Tree-SMU - no-op model in Tab. 1 and Fig. 3a is a Tree-SMU without the no-op operator intro-
duced in Sec. 3, and Tree-SMU - no-op - normalize further removes the element-wise normalization
of the push and pop gates apushj and a
pop
j in Equations 6 and 7. The ablation results show that the
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Figure 4: Top-K accuracy metrics breakdown in terms of the test data depth.
normalization of the gates is very important in achieving a good extrapolation performance. This
is interesting, because this normalized action resembles the soft push and pop operations of a stack.
The no-op operator also results in a small performance improvement due to the added flexibility of
stack access operations.
5.2 Extrapolation to Harder Instances
As it can be seen in Figure 3a, the performance of Tree-LSTM drops significantly as the equations’
depth get larger indicating that it does not extrapolate to much harder problems. On the other hand, the
performance of Tree-SMU is significantly better on equations of higher depth. This large performance
improvement on more complex equations is not reflected in Tab. 1 due to the data’s depth imbalance.
Therefore, stack-augmented recursive neural networks improve model’s performance in terms of
extrapolation to harder instances of the problem. This is an important result since extrapolation to
harder problems is an ongoing challenge for neural networks in neural programming. We show that
increasing the memory capacity of recursive neural networks with a differentiable stack can be a
potential solution for this problem. Specifically, since the SMUs have access to a memory that has the
structure of a stack they are able to fit the functions better since most of the functions in this domain
can be implemented recursively. Moreover, if a node pops a value from the stack and its child and
grand-child pushed to their corresponding stacks, then the parent will have access to the stack state of
the grand-child. This is an error-correction mechanism that helps capture long range dependencies.
5.3 Sample Efficiency
Finally, Figure 3b shows that by improving the extrapolation performance of recursive neural networks
we can also improve their sample efficiency. This figure shows the performance on the entire test
data, but the models are trained on a sub-sample of the training data. The sub-sampling percentage is
shown in the figure and we can see that even when Tree-SMU is trained using 90% of the data, it still
out-performs Tree-LSTM. Moreover, with only half of the training data Tree-SMU’s performance
drops less significantly compared to Tree-LSTM.
6 Related Work
The task considered in this paper, is an instance of neural programming where neural networks are
used to learn programs, mathematics or logic from data [6,7,12–17]. Often in neural programming, a
core neural network is used to learn and represent a program such as addition or sort and mathematical
or logical function such as multiplication and OR. This is a suitable application for investigating the
extrapolation capability of neural networks since we can construct arbitrarily complex expressions
using a limited number of primitive functions.
Recursive neural networks have been used to model compositional data in many applications e.g.,
natural scene classification [5], sentiment classification, Semantic Relatedness and syntactic parsing
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Table 1: Overall accuracy of the models on train and test datasets
Approach Train (Depths 1-7) validation (Depths 1-7) Test (Depths 8-13)
Acc Prec Rcl Acc Prec Rcl Acc Prec Rcl
Majority Class 58.12 - - 56.67 - - 51.71 - -
RNN 68.50 69.61 81.27 65.77±0.44 65.69±0.72 83.06±1.24 55.5±0.25 55.85±0.61 67.32±3.62
LSTM 90.03 87.02 97.37 85.47±0.27 81.97±0.38 95.32±0.17 73.09±0.64 73.92±1.48 74.34±1.53
Tree-RNN 94.98 94.25 97.29 89.27± 0.04 87.8± 0.39 94.16± 0.61 81.82± 0.12 82.66± 0.55 82.08± 0.55
Tree-LSTM 98.51 97.67 99.83 93.77± 0.02 90.92± 0.08 98.88± 0.08 86.8± 0.6 83.68± 0.63 92.54± 0.76
Tree-SMU 96.92 95.28 99.64 93.25± 0.02 90.46± 0.12 98.49± 0.12 87.93± 0.41 84.2± 0.23 94.37± 0.72
Tree-SMU - no-op 98.07 97.18 99.29 93.71± 0.15 91.27± 0.18 98.29± 0.07 87.37± 0.16 84.44± 0.49 92.66± 0.56
Tree-SMU - no-op - normalize 97.87 96.58 99.87 93.19± 0.16 90.45± 0.15 98.37± 0.14 86.62± 0.67 82.92± 0.68 93.35± 0.58
[4, 5], neural programming and logic [6, 7, 14]. In all these problems, there is an inherent hierarchy
nested in the data and using its supervision significantly improves the task’s performance.
Recursive neural networks have shown to be good at capturing long term dependencies [4] compared
to flat recurrent neural networks [9, 18]. However, we showed that their performance significantly
drops when generalizing to dependency ranges not seen in the training data.
Recently there have been attempts to provide a global memory to recurrent neural models that
plays the role of a working memory and can be used to store information to and read information
from [13, 19–21]. Memory networks and their differentiable counterpart [19, 22] store instances of
the input data into an external memory that can later be read through their recurrent neural network
architecture. Neural Programmer Interpreters augment their underlying recurrent LSTM core with
a key-value pair style memory and they additionaly enable read and write operations for accessing
it [15, 16]. Neural Turing Machines [13] define soft read and write operations so that a recurrent
controller unit can access this memory for read and write operations. Another line of research
proposes to augment recurrent neural networks with specific data structures such as stacks and
queues [20, 21, 23–25]. There has also been an attempt to improve the performance of recurrent
neural networks [26].
Despite the amount of effort spent on augmenting recurrent neural networks, to the best of our
knowledge, there has been no attempt to increase the memory capacity of recursive networks which
will allow them to extrapolate to harder problem instances. Therefore, inspired by the recent attempts
to augment recurrent neural networks with stacks [21], we propose Tree Stack Memory Units, a
recursive neural network that consists of differentiable stacks. We propose novel soft push and pop
operations to fill the memory of each Stack Memory Unit using the stacks and states of its children.
In a parallel research direction [27] present episodic memory for question answering applications. This
is different from the symbolic way of defining memory for models that handle neural programming
tasks. Another different line of work are graph memory networks and tree memory networks [28, 29]
which construct a memory with a specific structure and are different from our proposed recursive
neural network that has an increased memory capacity due to an increase in the memory capacity of
each cell in the recursive architecture.
7 Conclusions
Recursive neural networks have shown a good performance for modeling compositional data. How-
ever, we show that their performance degrades significantly when generalizing to harder instances of
problems (a.k.a extrapolation). In this paper, we present Tree Stack Memory Units (Tree-SMU) to
address this challenge. Tree-SMU is a recursive neural network, consisting of differentiable stacks,
which achieves extrapolation by increasing the memory capacity of Tree-LSTM. Each SMU node in
this architecture has access not only to its direct children, but also to its descendants allowing it to
capture long range dependencies. We present differentiable push and pop operations for filling each
node’s memory using the stacks and states of the children. Our experiments indicate that increasing
the memory capacity of recursive neural networks allows the model to extrapolate to harder problems
and improves its sample efficiency. We compare our model with baselines such as Tree-RNN and
Tree-LSTM and show that Tree-SMU consistently improves their performance on significantly harder
problems. We also provide a model ablation study and analyze the performance of the different
components of Tree-SMU on the final result.
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Appendix
# I t e r a t i v e m u l t i p l i c a t i o n
def mul(x, y):
# x and y are l i s t s o f d i g i t s w i t h
# the l e a s t s i g n i f i c a n t b i t i n i ndex 0
prod = zeros(1,len(x)+len(y) -1)
for x_i in range(0,len(x)):
carry = 0
for y_i in range(0,len(y)):
prod[x_i+y_i] += carry + x[x_i] * y[
y_i]
carry = prod[x_i+y_i] / 10.0
prod[x_i+y_i] = prod[x_i+y_i] mod
10.0
prod[x_i+len(y) -1] = carry
return prod
# Recurs i ve m u l t i p l i c a t i o n
def recursive_mul(x,y):
if x<y:
return recursive_mul(y,x)
elif y != 0:
return (x + recursive_mul(x, y-1))
else:
return 0
(a) Multiplication Implementations
=
+
2
⇥
4 x x
x
x
+
⇥
(b) Symbolic Multiplication
Figure 5: Fig 5a: non-recursive vs. recursive multiplication of numbers x and y in base 10. As can be
seen, the recursive implementation is more compact. Note that if x and y are floating point numbers
they should first be pre-processed and converted into integers through multiplication and the result
should be converted back to floating point through division. Fig 5b: recursive symbolic multiplication
of 4× x = x+ (x+ (2× x))
Table 2: Examples of generated equations in the dataset
Example Label Depth
(
√
1× 1× y) + x = (1× y) + x Correct 4
sec(x+ pi) = (−1× sec(sec(x))) Incorrect 4
y ×
(
11 × (3 + (−1× 40×1)) + x1
)
= y × 20 × (2 + x) Correct 8√
1 + (−1× (cos(y + x))
√
csc(2))× (cos(y + x))−1 = tan(y1 + x) Incorrect 8
2−1 +
(
− 12 ×
(− 1×√1 + (−1× sin2(√4× (pi + (x×−1))))))+ cos√4(x) = 1 Correct 13(
cos(y1 + x) + z
)w
=
(
cos(x)× cos(0 + y) + (− 1×√1 +−1× cos2(y + 2pi) )× sin(x) + z)w Correct 13
sin
(√
4 −1pi + (−1× sec ( csc2(x)−1 + sin2(1 + (−1× 1) + x+ 2−1pi))× x)) = cos(0 + x) Incorrect 13
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