Abstract. We present the first detailed three-dimensional hydrodynamic implicit large eddy simulations of turbulent convection for carbon burning. The simulations start with an initial radial profile mapped from a carbon burning shell within a 15 M stellar evolution model. We considered 4 resolutions from 128 3 to 1024 3 zones. These simulations confirm that convective boundary mixing (CBM) occurs via turbulent entrainment as in the case of oxygen burning. The expansion of the boundary into the surrounding stable region and the entrainment rate are smaller at the bottom boundary because it is stiffer than the upper boundary. The results of this and similar studies call for improved CBM prescriptions in 1D stellar evolution models.
One-dimensional (1D) stellar evolution codes are currently the only way to simulate the entire lifespan of a star. This comes at the cost of having to replace complex, inherently three-dimensional (3D) processes, such as convection, rotation and magnetic activity, with generally simplified mean-field models. An essential question is "how well do these 1D models represent reality?" Answers can be found both in empirical and theoretical work. On the empirical front, we can investigate full star models, by comparing them to observations of stars under a range of conditions, in particular, asteroseismology. On the theoretical side, multi-dimensional simulations can be used to test 1D models under astrophysical conditions that are difficult to re-create in terrestrial laboratories. We present here the latter; three-dimensional hydrodynamic simulations of carbon shell burning in a 15 M star.
The reasons for choosing carbon burning as opposed to other burning regions are: this phase of stellar evolution has never been studied before; cooling is dominated by neutrino losses, allowing radiative effects to be neglected (very high Péclet 1 number); the initial composition and structure profiles of the shell are simpler than the more advanced stages as the composition in the region where the shell forms has been homogenised by the preceding convective helium burning core; and finally this shell plays an important role in setting the final mass of the iron core prior to the core-collapse event. Choosing a shell as opposed to a core burning region also affords the simulation of two distinct convective boundaries rather than one.
We prepared the initial conditions by calculating a 15 M , solar metallicity, non- † Email: a.j.cristini@ou.edu 1 The Péclet number is the ratio of heat transfer through conduction to heat transfer through advective motions.
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A. Cristini, C. Meakin, R. Hirschi, D. Arnett, C. Georgy, M. Viallet rotating 1D stellar evolution model until the end of the oxygen burning phase using the Geneva stellar evolution code (GENEC; Eggenberger et al. 2008) . The hydrodynamic simulations were calculated from the structure given by this stellar model during the growth of the carbon burning shell. These simulations were calculated using the Prometheus MPI (PROMPI; Meakin and Arnett 2007) code which solves the inviscid Euler equations using a finite-volume Eulerian solver which utilises the piecewise parabolic method of Colella and Woodward (1984) . We chose to model the domain within a plane-parallel, Cartesian geometry. This 'box-in-a-star' approach allows us to maximise the effective resolution at the convective boundaries, and ease the difficult Courant time scale at the inner boundary of the grid. More details on the PROMPI code and the model set-up can be found in Cristini et al. (2016a) .
Simulations of turbulence involve some kind of initialisation of turbulent motions, followed by a transient phase whereby the global motion settles down into a quasi-steady state of turbulence. Initial test calculations of carbon burning revealed that the time-scale for this relaxation to the quasi-steady state was long, and therefore simulations of the quasi-steady state over time-scales that are statistically significant (several convective turnovers) would not be possible given our available computational resources. We therefore decided to boost the nuclear energy generation rate by a factor of 1000 in order to match that of oxygen burning; this reduces both the relaxation time and the convective turnover time. Such an artificial boost in luminosity does not affect the structure for the following reasons: hydrostatic equilibrium is still maintained; the entropy and composition profiles in the convective region remain flat; and the structure in the stable regions away from the boundary are determined by the evolutionary history of the model and are unaffected by the turbulence.
To test the dependence of our results on numerical resolution we simulated the carbon shell at four different resolutions. These models are named according to their resolution: lrez -128 3 , mrez -256 3 , hrez -512 3 and vhrez -1024 3 . The temporal evolution of the global (integrated over the convective zone) specific kinetic energy for all of the models is presented in the left panel of Fig. 1 . The first ∼1000 seconds of evolution is characterised by the initial transient associated with the onset of convection. By ∼1250 s, all of the models settle into the quasi-steady state of turbulence, characterised by semi-regular pulses in kinetic energy occurring on a time scale of the order of the convective turnover time. These pulses are associated with the formation and eventual breakup of semicoherent, large-scale eddies or plumes that traverse a good fraction of the convection zone before dissipating. It is a phenomena that is typical of stellar convective flow (Meakin and Arnett 2007; Arnett and Meakin 2011a,b; Viallet et al. 2013; Arnett et al. 2015) . Although these simulations do not sample a large number of convective turnover times (between ∼2 and ∼6), resolution trends are still apparent.
Some aspects of our models are sensitive to the grid resolution. At the lower convective boundaries of our models a spurious spike in dissipation appears at all resolutions (see figs. 7 and 8 in Cristini et al. 2016a) . This spike appears to be numerical and undermines the statistical analysis, although the general behaviour of the numerical dissipation is sane, and the discrepancy is localised. The spike reduces in amplitude and width with increasing resolution, suggesting convergence to a physically relevant solution. Our resolution study shows that a radial resolution of 512 zones is sufficient to resolve the upper boundary but a resolution of roughly 1500 zones is needed to fully resolve the lower boundary (see Cristini et al. 2016a , for details).
The qualitative description of convection and CBM is very different from that which describes the parameterisations that are used in stellar evolution models. The velocity magnitude, v 2 r + v 2 y (where v r and v y are the radial and horizontal (in the y direction) velocities, respectively) of the hrez model is shown in the right panel of Fig. 1 . Entrainment events (similar to those found for oxygen burning, see e.g. fig. 23 in Meakin and Arnett 2007) can be seen in the convection zone (see e.g. bottom left of convective zone where material from below the convective zone is entrained upwards or top corners of the convective zones where the material is entrained from the top stable layer). Strong flows can be seen in the centre of the convective region and shear flows can be seen over the entire convective region. These shear flows have the greatest impact at the convective boundaries, where composition and entropy are mixed between the convective and radiative regions.
3D Simulations of Carbon Burning
Turbulent entrainment at both boundaries pushes the boundary position over time into the surrounding stable regions. In order to calculate the boundary entrainment velocities, first the convective boundary positions must be determined in the simulations. In the 3D simulations, the boundary is a two-dimensional surface and is not spherically symmetric as in 1D stellar models. Thus the convective boundary position must be estimated. In order to do this we first map out a two-dimensional horizontal boundary surface, r j,k = r(j, k), for j = 1, n y ; k = 1, n z , where n y and n z are the number of grid points in the y and z directions. We estimate the radial position of the boundary at each horizontal coordinate coincides with the position where the average atomic weight,Ā, is equal to the mean value ofĀ between the convective and corresponding radiative zones. The boundary position at each time-step is then approximated as the horizontal mean, r j,k (henceforth denoted as r), over the boundary surface. We define the error in the estimated boundary position as the standard deviation (σ) from the horizontal surface mean, r.
The average atomic weight,Ā, is used as an input variable in the Helmholtz equation of state (Timmes and Arnett 1999) , and so as the models evolve we calculate new boundary surface positions, r j,k . Our method is a valid but not unique way in which to calculate the Vertical dotted lines indicate convective turnover times, taken from the beginning of the quasi-steady state at ∼1000s. The shaded areas represent the variation in the boundary height due to the fact that the boundary is not a flat surface. This can be compared to the ocean surface not being flat due to the presence of waves (taken from Cristini et al. 2016a ).
boundary positions (e.g. Sullivan et al. 1998; Fedorovich, Conzemius and Mironov 2004; Meakin and Arnett 2007; Liu and Ecke 2011; Sullivan and Patton 2011; van Reeuwijk, Hunt and Jonker 2011; Garcia and Mellado 2014; Gastine, Wicht and Aurnou 2015) .
The variation in time of the average surface position, r, of both boundaries is shown for all models in Fig. 2 . Positions are shown as solid lines and twice the standard deviation as the surrounding shaded envelopes. These small envelopes are due to the vertical extent of the boundary surface, which is not flat. Following the initial transient (> 1000 s) a quasisteady expansion of the convective shell proceeds, convective turnovers are indicated by vertical dashed lines for each resolution in Fig. 2 . The shape of the boundary is further discussed in Cristini et al. (2016a) .
In conclusion, 1D stellar evolution models should include CBM at all convective boundaries, and turbulent entrainment should be accounted for in the advanced stages of massive star evolution. At the lower boundary of our models, which is stiffer, the entrainment is slower and the boundary width is narrower. This confirms the dependence of entrainment and mixing on the stiffness of the boundary. Since the boundary stiffness will vary both in time and with the convective boundary considered, a single constant parameter is probably not going to correctly represent the dependence of the mixing on the instantaneous convective boundary properties. We suggest the use of the bulk Richardson number (Cristini et al. 2016b) in new prescriptions in order to include this dependence.
