One of the most important and challenging problems in coding theory is to explicitly construct linear codes with best possible parameters. Computers are often used to search for optimal codes. However, given the large size of the search space and computational complexity of determining the minimum distance, researchers usually focus on promising classes of linear codes with rich algebraic structures. One such class of codes is quasitwisted (QT) codes which contains cyclic, constacyclic, and quasi-cyclic (QC) codes as sub-classes. Improving and automatizing existing search algorithms for QT codes, we have been able to obtain 64 record-breaking linear codes (codes with better parameters than currently best known linear codes) over the non-prime fields F 4 , F 8 and F 9 . Moreover, we obtained 82 additional new codes from the standard constructions of puncturing, extending and shortening a code. Further, we have found 15 QT codes that are new among the class of QT codes.
of a linear code determines its capacity for error detection and error correction. There exist theoretical upper bounds on d (such as Singleton bound, Griesmer bound, Johnson bound, Linear Programming bound, and others. See, for example, chapter 2 of [4] for bounds on parameters of codes) but they usually do not guarantee existence of codes attaining those bounds. One important objective in coding theory is to construct codes with a minimum distance as close to the upper bound as possible. For a given value of length n and dimension k (hence a fixed information rate), we would like to determine the largest value of d and construct codes attaining this largest value. A linear code whose parameters attain the equality in a theoretical upper bound is called an optimal code whereas a code with largest minimum distance for a fixed n and k is called a best-known linear code (BKLC). There are databases that keep records of BKLC's. They also provide information on upper bounds. One such database, maintained by M. Grassl, is available online at [1] , and another one is available in Magma software [2] . Both of these databases cover the finite fields F q for q = 2, 3, 4, 5, 7, 8, 9 up to certain values of n.
Computers are often used in the search for codes with good parameters. However, there is an inherent difficulty: Computing the minimum distance of an arbitrary linear code is NP-hard [3] . Moreover, the number (q n − 1) (q n − q) · · · (q n − q k−1 )/(q k − 1)(q k − q) · · · (q k −q k−1 ) of linear codes of length n and dimension k over F q grows fast. Therefore exhaustive searches for arbitrary linear codes are not feasible for all but small parameters. This is reflected in the fact that optimal codes are usually known when either k or n − k is small, and there are gaps between minimum distances of BKLC's (lower bounds on d) and theoretical upper bounds, in the large range in between. As n gets larger, the range of values of k for which optimal codes are not yet known tends to get larger as well as the gaps between lower bounds and upper bounds.
Since exhaustive searches are not feasible on arbitrary linear codes, researchers often focus on special promising classes of linear codes. One such promising class has been the class of quasi-twisted (QT) codes that includes some of the most important types of linear codes as special cases such as cyclic codes, constacyclic codes, and quasi-cyclic (QC) codes. Hundreds of record breaking codes have been obtained from the class of QT codes in the last few decades by the help of computers [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Despite much attention and intensive search efforts on QT codes, we have been able to improve existing search algorithms to discover even more record breaking codes in this class.
Our search focuses on the non-prime finite fields namely F 4 , F 8 , and F 9 . We used C++ programming language and Magma software. We first give some basic information on the structure of QT codes, and the theoretical background of our search method. We then describe some of the implementation details and how we made our search method more comprehensive and automatized. Finally, we present new codes and their generators.
Constacyclic codes
Since QT codes are a generalization of constacyclic codes and constacyclic codes can be viewed as building blocks of QT codes, we start with the definition and basic properties of constacyclic codes. For the finite field F q , let F * q = F q \ {0} denote the set of non-zero elements of F q . Here, the non-zero field element a is called the shift constant. The important special case of cyclic codes are obtained when we take a = 1.
It is well known that constacyclic codes are ideals in F q [x]/ x n − a if we represent vectors by polynomials under the usual identification of a vector (c 0 , c 1 , . . . , c n−1 ) by the polynomial c(x) = c 0 + c 1 x + · · · + c n−1 x n−1 , and that each constacyclic code C contains at least one polynomial that generates it as an ideal. While generating polynomials of a constacyclic code are not unique, the monic generator polynomial of least degree is. This unique polynomial must divide x n − a, and that is what we call the generator polynomial g(x) of C. We write C = g(x) . It is also well known that g(x) is the generator polynomial for a constacyclic code of length n with shift constant a if and only if g(x) divides x n − a,
Hence, there is a one-to-one correspondence between the divisors of x n − a and the constacyclic codes of length n with shift constant a. The polynomial h(x) is called the check polynomial of C. A constacyclic code is therefore uniquely determined by either its generator polynomial or its check polynomial. From the generator polynomial g(x) = g 0 + g 1 x + · · · + g m x m of a constacyclic code C we obtain its generator matrix as a circulant (a-circulant or twistulant) matrix ⎡
where each row is the constacyclic shift of the row above it. 1 Sometimes one code can be obtained from another code and both codes have the same essential properties, in particular the same parameters. We call such codes equivalent codes. If a code C 2 can be obtained from another code C 1 via a permutation of the coordinates, C 1 and C 2 are said to be permutation equivalent. A more general notion of equivalent codes, called monomial equivalence, allows, in addition to a permutation of the coordinates, multiplication of each coordinate by a non-zero field element (and the constant can be different for each coordinate). In the most general sense we say that two codes are equivalent to each other if one can be obtained from the other by applying any of the following operations: i) permutation of the coordinates ii) applying a field automorphism to each coordinate iii) multiplication of each coordinate by a non-zero field element [4] . It is known that in certain cases cyclic codes and constacyclic odes are equivalent to each other.
Theorem 1 [8] If F q contains an n-th root of a, then a constacyclic code with length n and shift constant a is equivalent to a cyclic code of length n.
It is also well known when F q contains an n-th root of a.
Theorem 2 [8]
Let a ∈ F q where a = ω i for some primitive element ω in F q . Then, a has an n-th root in F q if and only if gcd(n, q − 1)|i.
The above two theorems immediately lead to the following corollary:
Corollary 1 Let ω be a primitive element of F q and let a = ω i for some positive integer i. If gcd(n, q − 1)|i then a constacyclic code with length n and shift constant a is equivalent to a cyclic code of length n.
Moreover, there are also cases where constacyclic codes are equivalent to each other. For a ∈ F * q , let |a| denote the order of a in the multiplicative group of F * q .
Theorem 3 [15] If gcd(n, q) = 1 and a, b ∈ F * q are such that |a| = |b| then there exists a one-to-one correspondence between the set of constacyclic codes of length n with shift constant a and the set of constacyclic codes of length n with shift constant b such that corresponding codes in each set are equivalent.
We make use of these results about equivalence of codes in our search strategy.
Structural properties of quasi-twisted codes
Constacyclic codes can be generalized to QT codes which form a significant class of codes in coding theory and have been subject of extensive research. QT codes have a rich algebraic structure which enables us to obtain theoretical results about them while making them suitable for computerized search. Note that if = 1, we simply have a constacyclic code, if a = 1 we get the class of QC codes, and if both = 1 and a = 1, then we get the cyclic codes. In particular, a QC code is one that is closed under the cyclic shift by positions.
It is well known that after a permutation of the coordinates, a generator matrix of a QT code can be put into the form
where each G i,j is a twistulant matrix. Such a code is called an r-generator QT code. Most of the work on QT codes is focused on the 1-generator case. We too consider only 1-generator QT codes in this paper. The generator matrix of a 1-generator QT code is of the form
Algebraically, a QT code of length n = m is an R-submodule of R where R =
The following theorem from [8] forms the basis of a search algorithm on QT codes that have been employed for over a decade and produced many record breaking codes [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
Theorem 4 [8]
Let C be a 1-generator QT code of length n = m over F q with a generator of the form
and d(C) ≥ · d where d is the minimum distance of the constacyclic code generated by g(x).
Note that the constacyclic code generated by g(x) forms the building blocks of the QT code in the above theorem. In fact, each block with generator polynomial g(x)f i (x) is actually the same as the code g(x) . Given the lower bound on the minimum distance in this theorem, certain types of QT codes are more promising than others in terms of obtaining new codes via computer searches. In particular, among all constacyclic codes of the same length and dimension, the one(s) with the highest minimum distance is most promising.
Construction method for QT codes
The first step is to construct all cyclic codes for a given length m. Once this is done, then we construct all constacyclic codes, avoiding the ones that are known to be equivalent to cyclic codes. We also do not redundantly generate constacyclic codes that are known to be equivalent to each other. Given the results in section 2 about equivalent codes, we need not consider all lengths and all constants. The table below shows the values that we used to avoid redundant computations ( Table 1) .
The next step is to identify the best constacyclic codes and use them to build QT codes. For a given length m and dimension k, we pick the code with the largest minimum distance d, and we use its generator polynomial g(x) to construct an -QT code with a generator of the form
). where gcd(f ( x), h(x)) = 1 for all i. As we change the set of polynomials f i (x)'s, we get different minimum distances for the resulting codes but the length and the dimension of the codes do not change. Here is a specific example that illustrates the process in the construction of a code with parameters [108,12,73] over GF (8) .
We start with the cyclic code (a = 1) of length m = 18 with parameters [18, 12, 5 ] and the generator polynomial g(x) = x 6 + x 5 + α 6 x 4 + α 2 x 3 + α 6 x 2 + x + 1, where α is a primitive element of GF (8) . Then, we choose = 6 and let the search program generate random polynomials f i (x) satisfying the condition gcd(f i (x), h(x)) = 1. For each 
) has parameters [108,12,73] over GF (8) which turns out to have a higher minimum distance than the previously BKLC with its length and dimension.
In order to make our search method more efficient, we used an automated system to exhaustively generate and test the codes. We first generate all cyclic and constacyclic codes over the fields we are searching, up to the lengths recorded in the database. For every given length m, the system generates codes for all possible dimensions k ≤ m, and for every given dimension, reports the code with the highest minimum distance d. We then use these reported codes as building blocks of QT codes. This process takes place by building QT codes of index , where the length of the QT codes is n = m, and n does not exceed the lengths reported in the database. These blocks are built by randomly generating − 1 polynomials satisfying the gcd condition and using them as described in the previous section. The system then compares the minimum distance of the newly-constructed QT codes to that of the BKLCs, and reports the codes that break that record.
Our automated system generates and runs hundreds of searches simultaneously. The codes for these searches are generated by one C++ program that outputs Magma programs. Each of these programs contains the data needed to construct a QT code from the generator g(x) of the base constacylic code. Since calculating a code's minimum distance is computationally taxing, we imposed the limitations that if a minimum distance calculation takes more than a predetermined amount of time, then the system shall skip it and move into the next one. Also, for a given set of parameters, if the system does not find any promising codes (within 3 units of the minimum distance of the corresponding BKLC) after randomly generating 3000 codes, the process is aborted in order to free up space for other processes to run. Our search yielded many record breaking codes that are given in the next section. In reporting the polynomials, we write their coefficients in ascending order. For example, the polynomial f 2 (x) above will be represented as f 2 = α 4 00α 2 α 5 α 6 0α 2 α 6 α 5 0α 5 . Finally, when the degree of the check polynomial h(x) of a constacyclic code is smaller than the degree of its generator polynomial g(x), we report h(x) rather than g(x) in the table.
New codes

New linear codes
The following table gives the necessary information for each one of the 64 new QT codes. We reported all of these codes to M. Grassl who independently verified their parameters, and they have been added to the database [ 
Additional new codes
From the new QT codes listed above, we also found 82 additional new codes by applying the standard constructions of extending, shortening or puncturing an existing code. These codes have also been added to the database [1] . We do not give the details of these constructions here for the sake of space.
New QT codes
In addition to the codes reported in the previous subsections that are new among all linear codes, we have also found codes that, albeit do not break the record for linear codes, are new in the smaller class QT codes, according to the database [20] .
