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Abstract
We study the existence, uniqueness and approximation of solutions of stochastic dif-
ferential equations with constraints driven by processes with bounded p-variation. Our
main tool are new estimates showing Lipschitz continuity of the deterministic Skorokhod
problem in p-variation norm. Applications to fractional SDEs with constraints are given.
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1 Introduction
In the present paper we study the problems of existence, uniqueness and approximation
of solutions of finite-dimensional stochastic differential equations (SDEs) with constraints
driven by general processes with bounded p-variation, p ≥ 1. More precisely, let f : Rd → Rd,
g : Rd → Rd ⊗ Rd be measurable functions, A be a one-dimensional process with locally
bounded variation and Z be a d-dimensional process with locally bounded p-variation. We
consider SDEs with reflecting boundary condition of the form
Xt = X0 +
∫ t
0
f(Xs−) dAs +
∫ t
0
g(Xs−) dZs +Kt, t ∈ R
+. (1.1)
By a solution to (1.1) we mean a pair (X,K) consisting of a process X living over a given
d-dimensional barrier process L and a d-dimensional process K, called regulator term, whose
each component Ki is nondecreasing and increases only when Xi is living on Li (for details
see Section 3). Equation (1.1) is called the Skorokhod SDE in analogy with the case L = 0
first discussed by Skorokhod [26] for a standard Brownian motion in place of Z and At = t,
t ∈ R+. Next, many attempts have been made to extend Skorokhod’s results to larger
class of domains or larger class of driving processes (see, e.g., [3, 9, 19, 30, 33]). This kind
of equations have many applications, for instance in queueing systems, seismic reliability
analysis and finance (see, e.g.,[1, 10, 16, 25]). In recent papers by Besalu and Rovira [2] and
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Ferrante and Rovira [13] SDE with non-negativity constraints driven by fractional Brownian
motion BH with Hurst index H > 1/2 and At = t, t ∈ R
+, is studied. This equation is a
particular case of (1.1) because BH has locally bounded p-variation for p > 1/H. In the main
theorem of [13] the existence of a solution is proved under the assumption that the coefficients
f, g are Lipschitz continuous. The proof is based on a quite natural in the context of SDEs
driven by BH technics based on λ-Ho¨lder norms. Unfortunately, in [13] it is only shown that
the solution is unique for some small time interval. To our knowledge, global uniqueness for
fractional SDEs with constraints is still an open problem. In contrast to [13], in our paper we
use p-variation norm (for the theory of functions of p-variation and its various applications
see, e.g., [7, 8]).
In our paper we consider two conditions: continuity and linear growth of f and Ho¨lder
continuity of g (condition (H1)) and local Lipschitz continuity of f and local Ho¨lder continuity
of the derivative of each component gi,j i, j = 1, . . . , d (condition (H2)) (see Section 3). We
show that under (H1) and (H2) there exists a unique (globally in time) solution to (1.1),
which can be approximated by some natural approximation schemes.
The paper is organised as follows.
In Section 2 we consider the deterministic Skorokhod problem x = y + k associated with
y ∈ D(R+,Rd) and time dependent lower barrier l ∈ D(R+,Rd) with l0 ≤ y0. We show that
the mapping (y, l) 7→ (x, k) is Lipschitz continuous in p-variation norm. In fact, we show that
if (x, k), is a solution associated with y ∈ D(R+,Rd) and barrier l ∈ D(R+,Rd) and (x′, k′),
is a solution associated with y′ ∈ D(R+,Rd) and barrier l′ ∈ D(R+,Rd) then for any T ∈ R+,
V¯p(x− x
′)T ≤ (d+ 1)V¯p(y − y
′)T + dV¯p(l − l
′)T (1.2)
and
V¯p(k − k
′)T ≤ dV¯p(y − y
′)T + dV¯p(l − l
′)T . (1.3)
It is worth noting here that in [13, Remark 3.6] it is observed that (y, l) 7→ (x, k) is not
Lipschitz continuous in the λ-Ho¨lder norm and for that reason in [13] the authors were not
able to obtain global uniqueness.
In Section 3 we consider a deterministic counterpart to (1.1). We prove that under (H1)
the deterministic equation has a solution. If moreover (H2) is satisfied that it is unique. Then
we show convergence of some natural approximation schemes for a deterministic equation
of the form (1.1). In the proofs of convergence we use the Skorokhod topology J1 and
general methods of approximations of stochastic integrals and solutions of SDEs developed in
[15, 21, 27, 28]. For the convenience of the reader we prove in Appendix a general tightness
criterion and a functional limit theorem for sequences of integrals with respect to ca`dla`g
functions with bounded p-variation.
In Section 4 we apply our deterministic results to obtain the existence, uniqueness and
approximation of solutions to SDEs of the form (1.1). In particular, we show that if f, g
satisfy (H1) and (H2) then (1.1) has a unique strong solution (X,K). Moreover, we show
convergence to (X,K) of some easy to implement approximations (Xn,Kn) constructed in
analogy with the classical Euler scheme. To illustrate how our results work in practice, at
the end of the paper we consider fractional SDEs with constraints of the form
Xt = X0 +
∫ t
0
f(Xs−) das +
∫ t
0
g(Xs−) dZ
H
s +Kt, t ∈ R
+. (1.4)
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Here a : R+ → R is a continuous function with locally bounded variation and ZH,i =∫ ·
0 σ
i
s dB
H,i
s , t ∈ R+, where BH,1, ..., BH,d are independent fractional Brownian motions and
σi : R+ → R are such that ‖σi‖
L
1/H
[0,T ]
:= (
∫ T
0 |σ
i
s|
1/Hds)H < ∞, T > 0, i = 1, . . . , d. Under
the last assumption ZH is a centered Gaussian process with continuous trajectories such that
P (Vp(Z
H)T <∞) = 1, p > 1/H, T ∈ R
+ (see Section 4), so (1.4) is a particular case of (1.1).
Of course, (1.4) generalizes classical fractional SDEs driven by BH .
In the sequel we will use the following notation. Md is the space of d × d real matrices
A, with the matrix norm ‖A‖ = sup{|Au|;u ∈ Rd, |u| = 1}, where | · | denotes the usual
Euclidean norm in Rd, R+ = [0,∞). D(R+,Rd) is the space of ca`dla`g mappings x : R+ →
R
d, i.e. mappings which are right continuous and admit left-hands limits equipped with
the Skorokhod topology J1. For x ∈ D(R
+,Rd), t > 0 we denote xt− = lims↑t xs and
vp(x)[a,b] = suppi
∑n
i=1 |xti − xti−1 |
p <∞, where the supremum is taken over all subdivisions
pi = {a = t0 < . . . < tn = b} of [a, b]. Vp(x)[a,b] = (vp(x)[a,b])
1/p and V¯p(x)[a,b] = Vp(x)[a,b]+|xa|
is the usual variation norm. For simplicity of notation we write vp(x)T = vp(x)[0,T ], Vp(x)T =
Vp(x)[0,T ] and V¯p(x)T = V¯p(x)[0,T ]. If x ∈ D(R
+,Md) then in the definition of p-variation vp we
use the matrix norm ‖ · ‖ in place of the Euclidean norm. We write x ≤ x′, x, x′ ∈ D(R+,Rd)
if xit ≤ x
′i
t , t ∈ R
+, i = 1, . . . , d. Every process Y appearing in the sequel is assumed to have
ca`dla`g trajectories.
2 Lipschitz continuity of the solution of the Skorokhod prob-
lem in p-variation norm
Let y, l ∈ D(R+,Rd) be such that l0 ≤ y0. We recall that a pair (x, k) ∈ D(R
+,R2d) is called
a solution of the Skorokhod problem associated with y and lower barrier l ((x, k) = SPl(y)
for short) if
(i) xt = yt + kt ≥ lt, t ∈ R
+,
(ii) k0 = 0, k = (k
1, . . . , kd), where ki are nondecreasing functions such that for every t ∈ R+,
∫ t
0
(xis − l
i
s) dk
i
s = 0, i = 1, . . . , d.
The Lipschitz continuity of the mapping (y, l) 7→ (x, k) in the supremum norm is well
known. More precisely, let (x, k) = SPl(y), (x
′, k′) = SPl′(y
′). Since kt = sups≤t(ys − ls)
−
and k′t = sups≤t(y
′
s − l
′
s)
−, for any T ∈ R+ we have
sup
t≤T
|xt − x
′
t| ≤ 2 sup
t≤T
|yt − y
′
t|+ sup
t≤T
|lt − l
′
t| (2.5)
and
sup
t≤T
|kt − k
′
t| ≤ sup
t≤T
|yt − y
′
t|+ sup
t≤T
|lt − l
′
t|. (2.6)
On the other hand, it was observed in Ferrante and Rovira [13] that above property does
not hold in λ-Ho¨lder norm. We will show that the Lipschitz continuity of the mapping
(y, l) 7→ (x, k) holds in the variation norm. A key step in proving it is the following estimate.
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Theorem 2.1 For any y1, y2 ∈ D(R+,R) and T ∈ R+,
vp(sup
s≤·
y1s − sup
s≤·
y2s)T ≤ vp(y
1 − y2)T .
Proof. It is clear that without loss of generality we may and will assume that
vp(sup
s≤·
y1s − sup
s≤·
y2s)T > 0. (2.7)
Step 1. We assume additionally that y1, y2 are step functions of the form
yjt = yj,i, t ∈ [ti−1, ti), i = 1, . . . , n− 1
and yjt = yj,n, t ∈ [tn−1, tn = T ], j = 1, 2, for some partition 0 = t0 < t1 < · · · < tn = T of
the interval [0, T ].
Set Y jk = max1≤i≤k yj,i, k = 1, . . . , n, j = 1, 2. By (2.7) it is clear that there exists k
such that Y 1k > Y
1
k−1 or Y
2
k > Y
2
k−1. Without loss of generality we will assume that for any
k = 2, . . . , n,
Y 1k > Y
1
k−1 or Y
2
k > Y
2
k−1. (2.8)
Indeed, if (2.8) does not hold then we set u0 = 0,
uk = inf{i > uk−1;Y
1
i > Y
1
i−1 or Y
2
i > Y
2
i−1} ∧ n, k = 1, . . . , n
and n˜ = inf{k;uk = n}, y˜
j
t = yj,uk, t ∈ [tuk−1 , tuk) for k = 1, . . . , n˜ − 1, y˜
j
t = yj,n˜ for
t ∈ [tun˜−1 , tun˜ = T ], j = 1, 2. Then (2.8) holds true for the functions y˜
1, y˜2 and vp(sups≤· y
1
s −
sups≤· y
2
s)T = vp(sups≤· y˜
1
s − sups≤· y˜
2
s)T , vp(y˜
1 − y˜2)T ≤ vp(y
1 − y2)T .
It is clear that there exist numbers 0 = i0 < i1 < . . . < im = n such that
vp(sup
s≤·
y1s − sup
s≤·
y2s)T =
m∑
k=1
|(Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
)|p (2.9)
and
(Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
) 6= 0 (2.10)
for k = 1, . . . ,m. In particular, this implies that if m ≥ 2 then for k = 2, . . . ,m we have
(
(Y 1ik−1 − Y
1
ik−2
)− (Y 2ik−1 − Y
2
ik−2
)
)(
(Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
)
)
< 0. (2.11)
Indeed, if (2.11) is not satisfied then by (2.10),
|(Y 1ik−1 − Y
1
ik−2
)− (Y 2ik−1 − Y
2
ik−2
)|p + |(Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
)|p
< |(Y 1ik−1 − Y
1
ik−2
)− (Y 2ik−1 − Y
2
ik−2
) + (Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
)|p
= |(Y 1ik − Y
1
ik−2
)− (Y 2ik − Y
2
ik−2
)|p,
which contradicts (2.9). Set ljk = max{i ≤ ik : y
j
i = Y
j
i }, j = 1, 2, and l
∧
k = min{l
1
k, l
2
k},
l∨k = max{l
1
k, l
2
k}, k = 1, . . . ,m. Then
y1,l1k
= Y 1l1k
= Y 1l1k+1
= . . . = Y 1ik and y2,l2k
= Y 2l2k
= Y 2l2k+1
= . . . = Y 2ik . (2.12)
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We claim that for any k = 1, . . . ,m,
ik−1 ≤ l
∧
k ≤ l
∨
k ≤ ik. (2.13)
The last two inequalities are obvious. Moreover, 0 = i0 ≤ l
∧
1 . Assume that there exists
2 ≤ k ≤ m such that ik−1 > l
∧
k . In what follows we will only consider the case l
∧
k = l
1
k (the
case l∧k = l
2
k can be handled in much the same way). We have ik−2 < l
∧
k , because if ik−2 ≥ l
∧
k
then by (2.12),
|(Y 1ik−1 − Y
1
ik−2
)− (Y 2ik−1−Y
2
ik−2
)|p + |(Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
)|p
= |(Y 2ik−1 − Y
2
ik−2
)|p + |(Y 2ik − Y
2
ik−1
)|p
< |(Y 2ik − Y
2
ik−2
)|p
= |(Y 1ik − Y
1
ik−2
)− (Y 2ik − Y
2
ik−2
)|p,
which contradicts (2.9). From the inequality ik−2 < l
∧
k and (2.8) it follows that
Y 1ik−2 ≤ Y
1
l1k
= Y 1l1k+1
= . . . = Y 1ik−1 = . . . = Y
1
ik
(2.14)
and
Y 2ik−2 ≤ Y
2
l1k
< Y 2l1k+1
< . . . < Y 2ik−1 < . . . < Y
2
ik
. (2.15)
Since
(Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
) = −(Y 2ik − Y
2
ik−1
) < 0,
(2.11), (2.14) and (2.15) imply that
0 < (Y 1ik−1 − Y
1
ik−2
)− (Y 2ik−1 − Y
2
ik−2
) = (Y 1l1k
− Y 1ik−2)− (Y
2
ik−1
− Y 2ik−2)
< (Y 1l1k
− Y 1ik−2)− (Y
2
l1k
− Y 2ik−2),
hence that
|(Y 1ik−1 − Y
1
ik−2
)− (Y 2ik−1 − Y
2
ik−2
)|p < |(Y 1l1k
− Y 1ik−2)− (Y
2
l1k
− Y 2ik−2)|
p. (2.16)
Similarly,
0 < −
(
(Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
)
)
= (Y 2ik − Y
2
ik−1
)
< (Y 2ik − Y
2
l1k
)
= (Y 1ik − Y
1
l1k
)− (Y 2ik − Y
2
l1k
),
which implies that
|(Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
)|p < |(Y 1ik − Y
1
l1k
)− (Y 2ik − Y
2
l1k
)|p. (2.17)
Combining (2.16) with (2.17) we obtain
|(Y 1ik−1 − Y
1
ik−2
)− (Y 2ik−1 − Y
2
ik−2
)|p + |(Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
)|p
< |(Y 1l1k
− Y 1ik−2)− (Y
2
l1k
− Y 2ik−2)|
p + |(Y 1ik − Y
1
l1k
)− (Y 2ik − Y
2
l1k
)|p.
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which contradicts (2.9) and completes the proof of (2.13). It is clear that for any k we have
y1,l1k
≥ y1,l2k
and y2,l2k
≥ y2,l1k
. Consequently, in the case Y 1ik − Y
1
ik−1
> Y 2ik − Y
2
ik−1
we have
0 < (Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
) = (y1,l1k
− y1,l1k−1
)− (y2,l2k
− y2,l2k−1
)
≤ (y1,l1k
− y1,l2k−1
)− (y2,l1k
− y2,l2k−1
).
Hence
|(Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
)|p ≤ |(y1,l1k
− y1,l2k−1
)− (y2,l1k
− y2,l2k−1
)|p. (2.18)
Similarly one can check that if Y 1ik − Y
1
ik−1
< Y 2ik − Y
2
ik−1
then
|(Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
)|p ≤ |(y1,l2k
− y1,l1k−1
)− (y2,l2k
− y2,l1k−1
)|p. (2.19)
By (2.18) and (2.19),
m∑
k=1
|(Y 1ik − Y
1
ik−1
)− (Y 2ik − Y
2
ik−1
)|p ≤
m∑
k=1
|(y1,lk − y1,lk−1)− (y2,lk − y2,lk−1)|
p,
where lk = l
1
k or lk = l
2
k. Moreover, by (2.13), ik−1 ≤ lk ≤ ik for k = 1, . . . ,m. Hence
vp(sup
s≤·
y1s − sup
s≤·
y2s)T ≤
m∑
k=1
|(y1tlk
− y1tlk−1
)− (y2tlk
− y2tlk−1
)|p
for some partition 0 = tl0 < tl1 < . . . < tlm ≤ T , which proves the theorem under our
additional assumption.
Step 2. The general case.
Let {y1,n} and {y2,n} be sequences of discretizations of y1 and y2, respectively, i.e. y1,nt =
y1k/n, y
2,n
t = y
2
k/n, t ∈ [k/n, (k+1)/n), k ∈ N∪{0}. By Step 1, for any n ∈ N and T ∈ R
+ we
have
vp(sup
s≤·
y1,ns − sup
s≤·
y2,ns )T ≤ vp(y
1,n − y2,n)T .
Clearly, vp(y
1,n − y2,n)T ≤ vp(y
1 − y2)T , n ∈ N, T ∈ R
+. By using e.g. [11, Chapter 3,
Proposition 6.5] one can check that
y1,n −→ y1 and y2,n −→ y2 in D(R+,R).
Hence and by [14, Chapter VI. Proposition 2.2]
(y1,n, y2,n) −→ (y1, y2) in D(R+,R2),
which together with [14, Chapter VI. Proposition 2.4] implies that
sup
s≤·
y1,ns − sup
s≤·
y2,ns −→ sup
s≤·
y1s − sup
s≤·
y2s in D(R
+,R).
Therefore for any T such that ∆y1T = ∆y
2
T = 0,
vp(sup
s≤·
y1s − sup
s≤·
y2s)T ≤ lim infn→∞
vp(sup
s≤·
y1,ns − sup
s≤·
y2,ns )T
≤ sup
n
vp(y
1,n − y2,n)T ≤ vp(y
1 − y2)T .
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If ∆y1T 6= 0 or ∆y
2
T 6= 0 then there exists a sequence {Tk} such that Tk ↓ T and ∆y
1
Tk
=
∆y2Tk = 0, k ∈ N. Then vp(sups≤· y
1
s − sups≤· y
2
s)Tk ≤ vp(y
1 − y2)Tk , k ∈ N, so letting k →∞
we obtain the desired result. 
Theorem 2.2 Assume l, y, l′, y′ ∈ D(R+,Rd) are such that l0 ≤ y0 and l
′
0 ≤ y
′
0. Let (x, k) =
SPl(y) and (x
′, k′) = SPl′(y
′). Then for any T ∈ R+,
Vp(x− x
′)T ≤ (d+ 1)Vp(y − y
′)T + d|y0 − y
′
0|+ dVp(l − l
′)T + d|l0 − l
′
0|
and
Vp(k − k
′)T ≤ dVp(y − y
′)T + d|y0 − y
′
0|+ dVp(l − l
′)T + d|l0 − l
′
0|.
Proof. Observe that kt = sups≤t(ys − ls)
− = sups≤1+t y¯s, where y¯s = 0 for s ∈ [0, 1) and
y¯s = ls−1 − ys−1 for s ≥ 1. Similarly, k
′
t = sups≤1+t y¯
′
s, where y¯
′
s = 0 for s ∈ [0, 1) and
y¯′s = l
′
s−1 − y
′
s−1 for s ≥ 1. By Theorem 2.1,
Vp(k − k
′)T = Vp(sup
s≤·
y¯s − sup
s≤·
y¯′s)T+1
≤ d(p−1)/p(
d∑
i=1
vp(sup
s≤·
y¯is − sup
s≤·
y¯′is )T+1)
1/p
≤ d(p−1)/p(
d∑
i=1
vp(y¯
i − y¯′i)T+1)
1/p
≤ dmax
i
Vp(y¯
i − y¯′i)T+1 ≤ dVp(y¯ − y¯
′)[0,T+1].
Since
Vp(y¯ − y¯
′)T+1 ≤ Vp(y¯ − y¯
′)[0,1] + Vp(y¯ − y¯
′)[1,T+1]
= |(y0 − y
′
0)− (l0 − l
′
0)|+ Vp((y − y
′)− (l − l′))T
≤ Vp(y − y
′)T + |y0 − y
′
0|+ Vp(l − l
′)T + |l0 − l
′
0|
and
Vp(x− x
′)T ≤ Vp(y − y
′)T + Vp(k − k
′)T ,
the proof is complete. 
Corollary 2.3 Under the assumptions of Theorem 2.2, for every T ∈ R+ the estimates (1.2),
(1.3) hold true.
Proof. It suffices to observe that x0 = y0, x
′
0 = y
′
0 and k0 = k
′
0 = 0. 
Remark 2.4 (a) The case p = d = 1 was studied earlier in [31] (see also [24]).
(b) Let (xn, kn) = SPln(y
n), (x, k) = SPl(y). By (2.5) and (2.6) it is clear that if (y
n, ln)
tends to (y, l) in the uniform norm then (xn, kn) tends to (x, k) in the uniform norm. From
this one can deduce that
(yn, ln)→ (y, l) in D(R+,R2d)⇒ (xn, kn, yn, ln)→ (x, k, y, l) in D(R+,R4d)
and if {(yn, ln)} is relatively compact in D(R+,R2d) then {(xn, kn, yn, ln)} is relatively com-
pact in D(R+,R4d) (see e.g. [31]). From Corollary 2.3 it also follows that if (yn, ln) tends to
(y, l) in the variation norm then (xn, kn) tends to (x, k) in the variation norm.
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Remark 2.5 Let (x, k) = SPl(y). Since kt = sups≤t(ys − ls)
−, for any T ∈ R+ we have
V¯p(k)T ≤ d sup
t≤T
|yt|+ d sup
t≤T
|lt|.
and
V¯p(x)T ≤ (d+ 1)V¯p(y)T + d sup
t≤T
|lt|.
3 Deterministic integral equations
Let x ∈ D(R+,Md), z ∈ D(R+,Rd) be such that Vq(x)T < ∞, Vp(z)T < ∞, T ∈ R
+, where
1/p + 1/q > 1, p, q ≥ 1. It is well known (see, e.g., [6, 7, 8, 34] ) that the Riemann-Stiltjes
integral
∫ ·
0 xs−dzs is a well defined ca`dla`g function such that for any a < b,
Vp(
∫ ·
a
xs−dzs)[a,b] ≤ Cp,qV¯q(x)[a,b)Vp(z)[a,b], (3.20)
where Cp,q = ζ(p
−1+ q−1) and ζ denotes the Riemann zeta function, i.e. ζ(x) =
∑∞
n=1 1/n
x.
Let a ∈ D(R+,R), z, l ∈ D(R+,Rd) be such that V1(a)T , Vp(z)T , T ∈ R
+, and x0 ≥ l0.
We consider equations with constraints of the form
xt = x0 +
∫ t
0
f(xs−) das +
∫ t
0
g(xs−) dzs + kt, t ∈ R
+, (3.21)
where f : Rd → Rd and g : Rd → Md are given functions and the integral with respect to z
is a Riemann-Stieltjes integral.
Definition 3.1 We say that a pair (x, k) ∈ D(R+,R2d) is a solution of (3.21) if Vp(x)T <∞,
T ∈ R+, and (x, k) = SPl(y), where
yt = x0 +
∫ t
0
f(xs−) das +
∫ t
0
g(xs−) dzs, t ∈ R
+.
We will need the following conditions.
(H1) (a) f : Rd → Rd is continuous and satisfies the linear growth condition, i.e. there is
L > 0 such that
|f(x)| ≤ L(1 + |x|), x ∈ Rd.
(b) g : Rd → Md is Ho¨lder continuous function of order α ∈ (p − 1, 1], i.e. there is
Cα > 0 such that
||g(x) − g(y)|| ≤ Cα|x− y|
α, x, y ∈ Rd.
(H2) (a) f : Rd → Rd is locally Lipschitz continuous, i.e. for any k ∈ N there is Lk > 0 such
that
|f(x)− f(y)| ≤ Lk|x− y|, |x|, |y| ≤ k.
(b) g : Rd → Md, its each component gi,j is differentiable and there are γ ∈ (p − 1, 1]
and Ck,γ > 0 such that for every k ∈ N,
|∇xgi,j(x)−∇xgi,j(y)| ≤ Ck,γ|x− y|
γ , |x|, |y| ≤ k, i, j = 1, . . . , d.
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Similar sets of conditions were considered in papers on equations without constraints driven
by functions (processes) with bounded p-variation (see, e.g., [6, 12, 17, 18, 20, 22, 23]).
The outline of the rest of Section 3 is as follows. First we study convergence of solutions
of equations of the type (3.21) in the Skorokhod topology J1. In our proofs we use a general
tightness criterion and a functional limit theorem for sequences of integrals with respect to
ca`dla`g functions (see Appendix). As a simple corollary to our convergence result we show
that under (H1) there exists a solution of (3.21). Next, assuming additionally (H2), we prove
that (3.21) has a unique solution (x, k). Under (H1) and (H2), we show at the end of Section
3, that (x, k) can by approximated by simple and easy to implement approximation schemes.
Let zn, ln ∈ D(R+,Rd), an ∈ D(R+,R) be such that xn0 ≥ l
n
0 and V1(a
n)T , Vp(z
n)T <∞,
T ∈ R+. We will consider solutions (xn, kn) ∈ D(R+,R2d) of equations with constraints of
the form
xnt = x
n
0 +
∫ t
0
f(xns−) da
n
s +
∫ t
0
g(xns−) dz
n
s + k
n
t , t ∈ R
+, (3.22)
i.e. (xn, kn) = SPln(x
n
0 +
∫ ·
0 f(x
n
s−) da
n
s +
∫ ·
0 g(x
n
s−) dz
n
s ) and Vp(x
n)T <∞, T ∈ R
+.
Theorem 3.2 Suppose that functions f and g satisfy (H1). Let {an} ⊂ D(R+,R), {zn},
{ln} ⊂ D(R+,Rd) be sequences such that supn V1(a
n)T <∞, supn Vp(z
n)T <∞, T ∈ R
+ and
(xn0 , a
n, zn, ln ) −→ (x0, a, z , l ) in R
d × D(R+,R2d+1).
If {(xn, kn)} is a sequence of solutions of (3.22) then
{(xn , kn)} is relatively compact in D(R+,R2d)
and its every limit point is a solution of (3.21).
Proof. The lemma below will be our main tool in the proof.
Lemma 3.3 Assume f and g satisfy (H1). Let (x, k) be a solution of (3.21) and let b, T > 0.
If
max(V1(a)T , Vp(z)T , sup
t≤T
|lt|) ≤ b
then there is C¯ = C(d, p, α, L, g(0), x0 , b) > 0 such that V¯p(x)T ≤ C¯.
Proof. By Remark 2.5, for any t ≤ T ,
V¯p(x)t ≤ (d+ 1)V¯p(y)t + d sup
s≤t
|ls|
≤ (d+ 1)
[
|x0|+ Vp(
∫ ·
0
f(xs−) das)t + Vp(
∫ ·
0
g(xs−) dzs)t
]
+ d sup
s≤t
|ls|.
We have
Vp(
∫ ·
0
f(xs−) das)t ≤ V1(a)t sup
s≤t
|f(xs−)| ≤ LV1(a)t (1 + V¯p(x)t)
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and, by (3.20),
Vp(
∫ ·
0
g(xs−) dzs)t ≤ Cp,p/αV¯p/α(g(x))tVp(z)t
≤ Cp,p/α(CαV
α
p (x)t + Cα|x0|
α + |g(0)|)Vp(z)t
≤ Cp,p/α[Cα(αV¯p(x)t + 2(1 − α)) + |g(0)|]Vp(z)t
≤ DVp(z)t(1 + V¯p(x)t),
where D = Cp,p/α(Cα(2− α) + |g(0)|).
Set t1 = inf{t;LV1(a)t >
1
4(d+1) or DVp(z)t >
1
4(d+1)} ∧ T . By the above,
V¯p(x)[0,t1) ≤ (d+ 1)|x0|+
1
2
(1 + V¯p(x)[0,t1)) + d sup
s≤t1
|ls|,
which implies that V¯p(x)[0,t1) ≤ 2(d+ 1)|x0|+ 1 + 2d sups≤t1 |ls|. Since
|∆xt1 | ≤ |f(xt1−)∆at1 |+ |g(xt1−)∆zt1 |+ |∆lt1 |
≤
(
L(1 + |xt1−|) + Cα|xt1−|
α + |g(0)| + 2
)
b,
there exist C1, C2 > 0 depending only on d, p, α, L, g(0), b such that
V¯p(x)[0,t1] ≤ C1 + C2|x0|.
Set tk = inf{t > tk−1;LV1(a)[tk−1,t] >
1
4(d+1) or DVp(z)[tk−1,t] >
1
4(d+1)}∧T , k = 2, 3, . . . , and
observe that for the same constants C1, C2,
Vp(x)[tk−1,tk] ≤ C1 + C2|xtk−1 | ≤ C1 + C2V¯p(x)[0,tk−1].
What is left is to show that m = inf{k; tk = T} is finite and depends only on p, α, L, g(0), b.
To see this, let us observe that
m
(
1
4(d+ 1)
)p
≤
m∑
k=1
LV1(a)[tk−1,tk] +D
pvp(z)[tk−1,tk]
≤ Lb+Dpbp,
which yields m ≤ (4(d+ 1))p[Lb+Dpbp]. This completes the proof. 
By Lemma 3.3 supn V¯p(x
n)T < ∞. Since V¯p/α(g(x
n))T ≤ CαV
α
p (x
n)T + |g(x
n
0 )|, we also
have
sup
n
V¯p/α(g(x
n))T <∞, T ∈ R
+. (3.23)
Since f is continuous, there exists a sequence of Lipschitz continuous functions {fk} such
that for any compact K ⊂ Rd, supu∈K |f
k(u) − f(u)| → 0. Hence and from the fact that
supn V¯p(x
n)T <∞, T ∈ R
+, it follows that
sup
n
V¯p(f
k(xn))T <∞, T ∈ R
+, k ∈ N (3.24)
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and
lim
k→∞
lim sup
n→∞
sup
t≤T
|fk(xnt )− f(xt)| = 0, T ∈ R
+. (3.25)
Putting q = p/α in Corollary 5.2 and using (3.23), (3.24) we show that for any k ∈ N,
{(
∫ ·
0
fk(xns−) da
n
s , a
n,
∫ ·
0
g(xns−) dz
n
s , z
n)} is relatively compact inD(R+,R3d+1).
By the above and (3.25),
{(
∫ ·
0
f(xns−) da
n
s , a
n,
∫ ·
0
g(xns−) dz
n
s , z
n)} is relatively compact inD(R+,R3d+1).
Therefore, {(an, yn, zn, ln)}, with yn = xn0 +
∫ ·
0 f(x
n
s−) da
n
s +
∫ ·
0 g(x
n
s−) dz
n
s , is relatively com-
pact in D(R+,R3d+1). Now, put (xn, kn) = SPln(y
n), n ∈ N, and observe that by Remark
2.4(b),
{(xn, an, zn, ln)} is relatively compact in D(R+,R3d+1).
Assume that (xn, an, zn, ln) → (x, a, z, l) in D(R+,R3d+1). By Corollary 5.4, (yn, ln) →
(y, l), where y = x0 +
∫ ·
0 f(xs−) das +
∫ ·
0 g(xs−) dzs. Consequently, by Remark 2.4(a),
(xn, kn) = SPln(y
n)→ SPl(y) = (x, k) in D(R
+,R2d).

Corollary 3.4 Assume f , g satisfy (H1) and let a ∈ D(R+,R), z, l ∈ D(R+,Rd) be such that
V1(a)T <∞, Vp(z)T <∞ with x0 ≥ l0. Set x
n
0 = x0, k
n
0 = 0 and

∆yn(k+1)/n = f(x
n
n/k)(a(k+1)/n − ak/n) + g(x
n
k/n)(z(k+1)/n − zk/n),
xn(k+1)/n = max
(
xnk/n +∆y
n
(k+1)/n, l(k+1)/n
)
,
kn(k+1)/n = k
n
k + (x
n
(k+1)/n − x
n
k/n)−∆y
n
(k+1)/n
and xnt = x
n
k/n, k
n
t = k
n
k/n, l
n
t = l
n
k/n, t ∈ [k/n, (k+1)/n), k ∈ N∪{0}. Then {(x
n, kn)} is rel-
atively compact in D(R+,R2d) and its every limit point is a solution of (3.21). Consequently,
equation (3.21) has a solution (possibly nonunique).
Proof. It suffices to observe that (xn, kn) is a solution of (3.22) with ant = ak/n, z
n
t = zk/n,
lnt = lk/n, t ∈ [k/n, (k + 1)/n), k ∈ N ∪ {0}. Also observe that supn V1(a
n)T ≤ V1(a)T < ∞,
supn Vp(z
n)T ≤ Vp(z)T <∞ for T ∈ R
+ and
(an, zn, ln) −→ (a, z, l) in D(R+,R2d+1).
Therefore the result follows from Theorem 3.2. 
Theorem 3.5 Assume f , g satisfy (H1) and (H2). Then there exists a unique solution (x, k)
of (3.21).
Proof. Assume that there exist two solutions (xj , kj), j = 1, 2.
Step 1. We first replace (H2) by stronger condition
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(H2∗) (a) f : Rd → Rd is Lipschitz continuous, i.e. there is L > 0 such that
|f(x)− f(y)| ≤ L|x− y|, u ∈ Rd.
(b) g : Rd →Md, its each component gi,j is differentiable,
C = max
i,j
sup
x
|∇xgi,j(x)| <∞
and there are γ ∈ (p− 1, 1] and Cγ > 0 such that
|∇xgi,j(x)−∇xgi,j(y)| ≤ Cγ |x− y|
γ , x, y ∈ Rd, i, j = 1, . . . , d.
Fix T ∈ R+. By Corollary 2.3, for any t ≤ T we have
V¯p(x
1 − x2)t ≤ (d+ 1)V¯p(
∫ ·
0
f(x1s−)− f(x
2
s−) das)t
+ (d+ 1)V¯p(
∫ ·
0
g(x1s−)− g(x
2
s−) dzs)t.
Moreover,
V¯p(
∫ ·
0
f(x1s−)− f(x
2
s−) das)t ≤ LV1(a)T sup
s≤t
|x1s − x
2
s| ≤ LV1(a)tV¯p(x
1 − x2)t
and by (3.20),
V¯p(
∫ ·
0
g(x1s−)− g(x
2
s−) dys)t ≤ Cp,p/γV¯p/γ(g(x
1)− g(x2))tVp(z)t.
By [6, Theorem 2] for i, j = 1, . . . , d we have
Vp/γ(gi,j(x
1)− gi,j(x
2))t ≤ CVp/γ(x
1 − x2)t + Cγ sup
s≤t
|x1s − x
2
s|(Vp(x
1)T )
γ .
Therefore
Vp/γ(g(x
1)− g(x2))t ≤
d∑
i,j=1
Vp/γ(gi,j(x
1)− gi,j(x
2))t
≤ C˜1Vp/γ(x
1 − x2)t + C˜2 sup
s≤t
|x1s − x
2
s|(Vp(x
1)T )
γ ,
where C˜1 = C
d2 , C˜2 = (Cγ)
d2 . Set
t1 = inf{t;max[LV1(a)t, Cp,p/γ(C˜1 + C˜2Vp(x
1)γt )Vp(z)t] >
1
4(d + 1)
} ∧ T.
Then V¯p(x
1 − x2)[0,t1) ≤
1
2 V¯p(x
1 − x2)[0,t1), thus x
1 = x2 on [0, t1). Since for j = 1, 2 we have
xjt1 = max(x
j
t1− + f(x
j
t1−)∆at1 + g(x
j
t1−)∆yt1 , lt1),
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x1t1 = x
2
t1 , too. For k ≥ 2 set
tk = inf{t > tk−1; max[LV1(a)[tk−1,t),
Cp,p/γ(C˜1 + C˜2Vp(x
1)γT )Vp(z)[tk−1,t)] >
1
4(d+ 1)
} ∧ T.
Arguing as above we show recurrently that x1 = x2 on each interval [tk−1, tk]. Since by the
same arguments as in the proof of Theorem 3.2, m = inf{k; tk = T} is finite, x
1 = x2 on the
interval [0, T ], which completes the proof under (H2∗).
Step 2. The general case. Set sk = inf{t;max(|x
1
t |, |x
2
t | ) > k}, k ∈ N. By the first part of
the proof,
x1t = x
2
t , t < sk, k ∈ N.
Since sk →∞, this proves the corollary. 
Corollary 3.6 Assume (H1) and (H2). Let a ∈ D(R+,R) be such that V1(a)T < ∞, z,
l ∈ D(R+,Rd), with Vp(z)T < ∞, T ∈ R
+ and x0 ≥ l0. Let {(x
n, kn)} be a sequence of
approximations defined in Corollary 3.4. Then
(xn, kn) −→ (x, k) in D(R+,R2d) (3.26)
and for any T ∈ R+,
max
k/n≤T
|xnk/n − xk/n| −→ 0 and max
k/n≤T
|knk/n − kk/n| −→ 0, (3.27)
where (x, k) is a unique solution of (3.21).
Proof. The convergence (3.26) easily follows from Corollary 3.4. If we set x
(n)
t = xk/n,
k
(n)
t = kk/n, t ∈ [k/n, (k + 1)/n), k ∈ N ∪ {0}, then by [14, Proposition 2.2]
(xn, x(n), kn, k(n)) −→ (x, x, k, k) in D(R+,R4d)
Consequently, xn − x(n) → 0 and kn − k(n) → 0 in D(R+,Rd), which is equivalent to (3.27).

Corollary 3.7 Assume (H1) and (H2). Let a, z, l satisfy assumptions of Corollary 3.6 and
let {an} ⊂ D(R+,R), {zn}, {ln} ⊂ D(R+,Rd) be such that for all T ∈ R+ supn V1(a
n)T <∞,
supn Vp(z
n)T <∞, and
sup
t≤T
(|ant − at|+ |z
n
t − zt|+ |l
n
t − lt|) −→ 0, T ∈ R
+. (3.28)
If {(xn, kn)} is a sequence of solutions of (3.22) then
sup
t≤T
(|xnt − xt|+ |k
n
t − kt|) −→ 0, T ∈ R
+,
where (x, k) is a unique solution of (3.21).
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Proof. By Theorem 3.2,
(xn, kn, an, zn, ln) −→ (x, k, a, z, l) ∈ D(R+,R4d+1).
Since for any t ∈ R+,
∆xt 6= 0 =⇒ ∆at 6= 0 or ∆zt 6= 0 or ∆lt 6= 0,
[27, Lemma C] shows that supt≤T |x
n
t − xt| → 0, T ∈ R
+. Similarly we show the uniform
convergence of kn to k. 
Corollary 3.8 Assume (H1) and (H2). Let a, z, l satisfy assumptions of Corollary 3.6. Set
xn0 = x0, k
n
0 = 0, t
n
0 = 0,
tnk = inf{t > t
n
k−1;max(|∆at|, |∆zt|, |∆lt|) >
1
n
} ∧ (tnk−1 +
1
n
), k ∈ N,
and 

∆yntnk+1
= f(xntnk
)(atnk+1 − at
n
k
) + g(xntnk
)(ztnk+1 − zt
n
k
),
xntnk+1
= max
(
xntnk
+∆yntnk+1
, ltnk+1
)
,
kntnk+1
= kntnk
+ (xntnk+1
− xntnk
)−∆yntnk+1
and xnt = x
n
tnk
, knt = k
n
tnk
, t ∈ [tnk , t
n
k+1), k ∈ N ∪ {0}. If {(x
n, kn)} is a sequence of solutions
of (3.22) then
sup
t≤T
(|xnt − xt|+ |k
n
t − kt|) −→ 0, T ∈ R
+,
where (x, k) is a unique solution of (3.21).
Proof. Observe that {(xn, kn)} is a sequence of solutions of (3.22) with ant = atnk , z
n
t = ztnk ,
lnt = ltnk , t ∈ [t
n
k , t
n
k+1), k ∈ N ∪ {0}, and that
sup
n
V1(a
n)T ≤ V1(a)T <∞, sup
n
Vp(z
n)T ≤ Vp(z)T <∞, T ∈ R
+.
Moreover, simple calculations show that (3.28) is satisfied. Therefore the desired result follows
from Corollary 3.7. 
4 SDEs with constraints
Let (Ω,F , (Ft), P ) be a filtered probability space and let A be an (Ft) adapted process with
trajectories in D(R+,R), Z,L be (Ft) adapted processes with trajectories in D(R
+,Rd) such
that for any T ∈ R+, P (V1(A)T < ∞) = 1 and P (Vp(Z)T < ∞) = 1. Note that Z need not
to be a semimartingale. However, it is a p-semimartigale and a Dirichlet process in the sense
considered in [17, 18] and [5].
Definition 4.1 Let X0 ≥ L0. We say that a pair (X,K) of (Ft) adapted processes with
trajectories in D(R+,Rd) such that P (Vp(X)T < ∞) = 1 for T ∈ R
+ is a strong solution of
(1.1) if (X,K) = SPL(Y ), where
Yt = X0 +
∫ t
0
f(Xs−) dAs +
∫ t
0
g(Xs−) dZs, t ∈ R
+.
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Theorem 4.2 Assume (H1) and (H2). If X0 ≥ L0 then equation (1.1) has a unique strong
solution (X,K). Moreover, if we define (Xn,Kn) as
Xnt = X
n
τnk
, Knt = K
n
τnk
, t ∈ [τnk , τ
n
k+1), k ∈ N ∪ {0},
where Xn0 = X0, K
n
0 = 0 and

∆Y nτnk+1
= f(Xnτnk
)(Aτnk+1 −Aτ
n
k
) + g(Xnτnk
)(Zτnk+1 − Zτ
n
k
),
Xnτnk+1
= max
(
Xnτnk
+∆Y nτnk+1
, Lτnk+1
)
,
Knτnk+1
= Knτnk
+ (Xnτnk+1
−Xnτnk
)−∆Y nτnk+1
with τn0 = 0, τ
n
k = inf{t > τ
n
k−1;max(|∆At|, |∆Zt|, |∆Lt|) >
1
n} ∧ (τ
n
k−1 +
1
n), n, k ∈ N, then
for any T ∈ R+,
sup
t≤T
|Xnt −Xt| → 0, P-a.s., sup
t≤T
|Knt −Kt| → 0, P-a.s.,
Proof. From Theorem 3.5 we deduce that for every ω ∈ Ω there exists a unique solution
(X(ω),K(ω)) = SPL(ω)(Y (ω)). Moreover, by Corollary 3.8, for every ω ∈ Ω and T ∈ R
+,
sup
t≤T
|Xnt (ω)−Xt(ω)| → 0, sup
t≤T
|Knt (ω)−Kt(ω)| → 0.
Since for any n ∈ N the pair (Xn,Kn) is (Ft) adapted, the pair of limit processes (X,K) is
(Ft) adapted as well, which completes the proof. 
Corollary 4.3 Under the assumptions of Theorem 4.2 with random sequences of partitions
{τkn} replaced by constant sequences {
k
n}, k ∈ N ∪ {0}, n ∈ N, we have
(Xn,Kn) −→ (X,K) P-a.s. in D(R+,R2d),
where (X,K) is a unique strong solution of (1.1).
Proof. It suffices to apply Corollary 3.6. 
Let BH be a fractional Brownian motion (fBm) with Hurst index H > 1/2, i.e. a contin-
uous centered Gaussian process with covariance
EBHt2B
H
t1 =
1
2
(t2H2 + t
2H
1 − |t2 − t1|
2H), t1, t2 ∈ R
+.
Let ZH =
∫ ·
0 σs dB
H
s , where σ : R
+ → R is a measurable function such that ‖σ‖
L
1/H
[0,T ]
:=
(
∫ T
0 |σs|
1/Hds)H < ∞, T ∈ R+. Then ZH is also a continuous centered Gaussian process
with continuous trajectories. Moreover, if p > 1/H then
P (Vp(Z
H)T <∞) = 1, T ∈ R
+ (4.29)
(see, e.g., [12, Proposition 2.1]). Note also that ZH is a Dirichlet process from the class D1/H
studied in [4].
We now show how to apply our results to fractional SDEs with constraints of the form
(1.4). Let BH = (BH,1, . . . , BH,d), whereBH,1, . . . , BH,d are independent fractional Brownian
motions, and let ZH = (ZH,1, . . . , ZH,d), where ZH,i =
∫ ·
0 σ
i
s dB
H,i
s with σi : R+ → R such
that ‖σi‖
L
1/H
[0,T ]
<∞, T > 0, i = 1, . . . , d.
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Corollary 4.4 Assume (H1) and (H2). If X0 ≥ L0 then equation (1.4) has a unique strong
solution (X,K). Moreover, if
Xnt = X
n
k/n, K
n
t = K
n
k/n, t ∈ [k/n, (k + 1)/n), k ∈ N ∪ {0}, n ∈ N,
where Xn0 = X0, K
n
0 = 0 and

∆Y n(k+1)/n = f(X
n
k/n)(a(k+1)/n − ak/n) + g(X
n
k/n)(Z
H
(k+1)/n − Z
H
k/n),
Xn(k+1)/n = max
(
Xnk/n +∆Y
n
(k+1)/n, L(k+1)/n
)
,
Kn(k+1)/n = K
n
k/n + (X
n
(k+1)/n −X
n
k/n)−∆Y
n
(k+1)/n,
then for any T ∈ R+,
sup
t≤T
|Xnt −Xt| → 0, P -a.s., sup
t≤T
|Knt −Kt| → 0, P -a.s.,
Proof. It suffices to apply Corollary 4.3 and use the facts that a is a continuous function
and ZH has continuous trajectories. 
Remark 4.5 To approximate ZH one can use the methods developed in [12, 32].
5 Appendix
Proposition 5.1 Let {xn} ⊂ D(R+,Md), {zn} ⊂ D(R+,Rd) and
sup
n
V¯q(x
n)T <∞, sup
n
Vp(z
n)T <∞, T ∈ R
+,
where 1/p + 1/q > 1, p, q ≥ 1. If {zn} is relatively compact in D(R+,Rd) then
{(
∫ ·
0
xns− dz
n
s , z
n )} is relatively compact in D(R+,R2d).
Proof. Without loss of generality we may and will assume that
zn −→ z in D(R+,Rd).
We follow arguments from the proof of [21, Proposition 3.3] and [27, Proposition 2]. Let
tnk,0 = 0, t
n
k,i+1 = min(t
n
k,i + δk,i, inf{t > t
n
k,i, |∆z
n
t | > δk}) and tk,0 = 0, tk,i+1 = min(tk,i +
δk,i, inf{t > tk,i, |∆zt| > δk}), where {δk}, {{δk,i}} are families of constants such that δk ↓ 0,
|∆zt| 6= δk, t ∈ R
+, δk/2 ≤ δk,i ≤ δk and |∆ztk,i+δk,i | = 0, i ∈ N ∪ {0}, k, n ∈ N. Define
z
n,(k)
t = z
n
tnk,i
, t ∈ [tnk,i, t
n
k,i+1) and z
(k)
t = ztk,i , t ∈ [tk,i, tk,i+1)
for i ∈ N∪ {0}, n, k ∈ N. Then Vp(z
n,(k))T ≤ Vp(z
n)T , n ∈ N, Vp(z
(k))T ≤ Vp(z)T for T ∈ R
+
and
tnk,i → tk,i, z
n
tnk,i
→ ztk,i , i ∈ N ∪ {0}, k ∈ N. (5.30)
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Consequently,
sup
n
Vp(z
n − zn,(k))T <∞, k ∈ N. (5.31)
and
( zn,(k), zn ) −→ ( z(k), z ) in D(R+,R2d), k ∈ N. (5.32)
Moreover,
sup
t≤T
|z
(k)
t − zt| −→ 0, T ∈ R
+, (5.33)
which together with (5.32) implies that
lim
k→∞
lim sup
n→∞
sup
t≤T
|z
n,(k)
t − z
n
t | = 0, T ∈ R
+. (5.34)
On the other hand,
∫ t
0 x
n
s−dz
n,(k)
s =
∑
j≤i x
n
tnk,j−
(zntnk,j
− zntnk,j−1
), t ∈ [tnk,i, t
n
k,i+1). Using (5.30),
(5.32) and the fact that supn V¯q(x
n)T <∞ implies that {supt≤T |x
n
t |} is bounded, we conclude
that for any k ∈ N,
{(
∫ ·
0
xns−dz
n,(k)
s , z
n)} is relatively compact in D(R+,R2d). (5.35)
Let p′ > p be such that 1/p′ + 1/q > 1. By (3.20)
sup
t≤T
|
∫ t
0
xns−d(z
n − zn,(k))s| ≤ Cp′,qV¯q(x
n)TVp′(z
n − zn,(k))T .
Moreover
Vp′(z
n − zn,(k))T ≤ Osc(z
n − zn,(k))
1−p/p′
T Vp(z
n − zn,(k))
p/p′
T ,
where Osc(x)T = sups,t≤T |xt − xs|. Since
Osc(zn − zn,(k))T ≤ 2 sup
t≤T
|zn − z
n,(k)
t | −→ 0,
we deduce from the above that
lim
k→∞
lim sup
n→∞
sup
t≤T
|
∫ t
0
xns− d(z
n − zn,(k))s| = 0, T ∈ R
+. (5.36)
Combining (5.35) with (5.36) we get the desired result. 
Corollary 5.2 Let {an} ⊂ D(R+,R), {zn},{yn} ⊂ D(R+,Rd) and {xn} ⊂ D(R+,Md) be
sequences of functions such that
sup
n
max(V1(a
n)T , Vp(z
n)T , V¯q(y
n)T , V¯q(x
n)T ) <∞, T ∈ R
+,
where 1/p + 1/q > 1, p, q ≥ 1. If
{(an, zn)} is relatively compact in D(R+,Rd+1)
then
{(
∫ ·
0
yns− da
n
s , a
n,
∫ ·
0
xns− dz
n
s , z
n )} is relatively compact in D(R+,R3d+1).
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Proof. Set d¯ = 2d and for every n ∈ N define z¯n ∈ D(R+,Rd¯) and x¯n ∈ D(R+,Rd¯
2
) by the
formulas
z¯n,i =
{
an, i = 1, ..., d,
zn,i−d, i = d+ 1, ..., 2d
and
(x¯n)i,j =


yn,i, i = j = 1, ..., d,
(xn)i−d,j−d, i = d+ 1, ..., 2d, j = d+ 1, ..., 2d,
0, otherwise.
By Proposition 5.1,
{(
∫ ·
0
x¯ns− dz¯
n
s , z¯
n )} is relatively compact in D(R+,R2d¯),
from which one can deduce the corollary. 
Proposition 5.3 Let {xn} ⊂ D(R+,Md), {zn} ⊂ D(R+,Rd) and
sup
n
V¯q(x
n)T <∞, sup
n
Vp(z
n)T <∞, T ∈ R
+,
where 1/p + 1/q > 1, p, q ≥ 1. If (xn, zn ) −→ (x, z ) in D(R+,Rd
2+d) then
(xn, zn,
∫ ·
0
xns− dz
n
s ) −→ (x, z,
∫ ·
0
xs− dzs ) in D(R
+,Rd
2+2d).
Proof. Since Vq(x)T ≤ lim infn→∞ Vq(x
n)T < ∞ and Vp(z)T ≤ lim infn→∞ Vp(z
n)T < ∞
for T ∈ R+, the integral
∫ ·
0 xs−dzs is well defined. Let {{z
n,(k)}}, {z(k)} be families of
functions defined in the proof of Proposition 5.1. It follows from the equality
∫ t
0 xs−dz
(k)
s =∑
j≤i xtk,j−(ztk,j − ztk,j−1), t ∈ [tk,i, tk,i+1), and (5.30), (5.32) that for any k ∈ N,
(xn, zn,
∫ ·
0
xns− dz
n,(k)
s ) −→ (x, z,
∫ ·
0
xs− dz
(k)
s ) in D(R
+,Rd
2+2d). (5.37)
As in the proof of (5.36) we check that limk→∞ supt≤T |
∫ t
0 xs−d(z − z
(k))s| = 0, T ∈ R
+.
From this and (5.36), (5.37) the result follows.  Using arguments from the proof of
Corollary 5.2 it is easy to check that Proposition 5.3 implies the following corollary.
Corollary 5.4 Let {an} ⊂ D(R+,R), {zn},{yn} ⊂ D(R+,Rd) and {xn} ⊂ D(R+,Md) be
sequences of functions such that
sup
n
max(V1(a
n)T , Vp(z
n)T , V¯q(y
n)T , V¯q(x
n)T ) <∞, T ∈ R
+,
where 1/p + 1/q > 1, p, q ≥ 1. If
(yn, an, xn, zn) −→ (y, a, x, z) in D(R+,Rd
2+2d+1)
then
(
∫ ·
0
yns− da
n
s , a
n,
∫ ·
0
xns− dz
n
s , z
n) −→ (
∫ ·
0
ys− das, a,
∫ ·
0
xs− dzs, z)
in D(R+,R3d+1).
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