For Bayesian inference on the mixture of factor analyzers, natural conjugate priors on the parameters are introduced, and then a Gibbs sampler that generates parameter samples following the posterior is constructed. In addition, a deterministic estimation algorithm is derived by taking modes instead of samples from the conditional posteriors used in the Gibbs sampler. This is regarded as a maximum a posteriori estimation algorithm with hyperparameter search. The behaviors of the Gibbs sampler and the deterministic algorithm are compared on a simulation experiment.
Introduction
The mixture of factor analyzers (MFA) (Hinton, Dayan, & Revow, 1997; Ghahramani & Hinton, 1997 ) is a straightforward fusion of a gaussian mixture model and a factor analysis (FA) model, and can extract a set of local linear subspaces hidden in data. It also provides an efficient approximation to smooth nonlinear manifolds embedded in the data space. Since such a structure is often found in natural images, the model is applicable to natural image processing, such as pattern recognition and data compression (Frey, Colmenarez, & Huang, 1998; Tipping & Bishop, 1999) .
Most estimation algorithms for the MFA model are based on maximum likelihood (ML) estimation. However, this is problematic because the likelihood is not bounded. Bishop (1999) recently proposed a partial Bayesian estimation algorithm for an isotropic version of MFA: the mixture of principal component analyzers (PCA). He introduced a simple gaussian prior on the factor loadings, and then derived an expectation-maximization (EM) algorithm for the maximum a posteriori (MAP) estimates of these parameters and the ML estimates of the other parameters. He also derived an estimation algorithm for hyperparameters in the prior using approximate Bayesian inference.
We introduce here a full prior on all parameters of the general MFA model using natural conjugate priors. We then derive more accurate Bayesian algorithm using a Gibbs sampler, which generates parameter samples following the posterior. Using these samples, we can estimate the posterior distribution, which can provide not only the estimates of the parameters but their confidence. We also obtain a fast deterministic algorithm emulating the trend of the Gibbs sampler. The behaviors of these algorithms are compared on a simulation experiment.
2 Generative Model of MFA 2.1 Likelihood of MFA. We represent a data set of n points
The MFA assumes that each data point is generated by one of m FA units with the inner dimensions q k , k = 1, . . . , m. Thus, the probability density on X is given by 1) where 
where I q k denotes an identity matrix with a size q k . The prior selection probabilities of the FA units
. . , m} constitute the parameter set of the model. By integrating out the missing data Y and Z from the complete-data likelihood,
we obtain the genuine likelihood
(2.5)
Note that this likelihood diverges as
The general model of MFA explained above is often constrained in order to reduce the number of parameters. For example, Ghahramani and Hinton (1997) used a common uniqueness matrix Ψ for all FA units. Also, Tipping and Bishop (1999) proposed an MFA model with isotropic uniqueness matrices Ψ k = ψ k I p , which is called the mixture of probabilistic PCA. Under these constraints, they have derived the ML estimation algorithms.
Natural Conjugate Priors on Parameters.
Many studies on mixture models (Diebolt & Robert, 1994) and FA models (Press and Shigemasu, 1989) employ natural conjugate priors on their parameters, because such priors usually lead to simple Bayesian estimation algorithms.
The natural conjugate prior on τ is a Dirichlet distribution,
The natural conjugate priors on M and are gaussian distributions:
(2.8)
For simplicity, the hyperparameterμ is estimated by the data mean
We can setμ = 0 by centralizing the data. The natural conjugate prior on is an inverse gamma distribution,
where . . . , m} and G(·|δ, β) is a gamma density with a mean δ/β and a variance δ/β 2 . H = {α 1 , α 2 , β, δ, γ } is called hyperparameters. However, we also call all of Y, Z, , and H parameters.
Gibbs Sampler
The Bayesian estimate of a parameter is given by its posterior expectation. However, this is often difficult to calculate directly. In such a case, random samples generated from the posterior are used to approximate it. Markov chain Monte Carlo (MCMC) is an effective method to generate such random samples when the direct generation of the samples from the posterior is difficult (Tanner, 1996) . For the MFA model, an MCMC algorithm can be constructed using a Gibbs sampler.
First, the set of all parameters is divided into some blocks, and the conditional posterior on each block given the other parameters is obtained. The Gibbs sampler is started by setting appropriate initial values of the parameters into the conditions of the conditional posteriors. Then a block is chosen, and a random sample on the block is generated from the conditional posterior. This sample is plugged into the conditions of the conditional posteriors on the other blocks, and then the sampling is moved to the next block. By iterating such sequential sampling, we obtain random series for the parameters. It is known that the distribution on the samples converges onto the posterior under some regularity condition. Thus, we can approximate the posterior expectation by the average over the random series.
In the MFA model, the parameter blocks are Y, Z, τ , M, , , and H. In the following subsections, we obtain the conditional posteriors on them.
Conditional Posteriors on Y and Z.
The conditional posteriors on Y and Z given the other parameters have been obtained by Ghahramani and Hinton (1997) . The conditional posterior on Y is obtained from equations 2.1 and 2.2:
where
The conditional posterior on Z is
where p ki are the posterior selection probabilities of the FA units:
3.2 Conditional Posteriors on . The joint density on X, Y, Z, and is given by the product of equations 2.4 and 2.6 through 2.9. The logarithm of this density is expressed as
z ki x iỹ ki (3.9)
From equation 3.6, we can obtain the conditional posteriors on τ ,Λ k , and Ψ k : 3.13) where N and G denote gaussian and gamma density functions on matrix variables, respectively (see the appendix).
Conditional Posterior on H.
To obtain the conditional posterior on H, we need a hyperprior on H. In this article, we use hyperpriors only on α 1 , α 2 , and β, (3.14) and fix the other hyperparameters. From these hyperpriors and equation 3.6, the conditional posteriors on α 1 , α 2 and β are obtained as
We now have all conditional posteriors for the Gibbs sampler.
In the simulations, we use γ = 2, δ = 2,
This setting is similar to the one of Richardson and Green (1997) .
Deterministic Estimation Algorithm
To obtain the estimate using the Gibbs sampler, we need to average the samples after the arrival of the random process at a stationary state. However, assessing this arrival is a difficult task. Furthermore, if the posterior has a complicated configuration, that is, there are many peaks with similar heights, the sample point wanders among the peaks for a long time. In such a case, the average of the samples in a short time range is doubtful as the estimate. Thus, a deterministic algorithm arriving at a local optimal point is desired for fast estimation. Such an algorithm is obtained by taking modes instead of samples from the conditional posteriors.
The modes of the conditional posterior, equations 3.11 through 3.13, are given bŷ
By replacing n k , C XXk , C XYk and C YYk with their conditional posterior expectations (Ghahramani & Hinton, 1997) , the above expressions become the update rules of in the EM algorithm for the MAP estimate of . The modes of the conditional posterior, equations 3.15 through 3.17, are given bŷ
(4.6)
These are used as the update rules of the hyperparameters.
Comparison of Algorithms on
Simulations. An artificial data set with the size n = 400 is generated by the MFA models with m = 5, q k = 2 (k = 1, . . . , m). The value of is generated by the priors, equations 2.6 through 2.9, with α 1 = 0.01, α 2 = 0.1, β = 1, δ = 5, and γ = 5.
An MFA model with the same structure as the data generation is applied to the data. The initial values of λ kj and µ k are generated by independent gaussian random generators with the same scale as the data distribution.
The initial values of τ k and ψ k are set to 1/m and the mean of data variances, respectively. The Gibbs sampler is always continued until 300 iterations. On the other hand, the deterministic algorithm is continued until the iteration reaches 300, or the relative variations of the log hyperparameters and the log posterior on are under 0.0001. The posterior on is calculated by the product of equations 2.5 through 2.9. The Gibbs sampler and the deterministic algorithm take 23.2 and 9.7 seconds per session, respectively, on a 333 MHz processor. 
Conclusion
We derived Bayesian estimation algorithms for the MFA using a Gibbs sampler and its deterministic approximation. A simulation experiment showed that both algorithms yield similar estimates.
We also tried comparisons between our Bayesian method and the ML estimation method on some pattern recognition tasks with real data. Although the ML estimation algorithm sometimes fails to obtain a finite estimate, we have not obtained a result that shows the clear superiority of the Bayesian method on the prediction performance. We think that the advantage of the Bayesian method lies in providing more information on the parameters and the model fitness than the ML estimation. Moreover, we think the Bayesian formalization is necessary to the further development of the MFA model.
