Abstract-Classification plays a significant role in the diagnosis of any form of radiological images in the healthcare sector. After reviewing existing classification approaches carried out over chest radiographs, it was explored that existing techniques are highly restricted to perform binary classification that is not comprehensive for assisting in an effective diagnosis process of chest disease condition. This paper presents a novel approach to classifying chest x-rays on the basis of the practical disease condition. Harnessing the potential features of contentbased image retrieval, the proposed system introduces a novel concept of attribute map that not only performs comprehensive classification but also makes the complete computational model extremely lightweight. The study outcome proved to offer better accuracy with the proposed non-iterative process in contrast to existing classifier design.
I. INTRODUCTION
There has been a significant improvement in the area of medical image processing with an evolution of various devices and forms of medical images [1] [2] . Essential body parts that are found to be investigated most frequently in the majority of the hospital using medical image processing is the chest region. At present, there is a various form of advanced radiological techniques used for assessing the condition of the chest, e.g., Magnetic Resonance Imaging (MRI), Computed Tomography (CT), Positron Emission Tomography (PET), etc. [3] . Medical assessment using these processes are quite less frequent as they are used either to assess the advance critical condition of the chest. In any cases of diagnosis, a chest x-ray is the most frequently adopted diagnosis method [4] recommended by physicians. Various research papers have discussed challenges associated with diagnosing medical images, but very few are found to be associated with chest x-ray [5] [6] . Over the period of time, certain researchers have dedicated themselves to discuss the existing challenges as well as problems associated with image processing techniques over chest radiographs [7] [8] [9] ; however, there is no effective disclosure about effectivity in the approaches presented by researchers. The automated diagnosis processes (on the basis of research) are categorized into two problems, i.e., identification process and classifying the disease. There are various significant techniques for assisting in detection operation for chest radiographs [10] - [15] . The detection process is mainly dependent on segmentation techniques [16] and feature-based aspects [17] while the classification techniques are more into involving machine learning approaches [18] - [20] . However, there are various associated problems of existing classification techniques that are found unspoken in any research papers. The first problem is associated with the classification objective itself. Almost all the researchers have performed binary classification problems that are quite essential but only in preliminary level. For example, if the queried image is found to be malignant in binary classification process than it should further show the stage of cancer or exhibit more comprehensive information. Disease conditions of lungs are quite lethal, and it requires precise diagnosis, whereas all the existing researchers have only presented the solution to the just preliminary stage. The second problem associated with any of the existing approaches is related to the cardinality of the outcomes. 99% of the research work uses a trained dataset to be compared with the test image with the aid of features-based method. The outcome is the only one trained image to show the similarity match with the test image. This reduces the scope of inferring the outcome of classification and this lead the researchers to highly depend on the flow of the techniques used for database building as well as for classification. Adoption of such a process is evaluated only with respect to the empirical approach adopted, or the feature-based approached utilized and possibly it does so by overlooking the actual clinical context of it. For example, a chest x-ray of pleural effusion, as well as a chest x-ray for any pulmonary edema within the lungs, is visibly the same. There are good chances that if existing classification approaches are applied that it could not be able to identify the difference between them. It should be noted that pleural effusion, as well as pulmonary edema, are two different disease condition of the chest which has to be diagnosed discretely.
Hence, the proposed paper discusses a novel technique of classification that is capable of addressing the problem discussed above. The organization of the present manuscript is as follow: Section II presents a discussion of existing research approaches towards classification, Section III highlights the identified research problems addressed in this paper, Section IV briefs about research methodology undertaken, Section V discusses algorithms implemented for accomplishing the goal of this paper. Finally, result analysis is discussed in Section VI, and summary of contribution is briefed in Section VII in the form of a conclusion.
II. RELATED WORK
There are various literatures contributing towards unique techniques of classification in medical images. This section updates more research work as an extension to our prior review work [21] .
Classification performance can be optimized if a closer connection is set with the identification technique. One such attempt was found to be seen in the work of Katre and Thakare [22] . However, an in-depth study shows that the study is more focused on implementing the watershed algorithm for segmentation as well as it addresses the basic noise removal process. The overall claim of detection and classification of chest x-ray is not seen in this work, and hence the work just offers elementary theoretical guidelines. The work of Mukherjee et al. [23] has also claimed combinely addressing detection as well as classification problems in lung images. The authors have mechanized a unique bilateral filtering approach for eliminating the noise followed by segmentation and thresholding process. Finally, a binary classification technique was applied over the extracted features (e.g., eccentricity, circularity, and aspect ratio). The study offers good detection implementation; however, the binary classification process is not a novel or unique approach. Apart from this, the applicability of approach towards multiple disease condition of the chest is very unlikely. Research towards identification problems has been carried out by Bar et al. [24] where convolution neural network has been used along with binary supervised classification technique, which is quite a common approach adopted by frequent researchers. Unfortunately, binary classification is only meant for critical disease condition of the chest and doesn't relate to other potential disease condition.
Early research work has also focused on using fuzzy logic for the purpose of classification of the lung nodules. Roy et al. [25] have used contour-based model for accomplishing segmentation. Hence, the study was more inclined towards detection and less toward classification. Similar research flow was also adopted by Zhang et al. [26] . Zhang et al. [27] have presented a classification process that uses rank for classifying. Researchers have also presented a mechanism for unique binary classification process that is meant for assists in further classification process but not directly for disease diagnosis (Xue et al. [28] ). A simplified rule-based method was reported to assist in classification as reported in work of Taher et al. [29] . It was also seen that the usage of the Bayesian classifier as reported in the work of Dhaware and Pise [30] is found to improve identification of lung cancer. Fuzzy-c means clustering was applied for improving the detection as well as for addressing directionality reduction. However, the study lacks extensive evaluation to prove its robustness against different disease condition of lungs. One of the early initiatives for classification process has been initiated by Kulkarni and Panditrao [31] where the authors have signified the essential contribution of medical image processing for diagnosis of lung cancer and importance of classification. The neural network is another frequently used approach that offers the simple classification approach along with feature extraction. However, the outcomes are not subjected to comparative evaluation for assessing the outcomes practicality. A block-based approach has been used by Ahmad et al. [32] where the classification has been carried out by the Bayes classifier. The target of classification was mainly to identify the pleural effusion in chest x-ray to show 100% accuracy with Gabor filter. However, the study can only classify any case that comes under the pleural effusion condition of the chest x-ray. Learning approach plays a significant role in the classification of chest x-rays. A study conducted by Dong et al. [33] have shown that it is feasible to train the multi-class model for assisting in further classification using a convolution neural network. The study has carried out analysis on the dataset of different disease condition using standard accuracy parameters; however, the technique adopted was quite iterative and less challenging datasets. Similar usage of convolution neural network was also proven to assists in classifying lung nodule as claimed by Liu et al. [34] . The study outcome shows the comprehensive benefits of performing classification operation; however, the classification rate is slightly diminished compared to another existing system. Investigation towards classifying lung nodule was also reported in the work of Mao and Deng [35] where a patternbased approach was used for performing representation of effective features. The study uses a linear classifier, e.g., supports vector machine with the impressive rate of classification outcomes. However, there is no evidence if it can be used for classifying other disease condition of a chest. Usage of deep learning algorithm can also improve the representation performance of features. Literature also claimed of using an encoding technique of local binary pattern for classification. [36] The work of Mao et al. [37] has used deep learning approach to perform classification of the lung nodule. The outcome shows better performance in contrast to other conventional classifiers. Work carried out by Kumar et al. [38] has presented the discussion of usage of deep features for assisting in solving classification problems of chest radiographs. Harnessing in the potential of deep learning, the author discussed that it is an effective classifier for binary classification of lung cancer stage. Unfortunately, deep learning is the quite advanced version of the machine learning approach using a neural network, and it is capable of doing more than binary classification, which was not found to be attempted. Deep learning and convolution neural network were also reported to improve the classification performance. This fact was discussed by Li et al. [39] where region-of-interest was used for performing the classification process. However, this complexity of analysis by the computational model was not checked owing to the usage of the region of interest based approach with almost information defined for critical classification. Wang et al. [40] have discussed the impact of database towards benchmarking problems in the classification of chest x-rays. Apart from this, there are also reported usages of Principal Component Analysis (PCA) for solving classification problems in chest x-ray [41] - [45] . The next section briefs the research problems associated with the existing research techniques of classification.
III. RESEARCH PROBLEM
From the prior section, it can be seen that there are various existing techniques of classification in medical images especially considering chest x-ray. However, are various www.ijacsa.thesai.org significant problems have been found unaddressed. This section briefs about such forms of unaddressed research problems as follows:
 The gap between detection and classification problems:
It has been observed that detection, as well as classification, has always been treated as separate problems in an existing system. The integrated study of connection of detection and classification with respect to accuracy has been less emphasized.
 Existing Classification Uncertainty: There are various research works towards classification where the outcomes show significant accuracy. However, it should be known that such accuracy is claimed on the basis of the single instance of a match with the database or trained images. The classifications are numerically proven correct, but there was no explicit discussion of accuracy with respect to disease-based classification.
 Unprepared Dataset:
The existing publically used dataset doesn't have any well-structured categorization of the chest x-ray on the basis of any disease. However, there are disease-specific dataset too [46] - [49] .
 Untapped Potential of Features:
Features are one of the significant information set to represent the complete dataset. Various empirical attributes within the features have been less explored for hence granularity of the classification process has never been testified in this regards.
Therefore, the proposed study targets to address the entire above problem in order to evolve up with a novel and robust classification process of the chest x-ray.
IV. RESEARCH METHODOLOGY
The proposed study is a continuation of our prior research work [50] . By adopting an analytical research methodology, the proposed study presents a novel classification process of chest x-ray very differently than existing approaches. In order to address the first research problem, the proposed study introduces a novel attribute map-based method for assisting in the classification process. This mechanism is used in both detection and classification problems. The second research problem is addressed by applying content-based image retrieval technique where classified images have multiple options to be double checked for its accurate prediction. The third research problem is addressed by synthetically developing a well-structured dataset of trained images. The training is carried out using attribute maps and a supervised learning technique. The fourth problem is addressed by completely developing the model using attribute and not features. The difference between an attribute and features is that features are a subset of information for attribute and hence working with attribute offer more granularities in system design as well as assist in assessing the classification performance. Various empirical variables associated with the image-related pixel and numerical information forms an attribute. Fig.1 highlights that complete model consists of i) training phase and ii) classification phase. The training phase consists of applying enhanced supervised learning algorithm over the disease-specific dataset. The classification phase consists of applying a series of algorithms in order to obtain classified images. For better study accuracy, the proposed model contributes to offering better inference in its outcome by incorporating ranks with the outcome of the similar set of images and thereby redefining the conventional process of classification of a chest x-ray. The next section illustrates about the algorithm implemented for the proposed system. This section discusses the series of algorithms that have been constructed in order to perform classification of the chest radiographs. There are various inclusions of enhanced machine learning approach as well as content-based image retrieval approach implemented in order to perform classification of the chest x-ray. The discussions of the implemented algorithms are as follows:
A. Enhanced Supervised Learning
This is the first algorithm that is responsible for generating a trained dataset of a chest x-ray. The complete training is carried out using enhanced supervised learning approach (as Shown in Fig.2) . From the application viewpoint, this algorithm can be considered to be configured on various terminals of the healthcare facility that takes the feed of different forms of chest x-rays. All the input images are not directly stored in physical/cloud storage units, but they are trained, categories, and the arranged in a highly structured manner.
According to the above scenario, all the input chest x-rays are forwarded to the terminals by all respective radiologists. However, they are all mixed and will be needed to be well categories. .The initial categorization is carried out manually as only these images will be later treated as a reference image. Hence, it is considered that such images are error-free and involved all forms of information that are required to be used by the physician to perform an effective classification process during the query. It is also considered that each category represents a specific form of cancer or certain abnormalities of the chest x-ray. The prime target is that while performing a query, it is essential that the queried image be subjected to classification with a higher degree of similarity with a maximum number of images, unlike conventional approaches of disease classification. Therefore, the process of generating trained data is essentially important to be effectively maintained. The algorithmic steps of the supervised learning are as followed: 
End
The illustration of the lines of the above algorithms is as follow: The algorithm takes the input I (chest x-ray), d (dataset), and n (number of the dataset) that after processing yields an outcome of t d (trained data). The algorithm doesn't take a single image as input, but it takes the complete folder with category mentioned for the pre-defined classified disease as the input. This design principle also offers the advantage of investigating by considering various types of dataset d towards the classification process. The complete dataset of an image I is formed by considering each individual dataset d with different types, formats, and the number of images within it. Consider that dataset d(I n1 ) consists of n 1 number of images, dataset d(I n2 ) consists of n 2 number of images, and so on (Line-1). Considering all the n number of images of chest x-ray to be trained (Line-2), the first processing carried out by the proposed system is to extract an attribute map a map (Line-3). This extraction process is carried out by an explicit function f 1 (x) that returns a matrix of all the visual-based attributes. As it is a matrix-based operation, therefore, the input d(I i ) is required to be in an array form of the chest x-ray image. Owing to the matrix-based form of an input data set, it is feasible to extract the potential attributes from all the digitized chest x-ray irrespective of any shape and size. The algorithm specifies the location of an image (I Ioc ) by defining the aggregated images of chest x-rays. The study represents I loc in the form of the string that represents an array of input images. The algorithm does this operation recursively for all the input chest x-ray images. It then generates a set of the map against all the significant visual attributes of an input image. The process of execution of f 1 (x) is carried out in three different steps, i.e., identification of attributes, describing the attributes, and generation of the final matrix of reference attribute. The proposed study considers high-level extraction of attributes in its first stage followed by abstraction of all the images by individual blocks as a step to describe the attributes. The mechanism of representing attribute is all about the mechanism of representing this block as the numerical vector. The final process leads to a generation of referential attribute matrix that maps the information about the similar form of blocks. The next step in algorithm implementation is to performing training over the targeted classifier in order to obtain better results in the trained dataset. For this purpose, a different function f 2 (x) is constructed (Line-www.ijacsa.thesai.org 4) that takes the input of the input images as well as generated attribute map (Line-4). The prominent potential of this function f 2 (x) is that it constructs a specific category for the different set of chest x-ray images by harnessing the potential of machine learning and statistical approach. All the computed elements of I will now be represented by a specific set of categories. Further, this process is optimized using a supervised learning approach of Support Vector Machine in order to perform the more enhanced form of classification and further results in category class matrix c class (Line-4). The final step of this algorithm is to carry out an assessment using third explicit function f 3 (x) considering input arguments of category class c class and input images I (Line-5). This also leads to a generation of an error matrix that can be used for further analysis. All the outcomes, i.e., attribute map a map , category classifier c class , and category matrix c mat are stored in the form of trained data t d (Line-7) . This completes the algorithm operation, and now the system is ready to perform classification with the aid of a test image.
B. Block Extraction
This algorithm is responsible for generating an image block from the input of the test image, where each block is the direct representation of a localized form of the chest x-ray. The blocks also represent some of the essential information pertaining to image maps.
According to the Fig.3 , the outcome of the block extraction process is basically an attribute matrix, which contributes towards the classification process. Each block represents the overall test image in multiple form and dimension and is obtained by specifying a particular size of cells in the form of a number of rows nr and columns nc. A statistical operation is further applied in this algorithm to ensure that the outcome is least affected by any form of variability factors (e.g., illumination, brightness, contrast, etc.). The steps of the algorithm are discussed as follows: 8. End
End End
The algorithm takes the input of I (queried image) and b (block size) in order to generate the blocks. After initializing with the number of block size b (Line-1), the algorithm performs slight fine-tuning of an image using a function g(x) in order to offer better precise during the classification process. The fine-tuning is carried out by resizing the image followed by increasing the image to double precision (Line-2). The size of the test image is obtained to generate a matrix of dimension nr x nc; however, for blocking operation, this size will be required to be changed. Hence, a modified size of all rows nr b and columns nc b is obtained as nr-(b-1) and nc-(b-1) respectively. The abstract representation of this is nr b and nr c (Line-3 and 4) is used in order to construct a new block B (Line-5). Although the steps till now assist in constructing a new block, its outcome will be affected if the original test image is subjected to a different form of events that results in significant variance to the constructed blocks. This could also reduce the identification as well as classification performance. This problem is mitigated by applying a standard deviation to the obtained block B followed by further normalization where B is subtracted from the mean value of the blocks. The resultant is further divided by the obtained value of standard deviation that leads to the generation of final block B (Line-6). These extracted blocks also act as the specific attribute of high level for assisting in the classification process.
C. Vector Quantization
After the blocks have been extracted in the prior algorithm, now the system is nearly ready to perform classification. The  Fig.4 represents the flow of vector quantization. However, the information obtained from the attribute matrix is so massive that it requires performing the certain form of clustering operation. The proposed system applies vector quantization in order to carry out clustering operation. It was seen in the prior algorithm implementation step that vector is transformed into blocks after the process of generation of attribute map that finally results in forming a map repository (refer next algorithm). The proposed system applies vector quantization as a process of clustering that segregates all the vectors into www.ijacsa.thesai.org different groups on the basis of their attributes. The center of cluster obtained from this assists in forming the elements of mapped repositories.
According to the above flow of the vector quantization technique in clustering, the proposed system takes the input in the form of cluster definition in terms of a number followed by computing the center of cluster and computing spatial distance of all objects to the center of clusters. Using the criteria of the reduced distance scale, the system performs clustering. This results in obtaining a faster clustering operation. The steps of the algorithm are discussed as follow: For n1 to N 10.
Algorithm for Vector Quantization
Do jarg min ||μj-xn| 11. 
End End
Owing to the generation of a massive set of information, the Euclidean distance among the data points will actually increase and will be highly uncertain. Therefore, the prime motive of the presented vector quantization technique is to reduce the mean of the squared distance of all the data points with respect to the center point of the cluster. The algorithm computes the center of cluster μ of all images corresponding to ω cluster. The computation of the center of the cluster is carried out considering a function called as vector quantization (Line-1). The input to the algorithm is an attribute matrix A and limit the size of M for clustering. The algorithm formulates seeds by capturing different data points of order M and selects them randomly (Line-3). For all the specified number of clusters M (Line-4), the algorithm assigns respective seeds to the center of clusters μ (Line-5). In case the criteria of terminating the iteration have not been met than the algorithm attempts for minimization of the Euclidean space (Line-9-11) by performing reassignment of the vectors as well as recomputation of the center-of-clusters (Line-13). The outcome of the algorithm is finally a center of cluster C id that will be used as an input to the next algorithm for generating mapped repositories. 
D. Generating Mapped Repositories
This algorithm is responsible for generating mapped repositories, which is a collection of all significant attributes from the images. The operations are two-sided. The first side of the operation is associated by identifying significant attributes followed by storing all this mapped information in one matrix called as map repository. This repository generates a perfect representation of an image. This repository will also be used by the test image in order to perform classification of the disease categories corresponding to the unique dataset of chest x-ray (refer Fig.5 ).
Algorithm for Generating Mapped Repositories
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The algorithm begins by developing a matrix of size a x band it takes the center of cluster C id as an input (Line-1). An effective center of cluster C id is considered by following empirical expression,
The above empirical expression (1) represents the displacement of the scope of C id from 0 to a positive value. The complete process of generation of the map repositories MR is carried out for M number of clusters. For all the maximum value of the clusters (Line-2 and 3), the attribute vector is obtained for the center of clusters corresponding to its specific index value (index q) (Line-4). The index is incremented (Line-5) further followed by reshaping δ of the attribute vector (Line-6). Finally, the obtained result of attribute vector a vec is stored back to a matrix MR (Line-7).
E. Enhanced Supervised Classification
The prime purpose of this algorithm is to perform disease classification for the test image of the chest x-ray. The operation is meant for forecasting the relevance of the input image of a chest x-ray (test image) with the most relevant trained dataset.
As the proposed concept is designed on the basis of contentbased image retrieval process, therefore, the outcome of the classification will be more comprehensive, unlike the existing system. The proposed system uses a support vector machine for this purpose in order to perform classification operation. One of the significant enhancements of supervised technique applied in this algorithm is that it offers a significant control of iteration towards performing forecasting for a given set of data. The forecasting process carried out for the proposed system is done only once for one image, and that makes its non-recursive learning algorithm, unlike the existing applications of using a supervised technique that is highly recursive in order. Another significant contribution of the proposed algorithm is that it offers a ranking mechanism to exhibit the classified images as an outcome. The complete process of enhanced supervised classification is exhibited in Fig.6 . 
ED vec [ED]
12. I ranked show ranked images (sort(ED vec ))
End End
The algorithm takes the input of t d (trained data) and I (queried image) that after processing leads to the generation of I type (Classified image) and I ranked (sorted images). This algorithm has dependency over the trained data t d (Line-1) that will be used mainly for checking the relevancy between the queried image and trained images. A function ρ(x) is constructed to carry out a predictive operation using input arguments of category class c class and test image I (Line-2). The process results in label I q and rank (Line-2) where the labels stored back in an explicit matrix svm op (Line-4). Upon this step of implementation, the algorithm starts exhibiting the nearest and similar dataset that corresponds to the queried image. The next process involved in the algorithm is to obtain the information related to the location of an image I loc (Line-6). A new function τ is applied over resized image I 1 (Line-7) in order to obtain histograms H o as well as a bin. The algorithm also obtains another form of histogram H that is applied over the trained dataset. An interesting point to observe is that this step of histogram calculation is not carried out in database construction stage (first algorithm). Therefore, for all the sizes of image locations (Line-9), the algorithm applies Euclidean distance formula considering histogram from queried image Ho and that from trained image H. Finally, correlation is obtained between the queried image I 1 and trained image I t and the value is stored back in matrix E dist (Line-10). After obtained vectors of distance (Line-11), the sorting is carried out using Euclidean distance ED vec to complement the ranking process. The accomplishment of this final step of algorithm results in the www.ijacsa.thesai.org display of relevant images that are ranked based on their relevancy level with the test image.
VI. RESULT ANALYSIS
As the proposed system targets to offer a classification of the chest x-ray; therefore, the performance parameters selected in this process has to be closely related to the accuracy of the classification process. However, unlike any existing classification process where there is the only a single outcome of the classified image, the outcome of the proposed system will result in exhibiting multiple relevant images from the dataset. The outcome also comes with an identification of a relevant dataset that represents multiple disease categories. This section discusses the result analysis with respect to the assessment and implementation strategy.
A. Database Considered
All the images for assessing the algorithm implementation is carried out considering the Japanese Society Radiological Technology (JSRT) dataset which hosts various forms and modalities of chest x-rays [51] . The average size of all the grey-scaled chest x-rays is approximately 8192 kilobytes, and it bears 12 bit of color. However, one of the biggest hurdles in using this database is that it has combined collection of all images together whereas the proposed system demands a highly structured categorized database as per the disease condition. Therefore, after obtaining the complete database, it was subjected to further manual categorization as per critical disease condition of the lungs. The proposed system considers 7 disease conditions of the lungs e.g. i) Chronic obstructive pulmonary disease [52] , ii) Emphysema [53], iii) Bronchitis [53], iv) Cystic Fibrosis [51] , v) Pleural Effusion [51] , vi) Tuberculosis [54] , and vii) Adenocarcinoma [55]. All the above mentioned disease conditions are most frequently encountered and the present database has possession of chest xray corresponding to this disease condition.
B. Visual Outcomes
Implemented on MATLAB, the visual outcomes of the proposed study was feasible to be exhibited properly. Fig.7 highlights the input image that is subjected to blocking operation (Algorithm-B) to obtain the blocked image as shown in Fig.8 . The blocks are then subjected to a consecutive algorithm for obtaining the attribute space (Fig.9) . Finally, the center of the cluster is obtained (Fig.10) while the map repository is constructed (Fig.11) . For final assessment of proposed classification using contentbased image retrieval technique, the proposed system subjects multiple forms of test images to find the visual match of the most relevant images from the disease-specific dataset. One interesting part to observe is that the proposed system encapsulates complete information about the prominent attributes within a map repository, thereby making the complete process more lightweight when the classification is performed. The significant contribution are mainly two fold viz. i) the massive information of the large number of images in the dataset can be now stored in the form of map repository, which is comparatively very much smaller in size in contrast to total size of all images considered for training, Although, the map-repository shown in Fig.12 belongs to a single test image, but the same process can also be applied over the trained attributes of the images. This process makes the classification quite faster and highly percussive. Fig.13 highlights some of the sample outcomes of the classification process. www.ijacsa.thesai.org Exhibition of all visual outcomes is out of the scope of this paper. The novelty/contribution of this visual outcomes are again multi-fold viz. i) existing algorithms discussed in literature mainly classify one medical image (test image) with multiple trained images, but ultimately only one trained images are considered as the most matched outcome. Although such outcomes of the existing system may be technically correct from an image processing viewpoint, they could be clinically wrong. This can be illustrated in following-usually, there are good possibilities that chest x-ray of a subject suffering from two different diseases bears similar visual appearance, but clinically they are wrong. The root cause of this problem is the existing database system which is not arranged or organized with respect to multiple disease condition of a chest x-ray. Hence, the proposed system performs the classification of chest x-rays corresponding to some critical disease condition of the chest and performs the visual analysis on that basis. The outcome shown in Fig.13 only highlights that irrespective of any form of test images, the proposed system could successfully perform an effective classification of respective disease, ii) another significant benefit of this visual outcome is that a physician is offered with multiple referential images from the trained dataset that matches with the queried image.
This phenomenon allows the physician to correlate the disease condition with more helping referential / clinical files associated with the extracted ranked classified images. Hence chances of true and reliable diagnosis of a disease condition are highly made possible using content-based image retrieval system implied on the classification technique. Another significant advantage is iii) proposed system offers highly precisive display of the classified image irrespective of different forms, shape, orientation, and format. Hence, the proposed system offers true test-bed to perform diagnosis of critical chest disease.
C. Numerical Outcomes
The numerical assessment of outcomes obtained from the proposed system has been assessed with sensitivity and precision as core performance parameters. Although, there are many numbers of images within the JSRT dataset, the discussion of the outcomes is carried out using a small number of images in order to practically understand the numerical parameters, e.g., attributes are represented in Table. 1. The assessment has been carried out considering 12 images each in a different dataset. www.ijacsa.thesai.org A simple table like this one above with only 12 images shows that it could have a massive number of attributes. This is important as the proposed system performs enhancement of the supervised learning approach using an attribute map. The analysis has exhibited that there are approximately 80% of the potential attributes that can be utilized with each image of the chest x-ray. The analysis also performs balancing of the attributes across all the chest x-rays in order to enhance the performance of clustering using vector quantization. For an effective analysis of the proposed system, the outcomes have been compared with another frequently used classifier, i.e., neural network and principal component analysis. A closer look at both the outcomes of Fig.13 and Fig.14 shows that the proposed system offers good accuracy performance as compared to existing classified design using machine learning (ANN) and statistical approach (PCA). The prime reasons behind this are multifold-the filtration process of ANN to obtain the elite outcome is highly accurate, but on the process of training, it cancels out the prior outcomes that it believes will adversely affect the faster convergence performance. Apart from this, the training process of ANN is quite iterative that could offer significant computational complexity while performing training. Similarly, usage of PCA is more emphasized on exploring orthogonal projections associated with the images of chest x-rays. It also looks for images with a higher degree of variance values. The good part of using PCA is to understand the correlation of the data within the same diseases as the data points are linearly correlated. However, a problem starts to surface when the PCA algorithm needs to read another dataset that corresponds to the different disease. Hence, while building / training dataset, PCA just filters out the data point with less variance value thereby leading to dropping of some good cases of similarity with the test data. Hence, it doesn't perform better than the proposed system. However, it performs better than ANN only for the reason that it is less iterative and it retains the potential amount of information associated with attributes for each dataset, which is not carried out by the neural network. The prime reason behind the outcomes of the proposed system is the mechanism of constructing attribute map that offers an efficient collection of all potential attributes specific to each disease for which reason classification can be carried out effectively. Analysis of computational complexity has been carried out with respect to algorithm processing time. Following are the outcomes.
The analysis has been carried out on the core i3 processor with all the trained images in a dataset where the algorithm processing time has been programmatically executed. A closer www.ijacsa.thesai.org look at the outcome (Table 2) shows that the processing time of the proposed system is slightly lower than a neural network based approach and slightly higher than principal component analysis. Although, with an increase of more images will definitely increase the processing time, but they are found to be within the tolerable limits. However, memory and processor is widely available in existing healthcare industry but what is required is a device with the capability of precise diagnosis of disease condition that can be effectively done by the proposed system in contrast to the existing system. 
VII. CONCLUSION
This paper has presented a unique approach to classifying the disease condition of chest x-ray using non-conventional and out of mainstream research methodologies. Review of existing approaches shows that binary classifier design assists in foretelling the preliminary stage of disease condition of the lung, but it is not sufficient for diagnosis. For an effective diagnosis, it is essential to extract more clinical information from the chest x-ray. Therefore, this paper presents one such solution to address this problem and introduce a new avenue of classification algorithms concerning chest x-rays. The significant contributions of the proposed study are as follows viz. i) unlike existing classifiers, the proposed classifier can perform comprehensive classification to offer maximum information associated with the test image. When the test image is found to be matched with multiple numbers of images from the trained dataset, more information from the trained images can be used to relate the actual disease condition. ii) one significant contribution of the proposed technique is that it doesn't use any of the conventional classifier found in literature e.g. neural network, deep learning, convolution neural network, fuzzy logic, etc. Unlike these existing algorithms, the proposed algorithm offers non-iterative operations, and hence they are likely to be more practically compatible with existing mobile healthcare devices. iii) The novel introduction to attribute map and map repository offers a highly compact mechanism of converging the information associated with attributes, which is a very good alternative of dimensional reduction concept (e.g., PCA used in existing times) with better accuracy performance. Hence, the applicability of the proposed study is quite more and comprehensive as it addresses some of the practical requirement of classification of a chest x-ray. The limitation of the paper is that it only deals with the classification time while other parameters like accuracy, PSNR and MSE were not considered.
The paper can be considered in future for other medical imaging like brain MRI, Mammogram classification for disease analysis. Further, the paper can be implemented as base paper to analyze other performance parameters like accuracy, PSNR, MSE, etc.
