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Sum m ary
This thesis presents a Frequency Modulation Continuous Wave(FMCW) signal process­
ing mathematical model and target analysis software concerning a sponsored contract 
work to build a new FMCW radar system for measurement of the depth of underground 
cables and pipes.
This system consists of five head antennas including two transm itters and three 
receivers which enables the novel approach of triangulation and convolution to be im­
plemented. This system facilitates accurate measurement of the depth of the shallowest 
target and then the calculation of the safe digging depth to that target without knowing 
the refractive index of the ground media.
The mathematical model has been established to model this FMCW radar system 
and tested successfully using simulated target environment and radar parameters in 
both single or multi-target situations.
The target analysis algorithm has been developed and tested successfully on an ex­
perimental FMCW radar system in a multi-target sand filled test site. The results show 
the software can detect targets and calculate their depth correctly.
Several methods of improving system detection resolution have been investigated. 
Matched filter and clutter rejection filters show different degrees of improvement. The 
principles of synthetic aperture algorithm applied on FMCW radar are also presented.
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GPR Ground Penetrating Radar
FMCW Frequency Modulated Continuous Wave
FDTD Finite Difference Time Domain
CW Continuous Wave
VCO Voltage Control Oscillator
UHF U ltra High Frequency
FFT Fast Fourier Transform
IFFT Inverse Fast Fourier Transform
SDD Safe Digging Depth
G lossary of Terms
ao conversion constant
A  wave amplitude
A t transm itted signal amplitude
A r received signal amplitude
B  received mixer signal amplitude
c the speed of light
d target depth
D separation between transm itter and receiver
/  frequency
fo base frequency of FMCW radar
f t  transm itted frequency
fd frequency difference
fdi > fd2 frequency difference from Ta to Ra  and
Ta  to R fj^
f t (t )  instantaneous transm itted frequency
f { y  ~ Vo) range function in U(x,y)
F(u>) Fourier Transform of input signal
Ft(u>) Fourier Transform of input template signal
A /  change of frequency
Ga constant in matched filter transfer function
Gt transm itter antenna gain
Gr receiver antenna gain
(t(u;) , desired output of triangular templating
§{x o? Vo) target distribution function
h \(x  — xo,yo),h2(y — yo) phase function in U(x,y)
H{u;), H i(u>), H2(u>) filter transfer function
/ ( cj) output spectrum of inverse filter
k frequency spacing
&o free space propagation wavenumber
K 2 , K  constants in filter transfer function
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sig(t)
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S( f )
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path propagation loss due to media attenuation
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distance from transm itter to target 
distance from target to receiver 
convolution of input signal sig(t) and template 
function templ(t)
Fourier Transform of resp{t)
target distance
receiver antenna head




Fourier Transform of sig{t)
Fourier Transform of S(t)
St{t) transmitted signal waveform
Sr( t ) reeived signal waveform
S ( t ) receiver mixer output
Si(t) clutter filter input signal
Si(oj) Foirier Transform of S{ ( t )
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Sn(u>) pover density spectrum of clutter
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Td taiget diameter
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td time delay in filter transfer function
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T E M P L ( X )  Fourier Transform of templ(t)
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At frequency sweep time
Tr repetition rate
T( lj) template function in frequency domain
U(a;) output of filter processing
U ( x , y ) space variable function
v the velocity of propagation in the media
xo,yo point target position
x(t)  input time signal plus clutter
x i , X 2 target propagation path vertical position in model
£ta,yta target position in model
xun, i/un transm itter/receiver position in model
yo(t) output from clutter filter
y i , y2 target propagation path horizontal position in model
Vti, yt2 trench boundary
Sym bols
A, At(t) instantaneous wavelength of the transm itted waveform
a  coefficient in window function
a Radar Cross Section of the target
0 the angle between ground to target position




Td time delay between transm itted signal and received signal
r i,  r 2, t$, 74 time delay from four channels
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<jj circular frequency
u>t(t) instantaneous transm itted signal angular frequency




1 Introduction  1
1.1 Outline ...................................................................................................................  1
1.2 Ground Penetrating Radar ...............................................................................  1
1.2.1 G PR  S ystem s............................................................................................  2
1.2.2 A n te n n a ......................................................................................................  4
1.2.3 Signal P rocessing ...................................................................................... 4
r
1.3 Applications of G P R ........................................................................................   . 5
1.4 The Purpose of this Research Project ...........................................................  9
1.5 Outline of this th e s i s ............................................................................................  12
2 L iterature R ev iew  20
2.1 Outline ...................................................................................................................  20
2.2 Modelling o f G PR S y s te m ..................................................................................  20
2.2.1 Ray Tracing Algorithm ......................................................................... 20
2.2.2 Finite-Difference T im e-D om ain ............................................................ 21
2.3 FMCW R adar Signal P ro c e s s in g ..................................................................... 22
2.4 Filtering P r o c e s s ..................................................................................................  23
vii
2.5 Synthetic A p tf tu re ............................................................................................... 24
2.6 Conclusion ..........................................................................................................  26
3 P rincip les o f  FM CW  Radar O peration 30
3.1 Outline .................................................................................................................. 30
3.2 FMCW R ada Operation .................................................................................  30
3.3 M odulation o1 the FMCW W aveform ......................................    33
3.4 Demodulation of the FMCW W av e fo rm .......................................................  35
3.5 5 head FMCW s y s te m ........................................................................................  36
3.6 FMCW Systen Model Aims and S t r u c t u r e ................................................. 37
3.6.1 Aims cf the Signal Processing Mathematical M odel.......................  37
3.6.2 S tructire of the Mathematical Model ..............................................  38
3.7 Target Simulation M odel....................................................................................  40
3.7.1 Signal Propagation M o d e l.....................................................................  42
3.7.2 Propagation Path  within Infill M edia.................................................. 44
3.8 Received Signal C h arac te ris tics .......................................................................  47
3.9 Conclusion ...........................................................................................................  48
4 Target A nalysis M odel D evelopm ent 50
4.1 Outline .................................................................................................................. 50
4.2 Target Analysis Model O u t l i n e .......................................................................  50
4.3 Fast Fourier Transform(FFT) A lgorithm ....................................................... 52
4.4 Convolution A lgorithm .......................................................................................  54
4.5 Safe Digging Depth C alcu la tion .......................................................................  54
viii
4.5.1 SafeDigging Depth Computation for an Infill of Known Refractive
Index .........................................................................................................  57
4.5.2 SafeDigging Depth Calculation for an Unknown Refractive Index 57
4.6 Safe Digging Depth Accuracy Studies ...........................................................  58
4.6.1 Timing Quantisation E r ro rs ..................................................... 59
4.6.2 FFT Resolution............................................................................ 62
4.6.3 Traism itter Receiver C onfigurations....................................  63
4.7 Effect of Input Signal P h a s e ...............................................................................  66
4.8 Computation of Unit M ovement......................................................................... 66
4.9 Processing and Display A lgorithm s..................................................................  67
4.10 Application of Window Functions.....................................................................  68
4.11 Application of Target T em plating .....................................................................  71
4.11.1 Target Templating with ............................................................... 72
4.11.2 Triangular T em plating ............................................................................ 75
4.12 Reference Signal Subtraction A lg o r ith m ........................................................  78
4.12.1 Using as Reference S i g n a l ...........................................................  79
4.12.2 Using a Practical D ata as Reference S i g n a l ..................................... 79
4.13 Alternative Filter A lg o rith m s............................................................................  81
4.13.1 Inverse F i l t e r ............................................................................................  81
4.13.2 Matched Filter for W hite N o ise ............................................................ 83
4.13.3 C lutter Rejection F i l t e r ......................................................................... 84
4.14 Synthetic Aperture Algorithm for FMCW R a d a r ........................................ 87
4.15 Conclusion ............................................................................................................  90
ix
5 S im ulation  Model R esults 93
5.1 Outline .................................................................................................................  93
5.2 Signal Procesang Mathematical M o d el...........................................................  93
5.3 Simulations oiRepresentative Target S itu a tio n s ..........................................  96
5.3.1 Single T a rg e t ............................................................................................  96
5.3.2 Two Targets ............................................................................................  96
5.3.3 Summiry of Results for Uniform, Layered and Trenched Media . 103
5.4 Target Analyss Algorithm Resolution S tu d ie s ..............................................  107
5.4.1 Horizoital Resolution S tu d y ..................................................................  107
5.4.2 Vertical Resolution S tu d y ..................................................................... 109
5.4.3 Offset Vertical Resolution S t u d y ........................................................  109
5.5 2D Scan S im ulations...........................................................................................  112
5.5.1 Simulation of measured d a t a ...................   112
5.5.2 Simulation Synthetic Aperture im age.................................................  116
5.6 Conclusion ...........................................................................................................  116
6 E xperim ental R esults from A nalysis M odel 121
6.1 Outline .................................................................................................................. 121
6.2 Implementation of the Target Analysis A lgorithm ......................................  121
6.3 Test Site and Experimental System P a ra m e te rs .......................................... 124
6.3.1 Test S ite .....................................................................................................  124
6.3.2 Experimental System P aram eters .........................................   125
6.4 Two Targets Test R e s u l t s .................................................................................  125
x
6.5 Original Test R esults ............................................................................................  128
6.6 Limiter Algorthm R esu lts ..................................................................................  131
6.6.1 Limite Algorithm Applied on the Subtracted D a ta ........................  132
6.6.2 Limite Algorithm Applied on the Raw D a t a ..................................  135
6.7 A Set of Matched Filters Algorithm R e s u lts ..............................  135
6.8 A Set of Clutier Rejection Filter Algorithm Results ................................  140
6.9 Synthetic Aperture Algorithm Results for Real Test D a t a ........................... 144
6.10 Conclusion ............................................................................................................ 145
7 C onclusion and Further W ork 148
7.1 Outline .................................................................................................................. 148
7.2 Review of Research W o r k .................................................................................. 148
7.2.1 Signal Processing Mathematical Model D evelopm ent...................  149
7.2.2 SDD Quantisation E r ro r ........................................................................ 150
7.2.3 Investigation of Algorithms to Improve System Resolution . . . .  151
7.2.4 Experimental Results ...........................................................................  152
7.3 Further W o rk ........................................................................................................  153
A Safe D igging D epth  C alculation D erivation 154
A .l Derivation of Safe Digging Depth Calculation for a Known Refractive Index 154
A.2 Derivation of Safe Digging Depth Calculation for an Unknown Refractive
Index ......................................................................................................................  155
B Secant M ethod to  Solve a N on-linear Equation 157
C Target P a th  Function in Layered M edia 160
C .l Target in the Second L a y e r ...............................................................................  160
C.2 Target in the Third L a y e r ..................................................................................  160
D Target P a th  Functions in Trenched M edia 162
D .l Target in 7 2 2 2 .........................................................................................................  162
D.1.1 Target Path n\ —► 7 2 2 2 .............................................................................  162
D .l.2 Target Path n\ —► 7221 —> 7 2 2 2 ............................................................... 162
D .l.3 Target Path 721 -* 7223 —► 7 2 2 2 ............................................................... 163
D.2 Target in 7 2 3 2 .........................................................................................................  165
D.2.1 Target Path 721 —► n2 2 -* * 2 3 2 ............................................................... 165
D.2.2 Target Path 721 —► 7221 —► 7231 —► 7232   165
D.2.3 Target Path 721 —► 7221 —* n22 —> ^ 3 2    166
D.2.4 Target Path  721 —► 7223 —► 7222 -* *232   167
D.2.5 Target Path 721 —► 7223 —► 7233 —► 7232   168
E C urrent FM C W  S ystem  Configuration 170
F D eviation  o f  C onvolution w ith  173
X  X
xii
C h a p t e r  1
Introduction
1.1 O utline
This chapter provides background information on Ground Penetrating Radar(G PR), its 
applications, and the motivation behind the research work. The chapter concludes with 
an outline of the work contained in the thesis.
1.2 Ground Penetrating Radar
Radar means “Radio Detection and Ranging” . The first use of electromagnetic signals 
to determine the presence of remote terrestrial metal objects is generally attributed 
to Hiilsmeyer in 1904 [38], but the first description of their use for location of buried 
objects appeared six years later in a German patent by Leimbach and Lowy [39]. For 
almost 90 years, ground penetrating radar which uses a wide range of electromagnetic 
techniques to detect objects or interfaces buried beneath the earth ’s surface has been 
the subject of research and development.
The application range of GPR has been expanded steadily from the geophysical 
and geological needs [1] [2] [3] into archaeology [4] [5], road [6] [7] and railbed quality 







Figure 1.1: General Ground Penetrating Radar(GPR) system
pipe and cable detection [13] [14] [15] [16], as well as remote sensing by satellite.
The essence of the techniques is not different from tha t of conventional, free-space 
radar, but ground penetrating radar must take on an added significance of propaga­
tion loss, clutter characteristics and target characteristics which are distinctly different. 
Further, because of the interface between air and ground, the surface reflected wave 
can easily be stronger than that from the targets. The short distances involved in 
multi-target situations also produce serious interactions which complicate analysis.
1 .2 .1  G P R  S y s te m s
Ground penetrating radar system has been built using a variety of modulation types 
depending on the particular requirements of penetration depth, resolution, target char­
acteristics, software available for data  processing, reduction of electromagnetic interfer­
ence, system size and cost. Most GPR system can be mainly divided into three types 
according to its modulation methods, tha t is continuous wave(CW), frequency modu­
lated continuous wave(FMCW) and pulse radar. The general GPR system as shown in 
Figure 1.1 is composed of transm itter, receiver, antennas, signal processing and display.
Most early GPR systems use CW radar which use a single frequency transmission.
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The narrowband nature of the transmissions means th a t problems of broadband an­
tenna design and hi^i-speed data capture are avoided, but because of single frequency 
transmission, the radar return signal will contain limited target information, which is 
the serious disadvantage. Several early patents [40]— [48] described the CW operation 
which use diffraction effects due to underground features, and the reliance on conduc­
tivity variations to produce scattering.
The m ajority of current GPR systems use impulse radar techniques. Impulse radar 
transm its the baseband narrow pulse whose width is typically of the order of Ins in 
GPR applications. The production of such a pulse can be quite difficult. The return 
signal has a time delay which is proportional to the target distance and the spectrum 
of return signal contains a great deal of information about the target. The design of 
antenna can be complicated due to bandwidth and low distance requirements. The work 
of Hiilsenbeck in 1926 [49] appears to be the first use of pulse techniques to determine 
the structure of buried features. Pulse techniques were developed extensively over the 
next 50 years as a means of probing in ice, fresh water, salt deposits, desert sand, rock 
formations and coal seams [17].
Step frequency radar [18] [19] [20] employs coherent detection and utilizes both the 
phase and amplitude of the target reflected signal. This radar can achieve a resolution 
of much less than one wavelength by using an accurate phase measurement. However, 
this radar is more complicated, requiring full vector reception.
In FMCW radar the transm itted signal is continuously swept in frequency. The 
received signal is mixed with a sample of the currently transm itted wave to produce 
a difference frequency. The difference frequency depends on the time delay between 
transm itted and received signal, and hence the range to the buried target. FMCW 
radar has the main advantages of easier control of transm itted spectral shape, high 
resolution and wide dynamic range. FMCW systems have been used by Clarricoats, 
Olver and others in [21] [22] [23]. In these papers they described FMCW radar to locate 
and characterise shallow targets.
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1.2.2 A ntenna
Unlike an atmosperic radar the design of ground penetrating radar antennas must match 
to the characteristics of the medium of propagation and to the geometrical shape of the 
target, so the desigi of GPR antennas stress parameters such as impulse response, 
fractional bandwidth and polarisation state. The crosscoupling between closely-spaced 
transm itter and receiver, interaction of the reactive field of the antenna with the medium 
of propagation, as well as the antenna geometry are also im portant features to be taken 
into account.
Four m ajor types of antenna have been used successfully in ground penetrating 
radar [17], which are element antennas, travelling-wave antennas, angle independent 
antennas and aperture antennas.
1.2.3 Signal Processing
Signal processing techniques are required for the extraction of information from the 
signal generated by a radar system. Because of the action of clutter, and the similarity 
between delays within circuits and the time delays between the signal transm itted to 
the target and the signal received from it, the signal processing for ground penetrating 
radar is more complicated than free-space radar.
Several signal processing techniques have been adopted to process the GPR signals, 
including correlation, reference subtraction and filtering [7] to reduce clutter and noise. 
Synthetic aperture techniques [24] [25] are also been used to produce images of the infill 
and objects buried in it.
The signal processing work for ground penetrating radar can be considered at differ­
ent levels as following:
1. Processes applied to raw time-waveform data
2. Processes applied to a collection of time-waveforms, either along a line or over an 
area
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3. Processes appled in two or three dimensions
4. Processes appied to perform reconstruction of features so tha t the final image 
only contains information in a predetermined form
5. Processes whidi extract information according to  a user-controlled menu with 
labelling, discrimination and the possibility of addition of independently derived 
supporting material.
The m ajority of signal processing work are at level 1 and 2 some at level 3. Levels 4 and 
5 are currently the subject of research work in the field of advanced image processing, 
information technology and expert systems. Their practical application to the handling 
of G PR data  is still at an early stage.
1.3 A pplications o f G P R
Ground penetrating radar [17] techniques have many applications, including geophys­
ical prospecting, subsurface mapping, structural appraisal, the location of pipes and 
cables, and the detection of explosive mines. Comparing with some traditional method 
to detect underground target, GPR technique has the advantages of fast detection, high 
resolution, easy handle operation and low cost. GPR has advantages over seismic meth­
ods because any dielectric variation, not necessarily involving conductivity, will also 
produce reflections. Also another advantage of GPR over seismic is in the remote appli­
cation such as lunar investigate. Remote transducers are possible because the dielectric 
impedance ratio between free space and soil materials, typically from 2 to 4, is very 
much less than the corresponding ratio for acoustic impedances, by a factor which is 
typically of order 100. So GPR techniques have been widely used in civil engineering 
and military application.
The application of ground penetrating radar to geophysical prospecting [2] [26], that 
is detecting the layers present in a structure, is the oldest of the applications since the 
technology required to generate the radar pulses is less demanding than for higher reso­
lution and short range systems. Systems designed for this purpose operate at relatively
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low frequencies of tms to hundreds of MegaHertz to achieve penetration of hundreds of 
metres in rock.
Archaeological surveying [27] and general mapping of areas of ground normally uses 
frequencies of between 200 to 1000 MHz [4], which provides a lower penetration into the 
earth, but a higher resolution. These systems are required to map areas and identify 
objects such as waler tables, disturbed earth, bodies, voids, pipes and cables. The 
majority of commerdal systems are designed primarily for this application and a number 
of companies operaie surveying services. The data produced from the surveys often 
require significant post-processing to interpret the results, and hence the software can 
take account of up to 25% of the equipment cost.
The use of ground penetrating radar systems to perform structural appraisal of build­
ings and tunnels is of increasing interest [22]. These systems are designed to detect 
voids and concrete reinforcing rods with a lower depth of penetration required than for 
a ground mapping system. The frequency of operation can be as high as 2GHz [22] to 
achieve good resolution. The moisture content of buildings is normally lower than that 
of soil, therefore a lower transm itter power can be used.
A related application is the mapping of road pavement structures [28] [29] [8] [30] [31], 
to detect voids [32] and accurately measure the depths of the pavement layers. The hard­
ware requirement is significantly different from a structural appraisal system. Pavement 
mapping systems are normally mounted on a vehicle and are designed to survey a single 
carriageway with one sweep. This normally requires a multi-channel system with the 
processing power to handle very high data rates [33].
The location of pipes and cables [16] [34] [50] using ground penetrating radar has 
predominantly been concerned with the mapping of utilities prior to the laying of new 
services using excavation or micro-tunneling [35]. These systems produce an image 
showing the location of pipes and cables in the scanned area. One requirement for this 
application is that the area is surveyed in the smallest amount of time. The amount 
of signal processing that is required will vary, and is dependent on the training and 
experience of the operator. Significant post-processing is generally required to produce 
a clear image.
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The systems with the highest resolution are those required to identify small objects 
such as explosive mires [11]. These systems frequently use a library of target responses to 
increase the probabilty of detection in real time. They normally require high resolution 
with a lower penetration than other applications.
The number of ccmpanies involved demonstrates the interest shown in ground pen­
etrating radar systems, specifically amongst the UK, US and Japanese utilities [15]. 
These companies hare all developed equipment to map an area of ground and trace the 
position of pipes and cables down to a depth of 3.5m to 4m, with resolutions of approx­
imately 10 to 20cm. Some of the equipment also provides information concerning the 
geological profile, which is of interest where micro-tunnelling machines are used instead 
of conventional excavation techniques [35].
Sensors and Software Inc., Canada (PulseEKKO Systems) are most widely used 
for geological prospecting and mapping. A range of transducers are available which 
operate at 25, 50, 100 and 200MHz, and offer good depth capability, but at the cost of 
poor resolution. A higher frequency transducer is believed to have been recently made 
available (PulseEKKO IV-H) which gives better resolution.
Geophysical Survey Systems Inc., USA (GSSI) produce a range of Subsurface Inter­
face Radars (SIR Family) that are used for geological prospecting and general mapping 
of areas of ground. The equipment can also be used for the location of pipes and pave­
ment mapping, but with limited success. A study by BRGM, France, showed an 80% 
success rate with depth errors of approximately 10% at 500MHz. The GSSI equipment 
is probably the most widely used for mapping purposes and transducers are available 
at frequencies of 24 to 50MHz (continuous); 80, 120, 300, 500 and 900MHz. The SIR- 
10 system which is the most recent model can store data  digitally and operate as a 
multi-channel system if required. The multi-channel system can use pairs of transduc­
ers at different frequencies or up to four transducers at the same frequency. The signal 
processing enables this system to map a  wider swath of ground or provide increased res­
olution over a narrow area. The signal processing also enables the equipment to focus 
on details at a particular depth. The data bandwidth of the current system is being 
enhanced to enable the equipment to be used for pavement mapping.
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A number of agencies have developed ground penetrating radar equipment to fulfil 
one particular role, therefore provide a performance benefit.
EMRAD are offering a survey service using a multi-channel system [7], [36] with up 
to four transmit/receive modules that offers either improved resolution or a wider area 
coverage. The PIPEHAWK gives a real time readout of the area scanned and depth 
information can be calculated using target returns to compute the refractive index. Both 
EMRAD systems can log data to an external computer to post-process information.
To date, the only system that has specifically been designed to measure the depth 
of pipes and cables has been the TERRASCAN system developed by the Ohio State 
University in conjunction with the Electric Power Research Institute (EPRI), USA [7]. 
This equipment was manufactured by MACom Inc. (formerly Microwave Associates) 
and was still in production in 1988 although no further details have been obtained. EPRI 
withdrew funding in 1988 after 10 years of work had failed to obtain any significant 
results.
The Tokyo Electric [15] system has been developed to provide three dimensional map­
ping of buried utilities, and does not require any data interpretation. This is achieved 
by using extremely powerful and expensive post-processing techniques.
The means by which the dielectric constant (hence the calibrated depth) is deter­
mined varies widely between systems. Some systems use a simple estimate, or a database 
of values. Alternatively, samples of earth can be taken and the dielectric constant is 
measured as part of the post-processing work.
The pavement mapping ground penetrating radar systems frequently utilise multiple 
channels and are usually mounted on a vehicle, enabling them to map a carriageway with 
one sweep. This leads to a very high data rate and the processing system has to  be very 
powerful to cope with it. The majority of the research in this area is mainly concerned 
with increasing the data bandwidth of the system to provide better resolution. The aim 
of most pavement mapping systems is to cover a large survey area, even if this requires 
post-processing to increase the resolution of the images [31], [37].
In the USA, Ohio State University [7] have been researching ground penetrating
radar systems for a number of years in conjunction with US utility companies and 
research agencies (EPRI, Gas Research Institute) which has led to the TERRASCAN 
system manufactured by MA Com. The wide range of applications means tha t optimum 
results are obtained when the ground penetrating radar equipment is designed to meet 
a particular need, as opposed to using a general purpose design.
Most of the systems are general purpose in nature, and consequently a significant 
amount of interpretation is required, and hence a high level of training of operators. In 
addition to the generally high price due to the hardware requirements, this makes these 
systems unsuitable for widespread use.
The majority of the ground penetrating radar systems use pulse radar techniques 
and have had a varying degrees of success. A British Gas system reached the pre- 
production stage, however the practical use of the system was finally envisaged as a tool 
to provide depth and position information to interface to a digital mapping system. It 
was expected to allow each trenching gang to be equipped with a unit.
1.4 T he P urpose o f th is Research P roject
This thesis concerns the use of ground penetrating radar to detect the presence of buried 
cables or pipes to enhance the safety of trenching personnel. The object is to provide 
a display of the “safe digging depth” of the upper surface of a buried object when the 
system is directly above a target.
This system must be portable, provide real-time processing and display, be easy to 
handle and its use must be straightforward to field personnel who have only been given 
a basic introduction to its use.
FMCW radar has been chosen for this project because of its high resolution and 
wide dynamic range and since it is suitable for short range detecting. A pulse radar 
system could be used to determine the target safe digging depth in this project, but 
high resolution and accuracy requirements in the time domain impose severe restrictious 
for pulse radar design because the very short pulse w idth(l-3nsec) requires specialised 






Figure 1.2: 5 Head Ground Penetrating Radar(GPR) system
in the FMCW radar system requires a simple ramp in output power as the frequency 
is increased. FMCW radar utilizes the continuous wave principle for which the range 
accuracy is determined by the frequency resolution. This can be adjusted to a desired 
value. In addition the frequency ranges used are similar to the commonly used TV and 
mobile telephone bands where relatively cheap mass produced integrated circuits are 
available.
This FMCW G PR  system is unique and uses a 5 antenna head structure in order to 
provide accurate measurement of the depth of a shallowest target. The 5 head system 
as seen in Figure 1.2 has two transm itters and three receivers, one pair of transm itter 
and receiver has been used at one time. This 5 head system provides four combina­
tions of transm itter and receiver which enables the target triangulation and convolution 
techniques to be used to accurately obtain the depth of targets.
The target triangulation technique uses the two propagation paths to eliminate the 
unknown refractive index of the propagation media. The convolution approach convolves 
the signals from two channels and enables the system to concentrate on targets directly 
below the centre point of the measurement unit. D ata from the two channels is combined 
so th a t reflections from targets not on the centre line are attenuated. The measured 
depth of the shallowest target corresponds to the measured depth of the upper surface
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of the object causing a significant reflection of the transm itted signal.
M athem atical models have been developed to simulate the FMCW radar system and 
process radar retirn  signals in order to predict the system reaction to realistic infill 
and target situations. It has been designed to simulate the FMCW transm itted signal 
generation, the return signal and soil media. The model has been divided into two 
parts: target simulation and target analysis. The target simulation model simulates the 
FMCW UHF system signal propagation in uniform, layered and trenched soil, and then 
produces the sampled time domain signals. The target analysis model takes the Fast 
Fourier Transform(FFT) of these sampled signals, convolves pairs of receiver responses 
and calculates the desired unit movement direction and target safe digging depth. The 
target analysis software forms the basis for the safe digging depth calculations used in 
the experimental system.
Different methods have also been investigated to improve system detection resolution. 
Reference signal subtraction and a ‘limiter’ algorithm have been employed to improve 
system resolution which has been shown to reduce most of clutter signals.
A set of matched filter and clutter rejection filter algorithm have also been produced 
and used on the subtracted data. This has resulted in a improved resolution and clarity 
of image for multi-target situations.
Synthetic aperture algorithm has been studied and tested using simulated and real 
data. The results show a improved horizontal resolution of the target image on the 
simulated data.
A dedicated sand filled test site has been built in the University campus and the 
experimental system has been tested in this test site successfully. The presence of 
multiple targets can be detected and their depths has been computed correctly. Tests 
also have been carried out on tarm ac roadway.
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1.5 O utline o f th is thesis
This thesis describes work of the modelling and processing of FMCW ground penetrating 
radar system signal. There are seven chapters and six appendices.
Chapter One provides a brief introduction of GPR system, its applications, the pur­
pose of this research work and the outline of this thesis.
Chapter Two provides a summary of a literature review which includes information 
concerning modelling of GPR, ray tracing methods and the signal processing methods 
of FMCW radar. It also gives conclusions from the literature search on signal processing 
for FMCW ground penetrating radar.
Chapter Three describes the basis of FMCW radar and its signal processing theory, 
mathematical model requirement and structure. The target simulation model includes 
UHF signal calculation, and signal propagation and target path calculation. This is 
based on the ray tracing method considering the refraction and reflection of signals at 
each index boundary.
Chapter Four provides the target analysis model which includes an FFT  algorithm, 
convolution algorithm, and safe digging depth and unit movement calculation. The 
chapter also gives the details of the effect of timing quantisation errors on the safe dig­
ging depth calculation. Some spectrum processing algorithms such as window function, 
target templating and different filters are described which have been investigated to 
improve system resolution. The principles of synthetic aperture algorithms applied to 
the FMCW radar image processing have also been provided.
Chapter Five presents and discusses simulation results for uniform, layered and 
trenched soil conditions for single and multiple targets from the signal processing m athe­
matical model. T he chapter also provides details of the horizontal and vertical resolution 
for the m athem atical model. 2D scan simulation results and the results of the synthetic 
aperture algorithm applied to simulated data are also presented.
Chapter Six provides details of the applications of experimental results to the anal­
ysis model. The chapter also provides the results from a set of matched filter, clutter
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/rejection filter and synthetic aperture algorithms applied to real data,
Chapter Seven describes the conclusion of the research work undertaken and the 
further work which is envisaged concerning the mathematical algorithms to improve the 
detection resolutioi.
Appendix A provides the derivation of safe digging depth algorithm.
Appendix B describes the secant method flowchart to solve the non-linear equation.
Appendix C provides the target path functions in layered media for the target sim­
ulation model.
Appendix D provides the target path functions in trenched media for the target 
simulation model.
Appendix E provides the current FMCW system configuration.
Appendix F examines the convolution algorithm using functions.
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C h a p t e r  2
Literature R eview
2.1 O utline
Several factors make ground penetrating radar more complicated than free-space radar. 
In order to design a successful GPR system which produces a reasonable result in an 
acceptable time, the modelling method appears to be the most effective way to do 
it, which uses computer software to simulate the GPR system work, predicate how 
the underground topology is presented and how the system will react to the realistic 
targets, therefore optimizing the GPR system. This chapter provides an overview of the 
literature search about the modelling of G PR systems, ray tracing methods, FMCW 
radar signal processing and image processing. The chapter also gives the conclusion on 
the literature search.
2.2 M odelling o f G P R  System
2.2.1 Ray Tracing A lgorithm
From Snell’s law, the ray tracing algorithm indicates that any electromagnetic wave or 
light wave will produce a reflection and a refraction at the surface between two media
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with different dielectric constant. Ray tracing methods can be used in modelling the 
propagation of GPR to simulate the reflections and refractions in the path to and from a 
target. Several papers [1] [2 ] reported using ray tracing methods to model GPR systems.
Goodman [1 ] used an exact ray tracing technique to produce a 2-D forward mod­
elling package to simulate ground penetrating radar. The software can predict the full 
waveform signatures for a variety of different ground conditions and structures. Some 
simulation results were given.
In Cai’s paper [2] a ray-based algorithm for synthesizing bistatic GPR profiles was 
described and applied to the modelling of a multi-offset, multi-frequency data set from 
fractured carbonates. The program generates reflections from complicated geometrical 
features by explicit computation of source and receiver directivity, reflection and trans­
mission coefficients, 3-D geometrical spreading, and attenuation. The modelling results 
concentrate on the geologic environment.
From the literature review, ray tracing was shown to be a suitable method to model 
the FMCW radar system in this project.
2.2.2 Finite-D ifference Tim e-D om ain
In recent years, time-domain electromagnetic methods have attracted  an increasing 
amount of attention. Geophysical prospecting, remote sensing of objects and people, 
nondestructive testing, and ground penetrating radar are the areas which benefit from 
transient electromagnetic methods.
In Moghaddam’s [3] paper, the FDTD(Finite-Difference Time-Domain) method is 
used to solve the 2 |D  problem of the response of an arbitrary source, in particular a point 
source of an impulse signal, in a two-dimensional isotropic inhomogeneous medium. The 
analysis of a single line source component using 225 time steps requires 7 minutes on a 
SUN-SPARC workstation, with a point source example requires about 6.5 hours. Some 
more complicated practical cases such as locating reinforcing bar or a void have also 
been demonstrated by this numerical model.
The FDTD 2D+ method has been reported by Livelybrooks [4] who developed a
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user-interface for Moghaddam’s program. Program FDTD 2D+ has been used to sim­
ulate reverberation of radar waves within a mine tunnel in an effort to discriminate 
reverberations from reflections from interesting targets. This program ran on a SUN 
workstation in tens to hundreds of minutes, depending upon the number of nodes and 
the number of wave numbers for which solutions are calculated. A user-interface has 
been included in the program.
Wang [5] also developed a FDTD solution to Maxwell’s equations for simulating 
electromagnetic wave propagation in three-dimensional media. The algorithm allows 
arbitrary variations of electrical conductivity and permittivity to be used in the model. 
On a Cray C-90 computer, the run time is about 6  CPU minutes for each source position 
for a 3-D model. The results show that the FDTD solution generally agrees well with 
closed-form solutions.
Although FDTD method has reported for modelling G PR propagation and produced 
good simulation results, the long program execution times are the big shortcoming for 
real time application, and also the FDTD method needs to simulate cases for many 
positions, each needing complete simulation, therefore it was considered unsuitable for 
this project.
2.3 FM C W  Radar Signal Processing
The application of FMCW radar to locate underground objects has attracted  a growing 
interest because of its high resolution, wide dynamic range and short distance charac­
teristics.
Olver and others at Queen Mary and Westfield College of the University of London 
(QMWC) have published work concerning FMCW systems incorporating basic micro­
processor control of the frequency sweep linearity and digital signal processing tech­
niques [6 ], [7]. They developed a FMCW radar which used three different frequency 
bands: 1—2GHz, 2—4GHz and 9— 11GHz. Each of these bands suits a particular 
application type.
In [6 ], Olver et a'l described a FMC W radar which worked in the 1—2 GHz band. The
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signal repetition rate was 1 0 Hz and the sweep time was about 10 ms. The antenna was 
600mm in diameter. Tests were described which detected a 150mm diameter ceramic 
pipe buried 1.0m below surface. The result was a one dimensional return signal spectrum 
which need a trained operator to interpret.
The 9— 11GHz FMCW radar [7] had been used to detect voids and non-metallic hid­
den objects with a smaller hand held unit. The results shown presented the comparison 
between the spectrum of the response to a plastic pipe and a metal bar, together with 
the 2D scan plots. These clearly show the difference between the images from a plastic 
pipe and a metal plate.
In Carr et al [8 ], a method of digital signal processing for extracting and isolating 
targets in the return signal of an FMCW radar was described. The work applied digital 
filtering to the frequency difference spectrum, followed by non-linear optimisation to 
detect the presence of multiple targets amid clutter. The results show tha t the method 
gives enhanced detection of weak return signals. But in this paper it can only spot 
targets on the spectrum of radar return signal rather than give the accurate target 
depth reading.
Yamaguchi [9] reported his work on a practical FMCW radar for detecting objects 
buried in wet snowpack. The operating frequency of this FMCW radar was from 1.2— 
2.2GHz with a maximum output power of 100 mW. An averaging and subtracting digital 
signal processing technique was employed. A laboratory simulation and two field exper­
iments were carried out to detect and map various objects embedded in the snowpack. 
Results show tha t this system could map metallic objects larger than 5 cm wide buried 
at 80 cm depth. Yamagichi [10] also published another paper which described work 
into detecting human bodies in snowpack using an FMCW radar. Results show it was 
possible to map body buried at least 125 cm from the snow surface.
2A  F iltering Process
Ground Penetrating Radar return signals contain noise and clutter, in order to extract 
a target signal from this background, some basic methods [1 1 ] are: averaging which re­
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duces random noise but has no effect on clutter; subtraction which can reduce clutter if 
the statics of the ground are position-independent; time-varying gain which makes most 
effective use of the dynamic range of the data presentation medium; frequency filtering 
which uses lowpass, highpass and bandpass filters that are provided in some commer­
cially available equipment. Except the above techniques, some other more advanced 
techniques [1 1 ], such as waveform-dependent methods and target-dependent methods 
enable the detection of received signal corresponding to a target much more effective.
Wiener filtering is an obvious waveform-dependent method which has the transfer 
function as Equation 2.1 [11]
=  jvo/2  +  i r c|S (w )p  (2,1)
where No is the noise power, S (u>) is the signal spectrum and K c\S(w)\2 is the clutter 
power. An im portant special case of the Wiener filter is the matched filter when noise 
dominates, when clutter dominates it becomes the inverse filter.
Ueno and Osumi [12] have adapted this approach in designing a filter for their sub­
surface radar data as part of a holographic imaging procedure. They multiplied H{lo) 
by a linear combination of multipliers and delays( a transversal filter) to obtain an out­
put which had, when a know reference was used as input, an acceptable combination of 
mainlobe width and sidelobe levels.
Carr et al [8 ] tried to use matched filter on a FMCW radar return signal, but the 
results were poor, the resolution appeared to deteriorate.
2.5 Synthetic A perture
The technique of coherent processing of several received radar signals has been used to 
enable the narrow beamwidth of wide aperture antennas to be synthesised by combining 
the measurements obtained from a number of wider beamwidth antennas arranged in 
an array. This kind of radar is so-called synthetic aperture radar which has high angular 
resolution.
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Early synthetic aperture systems used optical techniques and storage of informa­
tion on photographic film. More recently, Anderson and Coworkers have used single- 
frequency CW radiation to demonstrate true microwave holography applied to the imag­
ing of buried objects [13] [14] [15] [16]. The technique has also been used for ice survey­
ing [17].
The synthetic aperture and holographic process requires the measurement over an 
aperture at the ground surface of the amplitude and phase of reflected signals from a 
target, making use of the direct illumination of the receiver from the source to provide 
a phase reference. For underground targets, the synthetic aperture process also requires 
a knowledge of the refractive index of soil.
Several papers have reported the imaging techniques for processing G PR data. Image 
reconstruction principles based on microwave holography are treated in [18] [19] which 
use a computer-aided imaging method incorporating a wide-band holographic approach 
in pulse radar systems.
Michiguchi [20] introduced new imaging processing techniques for impulse band GPR. 
This takes two steps to produce a high resolution image: preprocessing and then syn­
thetic aperture processing.
Synthetic aperture techniques have been successful employed using pulse radar sys­
tems for high resolution area mapping [21] [22] [23] [17] [16] [24] [25]. However, for 
locating a shallow target, the pulse radar has difficulty in achieving the high precision 
needed in the tim e domain. On the contrary, FMCW radar is very suitable for short 
distance applications. Yamaguchi [26] has published work using a synthetic aperture 
technique with an FMCW radar. In this, the principle of synthetic aperture FMCW 
radar was presented and results of several objects buried in natural snowpack by using 
this radar system was provided. The results show a high resolution image in the azimuth 
direction comparing with real aperture images, but for producing the high resolution 
image, a number o f tests have to be done to obtain the underground refractive index 
value before the scan test.
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2.6 Conclusion
From the literature search, most of the methods concerning the modelling of GPR are 
theoretical models. The FDTD method is not suitable for the processing requirements 
of this project, not only because of the computer memory requirements, but also the 
long execution times. Ray tracing methods were found to be suitable for establishing 
target path models.
The non-linear optimisation algorithm reported in QMW C’s paper [8 ] cannot be 
adapted because it did not give the accurate target depth reading. Also this method 
took some time to run which presents a restriction on its use in the practical system.
Matched filter, clutter rejection filter and synthetic aperture algorithms for FMCW 
radar techniques were examined in this work to see what results will be produced by 
this method.
Considering the aims of this research, the need was for real-time processing which 
produce fast and easy to understand software output. The signal processing task was to 
establish a simulation model to  perform the basic target analysis algorithm firstly, and 
then use this algorithm on the real measured data. This naturally led to an investigation 
of other methods to improve system resolution and produce software for practical use.
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C h a p t e r  3
Principles o f FM C W  Radar 
O peration
3.1 O utline
This chapter describes the principles of FMCW radar operation, signal processing and 
the FMCW system model aims and structure. The chapter also gives the target sim­
ulation mathematical model which uses the ray tracing method to evaluate the target 
path in different infill media.
3.2 FM C W  Radar O peration
A basic FMCW  radar system [1] is shown in Figure 3.1. The system is composed of 
a frequency generator, transm itter and receiver antennas, a receiver mixer and signal 
processing hardware. The frequency generator, typically a Voltage Controlled Oscil- 
lator(VCO), produces the transm itted signal whose frequency is swept linearly with 
time. The VCO output signal is connected to the transm itter amplifiers and antennas. 
The reference signal is extracted from the VCO and coupled to the receiver mixer to 















Figure 3.1: Basic Elements o f an FM CW  Radar System
to produce an audio-band beat frequency, which is proportional to the signal propaga­
tion time to and from the target. The audio-band signal is sampled and transformed 
into the frequency domain. The signal processing subsystem analyses this spectrum to 
determine the target distance.
An FMCW radar transmits a carrier wave which is linearly swept in frequency be­
tween a lower frequency, /o , and an upper frequency, f o  + A / ,  during a time, T s . This 
is repeated at a repetition rate, Tr , as shown in Figure 3.2. The time difference between 
transm itted signal and received signal is denoted by r j. Assuming tha t there is only one 
target at a distance R  from the radar antenna, then the return signal will be delayed in 
time by ( r j  =  -|p) where v is the velocity of propagation in the media.
The transm itted frequency f t can be written in terms of a  base frequency, f o  and the 
rate of change of frequency with time:
Figure 3.2: (a) Transmitted (—)  and received (----- )  frequency profiles in an FM C W
Radar System; (b)  Difference frequency between profiles proportional to delay in ‘echo ’ 
of signal, and hence depth o f target
The delayed radar return signal, / r , is therefore given by:
f r  =  f o  +  j f ( t - r d )(3.2)
with the difference frequency, f d , :
the above equation shows th a t the difference frequency, fd , is proportional to the target 
distance R.
The repetition rate  (Tr ) has a considerable effect on the received signal spectrum . 
If the signal is swept only once, the return signal is a single sinewave burst a t the 
difference frequency. This signal is illustrated in Figure 3.3(a) along with its frequency 
spectrum in Figure 3.3(b). The fact th a t the signal has a finite duration results in it 
having a spectrum  rather than being a single tone. The spectrum  peaks at the difference 
frequency, giving a clear indication of the propagation time of the signal.
Repeatedly sweeping the signal with a  fixed delay between sweeps, transform s the
smooth frequency spectrum  into one which is sampled at the harmonics of the repetition 
frequency, as shown in Figure 3.4(a),(b). The return spectrum is then not a  continuous, 
smooth trace, but a set of spectral lines. If the delay between sweeps is too short, the 
spectrum becomes as shown in Figure 3.5. The spectral lines become too separated in 












10 20 30 40 50 60







.a  A A A,0
0 10 20 40 7030 50 60 80
Figure 3.3: a) Return signal, and b) Frequency spectrum, o f a single sweep o f an F M C W  
radar system
3.3 M o d u la tio n  o f th e  F M C W  W aveform
Recalling from Equation 3.1 the instantaneous transm itted frequency, f t{ t) ,  can be 
represented by:
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Figure 3.4: a) Return signal, and b) Frequency spectrum, o f a repetitive sweep of an 
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Figure 3.5: a) Return signal, and b) Frequency spectrum, o f a repetitive sweep o f the 
FM C W  radar system. Repetition frequency is twice that o f Fig.3.4
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denoting the instantaneous transm itted angular frequency by u;*(f) for 0 < t < Tr:
v t(t) = <
27Tf t (t) 0 < t < Ts 
0 T , < t < T r
(3.5)
the transm itted signal waveform can be represented as the integral of the instantaneous 
frequency [2 ]:
f  dS t TsSt(t) = A t cos J  — dt = A t cos j  Ljt(t)dt (3.6)
Where A t is the amplitude of transm itted signal. Substituting u>t(t) with Equation 3.4 
and 3.5, gives the transm itted signal as:
St{t) = A t cos ^ 2 t t /0£ +  27r^ r ^ r ) (3.7)
3.4 D em odulation  of the FM C W  W aveform
The receiver signal is the transm itter signal delayed by Td:
Sr(t) = A r cos ^ 2 tt/0(£ -  rd) +  2tt^ ^  ^  ^ (3.8)
A r is the amplitude of receiver signal. The receiver mixer output is hence defined by:
S (t) = S t(t)S r(t)
=  i A tA r cos (4 ir /0« -  2ir f0Td + t1 -  2,r^ / — t +  ^ ^ - )
+ ± A tA r cos ( a r /o r ,  +  -  ^ )  (3.9)
Let B — ^ A tA r and let the receiver output be low pass filtered to  produce the 
baseband frequency difference signal:
S (t)  =  B  cos ^27t ford + 2ir^ f Tdt _  (3.10)
In typical use the  condition <C 2t: f^Td holds, and the receiver mixer signal
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becomes
S(t)  = B  cos ^ 27r f 0Td + ^ ■^ J Tdt Sj  (3.11)
Here 27r/oTd is a phase term and the signal frequency is
3.5 5 head FM C W  system
A two transm itter and three receiver FMCW radar (Figure 3.6) has been proposed to 
facilitate accurate measurement of the depth of a buried object. This system contains 
two transm itter heads T 4 , Tb , and three receiver heads R a /b -> R'a  an^ R'b  while R a /b  
is switchable receiver. As seen in Figure 3.6, there are four propagation paths: from 
Ta  to R a , Tb  to R b , Ta to R'A and Tb  to R'B . When the target is directly beneath 
the measurement unit, the propagation path Ta  to R a will equal that from Tb  to R b  
and Ta to R!a will equal Tb  to R'B. If the target is off unit centerline, the two pairs 
of propagation paths will be unequal. In the convolution technique described later in 
Chapter 4, Section 4.4, This enables the system to concentrate the measurement onto 
the target direct beneath the unit and filter the off line target. Using the ratio of the 
time delays in the two propagation paths we can calculate the target safe digging depth 
and avoid needing to know the refractive index of the soil, as described in Chapter 4, 
Section 4.5.
The UHF electronic sub-system provides the transm itted signal, and receives the 
reflected signal from the target to provide the input to the signal processing sub-system. 
The transm itted power is increased with frequency in order to  reduce the dynamic 
range requirements of the signal processing system by compensating for the attenuation 
characteristics of the infill. The mixer decodes the received signals and provide the data 
for the signal processing stage.
The signal processing and system control sub-system inputs the data  from a UHF 
scan and stores this in memory. D ata from different scan pairs are then convolved to 
concentrate the measurements onto targets directly below the center of the measurement 
unit. The data from this stage is used to determine whether the unit is positioned 
directly over a significant target and then to compute its depth. The sub-system provides
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an left or right arrow indicating facility in order to center the unit over the target, once 
centered the unit displays the safe digging depth.
Rb Ta Ra / b Tb r ^
Figure 3.6: Array o f transm itter and receiver heads used to measure the Safe Digging 
Depth o f a target
3.6 F M C W  S y ste m  M o d el A im s and S tru ctu re
3.6.1 A im s o f  th e  S ignal P r o c e ss in g  M a th e m a tic a l  M o d e l
M athem atical modelling of the FM CW  radar has been developed to provide some pre­
diction of how the system will react to realistic situations and to provide a  reference 
for concerning field. The model simulates the UHF system and processes the signal
spectrum , and finally gives the target depth measurement.
The signal processing system performs the following tasks:
• Generates the FM form of the transm itted  signal.
• Calculates the propagation characteristics of the infill from the radar equation and 
the reflected signal from the target.
• Mixes the transm itter reference signal with the received signal.
• Filters the post-mixer signal.
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• Samples audio-band frequency difference signal.
• Fourier transforms the data collected to determine its frequency spectrum.
• Convolves data from separate receiver channels to:
— Provide an indication whether the unit should be moved left or right.
— Concentrate system on targets directly under the center of the device.
— Eliminate the unknown refractive index of the soil.
• Determines the safe digging depth and displays this to the operator.
In this chapter, the modelling of the signal propagation process is described. The 
modelling of the Target Analysis processes are described in Chapter 4. The signal 
processing model has two main aims. First is the prediction of how the transm itted 
signal profile affects the audio-band frequency difference spectrum and the effects of 
the convolution process on the output data. Second is the evaluation of various target 
analysis strategies used to compute the safe digging depth and unit movement. The 
model has been applied to a number of representative target situations.
3 .6 .2  S tr u c tu r e  o f  th e  M a th e m a tic a l M o d e l
The signal processing model has been essentially divided into two main areas. The model 
outline is shown in Fig 3.7. The radar system and target simulation software models 
the UHF electronics sub-system and the signal propagation through the ground. The 
output from the software is a sampled form of the frequency difference signal produced 
by a number of user defined targets present in the soil.
The target analysis software computes the Fast Fourier Transform (FFT) of the 
sampled data. From this it calculates the movement direction of the unit to position it 
directly over the target and then calculates the safe digging depth.
The software has been written in the Microsoft QuickBasic computer language. The 
target simulation model and target analysis model have been programmed indepen­
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Figure 3.7: Sub-division o f the Signal Processing Mathematical Model into Radar System  
and Target Simulation; and Target Analysis Modules
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target analysis software will be used to process and analyse the sampled tim e domain 
signal produced from the UHF system.
ry
R ' b T a R a/ R b T b R 'a x
Figure 3.8: Cross Section o f the Target Simulation Model
3.7 T arget S im u la tion  M od el
The target simulation model uses the rectangular coordinates x,y as shown in Figure 3.8. 
The x=0 axis represents the ground level. The measurement unit can be moved along 
the y axis from left to right. The vertical axis represents the ta rg e t’s depth. The targets 
can be defined a t various(x,y) positions with respect to the origin. The target size is 
also specified in terms of its radar cross section.
The target simulation model simulates the FM CW  transm itted  signals, their prop­
agation though the soil and the reception and demodulation of signals. The model 
generates an output waveform (transm itted signal) and delays this by a time period re­
lated to the target depth (received signal). These signals are then mixed and sampled, 
and saved in d a ta  files for the target analysis model to use. The transm itted  waveform 
can be programmed with a particular frequency and amplitude profile and so can ex­
plore various m odulation and signal processing strategies th a t could be adopted. The 
propagation model through the soil is based on the radar equation and includes the 
soil’s attenuation, transm itter and receiver antenna gains, target radar cross section,
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Figure 3.9: a) Layered b) Trenched infill profiles used in the target simulations
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and the standard propagation losses resulting from beam spread.
The target simulation model can be specified with either: uniform, layered, or 
trenched infill profiles as shown in Figure 3.9. The refractive index values have been 
based on the results of the measurement on soil samples in the feasibility study [3]. The 
real part of the refractive index n' varies from 2.0 to 3.0, and the imaginary part of the 
refractive index n" varies from 0.15 to 0.22.
3 .7 .1  S ig n a l P r o p a g a t io n  M o d e l
The Radar equation [4] has been used to calculate the amplitude of radar return signals 
in the target simulation model and is shown below:
PtGtGr\ 2<r 
(4ir )3r  J r |
Where the parameters are defined below:
Pr = L> (3-12)
G t: transm itter antenna gain
Gr : receiver antenna gain
A: instantaneous wavelength of the transm itted waveform
ri'. distance from transm itter to target
7*2 : distance from target to receiver
a: Radar Cross Section of the target
Pf. transm itter power
Pr : receiver power
Lp: path propagation loss due to media attenuation
The transm itted signal frequency is varying with time as expressed in Equation 3.4, 
hence the wavelength can be written as:
A « W =  C
m
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The radar cross section c  is calculated by the following formula:
a  =  IT,
Where Td represents ta rge t’s diameter, T is reflection coefficient, for metal object 
r  =  1.0, non-metal object T < 1.0. The propagation of a plane wave along a direc­
tion, (7*1 - f  7*2),  in a medium with refractive index, n, is usually described by a complex 
exponential:
Aex-p(j(ujt -  nk0(ri +  r 2 ) )
where A  is the wave amplitude, u> the angular frequency, and ^0 = 7  =  27r / / c  is the 
free space propagation wavenumber. c is the speed of light in vacuum 3 x 108 m/sec. 
In a general medium the refractive index is a complex quantity n — n' — j n ", so the 
propagation term becomes:
A e x p ( j(u t  -  (71' -  jn " )k 0(ri - f  r 2 ) ) )  =  A e x p ( - 7i " f c 0 ( r i  +  r2)) e x p ( j ( u > *  -  n'ko(ri +  r 2 ) ) )
Hence the real part of the index, n', affects the phase change per unit length or wave­
length of the propagating wave. The imaginary part of the index, 71", gives rise to 
an exponential attenuation of the wave amplitude, ko is a function of frequency, 
= u)/c = Z n fjc ,  then the attenuation in propagation is:
Lp = A  exp(-27i"27r^ ^  (ri +  r 2))
In order to  compensate the infill attenuation, the transm itted power can be in­
creased with frequency, to maintain a constant receiver power. The transm itted power
is changed with frequency as:
P,( t)  = 10 log (yypj -  m o g ( L p)(dB)  (3.13)
then the receiver power will be a constant as below:
10 10 G tG r ^ c  GtGra ro iA \Pr = — _n, „9 „9— Lp = ^  9 9 = C onstant (3.14)
The received signal amplitude is related with received power:
A r — (Zo \ /  Pr
Where ao is a conversion constant. The transm itted power Pt(t) compensates for the 
infill loss Lp so tha t the received power Pr will be a constant, as well as the received 
signal amplitude A r.
3 .7 .2  P r o p a g a tio n  P a th  w ith in  In fill M ed ia
The mathematical model has been formulated to simulate uniform, layered or trenched 
infill as shown in Figure 3.9. A ray tracing algorithm has been used to calculate the 
distance from target to transm itter or receiver. A plane wave incident on the interface 
will be split into two waves: a refracted wave proceeding into the second medium and 
a reflected wave propagating back into the first medium. Suppose n i, 712, are the 
refractive index in the first and second medium. 0*, 0r , 0< are the incident, reflected 
and refracted angles respectively. Snell’s law [5] says n i, 712, 0t- a^d 0* must have the 
following property:
sin0j _  ri2 
sin $t n\
Uniform Infill
Uniform infill as shown in Figure 3.10 is the ideal infill condition with a homogeneous 
dielectric constant. The target distance is therefore easily calculated using the following 
formula:
d  =  y / ( x un T  (2/un Vta
x ta,yta' target position
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F ig u r e  3 .1 0 :  T a r g e t  s i g n a l  p a t h  c a lc u la te  i n  u n i f o r m  s o i l
Layered Infill
The m ajority of practical target situations involve layered infill conditions, as shown in 
Figure 3.9(a). The layered infill has a small number layers each with it own refractive 
index. The radar signal is refracted and reflected at every dielectric interface where 
the perm ittivity changes, as shown in Figure 3.11. According to Snell’s law, the target 
simulation model which calculates the distance the signals propagate through the soil 
must therefore be calculated by solving a set of non-linear equations as shown below:
7i2 sin # 3  =  7i3  sin 6 4
Tii sin 0 \ =  7i 2 sin O2




The angles are given by trigonometric relationships below:
sin 0 Vun ~  2/1 (3.18)
\ / ( y u n  — 3/1 ) 2 +  f?
sin 6 2 2/1 -  2/2 (3.19)
y/ivi ~ 2/2 ) 2 + l\
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sin 0 4  = 2/2 -  Vta
V i v i  -  V t a ) 2 +  ( x t a  -  ( l l  +  2^ ))"
(3.20)
where 0 ly  0 2 , &3 and 0 4  are the refractive angles at the layered infill interface and /1 , / 2 
represent the layer thickness. ( x u n , y u n ) is the transm itter/receiver position. (x ta, y t a ) 
is the targe t’s position as shown in Figure 3.11.
When the target is in the second layer and third layer, there will be a different target 
path function which can be obtained by this manner. All target path  functions in the 
layered medium are given in Appendix C.
The secant method [6 ] has been used to solve the non-linear equations to obtain 







F ig u r e  3 .1 1 :  T a r g e t  s i g n a l  p a t h  c a l c u l a t i o n  i n  l a y e r e d  s o i l  
T renched Infill M edia
Trenched infill, as illustrated in Figure 3.12 has a two dimensional refractive index profile 
which may be encountered in pipe and cable installations. In the trenched infill case
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the target path calculation becomes more complicated than in the cases above with the 
set of propagation relationships given below by Snell’s law:
nisinfli = ri23 sin 02 (3.21)
n 2 3 sin 03 =  7i22 sin 04 (3.22)
7i22 sin 05 =  ti32 sin 06 (3.23)
0 3 =  9 0°-  02 (3.24)
05 =  90° -  04 (3.25)
and with the additional relationships as shown in Figure 3.12
sin 0! =  Vun "  Vl-= r=: (3.26)
y/iVun ~ V i )2 + l \
sin 02 =  y i ~. Vn (3.27)




y/KV2 -  Vtar  +  {IX -  { l l  +  l2)r
All parameters used in these equations are as shown in Fig 3.12.
When the measurement unit’s position is changed, the target path  to transm it­
ter/receiver will be varying, all the different target path functions in trenched medium 
are derived and provided in Appendix D. The Secant method as seen in Appendix B 
has been used to solve the non-linear equations.
V i v i  - Vt2)2 +  ( z i  -  * i)2
Xi  -  l l
V i v i  - y t 2 ?  +  ( x i  -  h ) 2
h  +  h -  x i
y / ( h  + h  ~  x i ) 2 +  ( y t2 - 2/2 ) 2
S? to 1 to
y / ( h  + h  ~  x i ) 2 +  ( y t2 ~ 2/2 ) 2
y2 -  yta
3.8 R eceived Signal C haracteristics
In order to calculate the characteristic of the received signals, the propagation is con­










F ig u r e  3 .1 2 :  T a r g e t  s i g n a l  p a t h  c a l c u l a t i o n  i n  t r e n c h e d  s o i l
configuration and back from the target to the receiver antenna.
Using this approach, it is therefore possible to characteries the transm itted signal 
and the received signal under the test condition. These provide the signals required for 
the Target Analysis process.
3.9 C onclu sion
FMCW  radar principles have been reviewed and the signal processing of the FMCW 
radar have also been studied. The m athem atical model has been established. Details 
of radar system and target simulation have been provided which includes ray tracing 
algorithm to calculate target signal propagation path.
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C h a p t e r  4
Target A nalysis M odel 
D evelopm ent
4.1 O utline
This chapter describes the target analysis model which includes various basic target 
analysis algorithms, these include the FFT algorithm, the convolution algorithm, the 
target depth calculation and the unit movement calculation. Other processes have been 
investigated to improve target detection resolution including the application of window 
functions, reference signal subtraction, target templating and different filter algorithms. 
This work includes an analysis of the effect of quantisation errors present in the target 
analysis algorithm due to Fast Fourier Transform(FFT) resolution. Finally a synthetic 
aperture algorithm for FMCW radar is included.
4.2 Target A nalysis M odel O utline
The Target Analysis Model (Figure 4.1) processes and analyses the audio-band fre­
quency domain signals. The target analysis model forms the basis of the software that 
was used to analyse data in the experimental system.
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The model has been developed to generate the two outputs that will be shown to 
the un it’s operator. These are the arrows that indicate the direction the unit should 
be moved to place it directly over the target, and the depth reading when the unit is 
directly over the target.
A threshold level is used in calculating safe digging depth, in order to consistently 
provide a safe digging depth which is shallower than the target. This ensures that the 
system will always err on the side of caution hence giving a ‘safe’ digging depth.
The model has been developed to compute the safe digging depth and unit movement 
using a “triangulation” approach to eliminate the calculation of the refractive index, of 
the infill. The performance of the “triangulation” approach has been investigated using 
realistic target situations with either single or multiple targets of various sizes, and at 
various depths.
The algorithms tha t have been developed to calculate the safe digging depth and the 
unit movement are shown in the following section.
4.3 Fast Fourier Transform (FFT ) A lgorithm
A Fast Fourier Transform (FFT) is used to transform the sampled time domain data 
to the frequency domain [1], The process of computing the FFT  of a series of time 
samples produces a discrete frequency spectrum, with frequency components calculated 
at a spacing of k Hz where k is given by:
fc =  SampHng Frequency-------
N um ber o f  Points in  the F F T
Therefore only components at frequencies of nk Hz exist (n = 1 ,2 ,...). For Example, 
if k = b H z , only signals with frequencies at 5Hz, 10Hz, 15Hz, 20Hz, .... would have 
their true spectra calculated. If a signal was sampled which was not divisible by k Hz 
(e.g. 7.5Hz) the spectrum of tha t signal is computed as having components at 5Hz and 
10Hz. This effect is known as spectral leakage [2].
Figure 4.2 illustrates tha t for a non-integral number of wavelengths spectral leakage
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F ig u r e  4 -2 :  S i n e w a v e  b u r s t  w i th  ( a )  N o n - i n t e g r a l  a n d  ( b )  I n t e g r a l  n u m b e r  o f  w a v e l e n g t h s  
s a m p le d  a n d  th e  ( c )  c o r r e s p o n d i n g  f r e q u e n c y  s p e c t r u m
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occurs, with signal power present at frequencies other than multiples of 1/Tr . The degree 
of this spectral leakage is a function of the audio-band frequency difference signal and 
can change very rapidly with a small change in unit movement.
Two means of reducing this effect can be used. Firstly the resolution of the FFT  can 
be reduced such tha t the value of k is greater than or equal to the repetition rate of 
the waveform studied. Alternatively the process of zero padding, or adding additional 
zeroes to the time series can be used to synchronize the effective repetition rate to that 
of the FFT  resolution [3].
The la tter has been implemented and has been shown to improve the performance 
of the process. It also decreases the sensitivity to small movements of the measurement 
unit.
4.4 C onvolution A lgorithm
The convolution Algorithm has been used in the target analysis model after FFT  algo­
rithm to enable the system to concentrate on targets directly below the measurement 
unit. This technique uses convolution of received waveforms which use similar but dif­
ferent paths to  measure the target’s path, and hence is able to filter reflections not 
obtained from targets directly beneath the measurement unit. The process also pro­
vides operators with simple instructions to position the measurement head directly over 
the principal target.
Figure 4.3 shows the convolution result for real measured data. This gives an en­
hancement of the signal return from the target directly below the system with a clearer 
peak than the unprocessed data. The off centre target response apparent in the channel 
2  response has clearly been suppressed.
4.5 Safe D igging D ep th  Calculation
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F ig u r e  J^.S: O u t p u t  s p e c t r u m  o f  t h e  r e c e i v e r  m i x e r  f o r  C h a n n e l  1 ( t \ ) ,  C h a n n e l  2  ( t 3 )  
a n d  th e  c o n v o l v e d  w a v e f o r m
The safe digging depth calculation is based on the measurement of time delays (t\ to 7 4 ) 
while T\ is the time delay from Ta to R a , r 2 is the time delay from Ta to R'A, T3  is the 
time delay from Tb  to R b  and 74 is the time delay from Tg to R'B which is computed 
from the frequency spectra from each of the four propagation paths shown in Figure 4.4 
using the following equation
r ,  = A  ( | 0  (4.1)
where f d  is the frequency peak corresponding to the target; T s is the time taken to 
sweep a frequency bandwidth A/ .
The threshold level detector has been introduced in order to cope with the situation 
where two target responses interfere. If no action were taken and main peak is used, the 
unit would provide too deep an indication of an safe digging depth(SDD). The simulated 
results have found that a threshold value of 3.0dB below the main peak provides a safe 
digging depth which meets the depth accuracy requirement of between 0  and -8.5cm.
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4 .5 .1  Safe D ig g in g  D e p th  C o m p u ta tio n  for an In fill o f  K n o w n  R efra c­
t iv e  In d e x
The initial target simulations used to verify the performance of the convolution technique 
used a calculation methodology with an infill of known value of the refractive index, n.
Denoting the signal propagation paths between Ta and R a, and between Ta to R 'A, 
as shown in Figure 4.4; as R \ and R 2 respectively: The distances can be computed from 
the corresponding frequency differences, f a  and f a  from:
where c is the speed of light c =  3 X 10s , A t  is frequency sweep time.
The digging depth and angle, 0, can be computed from the following formulae:
J _  3R 21 - 2 R 1R 2 + R l-6 D >
2(SR i -  R 2) { }
cosW  =  ( 4 4 )
The derivations of Equations 4.3 and 4.4 are shown in Appendix A.
4 .5 .2  Safe D ig g in g  D e p th  C a lcu la tio n  for an  U n k n o w n  R e fr a c t iv e  In ­
d ex
The safe digging depth calculations can also be formulated in terms of the signal prop­
agation delays which removes the need to know the refractive index of the media. This
formula is used in the experimental measurement system.
Using the process of convolution to filter out targets which appear off-centre, as 
shown in Figure 4.4(b), such that:
7-1 =  r3 (4.5)
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r2 =  r4 (4.6)
The time taken T\ and 72 can be represented as:
n n ,n = -R i  (4.7c
72 =  —7? 2 (4 -8 )c
Where n is the unknown refractive index, c is the speed of light. Then the ratio of t\ 
and 72 is defined as T:
T = r  =  i r  (4-9)72 it2
therefore T  is independent of the refractive index ra. The time delays are computed 
from the convolved waveforms and the safe digging depth is given by:
d _ D 3T2 + IT --1 — 
2 V 2 T 2 - 3 T3 + T
The detailed derivation of Equation 4.10 is shown in Appendix A.
This equation is valid when a target is detected directly beneath the unit as shown 
in Figure 4.4(a). In the case where an off-centre target is present, the unconvolved 
waveforms can be used to provide two equations with two unknown: the distance, d, 
and the angle, 0:
ri _  ___________d +  y/d2 +  D 2 -  2dDcos(0)__________  ( 4  1 1 )
r 2 “  y jd 2 + D 2 -2 d D co s(0 ) + y/d2 + 4D 2 + 4dDcos(0)
T3  _  ___________d +  y/d2 +  D 2 +  2dD  cos(^)__________  (4 19)
The above equation can be solved using numerical methods [4].
4.6 Safe D igging D ep th  A ccuracy Studies
Im portant tests for the target analysis algorithm are the computation of the safe digging 
depth of a single target in uniform, layered and trenched media. Ideally the safe digging 
depth should equal the actual depth, however, thresholding applied to maintain the safe
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\digging depth will provide an underestimate of this value ensuring that the measurement 
is ‘safe’. The numerical accuracy of the algorithm and the errors in this system will 
affect the system accuracy.
The results of this test are shown in Figure 4.5. The computed safe digging depth 
values all provide a consistent underestimate of the target depth. The results also 
indicate that for target below 0 .8 m, there is a linear variation in the safe digging depth 
with actual target depth. Above this value, a systematic variation in safe digging depth 
is observed, most particularly in the trenched case. For trenched case, because of the 
multiple reflection and refractions between the boundaries, the quantisation error is 
worse than uniform and layered cases. For example, when the actual target depth is 
lm , the calculated safe digging depth is about 0.8m. The deeper the actual depth, the 
bigger the quantisation error is.
This systematic variation is a direct result of the quantisation of the time delays used 
in the safe digging depth algorithm, which cannot be avoided.
4 .6 .1  T im in g  Q u a n tisa tio n  E rrors
The target analysis algorithm operates using sampled values of the frequency difference 
signal obtained from the UHF electronics sub-system. The Fast Fourier Transform 
(FFT) operation on this discrete data provides an estimate of the frequency spectra of 
the frequency difference signal at set frequency points, as determined by equalization. 
The frequency axis of the spectrum is only given at discrete values, and hence the peak 
of the frequency difference spectrum will occur at one of these points. This gives rise to 
a quantisation error where the actual peak frequency of the frequency difference signal 
may not coincide with a frequency point in the FFT spectrum. The maximum error is 
given by: frequency spacing/2=1.526Hz
The processing of the spectra converts the peak frequency of the FFT to a time delay 
for computing the safe digging depth in a closed form expression, hence any quantisation 
errors will have an effect on the accuracy of the safe digging depth calculation.
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The results indicate that the systematic variation seen in the safe digging depth 
computations for depths above 0 .8 m, are sample points of the error curve computed in 
Figure 4.6, and indicate errors due to quantisation of approximately 10% for targets with 
depth shallower than 1.5m. More important, the quantisation errors are both negative 
and positive. A negative error is acceptable in the calculation of the safe digging depth, 
however, a positive error would lead to the unacceptable condition where the calculated 
safe digging depth greater than the actual depth.
A negative quantisation error has been ensured by applying a threshold percentage 
value to the safe digging depth calculation, which effectively shifts the entire error curve. 
However, the problem of quantisation would still result in an accuracy that would not 
meet the specification for the system.
Two approaches can be used to reduce the effect of quantisation errors in the safe 
digging depth calculation:
• Increase the resolution of the FFT
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• Increase the base line of the triangulation measurement to compute the safe dig­
ging depth.
4 .6 .2  F F T  R eso lu t io n
An increase in F F T  resolution would lead to a reduction in the frequency spacing of the 
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The results show th a t reduction in the frequency spacing of the FFT  spectrum by 
1.526Hz produces an improvement of the quantisation error performance of a factor of 
two. Theoretically, this appears to provide the simplest means of reducing the quanti­
sation error.
In practice, the safe digging depth algorithms rely on accurately computing the peak 
of the frequency spectrum . The peak value may only be a fraction of a dB above the 
surrounding values, hence by increasing the FFT resolution this difference in amplitude 
between successive points will decrease. This may increase the susceptibility of the 
algorithm to noise. In addition the computation time of FFT  will increase hence slowing
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the process, which may not be acceptable in the real system.
4 .6 .3  T r a n sm itte r  R ece iv er  C on fig u ra tio n s
The increase in resolution of the FFT directly reduces the quantisation error present 
in the system. The configuration of the transm itters and receivers can also directly 
influence the effect of the quantisation errors.
The safe digging depth algorithm uses a triangulation approach to determine the 
depth of a target. The algorithm effectively uses two propagation delay measurements, 
and the studies have shown that the difference in propagation path length between these 
two measurements is critical to the effect of the quantisation errors. The overall length 
of the unit is set by the target specification of a one metre length, hence the reduction 
in the effect of the quantisation error can only be achieved by altering the transm itter 
/  receiver configuration.
Figure 4.8(b) shows the proposed two transm itter /  three receiver configurations for 
the measurement unit. This configuration has a base line difference of 2D between the 
R a  and R 'A, where D is the separation between the transm itter and receiver elements. 
Figure 4.8(a) also shows another ID  configuration.
A number of studies have been carried out with the 3D  configuration shown in 
Figure 4.8(c). These results are shown in Figures 4.9 and 4.10.
These results show a reduced effect of quantisation errors on the safe digging depth 
calculation. In broad terms, the revised configuration improves the error performance 
by a factor of two, indicating a percentage error of five percent for depths up to 2  metres 
when a 4096 point FFT  is used in conjunction with a 3D  measurement configuration.
In all the cases examined it is apparent that the percentage error is quite high for 
target depths of less than 5cm. This effect appears to be a general limitation of the 
triangulation approach as opposed to a quantisation error effect and places a lower limit 
on the effective operating range of the unit.
Using this 3D configuration requires the function of same heads to be switched. The
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old configuration does not require a switch. Switches have recently become cheaply 
available.
4.7 Effect of Input Signal Phase
Figure 4.11 shows the effect of the initial phase of the input signal on the frequency 
spectrum. The maximum effect was determined for a phase of 30°. The phase of the 
frequency difference signal is dependent on the target, hence will vary randomly for a 
set of measurements. The main peak frequency, as expected is independent of the initial 
phase, however the sidelobe level varies below 30dB down on the main peak amplitude 
(200Hz).
Figure 4.12 shows the result of subtracting the spectrum of the signal with a zero 
initial phase from the signal with a 30° initial phase. The results show a practical 
“noise” floor on a subtraction technique will be around 35dB below the main peak of 
the spectrum. They also show a spurious response 28dB below the main peak.
4.8 C om putation  o f U nit M ovem ent
The system uses its two transm itter /  three receiver arrangement to focus on targets 
directly below the unit. A means of deciding when the unit is above a target has 
therefore been formulated and is shown in the flow diagram of Figure 4.13.
The algorithm computes the spectra from each of the receiver channels and identifies 
the peaks corresponding to targets by using a threshold value 12dB below the peak 
amplitude of the spectrum. For each of the peaks that are identified the algorithm then 
determines the sidelobe level. If this level is significantly greater than 12dB then this 
indicates tha t multiple targets are present. 12dB corresponds to the sidelobe level of 
a single target and hence when the sidelobes are greater than this, it is reasonable to 
assume th a t a second target is present.
In the presence of multiple targets the Ta — R a and Tb  — R b  spectra are convolved
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Figure f . l l :  Variation in spectra of input signal for an initial phase of 0° (o) and 30°
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to sharpen the target response. The peaks of the convolved spectra are then compared 
to the peaks in the individual responses. If the peaks coincide to within a threshold 
level of 20Hz, then the algorithm determines that a target is directly below the unit. 
Otherwise the algorithm computes the unit movement to place the target on the unit
centre line by comparing the peak responses of the receiver channels.
The process for a single target is identical, however in this case the convolution is
not required to sharpen the target responses.
4.9 P rocessin g  and D isp lay  A lg o r ith m s
In addition to the development of the target analysis algorithms, work has also been 
undertaken into the processing of the data obtained from the scans recorded across the 
target area. The aim of this work has been to provide a two dimensional image of buried 
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through improved data  interpretation.
The algorithm development has primarily involved the merging of da ta  from a number 
of scans and the output in a common form at for plotting as a two dimensional colour 
intensity plot. The software is currently in a form such tha t da ta  from any set of system 
tests can be easily merged into a two dimensional scan format.
4.10  A p p lica tio n  o f W in d ow  F unctions
Window functions are widely used in signal processing as a means of reducing the 
sidelobe level associated with the Fourier Transform of a rectangular pulse. This im­
provement is achieved at the expense of a broader main peak. Sidelobe attenuation can 
be achieved using specially constructed window function [2] and the effects of some of 
these have been investigated.
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The Fourier transform  of a number of window functions is given in Figure 4.14.
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The value of a  =  1 provides a rectangular window, and is equivalent to not applying 
a window function to the time series. This has the narrowest peak, but with a relatively 
high sidelobe level. The Hamming window with a  =  0.54 and Hanning window with 
a  =  0.50 show a broader peak, but with a  much reduced sidelobe level.
The processing applied to the real system tests da ta  used a Hanning window with 
a  =  0.50, and the results are shown in Figure 4.15. These show an attenuation of the 
sidelobe level and broadening of the main peak by the window function. Figure 4.15 also 
dem onstrates th a t for a signal with a broad asymmetrical peak, as would be expected 
with an interacting target response.
The work on the use of windowing has concluded th a t the technique would be of
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value where significant sidelobe interaction causes a ghost target, however for targets 
where main lobe interaction is dom inant, the technique cannot be applied due to the 
possible distortion of the frequency peaks. The broader main peak will also have poor 
accuracy in time delay because it is difficult to find the peak.
4.11 A p p lic a tio n  o f T arget T em p la tin g
This 5 head FM CW  system detects target by measuring target propagation path , but at 
the same tim e the transm itted  signal also propagates directly into the receiver which we 
call the direct coupling signal. Usually the unwanted direct coupling signal is stronger 
than the target response. Target tem plating has been investigated as a means of reduc­
ing the effect of interaction between the desired target response and the undesired direct 
coupling signal between the transm itter and receiver antennas. The tem plating tech­
nique is based on the m athem atical process of convolution, using a tem plate function 
and can be described as:
/+oo s i g ( r ) t e m p l { t  — r )  d r  (4-14)
-oo
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The function resp(t) can be seen as a computation of the overlap of the input signal 
sig(t), and the template function, templ(t), as the template function is swept across 
the x ordinate. The integral will provide the maximum response when the signal and 
template coincide. The convolution process can be implemented using the following 
relationship:
R E S P ( X )  = S I G ( X )  • T E M P L ( X )  (4.15)
where the upper case function represents the Fourier transform of the lower case 
function, hence the templated response is given by the Inverse Fast Fourier Transform 
(IFFT) of R E S  P.
A flow diagram of the templating technique used in the target analysis algorithm is 
shown in Figure 4.16. The template is defined in the time domain and the FFT  taken 
to produce the template function in the frequency domain. The Fourier transform of 
the template and the audio-band frequency difference spectrum is then computed and 
multiplied together. The IFFT is then taken to transform the templated data back to 
the frequency domain.
4 .1 1 .1  T a rg et T e m p la tin g  w ith
For an ideal FMCW radar return signal, the difference frequency spectrum will have 
a characteristic. The real radar return signal spectrum will combine the 
spectrum, noise and any multi-target interaction. The theoretical study of templating 
uses the template function and an input signal simulated by a uniform sine wave 
burst.
A comparison of the magnitude of the input signal and the output response of the 
templating algorithm with a template function are shown in Figure 4.17. The 
results indicate tha t the use of this templating algorithm has left the shape of the signal 
unchanged, hence indicating its inability to sharpen the response, and hence enable the 
algorithm to reduce the effect of the main ‘noise’ signal possibly from the direct coupling 
response and sharpen the desired target response. The theoretical proof of this result 
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u s i n g  a  t e m p l a t e  f u n c t i o n
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Although target templating with as template function didn’t show an ability to 
sharpen the response, this method can be used in filtering out general noise. When the 
input signal contains a single frequency component plus general noise, even if the noise 
is stronger than the signal, after templating with the output shows tha t noise has 
been considerably removed and left the correct signal spectrum as shown in Figure 4.18 
whose relative magnitude of signal verse noise is 1 :1 0 .
4 ,1 1 .2  T riangu lar T e m p la tin g
Work has also been carried out to compute a suitable template function to give a de­
sirable output from the templating algorithm, called triangular templating. Expressing 
the output of the templating algorithm 0 ( v )  in terms of the Fourier Transform of the 
Input Signal, F(w), and the template function, T(u):
o(u)=t-x [?[fH  • nn»)\] (4-i6)
Given a desired output of the templating algorithm, G(u>), a suitable template func­
tion can be described as:
T (u )  =  T - 1
W W 1.
Where Ft(uj) is the input template signal for which the template is derived.
(4.17)
Single Frequency Input Signal
Suppose that the output signal G(uj) is a delta or a triangle function, and that the input 
signal is a uniform sine wave burst. The template function is derived from Equation 4.17, 
and, the output signal is obtained from Equation 4.16.
Figure 4.19 shows the comparison of the magnitude of the input and output responses 
of the templating where the template function was derived for a delta output signal at 
30 frequency index(92Hz). When the input template signal and the input signal are 
at the same frequency, the output signal has a triangular response. When the input 
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two peaks responses, one is on the tem plate function frequency which is a triangle 
response, another is a broader peak near the input signal frequency.
In conclusion the output of triangular tem plating always has a sharp peak at the 
tem plate frequency but tha t does not follow the input signal frequency. Hence triangular 
tem plating is not suitable for practical use.
Tw o Tone In p u t Signal
Consider the case where the input signal has two frequencies, one is equal to the input 
tem plate signal’s frequency, the second frequency has A /  separation from the first 
frequency. The output from triangle tem plating has two peaks, one is a sharp peak at 
the input tem plate signal’s frequency, the second is a broader peak is placed near by as 
shown in Figure 4.20.
When increasing the frequency separation A /  between these two input frequencies,
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the output second peak position of output will change. Figure 4.21 is the percentage 
error of the output second peak frequency compare with the accurate input second fre­
quency. The results show that the algorithm can resolve and accurately compute the 
two frequencies when their separation is greater than their 3dB bandwidth, correspond­
ing to 36 Hz in this example. This may be adequate for some measurement studies 
where targets have sufficient separation, but is not adequate in all situations.
4.12 R eferen ce S ignal S u b traction  A lg o r ith m
The reference signal subtraction algorithm has been used to reduce the noise and clutter 
level, particularly the cross coupling between transm itter and receiver which is usually 
stronger than target return. The reference signal has been chosen either signal or 
a practical measured data.
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4 .1 2 .1  U s in g  as R e feren ce  S ign a l
An algorithm to subtract a reference signal has been implemented, in order to 
reduce the effect of the direct coupling signal on the desired response.
The algorithm has been tested using data obtained from the system tests. In this 
test a response with a main peak centred on the frequency of the direct coupling 
path was subtracted from the measured data. The variation in the amplitude of the 
sampled time domain signal, due to the amplitude response of the antennas, the UHF 
electronics, and the attenuation factor of the ground, provides a significant distortion to 
the frequency spectrum. Therefore subtraction could not remove the cross coupling 
completely as shown in Figure 4.22. In this example, before the subtraction, the 
spectrum peak position is around 520Hz. After the subtraction, there are two significant 
peaks. The target peak appears at higher frequency than the direct path. The direct 
path signal is only partially removed leaving a peak at a frequency less than the direct 
path frequency. This leads to an incorrect target position detection.
Hence the subtraction algorithm has been tested using real data, but does not 
show satisfactory results.
4 .1 2 .2  U s in g  a P r a c tic a l D a ta  as R e feren ce  S ig n a l
The algorithm was also tested with a reference signal derived from a measurement. In 
the test bed shown in Figure 6.3, the reference signal was taken at a horizontal distance 
of 150cm where there is no target, while the target is at a position 390cm. The results 
are shown in Figure 4.23. In the unprocessed data the results show a number of peaks 
whereas in the processed response with the reference signal subtracted, a target can 
be indicated at around 240Hz. The processed signal shows a response similar to the 
expected distribution.
This algorithm forms the basis of the target analysis algorithm. The measured results 
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4.13 A ltern ative F ilter A lgorithm s
Three alternative filters have been studied to be used on the FMCW radar return signal 
in order to reduce the effect of noise and direct coupling.
4 .1 3 .1  In v erse  F ilte r
The inverse filter [5] transfer function as seen in Equation 4.18 is a reciprocal of the 
input signal’s spectrum multiplied by a time delay.
H (u)  =  TTT-rexp { - j u t d) (4.18)
b[u)
Here td is the time delay which makes the filter realistic. Then the output signal as seen 
in Equation 4.19 is an integral of the input signal sig(t) multiplied by the time reversed 
filter response f i l te r  (t — r)  and the output spectrum can be calculated by Equation 4.20. 
The output spectrum / ( u)  should be 1,
/4-oo s ig (r ) f i l te r ( t  — r) dr  (4-19)
-OO
/(w ) =  S (u )  • H (u) = 1 (4.20)
tha t means the output signal has Delta function response in time domain. The inverse 
filter is closely related to the previous investigations into the derivation of a suitable 
function to  resolve the output of templating algorithm into a delta function.
The results from the inverse filter for a single frequency input signal is shown in
Figure 4.24. The inverse filter transfer function is derived from a 92Hz sine wave burst.
The output produced a triangular spectrum when the input frequency is coincident 
with the filter’s set up frequency. When the signal and filter set up frequencies differ 
the output is a sharp response at the filter frequency and plus broader sidelobes near 
the signal frequency.
The result for a two frequency input signals situation is shown in Figure 4.25. When 
the separation between the two frequencies is increased, the output always has a sharp
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peak at the filter set up frequency, and another peak position at the input signal fre­
quency. The error in this peak compared to the input frequency increases as the sepa­
ration between the two input signal frequency reduces. Therefore the use of the inverse 
filter in this manner is least useful for practical use as it always indicates a target at a 
frequency of 92Hz, rather that at the target frequency.
4 .1 3 .2  M a tc h e d  F ilte r  for W h ite  N o ise
Matched filters [6 ] have been used in radar signal detection for many years to improve 
the signal-to-noise ratio. Usually the matched filter is applied in the time domain.
A matched filter is normally defined in terms of its impulse response, which al­
ways takes the forms of a time reversed version of the signal. Therefore such a filter 
is ‘m atched’ to a particular signal waveshape—and to no other. The matched filter 
maximizes signal to noise ratio for a signal in the presence of white noise [6 ].
The transfer function is:
H (u )  =  GaS*(u)ex-p(-jwtd)
where td is a time delay and S (lo) is the Fourier Transform of input signal S(t).
Ga is constant equal to maximum filter gain(general taken to be unity) [7]. The matched 
filter transfer function is the complex conjugate of the signal transform with a linear 
phase shift introduced for physical realizability.
The conjugate of S(u>) means tha t the filter phase function differs from the signal 
phase function by only a minus sign. Thus the signal phase is perfectly compensated by 
the filter, and all frequency components add in phase, producing the maximum output 
at t = td. The output frequency distribution due to the signal s(t) is
U( u>) =  H (lj)S(u>) =  S * (u )S (v )exp (—jujtd) =  |5'(a;)|2 exp(— jwtd) 
and is independent of the signal and filter phase function.
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The filter introduces a phase shift into the noise components but does not change its 
random  character, therefore the summing of these noise components remains random. 
The probability th a t the noise components at any given instant will sum in phase and 
produce a  large output is minute. Hence the filter maximizes the signal to noise ratio.
Typical result from the matched filter are shown in Figure 4.26. This shows th a t the 
sidelobe is suppressed by about 7dB with respect to the main peak, thereby emphasising 
the main target response.
The results of the matched filter algorithm for processing real test d a ta  have been 
provided in Chapter 6.
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4 .1 3 .3  C lu tter  R ejec t io n  F ilter
C lutter is defined as unwanted return signals, such as cross coupling between transm itter 
and receiver in this project and reflections from minor targets. A clutter rejection
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filter [5] has been used to reduce this kind of clutter which uses two filters cascaded 
together as seen in Figure 4.27. The input signal x ( t ) is a signal s,(t) plus clutter n t(f).
x(t)=Sj(t)+rij(t) y(t)=s(t)+n(t) y0 (t)=s0(t)+n0 (t)
H1((o)
n(t) is white noise
Figure 4>27: Matched filter for nonwhite noise
N(u>) is the clutter spectrum and then the power density spectrum Sn(u>) of the clutter 
is nonconstant.
5n(«) =  N (u )N * (u )  =  |iV(w) | 2 
The first filter has the transfer function as
1
H  i(u>) =  K xN (u )
Which converts N (u )  to a constant power density spectrum No/2. The first filter is a 
inverse filter set up on N (u ) .  Then the output noise power density spectrum of the first 
filter becomes
s ^ w b w = K ^
and the output signal of the first filter in the frequency domain is
=  S(u>)
Then we can detect signal under white noise n(t)  as described in previous section 4.13.2. 
The optimum filter transfer function is then given by:
H2(u ) = K 2S * ( u ) e x v ( - j u td) = K xK 2- ~-~f-  exp( ~ j u t d)
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The overall transfer function is the cascade of Hi(u) and as:
H (u) = (a.) = expt-iw irf) (4.21)
Therefore the transfer of the optimum filter for the signal corrupted by frequency- 
dependent noise is proportional to the complex conjugate of 5,-(u>) and inversely pro­
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The results for real data from using clutter rejection filter are shown in Figure 4.28 
and demonstrate that the spectral sidelobe is suppressed by about 7.8dB. In this ex­
ample, the clutter rejection filter has been set up by using subtracted time domain test 
data, take FFT to get the conjugate spectrum of signal, divided by clutter power spec­
trum which is simulated by summing over a band frequencies signal which spread from 
300Hz to 1200Hz and interval 30Hz.
The results of a clutter rejection filter applied on the real test data are given in
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Chapter 6.
4.14 Synthetic A perture A lgorithm  for FM C W  Radar
The synthetic aperture technique is another well established technique which has been 
used on the pulse radar system for high resolution area mapping [8 ]. In 1994, Ya- 
maguchi [9] reported using the synthetic aperture technique on an FMCW radar to 
improve the azimuth resolution of the image of an object buried in snow.
Tx/Rx
Y
Figure 4-29: Position of point target and transmitter/receiver antenna
The principle of this application is based on the signal phase information. Suppose a  
single point target at (xo, yo) in the x,y coordinate as shown in Figure 4.29. Transm itter 
and receiver are at the same position and the distance to target is r. The transm itter 
emits a frequency modulated wave and a  time delayed return signal has been received 
and mixed. Recall from Chapter 3, equation 3.11, the receiver mixer signal:
S(t)  =  Bg cos ( 2 n f 0Td +  27r^ r<*^
Where g = g(xo,yo) is target distribution function, fo is the lower transm itted fre­
quency, A /  is sweep frequency, rd is the time delay due to propagation, Ta is sweep time.
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The Fourier Transform of the receiver mixer signal with respect to time 0 < t < Ts for 
the positive frequency domain is






the distance to the target can be approximated by:
— x 
2yo
(x - 0)2 ( v
r -  2/o +  — o  (4.24)
The time delay tj, is therefore:
2  n  2  n ,
Td =  — r ~  —  y0 +  c c
f  t (x - x 0)2\
r +
n is refractive index.
Let r — yo and substitute equation in 4.23 gives approximation for /<*,
. 2 n A /fd ^  —~^ ~yoc Is
Therefore:
sin((7r fd ~ n f ) T a) _  sin((3(y -  y0))
Or fd -  v f ) T a P(y -  y0)
Where
_  27T7lA/ 
c
Then Equation 4.22 becomes,
S ( f )  ^  £ (* ,y )
.j4wn ( x - x 0)2 ( .2wn sin({3(y -  y0))
=  Bg(x0 ,y0 )ex p (—^—fo(yo +  — — — ) ) e x p ( - j— A f(y  -  y0)) ^  —
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Using h\(x  — xo,yo), h2(y — Vo), f ( y  — Vo) substitute in the above equation:
h i(x  -  x 0,y 0) =  exp j \ * n c t , ( x - x 0) V—— /o(2/o H )c 2 y0
(y -  yo) =  exp ( - j ^ A / ( y  -  y0)
..  ^ s>“(/*(» -  so))
/ ( y “ y° ) =  / 3 ( S - S 0 )
Here f ( y  — yo) is the range function in the y direction. h i(x  -  xo,yo), h2(y — yo) are 
the phase functions. Then
U(x, y)  = B g(x0, yo)hi(x -  x0, yo)h2(y -  yo) f (y -  yo)
U(x, y)  is the space variable function. For a two dimensional distributions target the 
above equation can be modified sis:
r 00 roo
U(x, y )  = B I /  f ( y  -  yo)g(x0,yo)h1(x -  x0,y 0)h2(y -  y0)dx0dyo 
Jo J —00
At y -  yo:
h2(y -  y0) =  1
f ( y  ~ yo) = 1
Then
/ oo
g(xo,yo)h\(x0 -  x , y 0)dx
-00
g(x0,y 0) =  (  U (x,yo)h\(x0 -  x , y 0)dx (4.25)
Jo
where L is the scan width in the azimuth direction. This equation establishes the ba­
sis for the synthetic aperture FMCW radar principle. The radar image can be obtained 
by changing x0, yo and calculating Equation 4.25 or calculating by Fourier Transform.
Synthetic aperture algorithms for processing simulated and real test data  have been 
carried out by C programs to calculate the integral of Equation 4.25 directly. These 
results have been provided in Chapter 5 and Chapter 6 . In these program the calcu­
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lation of target distance is used the exact equation 4.26 rather than the approximated 
equation 4.24.
r = jjy%+ ( ^ j - ( x - x o ) ^  +  \ j y l +  +  ( x - x 0)^ (4.26)
where D is the separation between T x  to R x  as shown in Figure 4.4. When the target 
is shallower, the approximated equation has significant error, so it can’t be used in 
calculating synthetic aperture. The simulated data synthetic aperture results show a 
improved horizontal resolution. The effect of varying refractive index and cross coupling 
level on the synthetic aperture processing has also been provided in Chapter 5 and 6 .
4.15 C onclusion
This chapter has reviewed the target analysis model development and provided the 
mathematical detail of FFT  algorithm and convolution algorithm.
The safe digging depth formula have been derived and the quantisation error caused 
by FFT  resolution has been studied and some methods to reduce quantisation error 
have been proposed.
The measurement unit movement algorithm has been provided by using peak infor­
mation from individual channel spectra and convolved spectra.
Other algorithms to improve detection resolution have been investigated. Window 
function applied on the spectrum can suppress the spectrum sidelobes but broadens the 
main peak. This decreases the ability to separate two close targets. This method is not 
suitable for the real system.
Target templating algorithms have been studied by using as template function 
and derived tem plate functions to give delta or triangle output signal. The results have 
shown tha t templating with will still produce the typical output, but does not 
sharpen the output peak. Triangle templating can produce a very sharp peak but its 
application is limited for the case where the separation of two target is less than their 
3dB  bandwidth.
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A reference signal subtraction method has been studied and the results show that 
using real tested data as reference can remove the majority of the clutter, but using 
as reference did not. The results of reference signal subtraction algorithm applied 
on the real data have been provided in Chapter 6 .
Different filter algorithms have been studied. Inverse filter has similar results with 
triangle templating, it is not suitable for practical use. Matched filter for white noise and 
clutter rejection filter have been derived. The results show some benefits in suppressing 
spectrum sidelobe and narrowing the main lobe from matched filter and clutter rejection 
filter, the results and discussion of these filter algorithm applied on the real test data 
have been given in Chapter 6 .
The principles of synthetic aperture algorithm applied on FMCW radar has been 
reviewed. The simulated and practical results have been provided in later Chapters.
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C h a p te r  5
Sim ulation M odel R esults
5.1 O utline
This chapter summarises the safe digging depth and unit movement results obtained 
from the signal processing mathematical model. The cases examined are for a single 
target, and twin targets of different sizes and depths. These are placed in uniform, 
layered and trenched media.
Work on the signal processing mathematical model has also included the development 
of a number of tests tha t can be used to study the resolution performance of various 
target analysis algorithms.
5.2 Signal P rocessing M athem atical M odel
Mathematical modelling of the signal processing provides some prediction of how the 
system will react to realistic situations.
The procedures used in the simulation software are as shown in Figure 5.1. User de­
fined target position in (x-y) coordinates are fixed, and the measurement un it’s position 








Change Measurement unit's 
Position




Calculation of Safe Digging 
Depth and Suggested 
Unit Movement
Select Soil Media and 
Calculate Target Distance 
to Transmitter and Receiver
Find Peak of Individual 
Channels' spectrum and 
Convolved spectrum
Calculation of Tx/Rx Signals 
and Soil Attenuation 
Sampling of Output from 
Receiver Mixer
Figure 5.1: Signal processing mathematical model procedure
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calculates the target distance to each pair of transm itter and receiver antennas in the 
user selected infill media: that is uniform, layered and trenched. The software computes 
the transm itter and receiver signals and infill attenuation, then mixes the transm itter 
and receiver signals to produce the audio-band difference frequency which is then sam­
pled. The FFT  algorithm is applied and convolution is taken on the pair of channel 
returns. Using the peak information of individual channels and convolved spectrum, 
the safe digging depth(SDD) and the required unit movement to position it above the 
target are calculated.
The program then changes the measurement un it’s position and repeats the above 
steps to calculate the safe digging depth and unit movement for the next point.
The m athematical model has been written in Microsoft QuickBasic and has been 
compiled as an executable file which can be run on any IBM compatible personal com­
puter.
The simulations of representative target situations use the following values for the 
system parameters:
Target S im ulation
Sweep Range
Sweep Time
Frequency Difference per ns Delay 
Repetition Time 
Frequency Component Spacing 
No. of Time Samples 
Sampling Frequency
Target A nalysis
FFT  Resolution 3.052 Hz
Maximum Unaliased Frequency 3125 Hz








5.3 Sim ulations of R epresentative Target S ituations
The results show the computed unit movement and the safe digging depth for each case 
considered. It should be noted tha t the unit movement arrows are constantly shown to 
the operator, whereas the safe digging depth is only indicated when the unit is positioned 
directly above a target.
5 .3 .1  S in g le  T arget
The results for a single 3" diameter target 0.7m deep, 2.5m offset are shown in Figure 5.2 
for uniform, layered and trenched media. The results indicate a smooth variation in safe 
digging depth for movements around the centerline of the target at 2.5m offset. The 
trenched media in this case provides a sharper indication of target position than the 
uniform or layered media. The trenched media also indicates a shallower safe digging 
depth (0.608m) than the other media types while the safe digging depth for uniform 
and layered media are 0.625m and 0.632m respectively.
5 .3 .2  T w o  T a rg ets
Tw o Identica l Targets at th e  Sam e D epth
The results for two identical 3" diameter targets, buried with 2.25m and 2.75m offset 
and 0.5m below the surface are shown in Figure 5.3 for uniform, layered and trenched 
media. The results indicate tha t the unit computes a correct safe digging depth when 
the movement arrows indicate tha t the unit is directly over a target. A “ghost” target is 
also indicated and is positioned symmetrically between the actual targets at an offset of 
2.5m. The trenched media indicates a safe digging depth of 0.4m while the safe digging 
depth for uniform and layered media are 0.38m and 0.42m respectively. The trenched 
media also indicates a broader “ghost” target response than the layered media, with 
the uniform media appearing to minimise the distance tha t the unit is centred over the 
“ghost” target whilst maximising the distance the unit is centred over the real targets. 
The trenched and layered targets however introduce horizontal offsets in the target
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F ig u r e  5 .2 :  ( a )  I n d i c a t e d  m o v e m e n t  o f  u n i t ;  ( b )  I n d i c a t e d  t a r g e t  d e p th ;  a n d  ( c )  A c t u a l  
d e p th ;  v e r s u s  u n i t  p o s i t i o n  f o r  a  3/; s i n g l e  t a r g e t  0 . 7 m  d e e p  a t  a  2 . 5 m  o f f s e t  i n  u n i f o r m ,  
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F ig u r e  5 .3 :  ( a )  I n d i c a t e d  m o v e m e n t  o f  u n i t ;  ( b )  I n d i c a t e d  t a r g e t  d e p th ;  a n d  ( c )  A c t u a l  
d e p th ;  v e r s u s  u n i t  p o s i t i o n  f o r  tw o  3" t a r g e t s  0 . 5 m  d e e p  w i th  o f f s e t s  o f  2 . 2 5 m  a n d  2 .7 5 m  
i n  u n i f o r m ,  l a y e r e d  a n d  t r e n c h e d  m e d i a  ( r e f e r  t o  F ig u r e  3 .9 )
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positions. In all the cases the unit operator would identify the “ghost” target at 2.5m 
since the unit movement arrows would always indicate that the unit should be moved 
towards one of the real targets.
Tw o Identical Targets at D ifferent D epths
The results for two identical 3" diameter, 2.25m and 2.75m offset targets at depths of 
0.5m and 1.0m are shown in Figure 5.4 for uniform, layered and trenched media. The 
results indicate th a t the safe digging depth for the shallowest target can be calculated 
correctly in the presence of the deeper target. The results again show a variation in 
the horizontal position of the shallowest target, with the uniform media providing the 
broadest horizontal distance tha t the system indicates a target is on the unit centerline. 
The trenched media also again shows the largest underestimate in safe digging depth, 
providing a safe digging depth of 0.407m - 0.414m.
Tw o D ifferent T argets at D ifferent D ep ths w ith  a Large, Shallow  Target
The results for a 3" diameter, 2.25m offset target 1.0m below the surface and a 6 " 
diameter, 2.75m offset target 0.5m below the surface are shown in Figure 5.5 for uniform, 
layered and trenched media. The results indicate tha t the unit correctly determines the 
safe digging depth for the shallow object, however, the unit is not sufficiently sensitive 
to detect the smaller object at a depth of 1.0m. The variations in unit movement are 
again similar to those effects seen with two identical targets at different depths.
Tw o D ifferent T argets at D ifferent D ep ths w ith  a Sm all, Shallow Target
The results for a 6" diameter, 2.25m offset target 1.0m below the surface and a 3" 
diameter, 2.75m offset target 0.5m below the surface are shown in Figure 5.6 for uniform, 
layered and trenched media. The results indicate tha t the unit correctly determines the 
safe digging depth for the shallowest object, however, the unit is also able to detect 
the deeper, larger object. The movement arrows in this case always indicate tha t the 
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F ig u r e  5 .4 :  ( a )  I n d i c a t e d  m o v e m e n t  o f  u n i t ;  ( b )  I n d i c a t e d  t a r g e t  d e p th ;  a n d  ( c )  A c t u a l  
d e p th ;  v e r s u s  u n i t  p o s i t i o n  f o r  a n d  a  3" t a r g e t s  1 .0 m  D e e p  w i th  a  2 . 2 5 m  O f f s e t  a n d  a  3" 
t a r g e t s  0 . 5 m  D e e p  w i th  a  2 .7 5 m  O f f s e t  i n  u n i f o r m ,  l a y e r e d  a n d  t r e n c h e d  m e d i a  ( r e f e r  to  
F ig u r e  3 .9 )
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F ig u r e  5 .5 :  ( a )  I n d i c a t e d  m o v e m e n t  o f  u n i t ;  ( b )  I n d i c a t e d  t a r g e t  d e p th ;  a n d  ( c )  A c t u a l  
d e p th ;  v e r s u s  u n i t  p o s i t i o n  f o r  a n d  a  3" t a r g e t s  1 .0 m  d e e p  w i th  a  2 .2 5 m  o f f s e t  a n d  a  6" 
ta r g e t s  0 . 5 m  d e e p  w i th  a  2 . 7 5 m  o f f s e t  i n  u n i f o r m ,  l a y e r e d  a n d  t r e n c h e d  m e d i a  ( r e f e r  to  
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F ig u r e  5 .6 :  ( a )  I n d i c a t e d  m o v e m e n t  o f  u n i t ;  ( b )  I n d i c a t e d  ta r g e t  d e p th ;  a n d  ( c )  A c t u a l  
d e p th ;  v e r s u s  u n i t  p o s i t i o n  f o r  a n d  a  6" t a r g e t s  1 .0 m  d e e p  w i th  a  2 . 2 5 m  o f f s e t  a n d  a  3" 
t a r g e t s  0 . 5 m  d e e p  w i th  a  2 . 7 5 m  o f f s e t  i n  u n i f o r m ,  la y e r e d  a n d  t r e n c h e d  m e d i a  ( r e f e r  to  
F ig u r e  3 . 9 )
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results also indicate the broadest range of horizontal distances tha t the unit is centred 
over the shallow target, although the sharpest response is found over the secondary, 
interfering target. The trenched media provides the greatest horizontal shift in the 
target centre position.
5 .3 .3  S u m m a r y  o f  R e su lts  for U n ifo rm , L ayered  and  T ren ch ed  M ed ia
The accuracy of the unit movement and safe digging depth calculations has been sum­
marised in the following tables. The target cases refer to the target configurations for 
uniform, layered and trenched media shown in Figure 5.7, 5.8, 5.9. Table 5.1, 5.2, 5.3 
provides the comparison of safe digging depth and actual depth, comparison of indi­
cated position and actual position for targets in uniform, layered and trenched soil 
respectively.
The target simulation and analysis results indicate a number of trends in the safe 
digging depth and unit movement calculations. The unit movement results indicate that 
for uniform media, in general, the unit is positioned within 4cm of the target centerline. 
The layered media results indicate the unit should be positioned within 2cm of the 
target centerline. The trenched media results show similar results to the layered media 
case, but with a 2cm offset both sides. The higher accuracy of the layered media is 
due to the focussing effects of the dielectric profile. The offset in the trenched media 
results can be attributed to the vertical discontinuity in the infill which will affect the 
horizontal position calculation due to differential delay.
The safe digging depth calculations consistently provide a safe depth indication. 
However the difference between actual and computed depth varies, as expected, between 
target cases. Trenched media simulations have shown the largest difference since the 
refractive index profile used provides the largest variation between the direct path, and 
the ray path between the unit and the target. In all the tests, the unit provided a safe 
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Figure 5 .7: Target configurations used in the testing o f the target analysis algorithms 
for uniform soil
Safe Digging Actual Difference
Depth (metres) Depth (metres) (metres)
Single target 0.625 - 0.649 0.7 0.075 - 0.051
Two targets, Case 1 0.377 - 0.400 0.5 0.123 - 0.100
Two targets, Case 2 0.439 - 0.456 0.5 0.061 - 0.044
Two targets, Case 3 0.435 - 0.456 0.5 0.065 - 0.044
Two targets, Case 4 0.451 - 0.463 0.5 0.049 - 0.037
Indicated Actual Difference
Position (metres) Position (metres) (metres)
Single target 2.46 - 2.54 2.5 -0.04 - +0.04
Two targets, Case 1 2.22 - 2.24 2.25 -0.03 - -0.01
Two targets, Case 2 2.71 - 2.79 2.75 -0.04 - +0.04
Two targets, Case 3 2.71 - 2.79 2.75 -0.04 - +0.04
Two targets, Case 4 2.71 - 2.79 2.75 -0.04 - +0.04
Table 5.1: Comparison of safe digging depth and actual depth and comparison of indi­
cated position and actual position for targets in uniform soil
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F ig u r e  5 .8 :  T a r g e t  c o n f i g u r a t i o n s  u s e d  i n  t h e  t e s t i n g  o f  th e  t a r g e t  a n a l y s i s  a l g o r i th m s  
f o r  l a y e r e d  S o i l
Safe Digging Actual Difference
Depth (metres) Depth (metres) (metres)
Single target 0.632 - 0.658 0.7 0.068 - 0.042
Two targets, Case 1 0.423 0.5 0.077
Two targets, Case 2 0.462 0.5 0.038
Two targets, Case 3 0.458 0.5 0.042
Two targets, Case 4 0.466 - 0.471 0.5 0.034 - 0.029
Indicated Actual Difference
Position (metres) Position (metres) (metres)
Single target 2.46 - 2.54 2.5 -0.04 - -fO.04
Two targets, Case 1 2.25 2.25 0.00
Two targets, Case 2 2.73 - 2.77 2.75 -0.02 - +0.02
Two targets, Case 3 2.73 - 2.77 2.75 -0.02 - +0.02
Two targets, Case 4 2.73 - 2.77 2.75 -0.02 - +0.02
Table 5.2: Comparison o f safe digging depth and actual depth and comparison o f indi­
cated position and actual position fo r  targets in layered soil
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F ig u r e  5 .9 :  T a r g e t  c o n f i g u r a t i o n s  u s e d  i n  th e  t e s t i n g  o f  th e  t a r g e t  a n a l y s i s  a l g o r i th m s  
f o r  t r e n c h e d  s o i l
Safe Digging Actual Difference
Depth (metres) Depth (metres) (metres)
Single target 0.608 - 0.617 0.7 0.092 - 0.083
Two targets, Case 1 0.405 0.5 0.095
Two targets, Case 2 0.407 - 0.414 0.5 0.093 - 0.086
Two targets, Case 3 0.404 - 0.412 0.5 0.096 - 0.088
Two targets, Case 4 0.407 - 0.418 0.5 0.093 - 0.082
Indicated Actual Difference
Position (metres) Position (metres) (metres)
Single target 2.48 - 2.52 2.5 -0.02 - +0.02
Two targets, Case 1 2.26 2.25 +0.01
Two targets, Case 2 2.69 - 2.74 2.73
t-Hoo11©o1
Two targets, Case 3 2.70 - 2.74 2.73 -0.05 - -0.01
Two targets, Case 4 2.69 - 2.74 2.73 -0.06 - -0.01
Table 5.3: Comparison o f safe digging depth and actual depth and comparison o f indi­
cated position and actual position fo r targets in trenched soil
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The differences are affected by two other factors, in addition to the increase in time 
delay due to the ray path in the media. The threshold value which is used to provide 
a consistently shallow depth reading will account for a given depth difference. The 
interaction of target responses will also combine with the use of a threshold value to 
produce an additional error. This is illustrated by two identical targets at the same 
depth (Case 1 ) where target interaction is significant, and leads to the largest differences 
between actual and computed target depth for each media type.
5.4 Target A nalysis A lgorithm  R esolution  Studies
The aim of this work has been to formulate a number of simulation tests tha t can be used 
to determine the horizontal and vertical resolutions of the target analysis algorithms, 
hence providing a check on the algorithm performance.
5 .4 .1  H o r iz o n ta l R e so lu tio n  S tu d y
The results discussed in the previous section have shown tha t for two identical targets 
at the same depth, a “ghost” target is indicated in addition to the actual targets. The 
computed depth of the “ghost” target will influence the system performance if it registers 
a significant shallow target as the separation of the real targets is varied.
An investigation was therefore carried out into the computed depth of the “ghost” 
and actual targets as the separation between the identical targets was varied between 
lcm and 1.1 metres in uniform soil. Figure 5.10 shows the variation in the computed safe 
digging depth for both the actual and “ghost” targets. Each pair of points is obtained 
from a computation similar to tha t shown in Figure 5.3, with the safe digging depths 
plotted when the unit is centred over a “target” . The symmetrical nature of the study 
means tha t the computed safe digging depths for the two real targets are identical.
The investigation also enables the resolution of the target analysis algorithm to be 
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F ig u r e  5 .1 0 :  C o m p u t e d  s a f e  d ig g in g  d e p th  o f  t h e  r e a l  t a r g e t s  ( • )  a n d  “g h o s t ” ta r g e t  ( o )  
v e r s u s  t a r g e t  s e p a r a t i o n  f o r  tw o  3 ” t a r g e t s  a t  a  d e p th  o f  0 . 5 m  i n  u n i f o r m  s o i l
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The results of the study show that the computed safe digging depth of the “ghost” 
target is consistently greater than the safe digging depth of the real target. The depth 
of the “ghost” target rapidly increases as the separation of the targets increases and the 
target interaction decreases.
The safe digging depths of the real targets should ideally be constant across the range 
of separations, however the results show that there is a variation of up to 15cm with the 
targets at 0.5m. This is due to the interaction of the two target responses and the timing 
quantisation errors, which have been discussed in Chapter 4, Section 4.6. In the case of 
very small separations less than 0 .2 m the “ghost” and real target safe digging depths 
converge indicating tha t the resolution limit of the algorithm is being approached. The 
resolution limit was determined from the data  as a horizontal separation of 15cm.
5 .4 .2  V ertica l R e so lu t io n  S tu d y
A further study has also been carried out into the vertical resolution of the target 
analysis algorithms using the test situation shown in Figure 5.11. The aim of this test 
is to quantify the effect of the deeper target on the computed safe digging depth of the 
target a t 0.5m.
The results indicate tha t for all target separations the algorithm correctly computes 
the safe digging depth, however the interaction between the targets results in a variation 
of up to 10cm in safe digging depths for target separations under 15cm. Although 
for very small target separations (less than 5 cm) the variation is considerably smaller 
accepting that this scenario is theoretical and would not occur in practice.
5 .4 .3  O ffset V ertica l R e so lu t io n  S tu d y
The aim of this study is to quantify the effect of target interaction when there are 
multiple targets of different sizes at different depth.
The results illustrate a small variation in the safe digging depth of the shallowest
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F ig u r e  5 .1 1 :  C o m p u t e d  s a f e  d ig g in g  d e p th  v e r s u s  v e r t i c a l  t a r g e t  s e p a r a t i o n  f o r  t a r g e t s  
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F ig u r e  5 .1 2 :  C o m p u t e d  s a f e  d ig g in g  d e p th  v e r s u s  h o r i z o n t a l  t a r g e t  s e p a r a t i o n  f o r  t w i n  
t a r g e t s  i n  l a y e r e d  m e d ia
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tently centre the unit over the shallowest target. The algorithm also detects the deeper, 
larger target, as illustrated in Figure 5.6, with a correct depth computed for separations 
above 0.25m. For separations below 8 cm the resolution limit of the system is reached 
with a target safe digging depth being calculated at of 0.46m.
5.5 2D Scan Sim ulations
5 .5 .1  S im u la tio n  o f  m ea su red  d a ta
The previous section gives the one dimensional results. This section will provides two
dimensional simulation results which were produced using the Mathcad program. The
program simulates the use of the five head system to detect single target buried in sand
at 0.24m depth and 250cm offset. The simulation parameters are as following: 
Sampling frequency 6250Hz
Sampling number 2048 points 




The 2D scan map key is 5dB per step for 12 steps representing 60dB range. The 
light the intensity, the greater the amplitude of FFT  data. The direct coupling between 
Ta  to R a  and Ta to R'A will have an effect on detecting target, especially the shallower 
target as seen in Figure 5.13, 5.14, 5.15. These show the target 2D map for different 
direct coupling levels. Figure 5.13 has the direct coupling value -30dB and -50dB from 
Ta to R a  and from Ta  to R A. Figure 5.14 has the value -60dB and -80dB, while Figure 
5.15 represents direct coupling -180dB and -200dB. From these figures it can be seen 
tha t, the clarity of the target image is improves as the direct coupling level reduces. 
Figure 5.15 show the ideal case.
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Position /  cm
Position /  cm
(b)
Figure 5.13: 2D scan simulation result for (a) Channel 1 with direct coupling -30dB and




Position /  cm
(b)
Figure 5 A \:  2D scan simulation result for (a) Channel 1 with direct coupling -60dB and
(b) Channel 3 with direct coupling -80dB
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Position /  cm
(a) 
Position /  cm
(b)
Figure 5.15: 2D scan simulation result fo r  (a) Channel 1 with direct coupling -180dB
and (b) Channel 3 with direct coupling -200dB
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5.5.2 Sim ulation Synthetic A perture im age
The principles of synthetic aperture algorithm for FMCW radar has been provided in 
Chapter 4. Figure 5.16, 5.17, 5.18 show the results from application of the synthetic 
aperture algorithm to the simulated data. The results show tha t target image resolution 
in the azimuth direction has been improved clearly by the synthetic aperture algorithm. 
The results show when the direct coupling is stronger than the target response, the 
synthetic aperture algorithm can not provide a high resolution target image. Results 
have also been provided by using different refractive index for the ideal very low direct 
coupling case. Figure 5.19 with the refractive index changed 20% show tha t the synthetic 
aperture image resolution has been reduced.
5.6 Conclusion
A number of representative target situations have been investigated using the signal 
processing mathematical model and have consistently shown tha t the unit will be centred 
over the shallowest object, and the safe digging depth is reliably calculated in all the 
cases.
Horizontal and vertical resolution studies have also been carried out using the signal 
processing mathematical model. These have indicated tha t the current horizontal reso­
lution is set at 15cm and the vertical resolution is set as 4cm for a pair of 3/; diameter 
targets.
It has also been seen tha t the synthetic aperture algorithm can effectively improve 
target image resolution in azimuth direction for the simulated data when the direct 
coupling level is lower than target response. Errors in the assumed refractive index 





Position /  cm
(b)
Figure 5.16: Synthetic aperture algorithm applied on simulated data fo r (a) Channel 1
with direct coupling -30dB and (b) Channel 3 with direct coupling -50dB
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(a) 
Position /  cm
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(b)
Figure 5.17: Synthetic aperture algorithm applied on simulated data fo r (a) Channel 1
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(b)
Figure 5.18: Synthetic aperture algorithm applied on simulated data fo r (a) Channel 1
with direct coupling -180dB and (b)  Channel 3 with direct coupling -200dB
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(b)
Figure 5.19: Synthetic aperture algorithm applied on simulated data fo r (a) Channel 1 
with direct coupling -180dB and (b) Channel 3 with direct coupling -200dB for refractive 
index changed 20%
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C h a p t e r  6
E xperim ental R esults from  
A nalysis M odel
6.1 O utline
This chapter describes the experimental system software and provides experimental 
results from tests using the FMCW radar prototype over a test site. The chapter gives 
results from applying a set of matched filters and clutter rejection filters to the real 
data.
6.2 Im plem entation  o f the Target A nalysis A lgorithm
The target analysis algorithms have been developed using Microsoft QuickBasic as a 
module within the signal processing mathematical model. In order to maintain compati­
bility with the software used to control the UHF sub-system electronics, these algorithms 
have been implemented in Borland Turbo C ++ Version 3.0.







Find peak and sa v e  to 
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flag, warn flag and 
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F ig u r e  6 .1 :  T a r g e t  a n a l y s i s  a l g o r i t h m s  f o r  e x p e r i m e n t a l  s y s t e m
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The data  acquisition parameters concerning the number of input channels, the max­
imum number of input samples and the sampling rate are incorporated into the target 
analysis algorithms explicitly using the #def in e  command in C, since these parameters 
are fixed by the control system hardware, they are unlikely to change frequently.
The data  acquisition control file which is used to provide the details of the UHF 
frequency sweep range, number of input samples, and modulation schemes for the UHF 
electronics is read in as a data  file. It is envisaged tha t this information may be modified 
by the target analysis algorithms at a later date to further improve the resolution of the 
system.
The sampled output of the receiver channels is currently passed as a file between the 
data acquisition and control algorithms and the target analysis algorithm, for testing 
purposes. The complete integration of these algorithms will enable this information to 
be eventually passed as a data  array to speed the calculation of the safe digging depth.
The algorithms have been developed for the experimental system such tha t the num­
ber of channels is set in the software, hence removing the need to modify the algorithms 
as the number of channels is increased on the experimental system.
The experimental target analysis model has been modified to suit practical use and 
the procedure is shown in Figure 6.1.
The analysis algorithms use two stage processing strategy where the presence of 
a target is first determined using frequency and amplitude thresholding as shown in 
Figure 6.2. The thresholding value in the data file has been chosen from several real 
tested data  sets which worked for all the cases.
The program produces two im portant indications, the target flag and the warning 
flag. If response is below the curve shown in Figure 6.2, indicated tha t there is no 
significant target, the target flag=0. If it is above, the target flag= l or 2. The target 
flag is set to 2, if the calculated depth is below a  limiting value. The limit is specified 
from a data  file and is set to 15cm. The SDD algorithm has been found to have problems 
with accuracy of shallow targets, as shown in Section 4.5.
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F ig u r e  6 .2 :  T a r g e t  f l a g  t h r e s h o l d in g
refractive index are above preset limits. These are set by a  da ta  file. When these tests do 
not apply the warning flag is zero. W arning flag has five different values which depend 
on whether the value of safe digging depth and refractive index are within limits.
6.3 T est S ite  and E x p er im en ta l S y stem  P aram eters
6 .3 .1  T est S ite
A experimental test cell has been constructed at the University. This enabled system 
testing to be undertaken in a uniform medium, with the ability to bury single and 
multiple targets at varying depth and enabling the operation of the depth measurement 
system to be verified. The site is 3 metres wide by 5 metres long, excavated to a depth 
of 2.8 metres and filled with sharp sand. The site has been levelled and the trolley used 
to transport the depth measurement system modified to lower the antenna head over a 
large height range.
The test site is shown in Figure 6.3. For the main series of tests, three targets have 
been buried in the tests site. Target one and target two are 5cm diam eter power cables,
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30cm depth and located at positions 290cm and 390cm. Target three is a 1.4cm diameter 
distribution cable at 10cm depth and located at position 330cm. The following results 
are all from this target configuration except those shown in Section 6.4 for which two 
targets have been used.
Horizontal Position / cm 












Figure 6.3: Test site fo r experimental system
6 .3 .2  E x p er im en ta l S y s te m  P aram eters
The experimental system param eters for using on the tests are as below: 
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Figure 6.4'- Two targets test results fo r (a) warning flag, (b) target flag, (c) unit move­
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Figure 6.5: 2D scan two targets test result for channel 1
Position / cm
250 270 290 310 330 350 370 390 410 430 450
o
o*r
Figure 6.6: 2D scan two targets case result o f channel 1 and channel 2 convolution
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The first series of experimental tests used two targets, as shown in Figure 6.3. Targetl 
and target 2 are at depths of 30cm and are positioned at 290cm and 390cm offset. 
Figure 6.4 shows the states of the warning flag, target flag, unit movement and SDD 
results. These provide a clear indication that one target is between 270cm to 280cm and 
another target between 370cm to 400cm, while the unit movement tells operator move 
away between 340cm to 350cm and 420cm to 430cm. SDD results show two curves, the 
white circle curve shows the result after 1 0 % thresholding applied on the original result 
which shows targets depth are around 30cm. The warning flag indicates the all results 
are reliable and target flag=l means there are targets underground.
The 2D plot for channel 1 and the convolved result of channel 1 and channel 2 have 
also been provided in Figure 6.5 and Figure 6 .6 . The channel 1 result shows that there 
is a strong target appeared between 180Hz to 230Hz with horizontal position between 
380cm to 420cm. Another target appears as a weak reflection between 200Hz to 250Hz 
with horizontal position 270cm to 300cm. Note the strong reflections between 100Hz to 
150Hz are direct coupling which has been removed mostly by reference signal subtraction 
algorithm, but still remain some strong crosscoupling. The convolved result shows 
clearer images of two targets around 290cm and 390cm horizontal position although 
there are still some direct coupling left.
6.5 Original Test R esu lts
The test results from original target analysis algorithm, which only use the reference 
signal subtraction algorithm, are shown in Figure 6.7 and 6 .8 . The reference signal 
has been taken a t 150cm offset on the test site before scan test. Figure 6.7 gives the 
warning flag, target flag and unit movement results. Figure 6 .8  gives safe digging depth 
and refractive index results. The warning flag is always zero which means that the 
measured results are reliable. The target flag shows the presence of a shallow target 
from 325cm to 335cm, and other targets are also indicated for all other positions.
Unit movement results show three arrow direction changes from right to le ft(+ l to 
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Figure 6.7: (a) Warning flag, (b)  Target flag, and (c) Unit movement results from sub­
traction algorithm
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F ig u r e  6 .8 :  ( a )  S a f e  D ig g in g  D e p t h ,  a n d  ( b )  R e f r a c t i v e  i n d e x  R e s u l t s  f r o m  s u b t r a c t i o n  
a lg o r i th m
between 285cm to 290cm, 320cm to 330cm and between 380cm to 385cm. The unit 
movement tells the operator to move away from targets between 295cm to 300cm and 
between 360cm to 380 which are ghost targets as seen in Section 5.4.
The SDD results are approximately 0.3m for target one and 0.25m for target two. 
Target three’s depth was shown to be unreliable because it is a shallow target whose 
depth is measured as shallower than 15cm. In Figure 6 .8 , the white circle curve show 
the SDD results after 10% thresholding. Refractive index results show about 2.9 which 
is closer to the sand refractive index 2.75.
The 2D plots shown in the next few pages use twelve uniform quasi-gray scales to 
cover the normalized magnitude in the spectrum with white indicating strong reflection 
and black means 36dB below the strongest reflection.
Figure 6.9 show the unprocessed 2D plot for channel one. Unprocessed data show 
very strong direct coupling between transm itter and receiver from 130Hz to 180Hz. The 
targets image is very weak and difficult to distinguish. After subtraction of the reference
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data  set, the results shown in Figure 6.10 reveal that there are two light spots, hence 
target two and target three are around 310 to 330cm, 380 to 390cm offset. Target one’s 
image is weaker than the others, but it is still visible.
Position /  cm
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F ig u r e  6 .9 :  U n p r o c e s s e d  2 D  s c a n  p l o t  f o r  c h a n n e l  1, tw e l v e  u n i f o r m  q u a s i - g r a y  s c a l e s
Clearly the subtraction algorithm can remove much of the clutter and produce clear 
target images. In addition the resulting d a ta  processing produces the satisfactory unit 
movement, target flag warning flags and the SDD calculation.
6.6 L im iter A lg o r ith m  R esu lts
Two limiter algorithms have been tested. One uses an amplitude limiter on the sub­
tracted data  and the other one uses a limiter on the raw data.
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Figui'e 6.10: Subtracted 2D scan plot for channel 1, twelve uniform quasi-gray scales
6 .6 . 1  L im ite r  A lg o r i th m  A p p lie d  o n  th e  S u b t r a c te d  D a ta
This algorithm is an improved target analysis algorithm which is based on the original 
analysis algorithm. It differs by way of the addition of a limiter subroutine on the time 
domain data after reference position data is subtracted. The limit subroutine processes 
the subtracted time domain data as following steps:
• Multiply the time domain data by a large value C
• Compare with a limit value A
• If the result is greater than A then set the output equal to A. If less than — A set 
to — A, if between the limits A and —A  then there is no change.
This process is applied to each sample of the time domain data. The limiter algorithm 
can remove the amplitude modulation(AM) on the time domain data, hence remove 
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Figure 6.11: Limiter algorithm results for (a) Warning flag (b) Target flag and (c) Unit 
movement
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F ig u r e  6 .1 2 :  L i m i t e r  a l g o r i t h m  r e s u l t s  f o r  ( a )  S a f e  D ig g in g  D e p th ,  a n d  ( b )  R e f r a c t i v e  
I n d e x
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Figure 6.13: Lim iter algorithm 2D scan plot for channel 1, twelve uniform quasi-gray
scales
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Using the limiter algorithm can enhance the ability to detect targets. Figure 6.11 
and 6.12 results show there are targets at 325 and 385 offset with another target between 
285 to 290 offset, the SDD result for target one, two and three are approximately 0.31m, 
0.27m and 0.1m, respectively. The shallowest target’s depth can therefore be calculated 
correctly by using the limiter algorithm. Also the SDD and refractive index results 
show smooth and less erratic curve comparing with original results as shown in Fig. 6 .8 , 
and the unit movement indication results show the more accurate centering the target 
between 380cm to 390cm at 385cm. The 2D scan shown in Figure 6.13 shows clearer 
images of these three targets than was achieved without the limiter. The images for 
target two and target three show a curve which is close to the parabola shape which is 
the ideal target response as predicted in Chapter 5.
6 .6 .2  L im iter  A lg o r ith m  A p p lie d  on  th e  R aw  D a ta
This limiter algorithm was also applied to the limiter to the raw tested data, followed 
by sir^  subtraction. This algorithm first uses the limiter subroutine on the raw input 
time domain data, then subtracts a 512M signal which has been set to the same phase 
and magnitude of the raw spectrum peak. This algorithm has the advantage of needing 
no reference signal. The results show tha t most cross coupling can be removed if the 
cross coupling is stronger than target response. Figure 6.14 is the result from channel 1 
which shows tha t most of the cross coupling signal has been reduced and tha t the two 
targets are visible, but the results from channel three as seen in Figure 6.15 did not 
show as much improvement. This was because the direct coupling frequency of channel 
three was close to the target signal frequency and hence resulted in the wrong position 
subtraction. Using this approach, the safe digging depth calculated from convolved data  
becomes unreliable. In earlier work the electronic system included a hardware limiter in 
the circuit after the detection mixer and limited the raw data [1]. It appears from these 
results therefore tha t it is better to limit the data  after subtracting reference data.
6.7 A Set o f M atched F ilters A lgorithm  R esu lts
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Position /  cm
Figure 6 .14: Limit followed by sinJx) subtraction algorithm 2D scan plot for channel 1, 
twelve uniform quasi-gray scales
Position /  cm
Figure 6.15: Lim it followed by subtraction algorithm 2D scan plot fo r channel 3,
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Figure 6.17: (a) Warning flag, (b)  Target flag, and (c) Unit movement results from  a
set o f matched filter algorithm
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Figure 6.18: (a) Safe Digging Depth, and (b) Refractive index results from a set of 
matched filter algorithm
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Figure 6.19: A set o f matched filter algorithm 2D scan plot fo r channel 1, twelve uniform
quasi-gray scales
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The matched filter algorithm principles was described in chapter 4. For the experimental 
use, a set of matched filter algorithm has been developed as seen in Figure 6.16.
This algorithm uses a varying frequency matched filter to determine input signal 
frequency. If the filter’s frequency is equal to the input signal frequency, the output 
of filter processing will produce the maximum peak. According to this method, after 
the whole band has been searched, the filter frequency of the maximum peak will be 
the target frequency. The results are shown in Figures 6.17, 6.18, and 6.19 which are 
similar to the subtraction results, but the images are better than the subtraction results 
as was shown in Figure 6.10. The sidelobes have been suppressed and the images show 
strong contrast. Unfortunately the drawback of this algorithm is the long processing 
time required which is of the order of 3 minutes for each test point.
6.8 A  Set o f C lutter R ejection  F ilter A lgorithm  R esu lts
The principles of clutter rejection filter have also been described in chapter 4.
A set of clutter rejection filter algorithms have been developed for processing the 
real data  as shown in Figure 6.20. The algorithm is similar to the set of matched filter 
algorithm. It adds the clutter simulation part which produces clutter by summing over 
a band of uniform sine wave burst. The other procedures are similar to those used for 
the set of matched filter algorithm. In these examples the clutter signal frequencies are 
from 300Hz to 1200Hz with 30Hz interval.
The results, shown in Figures 6.21, 6.22, and 6.23 reveal tha t both the ID and 2D 
results have been improved comparing with the basic results as shown in Figure 6.10. 
The processing time of this algorithm is about 3.2 minutes for each test point which 
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Figure 6.22: (a) Safe Digging Depth and (b) Refractive index results from clutter rejec­
tion filter
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Figure 6.23: A set of clutter rejection filter algorithm 2D scan plot, twelve uniform 
quasi-gray scales
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6.9 S y n th e tic  A p ertu re  A lg o r ith m  R esu lts  for R ea l T est 
D a ta
Synthetic aperture algorithm applied on the simulated data  show a improved azimuth 
resolution as was seen in Chapter 5. The cross coupling level and variations of the 
refractive index affect the resolution of the synthetic aperture processing. Figure 6.24 
shows the result from the synthetic aperture algorithm applied to the real subtracted 
test d a ta  with refractive index 2.75. Figure 6.25 shows the result with refractive index 
increased by 15%. These reveal th a t the refractive index has a strong effect on the 
synthetic aperture calculation when applied to real data. In real situations the refrac­
tive index is not known, and is difficult to predict to the accuracy required for this 
calculation. Indeed, past workers [2] took many measurements of the refractive index 
of snowpack m aterial before applying synthetic aperture calculations.
Position /  cm
250 270 290 310 330 350 370 390 410 430 450
F ig u r e  6 .2 4 :  S y n t h e t i c  a p e r t u r e  a l g o r i th m  a p p l ie d  o n  th e  r e a l  s u b t r a c t e d  d a ta  f o r  c h a n n e l  
1 w i th  r e f r a c t i v e  i n d e x  2 .7 5 ,  tw e lv e  u n i f o r m  q u a s i - g r a y  s c a l e s
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Position / cm
F ig u r e  6 .2 5 :  S y n t h e t i c  a p e r tu r e  a l g o r i th m  a p p l ie d  o n  th e  r e a l  s u b t r a c t e d  d a t a  f o r  c h a n n e l  
1 w i th  1 5 %  i n c r e a s e d  r e f r a c t i v e  i n d e x  o f  F ig u r e  6.24> t w e lv e  u n i f o r m  q u a s i - g r a y  s c a l e s
6.10 C onclu sion
The experimental FMCW radar prototype system has been successfully tested using a 
sand filled test site in which three targets were buried at 290 offset, depth 30cm, 330 
offset, depth 1 0 cm and 390 offset, depth 30cm. For this multi-target situation using 
developed target analysis algorithm can detect these three targets’ position and gives 
the correct depth reading for the outer two targets. For the middle shallow target, the 
original algorithm can indicate that a shallow target has been found, but its depth value 
could not be solved correctly. Using the limiter algorithm could ensure both the shallow 
or deep targets’ depth can be calculated correctly and clear 2D target images produced.
This experimental target analysis only takes about ten seconds to measure one test 
point. The output is simple to understand and it is therefore, suitable for practical use. 
The 2D image information is useful for post-studying.
A set of matched filter algorithms can improve the image resolution, but it takes 
about 3 minutes to test each measurement point. This method can therefore only be 
used for post-processing.
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A set of clutter rejection filter algorithms can also improve both the safe digging depth 
and unit movement results and the images, but the running time for each measured point 
is approximately 3.2 minutes which is makes it unsuitable for practical use.
The synthetic aperture algorithm for real data did not produce a clearing improved 
set of target images because of the unknown refractive index and limited scan times.
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C h a p t e r  7
C onclusion and Further W ork
7.1 O utline
This chapter reviews the work undertaken to model and process FMCW ground pen­
etrating radar signal. The review highlights novel aspects of the research and results 
from the simulation model and experimental system.
7.2 R eview  of R esearch Work
The introductory chapter of the thesis outlined the application of ground penetrating 
radar, its system and signal processing method, gave the background information about 
this research work and the outline of this thesis.
The literature review examined several signal processing techniques used by other 
researchers and indicated tha t the signal processing task for this research work is to 
produce analysis software suitable for real-time processing tha t is also easy to operate 
in a practical environment.
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7 .2 .1  S ig n a l P r o c e ss in g  M a th e m a tic a l M o d e l D e v e lo p m e n t
The purpose of the signal processing mathematical model for FMCW ground pene­
trating radar is to provide some predication of how the system will react to realistic 
situations. The model has been established and tested successfully by using some sim­
ulated target environments and parameters.
The signal processing mathematical model has been divided into two main parts: 
the radar system and target simulation model, and the target analysis model. The 
first part includes a UHF system model and a propagation model which calculates the 
transm itter, receiver, mixer signals in uniform, layered and trenched media. It uses a 
ray tracing algorithm, and outputs sampled time domain data.
The target analysis model processes the sampled time domain signal, takes the FFT  
of the data  and convolves the separate receiver channel responses. From this it calculates 
the safe digging depth and determines the unit movement direction. This model employs 
convolution and triangulation measurement techniques to compute a safe digging depth 
above a buried target. These two techniques are novel aspects concerning target depth 
detection.
The convolution measurement technique convolves the data  from two channels data 
in order to suppress the off-center target response and enhance the response of the 
target directly below the unit. The triangulation measurement technique enables the 
safe digging depth for a target to be computed when the refractive index of the soil is 
unknown.
The work on the signal processing mathematical model has developed the target 
algorithms to be used in the experimental system. This has been carried out by testing 
the algorithms using the target simulation software to verify the algorithm performance 
in uniform, layered and trenched media.
The simulation results show tha t safe digging depth can be calculated correctly when 
the target is directly under the unit centre for uniform, layered and trenched infill for 
both single and multiple target situations.
This mathematical model’s resolution has been studied for horizontal, vertical and
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offset vertical two targets situations. The results show that for twin targets at same 
depth, a “ghost” target can appear in their middle whose depth reading will be greater 
than the SDD of a real target when the twin targets’ separation is greater than 0.4m. 
The unit movement direction arrows always tell the operator to move away from the 
“ghost” target when unit is around the “ghost” target. Conversely for real targets the 
operator will center over the target.
For twin targets buried at same horizontal position but at different depth, the reso­
lution results show tha t the model correctly computes the safe digging depth when the 
target vertical separation is greater than 15cm.
For two different targets at different depths, the larger target being deeper, the results 
show tha t the SDD for the shallower target can be calculated correctly for all the target 
separations. The algorithm also detects the deeper, larger target with a correct depth 
computed for vertical separations above 0.25m.
This software was written in Microsoft QuickBasic. The to tal running time for 
measuring one point is approximately 48 seconds using a 486 DX50 computer. The 
total size of the model software is 150 KB.
7 .2 .2  S D D  Q u a n tisa tio n  E rror
Using triangulation techniques to calculate target depth can eliminate the unknown 
refractive index of the infill, but due to the sampled data  from UHF system the quanti­
sation error could not be avoided. This quantisation error has an effect on the accuracy 
of the safe digging depth calculation.
The quantisation error has been studied in detail using M athcad software. The effect 
of quantisation error on SDD can be reduced by increasing the resolution of the FFT 
and increasing the base line of the triangulation measurement. These two approaches 
have been investigated and the results show an improvement in the quantisation error 
performance. However after considering the practical limit of the specification of a one 
metre length unit, and the noise effect by increasing FFT resolution, the current system 
uses the 2D separation between R a and R'A and 2048 point FFT. This may be improved
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on in the further work.
7.2.3 Investigation of A lgorithm s to Improve System  R esolution
The work has been done to investigate some algorithms to process real tested data to 
improve system resolution.
The initial system tests show a very strong direct coupling between transm itter and 
receiver which makes it very difficult to detect a target. Several methods have been 
studied to remove or reduce the cross coupling and enhance the system ability to detect 
target under clutter.
Window functions have been examined on the sampled time domain data, and the 
results show a reduction of the sidelobes and a broadening of the main peak. However 
two relatively close main peaks merge into one and accuracy is then lost.
The output of target templating using as template function left the spectrum 
shape unchanged and did not sharpen the peak. Triangular templating can produce the 
sharp peak but always at the frequency from which the template function was derived 
rather than the target frequency.
The reference signal subtraction method was the best for removing the direct coupling 
signal, and was tested using measured data. The subtraction of a reference signal 
did not reduce the clutter effectively because the real signal has been distorted due to 
the frequency response of the UHF system, the variation in media attenuation with 
frequency and the reduced bandwidth of the antenna system.
The limiter algorithm has been tested on the subtracted data  and shows improved 
results because the limiter remove amplitude modulation from the spectrum. It was 
seen to work best after reference signal subtraction, rather than before.
Several filter algorithms have been reviewed and developed. The inverse filter has a 
similar action to the triangle templating which is not suitable for practical use. Matched 
filters for white noise and non white noise have also been studied. The results show that 
both filters can suppress sidelobes.
151
A set of matched filter and clutter rejection filter algorithms have been developed 
which use a varying frequency filter to filter the input signal. The output has a maximum 
peak when the filter’s frequency equals the input signal’s frequency. The filter searches 
the whole frequency band and determines the input signal’s frequency. This is the target 
difference frequency, which is used to calculate SDD and unit movement.
A synthetic aperture algorithm has also been studied and tested. The results show 
the improved azimuth resolution of simulated data, but for the real data  the synthetic 
aperture algorithm did not produce clear image because of the unknown refractive index. 
The index needs to be known to better than 15% for the synthetic aperture algorithm 
to be effective.
7.2.4 Experim ental R esults
The experimental FMCW prototype radar system has been produced and tested suc­
cessfully by using the developed target analysis software on a sand filled test site.
Several tests have been made on the test site with three buried targets. The results 
show th a t the experimental system target analysis software can find targets and calculate 
their depth correctly. The 2D plots show very clear targets images.
Considering the requirements of this FMCW radar prototype, the target analysis 
software now includes reference signal subtraction, limiter algorithm, convolution, ta r­
get flag and warning flag output and the calculation of safe digging depth and unit 
movement. Sophisticated filter and synthetic aperture algorithms can be used for post­
processing to study 2D target images.
The target analysis software has been written in Borland C which has been integrated 
with UHF control and data  acquisition software. The running time for measuring one 
point is about ten seconds, and provides the target safe digging depth, unit movement 
direction, target flag and warning flag. These are considered to be relatively easy to 
understand by most operators.
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7.3 Further Work
The signal processing work on FMCW ground penetrating radar has been completed 
for this stage. Further work should be directed to achieve an improved FMCW GPR 
system for commercial use.
From the results provided in previous chapters, the cross coupling between transm it­
ter and receiver is still a critical problem. One way to reduce the direct coupling is to 
change the antenna system, and another way is to seek for a software solution.
The frequency modulation profile of the current system is fixed using saw-tooth 
sweep. In the future, the signal processing system could process the target spectra 
and provide control signals to the UHF system to select other modulation waveforms. 
These could minimize the sidelobes of the target spectrum and obtain the optimal target 
response for calculating target safe digging depth.
Using different transm itter and receiver configurations to reduce quantisation could 
improve resolution of SDD.
A clutter rejection filter algorithm can improve system resolution, but the long pro­
cessing time is not suitable for real-time processing. Further work can modify the 
program to reduce the running time and enable it to be used on the real time test.
The synthetic aperture algorithm for real application could also be studied further 
to obtain improved target images.
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A ppendix  A
Safe D igging D ep th  C alculation  
D erivation
A .l  D erivation o f Safe D igging D ep th  C alculation for a 
K nown R efractive Index
Denoting the distance between Ta and Ra  and R!a as R \ and R 2 respectively as shown 
in Figure A .I. D is the separation between transm itter and receiver using the cosine 
rule:
(fli -  d)2 =  D 2 +  d2 -  2dD  cos(180 -  0) (A .l)
{R2 -  (R i -  d))2 =  d2 +  (2D )2 -  2d(2D) cos 0 (A.2)
Eliminating the term in 2dD, we can get the following equation:
2(#! -  d f  + ( R i  -  ( R t  -  d ) f  = 3d2 +  6D 2
Solving this equation, the distance d and angle 0 can be represented as below:
, 3R j -  2fli R 2 + R \ -  6D 2 , .








Figure A .l:  SDD derivation profile
A .2 D erivation  o f Safe D igging D ep th  C alculation for an 
Unknow n R efractive Index
Denoting the time delay between Ta and R a , and R!a  as T\ and 7*2 respectively. Since 
r  = J R , Where n  is the unknown refractive index, c is the speed of light, then, r i ,  72 
can be expressed as following:
ri =  - R ic
n _
r2 =  - R 2 c
(A.5)
(A.6)




Because distance R \ and R 2 can be represented as target depth d and the separation of 
transm itter and receiver D (Figure A.2):
R i = d + s / d 2 + D2
R 2 = s /d 2 +  D 2 + s/d? + (2D )2
i?i, R 2 are convoluted data. Replacing R\ and R 2 in Equation A.2 and uses T
H  -  d  +  V d 2 +  D 2 
r2 ~  Vd2 +  D 2 +  y j d 2 + (2D )2
Solving this equation, the target depth can be expressed as below:
_  D 3T2 +  2T -  1 
”  2” y/2T2 -  3T3 +  T
T a Ra R'a






~  t 2  '
(A.9)
(A .10)
Figure A .2: SDD derivation profile for target directly below the unit center
A ppendix  B
Secant M ethod  to  Solve a 
N on-linear Equation
The Secant method has been used to solve a non-linear equation( [1], [2]). It is a
approximate of the Newton-Raphson method. This method use t°  replace the
derivative
*n + l =  *n -  ^  "  X~ f n  ( B . l )
Jn ~  J n —1
The geometrically meaning of this method is tha t a;n+i is determined as the abscissa 
of the point of intersection between the secant through ( z n - i j /n - i )  and (xn, f n )  and 
the x-axis.
The Secant method flowchart is shown in Figure B .l. Where the variables are as 
following: 
x i ,X 2 ,a  variables
A x  increment
F N F ( )  function














Figure B .l: Secant Method Flowchart
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A ppendix  C
Target P ath  Function in Layered  
M edia
C .l Target in th e Second Layer
Figure C .l
f n p 21 =  y /q  + (Sl -  j/un)2 (c.i)
f n p 22 = v/(*«. -  M 2 +  (yta -  !/i) 2 (C.2)
F N F ( y i )  = n i (y1 - y un) F N P 2 2 - n 2i ( y t a - y i ) F N P 2i (C.3)
C.2 Target in th e Third Layer
Figure C .2
F N T i  =  +  (yi -  yun)2 -  n \(y i -  yu n ) 2 (C.4)








F ig u r e  C . l :  T a r g e t  i n  t h e  S e c o n d  L a y e r  i n  th e  L a y e r e d  S o i l
F N F ( y i , y 2) = n x(y i  -  yun) y j l 2 + (2/2 -  Vi)2
— ^ 2l(2/2 -  2/l)\Al + f a  ^ n )
ry
X




F ig u r e  C .2 :  T a r g e t  i n  t h e  T h i r d  L a y e r  i n  th e  L a y e r e d  S o i l
(C.6)
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A ppendix  D
Target P ath  Functions in 
Trenched M edia
D . l  T a r g e t  in  7^22
D . l . l  Target Path ni —► n22
Figure D.l
F N P i  =  y / %  +  ( y i  -  y „ „ )2
= V ( s u  - y i ) 2 + (»,. -  M2
FNF(yi )  = n , ( j / i  -  yun) FNP2 -  n22(yta -  y i )FNPi
D .l .2 Target Path Hi —> n2i —► ti22 
Figure D.2
P W A  = +  (®i -  »“" )2
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ta rge t n22n21 n23
n33n31 n32
yti yt2
Figure D.l: Target Path n\  —► n 22
F N P 4 = y / (ytg -  Vti)2 + ( x ta -  x t y ___________________
_  \ / ^ 2 i (yn -  Vi)2F N P ?  - n \ ( y n  -  y i)2(yi -  yun)2 
1 n x { y x - y Un)
F N F ( x i , y i ) = n2i ( x 1 -  l1) F N P 4 -  n 22( x ta -  x 4) F N P 3
D .1 .3  T arget P a th  n \  —► n 23 —► n 22
Figure D.3
F N P ,  = \[ F +  (3/1 -  yun)2
F N P S =  V ' ( * i - ' i )2 +  (»i - t e )2
fW ft  = y'(»,a - » i ) 3 + (ya - y , , ) 2 ____________
x _  y /nii(y t2 -  y\)2F N P 2 -  nf(yt2 -  y i)2(yi ~ 2/un7
n i ( y i  -  yun)
F N F ( x i , y i )  = n2i(x i — l i )FN Pg — n22(x ta — x \ ) F N  P$
(D.6) 




(D .ll)  
h  (D.12) 
(D.13)
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Figure D.3: Target Path n\ —*■ n23 —* n22
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D .2 T arget in 7132
D.2.1 Target Path ni —► n2 2 —> ^ 3 2
Figure D.4
= v// f  + (», -  y„„)2
F N P 1 0  = + (y, -  s/2)2
F N P U = v W  -  '1  -  fe)2 + (sfe -
_ 7 i__________h n i j V u n  ~  y i ) ______
^  2/1 ^ /n 2 2 ^ ^ 1 2 “  n l(^ l “  y ™ ) 2
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Figure D.4 : Target Path n\ —► n22 —► n32
D .2 .2 T a rg e t P a th  nx —> n 21 —> n 3i —> n32
Figure D.5
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Figure D.5: Target Path n\ —> 7121 —► n3i —> n32
D .2 .3  T a rg e t  P a th  n\ —► 72-21 —* Ti-22 ~ > n32 
Figure D.6
fW P, = y / q  + (yi -  3/un)2
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Figure D.6: Target Path n\ —► ri2i —► 2122 —* 2*32
D .2 .4 T a rg e t  P a th  ri\ —► n 23 —> n 22 —► 7232 
Figure D.7
F N P X
F N P U
F N P l3
x i
= y j l l  + (yi -  y u n ?
= V ( x ta -  h -  h )2 + (2/2 -  yta)2 
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y/n^Ch + h  ~ x \ )2FNP?  -  n\ (yx -  yun)2(x 1 ~ h ) 2( h  + h  -  x\)2
fi\(yUn ~ h )
+y<2 (D.37)
F N F ( x 1, y i , y2) =  n2 2(yt2 - y 2 ) F N P u - n 32(y2 - y t a ) F N P i 3
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(D.38)
XTx or R *





Figure D.7: Target Path n\ —»• 7123 —► 7122 —► H32
D .2 .5 T a rg e t P a th  rii —► n 23 —* n 33 —> 7232 
Figure D .8
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Figure D.8: Target Path n\ —► 7123 —► 7133 —* 7132
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A ppendix  E
Current FM C W  System  
Configuration
A schematic diagram of the UHF sub-system design is shown in Figure E .l. The sub­
system has been further sub-divided into four sub-systems:
• S ignal G e n e ra tio n  S u b -S y stem : Generates a 250MHz to 750MHz signal for 
the transm itter sub-system by mixing a 1150MHz to 1650MHz sweep and a fixed 
900MHz tone. The sub-system also provides a reference 1150MHz to 1650MHz 
swept frequency and a 900MHz tone to the receiver sub-system.
• T ra n s m itte r  S u b -S y stem : Provides amplification of the 250MHz to 750MHz 
signal to approx. +20dBm (lOmW) for each channel using a number of amplifier 
stages.
• R ece iv e r S u b -S y stem : Amplifies the incoming signal from the antenna sub­
system and uses an Intermediate Frequency (IF) of 900MHz in a two stage mixer 
to produce an audio-band frequency difference signal which is then filtered and 
amplified.
• S y s tem  C o n tro l a n d  D a ta  A cq u is itio n  S u b -S y stem : Provides the Frequency 
Modulation (FM) control signals to the signal generation sub-system to sweep the 

































audio-band frequency difference, fd
System  Control and Data Acquisition Sub-System
Figure E .l: UHF Sub-System Electronics
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Amplitude Modulation (AM) control signals to the transm itter sub-system. The 
sub-system also samples the incoming audio-band frequency difference signal at a 
rate synchronised to the generation of the FM control signal.
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A ppendix F
D eviation  o f C onvolution  
w ith
This appendix gives the theoretical calculation of Convolves [1] [2]).
Suppose
. sinx i
' < * >  =  ~ i r
The Fourier Transform of f ( t ) is F(u>)
/ oo f ( t ) e x p ( —jwt)dt
■oo
f°° sin7rt. . . N
=  I  (cosv t — j  sm u t)d t
J —oo
f°° sin7rf , . f°° sin 7rt .= I  cos u td t  —? I  sin (jjtdt
L o o  L o o
The integral of any odd function between symmetric limits is zero, thus
‘°° sin 7xtI .—oo
sin a)tdt =  0
There remains then
* V )  =  / “  -
J  — OO




By trigonometry, Equation F.2 becomes
1 f°°  sin(7rf +  u t)  1 f°°  sin(7rt — u)i)
I -----------------dt -\- — I  dt




. 00 s in (7rt — ut) 





s m i . 7T
 dx  =  —
o  x  2
a = Trt + u>t
b =  TTt — U>t
Equation F.3 becomes
T~,f \ 1 f°°  sin a 1 f°°  sin bF( d ) =  — I  da H—  I —— db
7T Jo  a TT J 0 b
1 1 









x [ h ( t ) *  f 2(t)] = F t(U)F2(U)
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