Suffix trees and suffix arrays are the most prominent full-text indices, and their construction algorithms are well studied. In the literature, the fastest algorithm runs in O(n) time, while it requires O(n log n)-bit working space, where n denotes the length of the text. On the other hand, the most space-efficient algorithm requires O(n)-bit working space while it runs in O(n log n) time. It was open whether these indices can be constructed in both o(n log n) time and o(n log n)-bit working space.
Introduction
Due to the advance in information technology and bio-technology, the amount of text data is increasing exponentially. To assist users to locate their required information, the role of indexing data structures has become more and more important. For texts with word boundary such as English, inverted index [7] is used since it enables fast queries and is space-efficient. However, for texts without word boundary like DNA/protein sequences or Chinese/Japanese texts, inverted index is not suitable. In this case, we need full-text indices, that is, indexing data structures which make no assumption on the word boundary. Suffix trees [20] and suffix arrays [19] are two fundamental full-text indices in the
Our Results
Our results are based on the following model. Firstly, we assume a unit-cost RAM with word size of O(log U ) bits, where n ≤ U , in which standard arithmetic and bitwise boolean operations on word-sized operands can be performed in constant time [1, 9] . Secondly, to compare our work fairly with the other main-memory algorithms, we add the following assumptions: (1) We restrict our algorithms to be running within the main memory, in which no I/O operations are involved in the intermediate steps; (2) for counting the working space, we do not include the space for the output of the full-text indices (This can be justified as output can be written directly to the secondary storage upon completion without occupying the main memory). Under the above model, this paper proposes the following construction algorithms for full-text indices, where the input text is assumed to be over a constant-size alphabet: 1 We use the notation log c to denote the c-th power of the base-b logarithm of n. Unless specified, we use b = 2. 2 Zobel et al. [32] and Crauser and Ferragina [3] both mentioned the importance of construction algorithms to the usefulness of the index. [19] O(n) O(n log n) SA, CSA, or FM opt space [18] O(n log n) O(n) this paper O(n) O(n) opt time [4] O(n) O(n log n) ST or CST opt space [12] O(n log n) O(n) this paper O(n log n) O(n)
The acronym ST, SA, CST, CSA, FM represent suffix tree, suffix array, compressed suffix tree, compressed suffix array, and FM-index, respectively. Also, is any fixed real number with 0 < < 1.
1. An algorithm which constructs the suffix array in O(n) time and O(n)-bit working space;
2. An algorithm which constructs the suffix tree in O(n log n) time and O(n)-bit working space for 0 < < 1.
To the best of our knowledge, these are the first known algorithms which run in o(n log n) time and o(n log n)-bit working space. Besides, our algorithms can actually be adopted to build other full-text indices, including CSA, Compressed Suffix Tree (CST) [12] , and FM-index [5] . The performance of our algorithms for constructing these indices are summarized in Table 1 . Another application of our algorithm is that, it can act as a time and space efficient algorithm for the block sorting [2] , which is a widely used process in various compression schemes, such as bzip2 [27] .
We also study the general case where the alphabet size is not constant. Let Σ be the alphabet, and |Σ| denote its size. Our algorithm can construct the suffix array and the suffix tree using O(n log |Σ|)-bit working space, while running in O(n log log |Σ|) time and O(n(log n + log |Σ|)) time, respectively, for any fixed with 0 < < 1. These are the first algorithms that achieve o(n log n) time with optimal working space. Moreover, for the special case where log |Σ| = O((log log n) 1− ), we can apply Pagh's data structure for constant-time rank queries [24] to further improve the running time of the suffix array construction to the optimal O(n).
Remark. Very recently, Na and Park [23] proposed another algorithm for the construction of CSA, FM-index, and Burrows-Wheeler transform. The running time is O(n) time, which is independent of the alphabet size. The working space is increased slightly to O(n log |Σ| log α |Σ| n) bits, where α = log 3 2.
The Main Techniques
To achieve small working space, we make use of the Ψ function [6] of CSA and the Burrows-Wheeler (BW) text [2] as our tools, where they can act as an implicit representation of any suffix tree generated during the process of construction. Both the Ψ function and the BW text can be stored in O(n)-bit space. Moreover, given them, we can construct the suffix tree and the suffix array in O(n log n) time and O(n) time, respectively for 0 < < 1.
Apart from space concern, another reason for using these two data structures as our tools is that we notice the strengths they possess complement nicely the weaknesses of the other: For the Ψ function, it allows efficient pattern query, while it is difficult to update the function in response to the change in the underlying suffix tree; for the plain BW text, it can be easily and quickly updated, though it does not support efficient pattern query. In our construction algorithm, efficient queries and fast updates are frequently required, so that we use both data structures alternately in order to utilize their strengths.
Another finding that leads to the improvement is related to the backward search algorithm, which is used to find a pattern within the text based on the Ψ function. If we apply a known method [26] , given the Ψ function for the text, each step of the algorithm requires O(log n) time in general. This paper presents a novel auxiliary data structure of O(n) bits which supports each backward search step in O(log log |Σ|) time instead. As our construction algorithm executes the backward search frequently, the overall running time is thus sped up because of this improvement.
Finally, our algorithm borrows the framework of Farach's linear time suffix tree construction algorithm [4] which first constructs two suffix trees, one for odd-position suffixes and one for even-position suffixes, and then merge the two trees together. The difference, however, lies in the actual implementation, as we have carefully avoided to store the suffix pointers explicitly, thus saving O(n log n) bits in total.
The remaining of this paper is organized as follows. Section 2 is a preliminary section which gives the definitions for the CSA and Burrows-Wheeler text, and discusses the relationship between them. Section 3 shows the improved result in the backward search algorithm. Section 4 describes the framework for the construction algorithm, while Sections 5 and 6 detail the main steps of the algorithm. In Section 7, we give details to the improvement we can achieve when the alphabet size is sufficiently small, precisely, when log |Σ| = O((log log n) 1− ). Finally, we give a conclusion in Section 8.
Preliminaries
This section is divided into three parts. The first part gives the basic notation, and introduces the suffix array, the Ψ function, and the Burrows-Wheeler text. In the second part, we describe the representation of the Ψ function that is used throughout the paper. Finally, we discuss the duality between the Ψ function and the Burrows-Wheeler text.
Basic Notation
Firstly, we review some of the basic notation and assumptions. For a text T of length n over an alphabet Σ, it is denoted by T [0...n − 1]. Each character of Σ is uniquely encoded by an integer in [0, |Σ| − 1] which occupies log |Σ| bits. In addition, a character c is alphabetically larger than a character c if and only if the encoding of c is larger than the encoding of c . Also, we assume that T [n − 1] is a special character that does not appear elsewhere in the text.
For
is lexicographically the i-th smallest suffix of T . The Ψ T function, or simply Ψ, is the main component of the CSA [6] . It is defined as follows:
Immediately, we have the following observation. •
On the other hand, the Burrows-
is the preceding character of the i-th smallest suffix of T in T . This transformation process is widely used in various compression schemes such as bzip2 [27] , and it constitutes the main part of the construction of the FM-index [5] .
See Figure 1 for an example of the suffix array, the Ψ function, and the Burrows-Wheeler text of a string S = acaaccg$. In the example, we have Σ = {a, c, g, t} and the last character of S is $, which is unique among the other characters in S. We also assume that $ is alphabetically smaller than each character in Σ.
Representation of Ψ
Observation 1 implies that the Ψ function is piece-wise increasing. In addition, each Ψ value is less than n. Therefore, we can make use of a function ρ(c, x) = enc(c)·n+x and obtain a total increasing function
where enc(c) denotes the encoding of the character c. Note that value of Ψ is less than n|Σ|.
Based on the total increasing property, Ψ can be stored as follows. We divide each Ψ [i], which takes log n + log |Σ| bits, into two parts q i and r i , where q i is the first (or most significant) log n bits, and r i is the remaining log |Σ| bits. We encode the values q 0 , q 1 − q 0 , . . . , q n−1 − q n−2 in a bit-vector B 1 using unary codes. (Recall that the unary code for an integer x ≥ 0 is encoded as x 0's followed by a 1.) Note that the encoding has exactly n 1's where the (i + 1)-th 1, which corresponds to Ψ[i], is at position i + q i . Also, the total number of 0's is q n−1 , which is at most n. Thus, B 1 uses 2n bits. The r i 's are stored explicitly in an array B 2 [0...n − 1] where each entry occupies log |Σ| bits. Thus, B 2 occupies n log |Σ| bits. Moreover, an auxiliary data structure of O(n/ log log n) bits is constructed in O(n) time to enable constant-time rank and select queries, and thus supporting the retrieval of any q i in constant time [13, 22] . Then, the total size is n(log |Σ| + 2) + o(n) bits. Since q i and r i can be retrieved in constant time, so can Ψ [i] = |Σ|q i + r i . This gives the following lemma. 
Duality between Ψ and W
It is known that Ψ and W are one-to-one corresponding. In the section, we show that the transformation between them can be done in linear time and in O(n log |Σ|)-bit space.
We first give a property relating W and Ψ. The next two lemmas show the linear time conversion between W and Ψ.
Lemma 3 Given W , we can store Ψ in O(n) time and in O(n log |Σ|) bits. The working space is O(n log |Σ|) bits.
Proof: The conversion is simply based on counting sort. We present the details below for completeness. We construct Ψ in Section 2. That is,
3. Let L 3 be an array such that L 3 [c] stores the number of occurrences of the character c seen so far.
4. Initialize all entries of L 3 to be 0.
For
Compute the O(n/ log log n)-bit auxiliary data structure for B 1 . 
Let k be the stable sorting order of W [i] that is computed at step i in the above algorithm. By Lemma 2,
. By our scheme, x is divided into two parts q and r, where q = x div |Σ| is the first log n bits, and r = x mod |Σ| is the remaining bits. For q, a 1 is stored at
As the stable sorting order of each W [i] is different, all possible Ψ[k] will be computed and stored eventually. A summary of the overall algorithm is shown in Figure 2 . It is easy to see that the overall time is O(n + |Σ|). For the space complexity, note that L 1 , L 2 and L 3 each occupies |Σ| log n bits, which is at most n log |Σ| bits because |Σ| ≤ n. Thus, we use O(n log |Σ|)-bit working space.
Lemma 4 Given Ψ and T , we can store W in O(n) time and in O(n log |Σ|) bits. The working space is O(n log |Σ|) bits.
Proof:
is a unique character in T . By scanning T , we compare each character of T with T [n − 1]. Then, we obtain the value
, which is equal to the number of occurrences of a character in T that is smaller than
, which is equal to t. Thus, t can be found in O(n) time. Afterwards, we iteratively
corresponds to the rank of a different suffix of T for different i, all the characters of W will eventually be computed and stored by the above algorithm. The total time of the algorithm is O(n), and the space for W ,T , and Ψ are all O(n log |Σ|) bits. The lemma thus follows.
Improving the Backward Search Algorithm
Let S be a text of length m over an alphabet ∆. In this section, we present an O(m + |∆|)-bit auxiliary data structure for the the Ψ function of S that improves each step in the backward search algorithm from O(log m) time to O(log log |∆|) time.
We first present a data structure that supports fast rank query in Section 3.1, and show that such a data structure can be constructed efficiently in terms of time and working space. Then, in Section 3.2, we describe the improved backward search algorithm based on the result of Section 3.1.
Efficient Data Structure for Fast Rank Query
Let Q be a set of distinct numbers. For any integer x, the rank of x in Q is the number of elements in Q smaller than x. We begin with two supporting lemmas prior to the description of our data structure. The first one is on perfect hash function, which is obtained by rephrasing the result of Section 4 of [10] as follows.
Lemma 5 Given x b-bit numbers, where b = Θ(log x), a data structure of size O(xb) bits supporting O(1)-time existential query can be constructed in O(x log x) time and O(xb)-bit working space.
The second one is derived from a result in [21, 31] based on Lemma 5. Proof: It is shown that rank queries can be solved in O(log w) time, if existential query for all prefixes of the z numbers can be answered in O(1) time [21, 31] . 3 The idea is that, given a w-bit number k, its longest common prefix with the z numbers can be found by binary search (on the length) using O(log w) existential queries, and such a prefix uniquely determines the rank of k.
Notice that only O(zw) strings can be a prefix of the z numbers and each can be represented in Θ(w) bits. Applying Lemma 5 on this set of strings (with x = O(zw) and b = Θ(w)), we have the required data structure. The lemma thus follows. Now, we are ready to describe our new data structure, whose performance is summarized below: 3 In the original papers, the results are for another query called predecessor, which finds the largest element in the z numbers that is smaller than the input w-bit number k. However, such a result can be modified easily for the rank query as follows. For each number i in the z numbers, it is replaced by the number iz + the rank of i (so that the number now has w + log z bits), and we construct the predecessor data structure for these modified numbers. For the intended rank query, we first try to find the predecessor for kz in the modified numbers, and if no predecessor is found, the rank of k in the z numbers is 0. Otherwise, let this predecessor be p. It is easy to see that the required result is equal to (p mod z) + 1.
Theorem 1 Let Q be a set of n numbers, each of length Θ(log n) bits. Then, a data structure of size O(n log n) bits supporting O(log log n)-time rank query in Q can be constructed in O(n) time and O(n log n)-bit working space.
Proof:
We construct the following data structure for Q:
be n numbers of Q stored in ascending order by an array.
2. Partition the n numbers into n/w 2 lists, each containing w 2 numbers. Precisely, the lists are in the form
3. Let the smallest element in each list be its representative. Construct a data structure for rank query for these representatives based on Lemma 6.
The above data structure occupies O(nw) bits, and can be constructed in O(n) time and O(nw)-bit working space. With such a data structure, the rank of x among the n numbers can be found in O(log w) time as follows.
1. Find the rank of x among the n/w 2 representatives of the lists. Let this be r.
Then
Both steps thus take O(log w) time. This completes the proof of Theorem 1.
Note that in contrast to the existing data structures for the rank query [13, 25] , our data structure requires either less space for storage (when compared with [13] ), or less time in the construction (when compared with [25] ); the drawback is a blow-up in query time. Based on Theorem 1, we can use some extra space to achieve a more generalized result, as shown in the following corollary.
Corollary 2
Let Q be a set of n values, each of length log + Θ(log n) bits for any . Then, a data structure of size O(n log n + ) bits supporting O(log log n)-time rank query in Q can be constructed in O(n + ) time and O(n log n + )-bit working space.
Proof:
The idea is to apply Theorem 1 by transforming the set Q into another set such that each value takes only Θ(log n) bits. Firstly, we scan Q and create a bit-vector B[0... − 1] such that B[i] = 1 if there is some number in Q whose first log bits represents a value i, and B[i] = 0 otherwise. Afterwards, we construct an auxiliary data structure for B of size o( ) bits to support constant-time rank and select queries [13, 22] . Now, we transform each number in Q as follows: if the first log bit of the number represents the value i, these bits are replaced by the binary bit-sequence for the rank of i in B. Note that the rank of i is less than n, as there are only n numbers. Thus, after the transformation, each value takes Θ(log n) bits, and in addition, the transformation preserves the ordering among the elements in Q .
Let the set of the transformed values be Q. We create the data structure of Theorem 1 on Q. To perform a rank query for x in Q (we assume that x has the same length as any number in Q ), we first obtain the first log bits of x. Suppose that these bits represent the value i x . Then there are two cases:
we replace the first log bits of x by the log n-bits that represents the rank of i x in B, and obtain a new value y. Then, it is easy to see that the rank of x in Q is equal to the rank of y in Q.
(Case 2) Otherwise, we replace the first log bits of x by the log n-bits that represents the rank of i x in B, while setting the remaining Θ(log n) bits to zeroes, and obtain a new value z. Then, it is easy to see that the rank of x in Q is equal to the rank of z in Q.
Finally, for the time and space complexity, B and its auxiliary data structures can be created in O( ) time and stored in +o( ) bits, while the data structure for rank query in Q can be created in O(n) time and stored in O(n log n) bits (By Theorem 1). The lemma thus follows.
The Improved Backward Search Algorithm
Firstly, a backward search step is defined as follows.
Definition 2 For any pattern P , suppose that the rank of P among all suffixes of S is known. A backward search step then computes the rank of cP among the suffixes of S for any character c ∈ ∆.

Let Ψ denote the total increasing function such that Ψ [i] = ρ(S[SA[i]], Ψ[i]) and ρ(c, x) = enc(c) · m + x.
Then, we have the following lemma.
Lemma 7 Let r be the rank of P among all suffixes of S. Then, the rank of cP among all suffixes of S is equal to j ∈ [0, m] such that Ψ [j − 1] < ρ(c, r) ≤ Ψ [j]. (As a sentinel, we let Ψ [−1] = −1 and Ψ [m] = m|∆|.)
Proof: It is easy to check that for all i = 0, 1, . . . , j − 1, the rank-i suffix of S must either be starting with a character smaller than c, or starting with c but the remaining part is lexicographically smaller than P . Thus, for all i = 0, 1, . . . , j − 1, the rank-i suffix of S is lexicographically smaller than cP . On the other hand, for all i ≥ j, the rank-i suffix of S is lexicographically greater than or equal to cP . Thus, the rank of cP is j.
Essentially, a backward search step that computes the rank of cP in the above lemma is equivalent to finding the rank of ρ(c, r) in the set of all Ψ values. Then based on the data structure for rank query in Section 3.1 (Corollary 2), we can obtain the main result of this section as follows.
Lemma 8 Let S be a text of length m over an alphabet ∆. Suppose that the Ψ function of S is given, which is stored as Ψ using the scheme in Section 2.2. Then, an auxiliary data structure for the Ψ function of S can be constructed in O(m + |∆|) time, which supports each backward search step in O(log log |∆|) time. The space requirement is O(m + |∆|) bits.
Proof: Let V denote the set of all Ψ values. To prove the lemma, it suffices to show a data structure of O(m + |∆|) bits that supports rank query for any x in V in O(log log |∆|) time.
Firstly, recall that in our encoding of Ψ , each value in V is stored in two parts, where the first log m bits are encoded by unary codes in a bit-vector B 1 , and the remaining log |∆| bits are encoded in an array B 2 as it is. In addition, there is an auxiliary data structure supporting constant-time rank and select queries.
Let G i be the set of Ψ values whose first log m bits represent the value i. Among the sets of G i 's, we are concerned with those sets whose size is greater than log |∆|. Let G i 1 , G i 2 , . . . , G i k be such sets, where
Note that the groups G i 1 , G i 2 , . . . , G i k each has size between log |∆| and |∆|. Now, we combine the groups, from left to right, into super-groups of size Θ(|∆|). More precisely, we start from G i 1 , merge it with G i 2 , G i 3 and so on, until the size exceeds |∆|. Then, we merge the next unmerged group with its succeeding group and so on, until the size exceeds |∆|. The process is repeated until all groups are within a super-group. (To ensure that each super-group has size Θ(|∆|), we add a dummy group G m = {m|∆|, m|∆| + 1, . . . , (m + 1)|∆| − 1} as a sentinel.)
For each super-group G, let v 0 , v 1 , . . . , v p be its Θ(|∆|) elements. Now, we pick every log |∆| elements (i.e., v 0 , v log |∆| , v 2 log |∆| , . . .), subtract each of them by v 0 , and make them the representatives of this super-group. Then, we construct the data structure for rank query of Corollary 2 over these representatives.
With the above data structure, rank query for any x in G can be supported as follows. We first check if x ≤ v 0 . If so, the rank of x is 0. Otherwise, we find the rank of x − v 0 among the representatives, which takes O(log log |∆|) time. Suppose the rank is r. Then, the rank of x in G must lie between r log |∆| and (r + 1) log |∆| − 1, and this can be found by a binary search in the elements {v r log |∆| , . . . , v (r+1) log |∆|−1 } which takes O(log log |∆|) time. In summary, the time required is O(log log |∆|). Now, let us complete the whole picture to show how to perform the rank query for x in V . Firstly, we extract the first log m bits of x by dividing it with |∆|. Let i = x div |∆| be its value. Next, we determine the size of G i , which can be done in constant-time using rank and select queries on B 1 . If the size is 0 (i.e., G i is empty), the rank of x in V can be computed immediately (precisely, the required rank is equal to the number of 1's in B 1 [0...i − 1], which can be computed in constant time using B 1 and its auxiliary data structure). If the size is smaller than log |∆|, the rank of x can be found by performing a binary search with the elements in G i , which takes O(log log |∆|) time. Finally, if the size is greater than log |∆|, we locate the super-group G that contains the elements of G i , and retrieve the rank r of its smallest element v 0 in V . Then, the required rank is r plus the rank of x in G. We now claim that locating the super-group and retrieval of r can be done in constant time (to be proved shortly), so that the total time is O(log log |∆|).
We prove the above claim as follows. To support finding the smallest element in each super-group, and retrieval of its rank in V , we use a bit-vector B 1 of O(m) bits, obtained from B 1 by keeping only those 1's whose corresponding Ψ value is a smallest element in some super-group. Also, we augment B 1 with constant-time rank and select data structures. Then, the smallest value of the (i + 1)-th super-group, and its rank in V , can be found by consulting B 1 and B 1 in constant time. In addition, for any G i (with size greater than log |∆|), the rank of its super-group among the other super-groups can be found by consulting B 1 in constant time.
On the other hand, to support locating the rank data structure of the super-group, we first analyze the space requirement of these data structures. For a particular super-group G = {v 0 , v 1 , . . . , v p }, the data structure is built for p/ log ∆ = Θ(∆/ log ∆) elements, each of which has value in [0,
Thus, the total space requirement is O(m + |∆|) bits, 4 and we assume that the data structures of the super-groups are stored consecutively according to the rank of its smallest element. Then, we create a bit-vector B 3 whose length is identical to the above data structures, which is used to mark the starting position of each data structure. Also, we augment the bit-vector with an o(m + |∆|)-bit auxiliary data structure to support constant-time rank and select queries. Thereafter, when we want to locate a super-group for G i , we find its rank r among the other super-groups using B 1 , and then this rank-r super-group can be accessed in constant time using B 3 .
In summary, our data structure takes a total space of O(m + |∆|) bits and supports each backward search step in O(log log |∆|) time. For the construction, it takes at most O(m + |∆|) time. The lemma thus follows.
The Framework of Constructing CSA and FM-index
Recall that T [0...n − 1] is a text of length n over an alphabet Σ, and we assume that T [n − 1] is a special character that does not appear elsewhere in T . This section describes how to construct the Ψ function and the Burrows-Wheeler text W of T in O(n log log |Σ|) time. Our idea is based on Farach's framework for linear-time construction of the suffix tree [4] , which first constructs the suffix tree for even-position suffixes by recursion, based on which induces the suffix tree for odd-position suffixes, and then merge the two suffix trees to obtain the required one.
For our case, we first assume that the length of T is a multiple of 2 log log |Σ| n +1 . (Otherwise, we add enough $ and a $ at the end of T , where $ is a character alphabetically smaller than the other characters in T , and proceed with the algorithm. The Ψ of this modified string can be converted into the Ψ of T in O(n) time.) Let h be log log |Σ| n .
For 0 ≤ k ≤ h, we define T k to be the string over the alphabet Σ 2 k , which is formed by concatenating every 2 k characters in T to make one character. That is,
In addition, we introduce the following definitions associating with a string. . Intuitively, the suffixes of S e and S o corresponds to the even-position and odd-position suffixes of S, respectively. We have the following observation.
Observation 2 T
Also, note that the last characters of T i o and T i e are unique among the corresponding string. This makes the results in Sections 2 and 3 applicable for both texts.
Our basic framework is to use a bottom-up approach to construct Ψ of T i , or Ψ T i , for i = log log |Σ| n down to 0, thereby obtaining Ψ of T in the end. Precisely,
• For
Step i = log log |Σ| n , Ψ T i is constructed by first building the suffix tree for T i using Farach's algorithm [4] , and then converting it back to the Ψ function.
• For the remaining steps, we construct the Ψ T i based on the Ψ T i+1 , the latter of which is in fact 
Proof:
We refer to the algorithm in Figure 3 , which has two phases. For Phase 1, we have i = log log |Σ| n . We first construct the suffix tree for T i whose size is n/2 log log |Σ| n ≤ n log |Σ|/ log n. This requires O(n log |Σ|/ log n) time
and O(n log |Σ|)-bit space by using Farach's suffix tree construction algorithm [4] . Then, 
In total, the space for Phase 2 is O(n log |Σ|) bits and the time is:
The whole algorithm for constructing Ψ of T therefore takes O(n log log |Σ|) time and O(n log |Σ|)-bit space. Finally, the Burrows-Wheeler text W can be constructed from Ψ using Lemma 4 in O(n) time and O(n log |Σ|)-bit space. This completes the proof.
Once the Burrows-Wheeler transformation is completed, FM-index can be created by encoding the transformed text W using Move-to-Front encoding and Run-Length encoding [5] . When the alphabet size is small, precisely, when |Σ| log |Σ| = O(log n), Move-to-Front encoding and Run-Length encoding can be done in O(n) time based on a pre-computed table of o(n) bits. In summary, this encoding procedure takes O(n) time using o(n)-bit space in addition to the output index. Thus, we have the following result. 
Further Discussion
The compressed suffix tree (CST) [12] is a compact representation of the suffix tree taking O(n log |Σ|) bits of space. The core of the CST consists of (1) CSA of the input text, (2) parentheses encoding of the tree structure of the suffix tree, and (3) an Hgt array that enables efficient computation of the longest common prefix (LCP) query. It is shown in [11, 12] that once the CSA of the input text is computed, the CST can be constructed in O(n log n) time and O(n log |Σ|)-bit working space, for any fixed with 0 < < 1.
Once the CST is constructed, we can simulate a pre-order traversal of the original suffix tree in O(n(log n + log |Σ|)) time [11, 12] , thereby constructing the original suffix tree along the traversal. Summarizing, we have the following result:
Theorem 4
The CST and suffix tree of T can be constructed in O(n log n) time and O(n(log n + log |Σ|)) time, respectively, for any fixed with 0 < < 1. Both construction algorithms require O(n log |Σ|)-bit working space. 
Merging Ψ S o and Ψ S e
In this section, we construct Ψ S from Ψ S o and Ψ S e . The idea is to determine the rank of any suffix of S among all suffixes of S, and based on this information, we construct the Burrows-Wheeler text C of S. Finally, we convert C to Ψ S by Lemma 3.
Let s be any suffix of S. Observe that the rank of s among the suffixes of S, is equivalent to the sum of the rank of s among the odd-position suffixes and that among the even-position suffixes of S. Based on this observation, we can construct the C array (the Burrows-Wheeler transformation of S) as follows.
Firstly, we construct the auxiliary data structures of Lemma 8 for Ψ S o and for Ψ S e . Next, we perform backward searches for S e on Ψ S o and Ψ S e simultaneously by Lemma 7,  Similarly, we perform a simultaneous backward search for S o on Ψ S o and Ψ S e to complete the remaining entries of C. Thus, we obtain C by O(m) backward search steps. The algorithm is depicted as MERGECSA in Figure 5 .
The following lemma shows the correctness of our algorithm.
Lemma 13
The algorithm MERGECSA in Figure 5 correctly 7 Improvement when log |Σ| = O((log log n) 1−
)
In case the alphabet size is small, precisely, when log |Σ| = O((log log n) 1− ), we can improve the construction time of CSA and FM-index to O(n), which is optimal. The improvement is based on the following data structure of Pagh for supporting constant-time rank queries [24] . We apply the same algorithm as in Section 4 for the construction of CSA, but we make changes only in the encodings of Ψ T i , for i < log log log |Σ|. For those values of i, we have |T i | = n/2 i and the alphabet size of T i is |Σ| 2 i . When log |Σ| = O((log log n) 1− ), we have |Σ| 2 i = log O(1) |T i |. 5 Thus, the total increasing sequence of such Ψ T i 's can be encoded by Theorem 5, and each backward search step on these Ψ functions can be done in constant time. This gives the following theorem. 
Proof:
We refer to the algorithm in Figure 3 . After the change in the encodings of Ψ T i for i < log log log |Σ|, the time required by each phase is as follows.
• Phase 1 takes O(n) time;
• For i ≥ log log log |Σ|,
Step i in Phase 2 takes O((n/2 i ) · (i + log log |Σ|) + |Σ| 2 i ) time;
• For i < log log log |Σ|,
Step i in Phase 2 takes O(n/2 i + |Σ| 2 i ) time.
It follows that the total time required is O(n). For the space complexity, it remains O(n log |Σ|) bits. Thus, the CSA and the Burrows-Wheeler text W of T can be constructed in the stated time and space, while the FM-index can be constructed in O(n) time and O(n log |Σ|)-bit space once W is obtained. This completes the proof.
Concluding Remarks
We have shown that suffix trees, suffix arrays, and other full-text indices can be constructed in o(n log n) time and o(n log n)-bit space, giving a positive answer to an open problem. Very recently linear-time algorithms for constructing suffix arrays have been proposed [14] [15] [16] . Though using interesting techniques, their algorithms require O(n log n)-bit working space, and they will imply only O(n log n) time algorithms for constructing suffix arrays if the working space is limited to O(n log |Σ|) bit. Thus, the algorithm proposed in this paper is best-suited for suffix array construction under practical consideration, where the input text is very long but alphabet size is small.
One of the open problem remains is that, whether we can construct suffix tree in optimal O(n) time for texts with general alphabet, while using optimal O(n log |Σ|)-bit working space. Another direction of research is to further reduce the working space for constructing full-text indices, from O(n log |Σ|) bits to an input-dependent O(nH) bits where H is the entropy of the input text.
