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Abstract
In many quantum technologies adiabatic processes are used for coherent quantum
state operations, offering inherent robustness to errors in the control parameters.
The main limitation is the long operation time resulting from the requirement of
adiabaticity. The superadiabatic method allows for faster operation, by applying
counterdiabatic driving that corrects for excitations resulting from the violation of
the adiabatic condition. In this article we show how to construct the counterdiabatic
Hamiltonian in a system with forbidden transitions by using two-photon processes
and how to correct for the resulting time-dependent ac-Stark shifts in order to enable
population transfer with unit fidelity. We further demonstrate that superadiabatic
stimulated Raman passage can realize a robust unitary NOT-gate between the ground
state and the second excited state of a three-level system. The results can be readily
applied to a three-level transmon with the ladder energy level structure.
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I. INTRODUCTION
The adiabatic manipulation of a Hamiltonian can be used to control the state of a quan-
tum system in a way which is insensitive to small errors in control parameters [1, 2]. The
drawback of the adiabatic method is that the changes in the Hamiltonian need to be slow,
requiring more time than direct Rabi pulses, thus rendering the system more susceptible
to decoherence. This issue is addressed in the superadiabatic or transitionless method by
introducing a correction Hamiltonian that cancels the diabatic excitations during the manip-
ulation of the system Hamiltonian [3, 4]. Thus, it is possible to force the system to follow an
adiabatic path even when short transfer times are required. However, the faster the process,
the less robust to control parameters the system becomes, eventually leading to a situation
where there is little difference between the superadiabatic method and the direct Rabi pulse
[5]. This trade-off between robustness and speed highlights the role of the superadiabatic
method as a bridge between the adiabatic method and direct Rabi pulses. Somewhere be-
tween these two extrema usually lies the set of parameters that provide optimal performance
by achieving balance between decoherence and errors in the controls.
The validity of the superadiabatic method for controlling a two-level system has been
demonstrated in several experimental platforms, such as optical lattices [6] or trapped ions
[7]. In this article we study the superadiabatic method in the context of a three-level
ladder system, where stimulated Raman adiabatic passage (STIRAP) [8, 9] can be used to
adiabatically excite the system from the ground state |0〉 to the second excited state |2〉,
enabling robust initial state-preparation. The superadiabatic method requires the realization
of a correction Hamiltonian involving complex couplings between all the energy levels of
the system. However, in many three-level systems some of the transitions are forbidden,
complicating the experimental realization of these couplings. This is the case for example
in transmon [10], which is a commonly used qubit type in circuit quantum electrodynamics
due to its insensitivity to the charge noise. This system exhibits a ladder energy level
structure to which one can apply the STIRAP protocol [11]. In a recent experiment that
uses nitrogen vacancies in diamonds to create a three-level system [12], the problem of the
forbidden transition has been avoided by making the superadiabatic correction in a dressed
state basis. In this case the state of the system does not exactly follow the adiabatic path,
but the initial and the final states will still be correct. In [13] shortcut to adiabaticity has
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been applied to STIRAP, which is driven with large single photon detuning, thus reducing
the three-level lambda system to an effective two-level system. Here we show that it is
also possible to realize a process that exactly follows the adiabatic path using a two-photon
process to circumvent the issue of the forbidden transition. The possibility to exploit the
two-photon process has been suggested earlier in [14], but the ac-Stark shifts introduced by
the two-photon driving have not been considered so far. Also, in the context of STIRAP,
protocols involving two-photon physics have been proposed [15]. The additional pulse acting
on the 0–2 transition can be avoided by using invariant-based engineering [16], but there the
maximum achievable fidelity is limited by the boundary condition, which ensures that the
pulse amplitudes remain finite. The method proposed here does not have such limitation.
On the other hand, it is also possible to apply the rapid adiabatic passage protocol [17, 18]
on the two-photon transition, which eliminates the need of pulses on 0–1 and 1–2 transitions,
but in this case the weak two-photon coupling increases the duration of the protocol. In
superadiabatic STIRAP the counterdiabatic correction pulse applied on the two-photon
transition requires significantly smaller amplitude with area corresponding to a pi pulse, and
therefore does not impose severe limitations on the speed of the protocol.
Here we show how to modify the superadiabatic process to take ac-Stark shifts into
account and demonstrate that under these conditions superadiabatic STIRAP (saSTIRAP)
can be used to realize a unit fidelity population transfer between the ground state and
the second excited state of the system. A related method based on derivative removal by
adiabatic gate [19] has been used to eliminate leakage of the drives in weakly anharmonic
systems. We further employ our saSTIRAP protocol based on two-photon counterdiabatic
driving to demonstrate a robust NOT gate in a three-level ladder system. Typically, the
Hamiltonians used for adiabatic transfer depend on the initial state |ψi〉 = |a〉 and the
target state |ψf〉 = |b〉. To reverse the process, as needed for a NOT operation, a different
Hamiltonian would be required, preventing one from constructing a unitary that acts on
arbitrary states. However, we show here that it is possible to find a Hamiltonian which
transfers an unknown state |ψi〉 = α|a〉+β|b〉 to |ψf〉 = β|a〉+α|b〉e−iφf with |α|2 + |β|2 = 1,
thus realizing a NOT gate apart from a phase factor φf . STIRAP with single photon detuning
is known to have this property [20], and in this article we show how to extend the concept
to saSTIRAP. Furthermore, if the STIRAP part is split into two fractional STIRAPs (f-
STIRAP) [21] with the reversed pulse order, it is possible to cancel the phase factor φf ,
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enabling the process to be used as a robust NOT gate [22]. Superadiabatic gate would
provide an important advantage over STIRAP, because its fidelity does not suffer from the
applied detuning. We also show that the superadiabatic NOT gate is robust with respect to
its control parameters by comparing its performance to a diabatic pi-pulse.
II. RESULTS
In a three-level ladder system STIRAP can be used to transfer population from the
ground state |0〉 to the second excited state |2〉 without populating the intermediate state
|1〉 during the process. This is achieved with two pulses driving the 0–1 transition and 1–2
transition, respectively. In order to satisfy the adiabatic condition, the amplitudes of the
pulses have to change slowly with respect to each other and they need to be applied in the
counterintuitive order, i.e, the 1 – 2 pulse comes before 0 – 1 pulse, with a small overlap. A
common choice for the pulse shapes is to use Gaussian envelopes,
Ω0,1(t) = Ω0,1 exp
[−t2
2σ2
]
,
Ω1,2(t) = Ω1,2 exp
[−(t− ts)2
2σ2
]
,
(1)
with real amplitudes Ωi,j and overlap ts. With this parametrization the negative values of
the overlap correspond to the counterintuitive case. The three-level system with the two
drives can be described by the Hamiltonian
Hf = h¯
2∑
j=0
ωj +
h¯
2
1∑
j=0
Ωj,j+1(t)σ
+
j,j+1 exp (−iω(d)j,j+1t) + h.c, (2)
which after moving to a doubly rotating frame at the drive frequencies becomes
H =
h¯
2

0 Ω0,1(t) 0
Ω0,1(t) 2δ0,1 Ω1,2(t)
0 Ω1,2(t) 2(δ0,1 + δ1,2)
 , (3)
where δ0,1 = ω
(d)
0,1 − ω0,1 and δ1,2 = ω(d)1,2 − ω1,2 are the detunings of the drives from their
corresponding transitions and the rotating wave approximation has been used to neglect the
fast rotating terms. A diagram of the drives is presented in Figure 1a). The two-photon
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resonance assumption δ0,1 + δ1,2 = 0 allows one to diagonalize the Hamiltonian giving a
simple form for the instantaneous eigenstates of the system
|+〉 = sin Φ|B〉+ cos Φ|1〉,
|−〉 = cos Φ|B〉 − sin Φ|1〉,
|D〉 = cos Θ|0〉 − sin Θ|2〉,
(4)
where |B〉 = sin Θ|0〉 + cos Θ|2〉 and the eigenvalues of the Hamiltonian are h¯ω+ =
h¯
(
δ0,1 +
√
δ20,1 + Ω0,1(t)
2 + Ω1,2(t)2
)
, h¯ω− = h¯
(
δ0,1 −
√
δ20,1 + Ω0,1(t)
2 + Ω1,2(t)2
)
, and
h¯ωD = 0. The mixing angle Θ is defined as tan Θ(t) = Ω0,1(t)/Ω1,2(t), while
tan Φ(t) =
√
Ω0,1(t)2 + Ω1,2(t)2√
Ω0,1(t)2 + Ω1,2(t)2 + δ20,1 + δ0,1
. (5)
This simplifies to Φ(t) = pi/4 in the case of resonant driving, δ0,1 = δ1,2 = 0. Initially, the
system starts from the ground state |0〉, which corresponds to the instantaneous state |D〉
because limt→−∞Θ(t) = 0. As Ω0,1(t) and Ω1,2(t) evolve in time, the mixing angle Θ reaches
pi/2, yielding |D(∞)〉 = −|2〉. As long as the changes in the Hamiltonian are slow enough
to fulfill the adiabatic condition
|〈±|(d/dt)|D〉|  |ω± − ωD| (6)
there are no diabatic excitations from the state |D〉 to either of the states |−〉 or |+〉, thus
realizing the required population inversion. The condition can be simplified using the global
adiabatic condition, defined as the time integral of Eq. (6). For the Gaussian pulses with
Ω0,1 ≈ Ω1,2 ≈ Ω, the integration gives σΩ  1 [11]. Usually the maximum available pulse
amplitude is limited by the experimental conditions or the lack of anharmonicity in the
energy levels of the system, which leaves the duration and the separation of the Gaussian
pulses as the only remaining control parameters. According to the adiabatic condition, longer
pulses lead to smaller diabatic excitations resulting in higher fidelity for the operation. In
practice, the optimal pulse length is limited by the decoherence affecting the system.
The superadiabatic method allows for compensation of the process’s non-adiabaticity by
introducing additional drive pulses which exactly cancel the unwanted diabatic excitations.
In this way the system state always follows its instantaneous state in the diagonalized basis,
even if the adiabatic condition is not fully satisfied. With this method it is in principle
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possible to make the adiabatic evolution of the system arbitrarily fast without losing in
fidelity, but as it has been previously shown, this will come at the cost of robustness in
the control parameters [5]. The form for the counterdiabatic Hamiltonian that reverses the
non-adiabatic evolution of the system is given by (see e.g. [14])
Hcd(t) = ih¯
∑
n
|∂tn(t)〉〈n(t)| − 〈n(t)|∂tn(t)〉|n(t)〉〈n(t)|, (7)
where |n〉 are the instantaneous eigenstates of the system from Eq. (4). For Gaussian
STIRAP pulses with equal amplitudes this leads to
Hcd(t) = ih¯

0 0 Θ˙(t)
0 0 0
−Θ˙(t) 0 0
 , (8)
with
2iΘ˙(t) = Ωcd(t) = 2
Ω˙0,1(t)Ω1,2(t)− Ω0,1(t)Ω˙1,2
Ω0,1(t)2 + Ω1,2(t)2
exp (ipi/2) = − ts
σ2
exp (ipi/2)
cosh
[− ts
σ2
(t− ts/2)
] .
(9)
The pulse shapes used in saSTIRAP are shown in Figure 1c). The counterdiabatic Hamil-
tonian implies that realizing the counterdiabatic correction requires coupling between the
states |0〉 and |2〉. In many experimental configurations, for example in superconducting
transmon, the direct 0 – 2 transition is forbidden by the symmetry of the eigenstates [10].
However, it is possible to use a two-photon process to create an effective 0 – 2 coupling by
driving the system at ω
(d)
0,2 = ω0,2/2, see Figure 1a). In addition to creating the 0 – 2 coupling,
the two-photon drive also introduces ac-Stark shifts on the energy levels, which modifies the
effective Hamiltonian as depicted in Figure 1b). This implies that the Hamiltonian (8) is not
exactly reproduced by the two-photon scheme. Next, we study the effect of the two-photon
driving on saSTIRAP and develop a method for correcting the counter-diabatic Hamiltonian
(8) accordingly, enabling unit fidelity population transfer.
A. Dynamical phase correction
We get the Hamiltonian governing the saSTIRAP with the two photon drive from Eq.
(2) by adding an additional drive term
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Hd2ph =
h¯
2
(
σ+0,1Ω
∗
0,2(t)e
−iω(d)0,2t + λσ+1,2Ω
∗
0,2(t)e
−iω(d)0,2t
)
+ H.c., (10)
which couples simultaneously to both 0 – 1 and 1 – 2 transitions. The factor λ takes into
account the fact that the drive couples stronger to the higher transitions. For a transmon
λ ≈ √2, which follows from its almost harmonic energy level structure. Next we write the
Hamiltonian for the three-level system and the two-photon drive in a frame rotating with
ω
(d)
0,2 in order to calculate the effective two-photon coupling. The Hamiltonian reads
H2ph =
h¯
2

0 Ω0,2(t) 0
Ω∗0,2(t) 2δ0,2 λΩ0,2(t)
0 λΩ∗0,2(t) 4δ0,2 − 2∆
 , (11)
where δ0,2 = ω0,1 − ω(d)0,2 and ∆ = ω0,1 − ω1,2 is the anharmonicity of the system. We can
solve the effective 0–2 transition rate Ωeff using adiabatic elimination [23] by writing the
Schro¨dinger equation for the Hamiltonian in Eq. (11) as
iα˙ =
βΩ0,2
2
,
iβ˙ =
αΩ∗0,2
2
+ βδ0,2 +
γλΩ0,2
2
,
iγ˙ =
βλΩ∗0,2
2
+ γ(2δ0,2 −∆),
(12)
where the state of the system is |ψ(t)〉 = α|0〉 + β|1〉 + γ|2〉. By assuming δ0,2  |Ω0,2| the
population of state |1〉 is almost constant, allowing us to write β˙ = 0, resulting in
β = −αΩ
∗
0,2 + γλΩ0,2
2δ0,2
. (13)
Substitution back to Eq. (12) leads to an effective Hamiltonian
Hae =
h¯
2

− |Ω0,2|2
2δ0,2
0 −λΩ20,2
2δ0,2
0 0 0
−λΩ∗20,2
2δ0,2
0 4δ0,2 − 2∆− λ
2|Ω0,2|2
2δ0,2
 , (14)
with the coupling
Ωeff = −
λΩ20,2
2δ0,2
(15)
for the 0-2 transition. This Hamiltonian only acts in the subspace {|0〉, |2〉}, thus validat-
ing the use of a two-photon process for creating the 0-2 coupling. However, the method
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of adiabatic elimination does not take into account the ac-Stark shift which is induced
to state |1〉 due to the two-photon drive. To calculate this contribution, we employ per-
turbation theory to estimate the shifts on all the 3 states. We take the diagonal of the
Hamiltonian in Eq. (11) as H0 with eigenenergies En and consider the off-diagonal elements
V = h¯Ω0,2(t)
2
[|0〉〈1|+λ|1〉〈2|]+h.c as a small perturbation, where Ω0,2(t) is assumed to change
slowly in time, justifying the use of time-independent perturbation theory. Up to the second
order the perturbative correction to the energy levels is given by
E˜n = En + 〈n|V |n〉+
∑
k 6=n
|〈k|V |n〉|2
En − Ek , (16)
and the resulting shifts in the energies h¯n = E˜n − En are
0(t) = −|Ω0,2(t)|
2
4δ0,2
,
1(t) =
|Ω0,2(t)|2
4δ0,2
+
λ2|Ω0,2(t)|2
4(∆− δ0,2) ,
2(t) = −λ
2|Ω0,2(t)|2
4(∆− δ0,2) ,
(17)
leading to shifts in the transition frequencies
0,1(t) =
|Ω0,2(t)|2
2δ0,2
+
λ2|Ω0,2(t)|2
4(∆− δ0,2) ,
1,2(t) = −|Ω0,2(t)|
2
4δ0,2
− λ
2|Ω0,2(t)|2
2(∆− δ0,2) ,
0,2(t) =
|Ω0,2(t)|2
4δ0,2
− λ
2|Ω0,2(t)|2
4(∆− δ0,2) .
(18)
The shifts create a time varying detuning for all the three drives which impairs the per-
formance of the saSTIRAP protocol. In the case Ω0,2(t) is constant in time it is possible
to simply correct for the error by introducing detunings to the drives corresponding to the
shifts given in Eqs. (18). For the saSTIRAP protocol this is not possible because the pulse
envelopes are time varying functions. We can, however, introduce a dynamical phase correc-
tion to the pulses, which evolves with the two-photon drive amplitude. Somewhat related
strategies of chirping the pulses have been used also in STIRAP [15]. We start by writing
the effective Hamiltonian for all the 3 pulses in a doubly rotating frame rotating with ω
(d)
0,1
and ω
(d)
1,2 . The Hamiltonian is given by
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Heff =
h¯
2

20(t) Ω0,1(t)e
iφ˜0,1(t) Ωeff(t)e
iφ˜0,2(t)
Ω0,1(t)e
−iφ˜0,1(t) 2[1(t) + δ0,1] Ω1,2eiφ˜1,2(t)
Ω∗eff(t)e
−iφ˜0,2(t) Ω1,2(t)e−iφ˜1,2(t) 2[2(t) + δ0,1 + δ1,2]
 , (19)
where φ˜0,1(t), φ˜1,2(t) and φ˜0,2(t) are the dynamical correction phases defined as
φ˜0,1(t) =
∫ t
−∞
0,1(τ) dτ,
φ˜1,2(t) =
∫ t
−∞
1,2(τ) dτ,
φ˜0,2(t) =
∫ t
−∞
0,2(τ) dτ,
(20)
so that the detunings caused by the two-photon pulse are cancelled. Next, we compare the
approximations calculated in Eqs. (18) to a numerical simulation where we can probe the
ac-Stark shifted transition frequencies of the qutrit under a constant two-photon drive. The
simulation is performed by numerically finding the time evolution of the system from
ih¯|ψ˙〉 = Hsim|ψ〉 (21)
with the Hamiltonian Hsim = Hf +H
d
2ph, where Hf and H
d
2phi are given in Eqs. (2, 10). For
solving the differential equation we employ the Runge-Kutta algorithm with adaptive step
size. The state of the system is given by |ψ〉 = α|0〉+ β|1〉+ γ|2〉 along with the occupation
probabilities of the states p0 = |α|2, p1 = |β|2, and p2 = |γ|2. In the simulation we fix the
two-photon drive amplitude at |Ω0,2|/∆ = 0.2, take λ = 1, and we employ a second drive to
probe the shifts in the transition frequencies 0,1 = ω˜0,1−ω0,1 and 1,2 = ω˜1,2−ω1,2. For the
rest of the article we use the anharmonicity of the system ∆ as the scaling factor for all the
parameters because that determines the maximum amplitudes for all the pulses and thus sets
the relevant time scale of the system. In Figure 2a) we present the results of the simulation
by showing the population of state |1〉 as a function of the probe frequency, described by
the detuning δ0,1 from the bare 0 – 1 transition frequency ω0,1. The state |1〉 gets populated
only when the probe is resonant with the ac-Stark shifted frequency ω˜0,1, allowing us to
numerically extract 0,1 as the shift of the peak from δ0,1 = 0. According to Eq. (18), 0,1
also depends on the two-photon detuning δ0,2 which we show on the horizontal axis of Figure
2a). The solid line in the figure corresponds to the perturbation theory approximation given
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in Eq. (18), which is in a good agreement with the numerical result, justifying the use of
the approximation to describe the ac-Stark shifts. In case δ0,2 = ∆/2, the two-photon drive
is in resonance with the 0 – 2 transition, resulting in an avoided crossing in the spectrum
due to the formation of dressed states, similarly as in the Autler-Townes effect [24]. This
is not related to the ac-Stark shift caused by the off-resonant driving of 0 – 1 and 1 – 2
transitions, and would also be present in the spectrum under a direct 0 – 2 coupling in the
Hamiltonian. This feature is not captured by the perturbation theory approximations i,j.
The probe amplitude used in the simulation is chosen to be Ω0,1 = 0.001 ∆ Ω0,2 so that
the probe itself does not perturb the system. Respectively, the duration of the simulation
is tf = pi/Ω0,1, which leads to p1(tf) = 1 if and only if ω
(d)
0,1 = ω˜0,1. The populations shown
in Figure 2 are the averaged state |1〉 populations during the simulation
p¯i =
1
tf
∫ tf
0
|〈i|ψ〉|2 dt, (22)
which for i = 1 smoothly reduces from 1/2 to 0 when the probe gets detuned from the
transition.
Figure 2b) shows the corresponding simulation probing the 1 – 2 transition. The initial
state of the system is set to |2〉 so that when ω(d)1,2 is resonant with ω˜1,2, the state |1〉 gets
populated and allows the comparison of the numerical solution to the perturbation theory
approximation 1,2. As expected from Eq. (18), ω˜0,1 and ω˜1,2 shift to the opposite directions
by an equal amount because λ = 1 in the simulation.
In Figure 2c) we have applied the dynamical phase corrections given in Eq. (20) to both
the 0 – 1 probe and the two-photon drive. Because in the simulation the drive amplitudes
are constant, we take φ˜0,1(t) = 0,1t, which effectively shifts the probe frequency by 0,1,
resulting in ω
(d)
0,1 = ω0,1 +δ0,1 + 0,1. When δ0,1 = 0, the drive is supposed to be resonant with
ω˜0,1, which is also seen in the simulation as a peak in the population p¯1, thus proving that
the perturbative phase correction manages to account for the ac-Stark shift caused by the
two-photon pulse. Figure 2d) verifies the corresponding result also for the 1 – 2 transition.
Next we show that the correction also works as a function of the two-photon pulse am-
plitude Ω0,2 in a system with λ =
√
2. In Figure 3a) a weak probe acting on the 0 –
1 transition excites the system to state |1〉 when it is resonant with the ac-Stark shifted
transition frequency ω˜0,1. When Ω0,2 = 0, there is no ac-Stark shift and ω˜0,1 = ω0,1. We
have also applied a small additional detuning to the two-photon drive, δ0,2 −∆/2 = ∆/60
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because of the avoided crossing resulting from the resonant driving of the 0 – 2 transition
at δ0,2 = ∆/2. The solid black line shows the estimate of the ac-Stark shift 0,1 given by Eq.
(18). In Figure 3b) the same simulation is repeated for the 1 – 2 transition presenting the
correspondence of 1,2 to the numerical simulation. Figure 3c) demonstrates the self-induced
ac-Stark shift on the 0 – 2 transition. If λ 6= 1 the shifts of the 0 – 1 and 1 – 2 transitions do
not cancel, resulting in a shift also in the 0 – 2 transition. When the detuning δ0,2 is swept,
the shift 0,2/2 can be determined from the peak in the state |2〉 population. The observed
shift is 0,2/2 because the two-photon drive constitutes of two parts and the sum of their
frequencies drives the transition. Here the simulation duration is tf = pi/|Ωeff |, so that the
averaged state |2〉 population is p¯2 = 0.5 when the two-photon drive is resonant with ω˜0,2/2.
The value of the shift is well captured by the approximation of Eq. (18).
Above we have shown that the phases φ˜i,j can cancel the ac-Stark shifts caused by the
two-photon driving so that we can use the Hamiltonian Heff from Eq. (19) to realize the
saSTIRAP Hamiltonian H + Hcd. By taking Ωeff = Ωcd and Ω0,1 = Ω1,2, we can use Eqs.
(9) and (15) to calculate the two-photon driven counterdiabatic pulse shape
|Ω0,2(t)| =
√
− 2tsδ0,2
λσ2 cosh
[− ts
σ2
(t− ts/2)
] (23)
and phase
φ0,2(t) = [arg (Ωcd)− pi] /2 = −pi/4, (24)
where the additional pi in the phase comes from the minus sign in the effective coupling.
Figure 4a) shows the time evolution of the populations p0, p1 and p2 corresponding to
the occupation probabilities of the states |0〉, |1〉 and |2〉 during saSTIRAP. The dashed
lines show the populations when no dynamical corrections are applied to the drives. In
this case ac-Stark shifts of all the three drives induce accumulated phases, which modify the
optimal saSTIRAP phase φ0,2. This is taken into account by numerically finding the optimal
(constant) phase φ0,2 that generates the highest fidelity, but even this leads to an imperfect
result. The solid lines show that this is rectified by the dynamical phase correction following
Eq. (20), which leads to p2 = 1. The time evolution of the phase corrections is shown in
Figure 4b). The result demonstrates that if the ac-Stark shift due to the two-photon driving
is taken into account accordingly, it is possible to use the superadiabatic method with high
fidelity in a three-level system with a forbidden transition. Here we note that because the
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phase correction is applied to the drives, the mixing of the states in the basis {|0〉, |1〉, |2〉}
leads to a small but not completely negligible population in state |1〉. However, due to the
corresponding phase correction, this does not lead to reduction in fidelity. In the simulation
the area of both STIRAP pulses was A = ∫∞−∞Ω0,1(t)dt = ∫∞−∞Ω1,2(t)dt ≈ 3pi.
B. Construction of NOT gates using superadiabatic STIRAP
STIRAP in its standard form can transform the system from an initial state to a target
state. Reversal of STIRAP has been demonstrated in [11], as well as its operation under
hybrid pulses [25]. In general, STIRAP cannot perform population inversion for an arbitrary
state, because the adiabatic process depends on the initial state. However, it is known that
by operating STIRAP with single photon detuning δ0,1 = −δ1,2 = δ 6= 0 STIRAP works
with either intuitive or counter-intuitive pulse sequence [9, 20]. Changing the pulse order is
equivalent to switching the initial and the final states; this implies that off-resonant STIRAP
can transfer the population either from state |0〉 to state |2〉 or vice versa. The same applies
also to an arbitrary superposition in the {|0〉, |2〉} subspace, enabling population inversion
of an unknown state. The operation of the reverse STIRAP can be understood from the
instantaneous eigenstates of the system given in Eq. (4). Similarly to resonant STIRAP,
the initial state corresponding to |0〉 in the instantaneous basis is |ψi〉 = |D〉. The difference
with respect to the resonant STIRAP emerges if the initial state in the original basis is |2〉,
which leads to the instantaneous initial state being |ψi〉 = |−〉 = |B〉 because Φ ≈ 0. In
the resonant case the corresponding state would be |ψi〉 = 1√2(|+〉 + |−〉). Even though Φ
might become temporarily non-zero during the STIRAP pulses, as long as the process is
adiabatic there are no diabatic excitations in the system, eventually resulting into the final
state |ψf〉 = |−〉 = |B〉 = |0〉. Note that because Φ ≈ 0 only needs to be satisfied at the
beginning and at the end of the pulse sequence when the amplitudes Ω0,1(t) and Ω1,2(t)
are small, the condition on the detuning is much less severe than the requirement of the
method introduced in [13]; there δ 
√
Ω20,1(t) + Ω
2
1,2(t) needs to be satisfied always so
that the contribution of state |1〉 can be adiabatically eliminated. The initial state of the
system might also be a superposition state |ψi〉 = α|0〉 + γ|2〉, which in the instantaneous
basis leads to a superposition |ψi〉 = α|D〉+ γ|B〉. In the adiabatic limit both of the states
follow their own adiabatic paths, resulting in |ψf〉 = γ|0〉 − αe−iφf |2〉, where φf is a phase
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factor accumulated because |−〉 is not a zero energy state unlike |D〉. Consequently, the
off-resonant STIRAP realizes a unitary gate
U = |0〉〈2|ei(φf+pi)/2 + |2〉〈0|e−i(φf+pi)/2, (25)
up to an irrelevant common phase factor. If the phase φf were 0, the operation could be
considered a robust NOT gate, but as φf strongly depends on the STIRAP pulse amplitudes
the final state is sensitive to their fluctuations. Therefore off-resonant STIRAP can only
guarantee robust population inversion. In [22] it has been suggested that the accumulated
phase can be cancelled by employing two f-STIRAPs in series with the pulse order of the
first f-STIRAP reversed. As a result, the phase accumulated during the second f-STIRAP
has an opposite sign with respect to the first f-STIRAP leading to the cancellation of the
accumulated phases.
The drawback of the off-resonant STIRAP or f-STIRAP is that the effective STIRAP
amplitude is reduced because of the detuning δ, thus impairing the operation fidelity. This
cannot be completely avoided by increasing the peak STIRAP amplitudes Ω0,1 or Ω1,2, be-
cause larger amplitudes also require larger detuning in order to avoid the diabatic excitations
at the beginning and at the end of the pulse sequence. As a result, longer STIRAP pulses
are required to maintain the adiabaticity of the process. Consequently, the superadiabatic
method is here particularly useful for enabling faster operation without decrease in fidelity.
In [26] fractional STIRAP has been applied in a four-level tripod system to create a supera-
diabatic gate. In this work we demonstrate how two-photon driving enables implementation
of a superadiabatic gate in a three-level ladder system.
In order to derive the counter-diabatic Hamiltonian in case δ 6= 0, we substitute the
eigenstates from Eq. (4) to the expression for the counterdiabatic Hamiltonian in Eq. (7).
After tedious but straightforward algebra one finds the new counter-diabatic Hamiltonian
H
(1)
cd = ih¯

0 Φ˙(t) sin Θ(t) Θ˙(t)
−Φ˙(t) sin Θ(t) 0 −Φ˙(t) cos Θ(t)
−Θ˙(t) Φ˙(t) cos Θ(t) 0
 , (26)
where, notably, the 0 − 2 coupling maintains the same form as in Eq. (9), but one needs
to introduce small corrections to the 0 − 1 and 1 − 2 pulses with a phase difference of pi/2
with respect to the phases of Ω0,1(t) and Ω1,2(t). Without further modifications, saSTIRAP
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works well with single-photon detuning, which is demonstrated by the numerical simulation
in Figure 5b). There we show the population of state |2〉 as a function of the STIRAP
amplitude Ω = Ω0,1 = Ω1,2 and the single photon detuning δ. Even though the adiabaticity
of STIRAP drops as δ is increased, the counterdiabatic pulse ensures that the population of
state |2〉 remains 1. This can be compared to STIRAP without counterdiabatic correction
in Figure 5a) where p2 drops as δ/Ω grows. Interestingly, unlike STIRAP, saSTIRAP is not
symmetric with respect to δ because for large negative detunings both the 0− 1 and 1− 2
drive frequencies start approaching the two-photon drive frequency, causing interference.
Fortunately this can be avoided by only considering the case where δ ≥ 0. In Figure 5c) we
show the population of state |0〉 with the initial state of the system being |2〉. As expected,
with δ ≈ 0, the 1− 2 pulse resonantly transfers population to |1〉 invalidating the adiabatic
process. However, as δ is increased, the adiabatic behaviour is regained.
In order to employ the detuned saSTIRAP as a unitary gate, we divide the operation into
two fractional saSTIRAPs (f-saSTIRAP), which cancel the accumulated dynamical phases.
Following [22], the combined f-STIRAP pulse shapes are
ΩF0,1(t) = Ω0,1(t) + cos(η)Ω1,2(t) + sin(η)Ω0,1(t− τ),
ΩF1,2(t) = sin(η)Ω1,2(t) + Ω1,2(t− τ) + cos(η)Ω0,1(t− τ),
(27)
where τ = 10σ is the delay between the two f-STIRAPS, Ω0,1(t) and Ω1,2(t) are given
in Eqs. (1), and η determines the fraction of the STIRAP. Here the initial mixing angle
tan(Θi) = Ω
F
0,1(ti)/Ω
F
1,2(ti) = cos(η)/ sin(η) = cot(η) mixes the states |D〉 and |−〉 ≈ |B〉
so that |ψi〉 = α|0〉 + γ|2〉 = 〈D(Θi)|ψi〉|D(Θi)〉 + 〈B(Θi)|ψi〉|B(Θi)〉 in the adiabatic basis.
After the first f-STIRAP the intermediate mixing angle is Θ
(1)
int = pi/2 and the state adia-
batically evolves to |ψint〉 = [α cos(η) + γ sin(η)] e−iφf |0〉 + [γ cos(η)− α sin(η)] |2〉, where φf
is the accumulated phase and we have used |D(Θ(1)int)〉 = −|2〉 and |B(Θ(1)int)〉 = |0〉. The
initial mixing angle for the second f-STIRAP is Θ
(2)
int = 0, which evolves to tan(Θf) =
sin(η)/ cos(η) = tan(η), resulting in state |ψf〉 = i [α cos(2η) + γ sin(2η)] e−i(φf+pi/2)|0〉 +
i [γ cos(2η)− α sin(2η)] e−i(φf+pi/2)|2〉, where the common phase factor e−i(φf+pi/2) can be ig-
nored. For η = pi/4 this results in |ψf〉 = iγ|0〉− iα|2〉 and therefore the unitary that realizes
the transformation |ψi〉 → |ψf〉 is given by
U = eipi/2|0〉〈2|+ e−ipi/2|2〉〈0|, (28)
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which is a NOT-gate independent of the accumulated phase φf .
The counterdiabatic pulse shape ΩFcd(t) required to realize the superadiabatic fractional
STIRAP is derived by substituting Eqs. (27) into Eq. (26). Furthermore, the actual two-
photon pulse amplitude ΩF0,2(t) and the phase φ
F
0,2 corresponding to the counterdiabatic pulse
can be calculated from Eq. (15) similarly to standard saSTIRAP. The resulting pulse shapes
are shown in Figure 6a). Figure 6b) shows the time evolution of the populations during a
NOT gate when the initial state of the system is |ψ〉 = (|0〉+ i|2〉)/√2 and the parameters
of the simulation are Ω = Ω0,1 = Ω1,2 = ∆/6, δ = 0.1∆ and σ = 36∆
−1. The gate reliably
realizes population inversion for any initial state
|ψi(x)〉 =
√
x|0〉+ i√1− x|2〉 (29)
with x ∈ [0, 1], which is shown in Figure 6c). The figure demonstrates the importance of
the superadiabatic correction by showing the populations p2 after a f-saSTIRAP gate (red
line) or f-STIRAP gate (blue line). Without the counterdiabatic correction, the populations
significantly deviate from the straight line. This is further demonstrated in Figure 6d),
where we show the gate fidelity for the two cases. The fidelity is defined as [27]
F (ψi) = 〈ψi|U †A(ψi)U |ψi〉, (30)
where U is given in Eq. (28) and A = |ψf〉〈ψf |, which becomes simply F (ψi, ψf) =
|〈ψf |U |ψi〉|2. For the f-saSTIRAP gate, the fidelity is almost 1 for all x, whereas f-STIRAP
fidelity is significantly lower.
The simulation proves that it is possible to realize an adiabatic NOT gate for an arbitrary
initial state using saSTIRAP, but next we will show that the operation also retains the
robustness usually associated with adiabatic methods, which is supposed to be far superior
when compared to a gate realized with a standard pi-pulse.
We start by numerically calculating how the gate performs as a function of the counter-
diabatic pulse parameters. In Figure 7a) we show the gate fidelity when the maximum of
the two-photon amplitude |ΩF0,2| and phase φF0,2 deviate from their optimal values Ωopt or
−pi/4 for several values of the single photon detuning. If δ is too small, the fidelity of the
gate remains low because f-saSTIRAP with reversed pulse order does not work as intended.
To quantitatively analyze the robustness of the gate we fix δ = 0.1∆ and simulate the
fluctuations of the control parameters with normally distributed random variables |ΩF0,2| ∼
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N (Ωopt, σΩ0,2) and φF0,2 ∼ N (−pi/4, σφ0,2) and calculate the averaged fidelity weighted over
their distributions
Fa =
∫∫∫
dψi dv1 dv2F (ψi, ψf(v1, v2))P (|ΩF0,2| = v1)P (φF0,2 = v2). (31)
Here P (V = v) is the probability to get a value v for the random variable V and |ψf(v1, v2)〉
is the state of the system after the gate, which depends on the values of |ΩF0,2| and φF0,2 as
shown in Figure 7a) for the initial state |ψi〉 = |0〉. The integration should be performed over
all the possible initial states |ψi〉 in order to guarantee that the averaged fidelity properly
includes an arbitrary initial state. Due to the numerical complexity we here include only
the states given by |ψi(x)〉 in Eq. (29).
Figure 7b) shows the effect of fluctuations in 0–2 drive amplitude on the gate fidelity
calculated with different values of the fluctuation strength σΩ0,2 in the absence of phase
fluctuations. When compared to the pi-pulse realized with two-photon driving of the 0–2
transition, the superadiabatic NOT gate provides a dramatic improvement in fidelity be-
cause its robustness protects it against the fluctuations in amplitude. In Figure 7c) we also
take into account the fluctuations of the phase of the counterdiabatic pulse and compare the
resulting averaged fidelity to the case where the 0–2 pi-pulse is subjected to the same fluctu-
ations. In this case the superiority of the adiabatic method becomes even more prominent,
demonstrating that the addition of the counterdiabatic pulse does not render the superadi-
abatic method susceptible to noise in the control parameters. However, it is important to
note that the actual rotation angle of the adiabatic gate is determined by the sum of the
phases of the STIRAP pulses (which in this work are assumed to be zero), whose fluctuations
are not included in the simulation. Instead, here we have shown that the counterdiabatic
correction is not sensitive to either amplitude or the phase fluctuations.
In the analysis we have not included the fluctuations in the STIRAP amplitudes, even
though they can potentially have influence on the fidelity of the process. However, we argue
that their influence is small because the counterdiabatic correction is independent of the
STIRAP amplitudes as long as they are equal, as shown in Eq. (9). Experimentally the
assumption of correlated fluctuations is feasible, because using amplitude modulation the
pulses could be created with a single channel of an arbitrary waveform generator, which
would inflict the same noise on both of the amplitudes.
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III. CONCLUSIONS
In this article we have shown that two-photon driving can be used to realize superadiabatic
STIRAP even in systems with forbidden transitions. However, in order to compensate for
the ac-Stark shifts induced by the two-photon drive, a dynamical phase correction to all the
drive pulses is required. With the corrections applied, we have shown that saSTIRAP can
prepare state |2〉 with unit fidelity.
Next we have shown that it is possible to employ saSTIRAP to perform robust popula-
tion inversion in a system initially in an arbitrary or unknown state. This is accomplished
by applying single-photon detuning to STIRAP pulses and applying a corresponding coun-
terdiabatic pulse. In contrast to STIRAP, where single photon detuning leads to a loss in
fidelity unless the pulse duration is increased, the population inversion realized with saSTI-
RAP has unit fidelity. This can be further applied to implement a NOT gate in {|0〉, |2〉}
subspace by combining two fractional saSTIRAPs, which cancel the accumulated dynamical
phase during the gate. With the two-photon driving and the dynamical phase-correction,
the population inversion as well as the NOT gate can be readily realized in a transmon.
Moreover, we have studied the robustness of the superadiabatic NOT gate and compared it
to a Rabi pi-pulse, demonstrating that superadiabatic method provides significant protection
from the fluctuations in the control parameters.
REFERENCES
[1] Vitanov N V, Halfmann T, Shore B W and Bergmann K 2001 Annu. Rev. Phys. Chem 52
763–809 URL http://www.annualreviews.org/doi/full/10.1103/RevModPhys.70.1003
[2] Falci G, Di Stefano P G, Ridolfo A, D’Arrigo A, Paraoanu G S and Paladino E 2017
Fortschritte der Physik 65 1600077–n/a ISSN 1521-3978 1600077 URL http://dx.doi.org/
10.1002/prop.201600077
[3] Berry M V 2009 Journal of Physics A: Mathematical and Theoretical 42 365303 URL http:
//stacks.iop.org/1751-8121/42/i=36/a=365303
[4] Demirplak M, and Rice S A 2003 The Journal of Physical Chemistry A 107 9937–
17
9945 (Preprint http://dx.doi.org/10.1021/jp030708a) URL http://dx.doi.org/10.1021/
jp030708a
[5] Vepsa¨la¨inen A, Danilin S and Paraoanu S 2017 ArXiv e-prints (Preprint 1709.03731)
[6] Bason M G, Viteau M, Malossi N, Huillery P, Arimondo E, Ciampini D, Fazio R, Giovannetti
V, Mannella R and Morsch O 2012 Nat. Phys. 8(2) 147–152 URL http://dx.doi.org/10.
1038/nphys2170
[7] Zhang J, Shim J H, Niemeyer I, Taniguchi T, Teraji T, Abe H, Onoda S, Yamamoto T,
Ohshima T, Isoya J and Suter D 2013 Phys. Rev. Lett. 110(24) 240501 URL http://link.
aps.org/doi/10.1103/PhysRevLett.110.240501
[8] Gaubatz U, Rudecki P, Schiemann S and Bergmann K 1990 The Journal of Chemical
Physics 92 5363–5376 URL http://scitation.aip.org/content/aip/journal/jcp/92/9/
10.1063/1.458514
[9] Vitanov N V, Rangelov A A, Shore B W and Bergmann K 2017 Rev. Mod. Phys. 89(1) 015006
URL https://link.aps.org/doi/10.1103/RevModPhys.89.015006
[10] Koch J, Yu T M, Gambetta J, Houck A A, Schuster D I, Majer J, Blais A, Devoret M H,
Girvin S M and Schoelkopf R J 2007 Phys. Rev. A 76 042319 URL http://journals.aps.
org/pra/abstract/10.1103/PhysRevA.76.042319
[11] Kumar K S, Vepsa¨la¨inen A, Danilin S and Paraoanu G S 2016 Nature Communications 7
URL http://dx.doi.org/10.1038/ncomms10628
[12] Zhou B B, Baksic A, Ribeiro H, Yale C G, Heremans F J, Jerger P C, Auer A, Burkard G,
Clerk A A and Awschalom D D 2017 Nature Physics 13 330–334
[13] Du Y X, Liang Z T, Li Y C, Yue X X, Lv Q X, Huang W, Chen X, Yan H and Zhu S L 2016
Nature Communications 7 12479
[14] Giannelli L and Arimondo E 2014 Phys. Rev. A 89(3) 033419 URL https://link.aps.org/
doi/10.1103/PhysRevA.89.033419
[15] Di Stefano P G, Paladino E, D’Arrigo A and Falci G 2015 Phys. Rev. B 91(22) 224506 URL
https://link.aps.org/doi/10.1103/PhysRevB.91.224506
[16] Chen X and Muga J G 2012 Phys. Rev. A 86(3) 033405 URL https://link.aps.org/doi/
10.1103/PhysRevA.86.033405
[17] Malinovsky V and Krause J 2001 The European Physical Journal D-Atomic, Molecular, Op-
tical and Plasma Physics 14 147–155
18
[18] Arkhipkin V G, Myslivets S A and Timofeev I V 2003 Journal of Experimental and Theoretical
Physics 97 711–721 ISSN 1090-6509 URL https://doi.org/10.1134/1.1625061
[19] Motzoi F, Gambetta J M, Rebentrost P and Wilhelm F K 2009 Phys. Rev. Lett. 103(11)
110501 URL https://link.aps.org/doi/10.1103/PhysRevLett.103.110501
[20] Du Y X, Liang Z T, Huang W, Yan H and Zhu S L 2014 Physical Review A 90 023821
[21] Vitanov N V, Suominen K A and Shore B W 1999 Journal of Physics B: Atomic, Molecular and
Optical Physics 32 4535 – 4546 URL http://stacks.iop.org/0953-4075/32/i=18/a=312
[22] Lacour X, Gue´rin S, Vitanov N, Yatsenko L and Jauslin H 2006 Optics Communications
264 362 – 367 ISSN 0030-4018 quantum Control of Light and Matter URL http://www.
sciencedirect.com/science/article/pii/S0030401806004974
[23] Brion E, Pedersen L H and Mølmer K 2007 Journal of Physics A: Mathematical and Theoretical
40 1033 URL http://stacks.iop.org/1751-8121/40/i=5/a=011
[24] Sillanpa¨a¨ M A, Li J, Cicak K, Altomare F, Park J I, Simmonds R W, Paraoanu G S and
Hakonen P J 2009 Phys. Rev. Lett. 103(19) 193601 URL https://link.aps.org/doi/10.
1103/PhysRevLett.103.193601
[25] Vepsa¨la¨inen A, Danilin S, Paladino E, Falci G and Paraoanu G S 2016 Photonics 3 ISSN
2304-6732 URL http://www.mdpi.com/2304-6732/3/4/62
[26] Hamidou Issoufa Y, Mahmoud G and Messikh A 2015 Quantum Information Review An
International Journal 3 17–21
[27] Nielsen M A and Chuang I L 2000 Quantum Computing and Quantum Information (Cam-
bridge University Press)
Acknowledgements
We acknowledge financial support from Va¨isa¨la¨ Foundation, the Academy of Finland
(project 263457), the Center of Excellence ”Low Temperature Quantum Phenomena and
Devices” (project 250280) and Aalto Centre for Quantum Engineering (projects QMET and
QMETRO).
Competing financial interests: The authors declare no competing financial interests.
19
Figure 1: a) The energy level diagram of the three-level system with transition energies
h¯ω0,1, h¯ω1,2 and h¯ω0,2. The system is driven by three tones with frequencies ω
(d)
0,1 , ω
(d)
1,2 and
ω
(d)
0,2 , which are detuned from their corresponding transitions by δ0,1, δ1,2 and δ0,2. In this
article we have assumed that the two-photon resonance condition is satisfied and therefore
δ0,1 = −δ1,2. The amplitudes of the drives are given by Ω0,1, Ω1,2 and Ω0,2. b) The
two-photon driving creates ac-Stark shifts to the energy levels. The transition energies of
the shifted levels are given by h¯ω˜0,1, h¯ω˜1,2, and h¯ω˜0,2 and the effective 0–2 coupling is given
by Ωeff . c) The pulse shapes used in saSTIRAP.
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Figure 2: a) Averaged population of state |1〉, p¯1, as a function of the two-photon drive
detuning δ0,2 and the 0 – 1 probe detuning δ0,1. When the probe frequency
ω
(d)
0,1 = ω0,1 + δ0,1 is resonant with the ac-Stark shifted 0–1 transition frequency ω˜0,1, a peak
is obtained in the state |1〉 population. The solid black line is the perturbation theory
estimate of the ac-Stark shift, 0,1, given in Eq. (18). b) A similar simulation as in a), but
the ac-Stark shift of the 1–2 transition is probed instead. Initially the system is prepared
in state |2〉 so that when the 1–2 probe frequency ω(d)1,2 = ω1,2 + δ1,2 is resonant with ω˜1,2,
state |1〉 gets populated. Panels c) and d) show the corresponding simulations with the
dynamical phase corrections given in Eq. (20) applied to the Hamiltonian (19), which
results in the effective cancellation of the ac-Stark shifts. In all the figures the avoided
crossover structure is due to the two-photon drive becoming resonant with the 0–2
transition. In the simulation we have taken λ = 1 and |Ω0,2| = 0.2∆.
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Figure 3: a) Averaged population p¯1 as a function of the 0 – 1 probe detuning δ0,1 and
the two-photon drive amplitude Ω0,2. Initially the system is in the ground state |0〉. The
solid line is the ac-Stark shift 0,1 given in Eq. (18). b) Averaged population p¯1 as a
function of the 1 – 2 probe detuning δ1,2. The initial state of the system is |2〉. The solid
line shows 1,2. c) Averaged population p¯2 when the amplitude and the detuning of the
two-photon drive are varied. The solid line shows half of the ac-Stark shift 0,2/2. The
simulation is performed with the factor λ =
√
2.
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Figure 4: a) The time evolution of the occupation probabilities p0, p1 and p2 during
saSTIRAP with the system initially in the ground state. The dashed line corresponds to
the case where φ0,2(t) = pi/4 + const, whereas the solid line is the simulation with the
dynamic phase correction following Eqs. (18), i.e. φ0,1(t) = φ˜0,1(t), φ1,2(t) = φ˜1,2(t), and
φ0,2(t) = pi/4 + φ˜0,2(t)/2. The small remaining oscillations in the populations result from
the minor mixing of the states |0〉, |1〉 and |2〉 due to the two-photon driving. The
dynamical phase correction ensures that the system evolves adiabatically in the dressed
state basis. b) The dynamical phases φ˜0,1(t), φ˜1,2(t), and φ˜0,2(t) used to compensate for the
ac-Stark shifts. The parameters in the simulation are Ω0,1 = Ω1,2 = ∆/10, λ =
√
2,
ts = −2σ, and σ = 36∆−1. With these numbers the area of the STIRAP pulses are
A ≈ 3pi. The peak counterdiabatic pulse amplitude is |Ω0,2| ≈ ∆/7.
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Figure 5: a) Population p2 after STIRAP as a function of the single photon detuning δ
and the STIRAP amplitude Ω = Ω0,1 = Ω1,2 when the initial state of the system is |0〉. b)
Population p2 after saSTIRAP starting from state |0〉. c) The population p0 after
saSTIRAP when the initial state is |2〉. STIRAP has parameters σ = 80∆−1, λ = 1, and
ts = −2σ in all the panels.
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Figure 6: a) Pulse shapes used to create superadiabatic NOT gate. The pulse sequence
consists of two fractional saSTIRAPs. b) Populations during the superadiabatic NOT gate
for the initial state |ψi〉 = (|0〉+ i|2〉)/
√
2. c) State |2〉 population p2 as a function of the
initial state |ψi(x)〉 after adiabatic NOT gate (blue) and superadiabatic NOT gate (red)
with Ω0,1 = Ω1,2 = Ω = ∆/6, σ = 36 ∆
−1, δ = 0.1∆, λ = 1, and ts = −2σ. With these
parameters the pulse area of the full STIRAP is A ≈ 5pi and the peak amplitude of the
counterdiabatic pulse is
∣∣ΩF0,2∣∣ = 0.24∆. d) The corresponding fidelities calculated using
Eq. (30).
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Figure 7: a) The gate fidelity F as a function of the two-photon drive amplitude |ΩF0,2|
and phase φF0,2 for the initial state x = 1. The amplitude values are normalized with the
optimal counterdiabatic drive amplitude Ωopt = 0.24∆. The panels show the gate fidelity
with increasing values of the detuning δ. The optimal working point for saSTIRAP is
shown with the red dot. b) The averaged gate fidelity of saSTIRAP (solid red line) is
compared to the direct two-photon pi-pulse (dashed blue line) having the same shape as
the counter-diabatic pulse. The amplitudes of the pi-pulse and the counterdiabatic pulse
fluctuate around their optimal values Ωopt = 0.24∆ with the standard deviation σΩ0,2 . The
simulation is performed with δ = 0.1∆. c) The panel shows the difference in fidelity δFa
between superadiabatic NOT gate and the direct two-photon pi-pulse in the presence of
fluctuations in pulse amplitude |ΩF0,2| with standard deviation σΩ0,2 and phase φF0,2 with
standard deviation σφ0,2 . Here the saSTIRAP fidelity is higher for all the values of
fluctuations except for the zero fluctuation case where the fidelities are equal. The
STIRAP parameters used in all the panels are Ω0,1 = Ω1,2 = Ω = ∆/6, σ = 36 ∆
−1, λ = 1,
and ts = −2σ. The pulse area of a full STIRAP is A ≈ 5pi.
26
