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This manuscript addresses the application of numerical simulations for assessing the error in the measurement of the bulk
temperature along the laser beam of a 3D ﬂow using a 2D Moiré deﬂectometry analysis. To analyze the eﬀect of diﬀerent
ﬂow parameters on the error, a 3D computational model of an experimental system was developed. The simulated domain
represents the well-known solution of the backward facing step in a rectangular channel but includes a hot-plate at the
bottom of the step to enhance the heat transfer eﬀects. The geometry resembles that found in a general heat exchanger. The
diﬀerence between the computed bulk temperature of the ﬂow and the average temperature obtained via the 2D Moiré is
analytically evaluated for various assumed general temperature proﬁles; the numerically computed proﬁles of temperature
indicates that the error decreases with the channel aspect ratio.
The use of CFD enables the determination of the ﬂow topology and thus an evaluation of the 3D ﬂow behavior that
will cause the measurement error. A parametric study was performed for diﬀerent ﬂow conditions, namely, the aspect ratio
of the channel, the inﬂow conditions (ﬂow velocity or Reynolds number), and the temperature of the hot wall. The results
indicate that the Moiré technique is suitable for evaluating the bulk temperature in typical heat exchange devices and ﬂow
conditions.
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1. Introduction
The analysis of forced convection heat transfer in closed
channels is a very interesting topic for many researchers
because it is encountered in many applications, such as gas-
turbine blade cooling, as can been seen in the works of
Han (2004) and Tanda (2004), or the widely used plate-ﬁn
compact heat exchangers (Jang & Kim, 2005).
Moreover, the design of a high eﬀectiveness heat
exchanger requires high values of heat transfer area per
unit volume, which is achieved by the use of narrow
channels as a basic component of such systems (Sehgal,
Murugesan, & Mohapatra, 2012). To maintain the pressure
drops at a reasonable value, the ﬂow velocity must be low-
ered, and this, together with the downsizing of passages,
results in operation under laminar ﬂow conditions (Chung,
Tucker, & Roychowdhury, 2003).
In laminar ﬂows, the eﬀect of turbulence is negligible,
and hence, the convective heat transfer coeﬃcient is dras-
tically reduced. To overcome this limit, pin ﬁns inside the
ﬂow channel, with abrupt changes of the ﬂow area, can
promote turbulence to enhance the convective heat transfer
rate (Togun, Kazi, & Badarudin, 2011). As consequence
of this increment of area in the ﬂow direction, ﬂow sep-
aration and posterior reattachment might appear, and an
adequate knowledge of the temperature ﬁeld inside these
closed channels is required for further optimization.
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The availability of sophisticated numerical methods has
not diminished the need for measurements, and experi-
mental quantitative and qualitative observations are still
required for developing a comprehensive phenomenolog-
ical understanding of the ﬂow-ﬁeld phenomena and for
validation of numerical models.
Diﬀerent optical techniques have been developed and
are commonly used in experimental heat transfer studies.
A review of those techniques can be found in the literature
in works of Merzkirch (1987) and Newport, Sobhan, and
Garvey (2008). Due to the nonintrusivity of such optical
techniques, which allows for obtaining local heat trans-
fer data without inﬂuencing the investigated process, these
techniques are well-suited for the veriﬁcation of numerical
results.
Among the existing optical techniques, those meth-
ods relying on the changes of the refractive index of the
ﬂuid, such as interferometry, holographic interferometry,
or Moiré deﬂectometry, can be used in ﬂows with uni-
form pressure to determine simultaneously the temperature
ﬁeld at every point of the selected spatial region. A com-
prehensive review of the advantages and disadvantages
of diﬀerent experimental techniques for the temperature
measurement in ﬂows has been presented by Shakher and
Nirala (1999), Naylor (2003), Childs, Greenwood, and
Long (2000) and Jordan, Tauscher, and Mayinger (1997).
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These optical techniques are line-of sight methods, and
therefore, they are inﬂuenced by the path of transmitted
light, requiring the integration of the ﬂow variables along
the path. Consequently, the measurement of the refractive
index gradient, or density gradient, distribution in the ﬂow
is straightforward only in the two-dimensional case and
in the case of axisymmetric ﬂow, by means of the Abel
transform.
For a general three-dimensional ﬁeld, a tomographic
technique is applied to the two-dimensional fringe
data obtained from multiple views to reconstruct the
complete temperature ﬁeld, as reported in Muralidhar
(2012), Hirano, Kawaguchi, Satoh, and Saito (2006),
and Michael and Yang (1992). However, there are con-
ﬁgurations in which, due to the geometry, it is not
possible to obtain several interferograms with diﬀer-
ent viewing angles, making the reconstruction impossi-
ble.
In applications in which the ﬂow movement occurs
mainly in one direction, such as the ﬂow in rectangular
closed channels, an alternative could be to obtain the two-
dimensional bulk temperature in a plane parallel to the
channel wall and the main direction of the ﬂow. Obvi-
ously, this bulk temperature will depend on the velocity
and temperature proﬁles in the plane perpendicular to the
mainstream. These three-dimensional phenomena intro-
duce errors on the bulk temperature measurement using
two-dimensional techniques. The objective of this paper is
to assess the eﬀect of the ﬂow variables on these errors.
The amount of error is determined using CFD simulations
to evaluate the diﬀerence between the beam-averaged and
the bulk average temperature of the ﬂow.
Several works in the literature report interferomet-
ric beam-averaged temperature and heat transfer data
in a three-dimensional temperature ﬁeld. For example,
Naylor and Machin (2001) performed an investigation
of beam-averaged temperature measurements in a three-
dimensional ﬁeld by the use of a two-dimensional analysis,
but the measured average temperature did not agree with
the deﬁned bulk temperature. Juste and Benavides (2011)
studied the end-wall errors in temperature measurement
with Moiré deﬂectometry, but the technique was applied to
external convective ﬂow and mainly considered the edge
eﬀects only.
In the present work, the error produced when using
two-dimensional Moiré deﬂectometry analysis to evalu-
ate the bulk temperature of a three-dimensional internal
ﬂow is assessed. The analysis is performed in a closed
rectangular channel that is straight and has a sudden expan-
sion of ﬂow area. This geometry is representative of many
heat exchange applications and other engineering ﬁelds in
which ﬂow detachment and reattachment occur (Dufresne,
Dewals, Erpicum, Archambeau, & Pirotton, 2011). The
analysis is performed using a 3D-CFD numerical simula-
tion of the laminar ﬂow in the widely known backward fac-
ing step (BFS) channel conﬁguration to provide a complete
description of the expected ﬂow topology, i.e., the velocity
and temperature ﬁelds. The BFS conﬁguration is com-
monly used as a benchmark for numerical analyses, and
therefore, its solution is well known (Rajabi & Kavianpour,
2012). The heat transfer mechanism is modeled by a heated
plate at the foot of the step. The eﬀect of the parameters
of the aspect ratio of the channel, the Reynolds number,
the maximum temperature diﬀerence and the temperature
distribution along the beam are analyzed.
2. Fundamentals of the laser Moiré deflectometry
To understand the error committed in the measurements
due to the 3D ﬂow phenomena, the basis of the experi-
mental method should be reviewed ﬁrst (as presented in
Juste and Benavides, 2014). A drawing of a typical Moiré
deﬂectometry conﬁguration for temperature measurements
in a backward-facing step is shown in Figure 1.
Moiré deﬂectometry obtains the ray deﬂections caused
by the change of refractive index through phase objects. A
parallel light beam passes, ﬁrst, through the ﬂow ﬁeld, and
then, through two identical gratings G1 and G2 separated
by a pitch P and tilted an angle θ . Finally, the light reaches
a screen, where an overlapped Moiré pattern is observed or
registered with a camera.
Figure 1. Diagram of the experimental procedure for Moiré deﬂectometry obtained from Juste and Benavides (2014).
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If the ﬂow ﬁeld is uniform, a straight and unperturbed
Moiré pattern with spatial period, P’, of Moiré fringes is
obtained. This unperturbed solution is given by:
P′ = P
2 sin(θ/2)
≈ P
θ
(1)
Disturbances in the ﬂow induce a shift s at each point of
the fringe and a deﬂection angle φ, which are linked with
the refractive index n by means of the following system of
equations:
φ = 1
n∞
∫ L
o
∂n
∂y
dz (2)
φ = 2s sin(θ/2)
D
(3)
The phase change ϕ of the Moiré pattern is also related
to the displacement of the fringes and thus to the refrac-
tive index gradient. These dependencies are given by the
following equations:
ϕ = 2πs
P′
(4)
ϕ = 2πD
P
1
n∞
∫ L
0
∂n
∂y
dz (5)
If the ﬂow ﬁeld is two-dimensional, then the refractive
index gradient in the fringe direction can be obtained as
∂n
∂y
= Pn∞
2πDL
ϕ (6)
Applying the Gladstone–Dale law, the density can be
obtained from the molar refractivity of the ﬂuid in the
following form:
n − 1 = Kρ (7)
Considering the ﬂow pressure to be constant, the tem-
perature ﬁeld can be calculated from the density ﬁeld
through the use of the ideal gas law, if the pressure and
gas composition are known (Rgbeing the Gas Constant):
T = p
Rgρ
(8)
An excellent theoretical review of refractive index
mapping by Moiré deﬂectometry is presented in Kafri and
Glatt (1990).
3. Evaluation of two-dimensional bulk temperature
In general, the movement of a ﬂuid through a pipe or duct
can be approximated to be one-dimensional. This means
that the ﬂow properties can be assumed to vary in the direc-
tion of ﬂow only. As a result, all properties are assumed to
be uniform at any cross-section normal to the ﬂow direc-
tion, and the properties are assumed to have a bulk average
value over the entire cross-section (Lienhard & Lienhard,
2000). The bulk average temperature is computed as:
Tb =
∫
A ρucPTdA∫
A ρucPdA
(9)
In this way, the energy ﬂowing through a given cross-
section is equal to m˙c¯pTb,where c¯p is an average value. If all
of the thermodynamic coeﬃcients, e.g., cP, are considered
Figure 2. Sketch of the computational domain used in the simulations. The surface below the step (length 10 h) is heated.
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to be constant, Equation (9) is reduced to
Tb =
∫
A uTdA∫
A udA
(10)
In a rectangular channel, as the one shown in Figure 2,
the concept can be extended approximating the real ﬂow to
be two-dimensional, where the properties can be assumed
to vary in the direction of ﬂow (x axis) and in a perpendic-
ular direction to the ﬂow (y axis). The properties are then
assumed to have bulk average values over the entire z-axis.
In this case, the bulk-averaged temperature along the
z-axis is calculated as follows
Tb(x, y) =
∫ z2
z1
ρ(x, y, z)u(x, y, z)T(x, y, z)dz∫ z2
z1
ρ(x, y, z)u(x, y, z)dz
(11)
Considering the laser beam to be parallel to the z axis,
the refractive index gradient averaged through the beam
can be obtained as:(
∂n
∂y
)
2D
= 1
L
∫ z2
z1
∂n
∂y
dz (12)
The refractive index is evaluated as:
(n)2D = nref +
∫ y2
yref
(
∂n
∂y
)
2D
dy (13)
where nref is the average refractive index of refraction at
the reference location yref and the 2D subscript in the pre-
vious expressions indicates that the magnitude is obtained
from the Moiré analysis. The refractive index at any z-
position along y-axis is related to the refractive index
gradient by the following equation:
n = nref +
∫ y2
yref
∂n
∂y
dy (14)
The average refractive index along z-axis can be
expressed as:
n¯ = 1
L
∫ z2
z1
n dz (15)
Substituting Equation (14) into the integral in Equation
(15), and then, applying Fubini’s theorem and using
Equation (12), gives
n¯ = 1
L
∫ z2
z1
nref dz +
∫ y2
yref
(
∂n
∂y
)
2D
dy (16)
The ﬁrst term in Equation (16) is the average reference
refractive index; therefore, the refractive index evaluated
with 2D Moiré deﬂectometry analysis is the same as the
average refractive index given by Equation (15).
Using the Gladstone–Dale relationship and Equation
(15), the average temperature along the laser beam,
obtained from 2D analysis of Moiré deﬂectometry and
assuming constant pressure in the ﬂow, is related to the
temperature ﬁeld, T(z), as follows
T¯ = L∫ z2
z1
dz
T(x,y,z)
(17)
The bulk average temperature computed in Equation
(11) under the assumption of uniform pressure and ideal
gas behavior, Equation (8), becomes
Tb(x, y) =
∫ z2
z1
u(x, y, z)dz∫ z2
z1
u(x,y,z)
T(x,y,z)dz
(18)
and for the hypothetical case of uniform velocity along the
z-axis, Equation (17) becomes
Tb(x, y) = L∫ z2
z1
dz
T(x,y,z)
(19)
which is the same as the average temperature calculated
from the 2D analysis of Moiré pattern, as stated in Equation
(17). This means that under the previous hypothesis, the
results will be the same. However, to achieve this result,
some important assumptions have been made. In general,
the average ﬂuid temperature measured using 2D Moiré
analysis is not equal to the bulk temperature along the light
beam. The remaining part of this investigation is dedicated
to assessing the magnitude of the diﬀerence between both
temperatures and analyzing the main eﬀects promoting this
diﬀerence.
4. Numerical simulation
The problem tested numerically is a 3D steady laminar
convective ﬂow in a rectangular closed channel with a
backward-facing step downstream. To solve the numeri-
cal problem, a commercial CFD package (ANSYS-Fluent)
was used. The code is capable of solving the full Navier-
Stokes equations in two-dimensional or three-dimensional
geometries. For this purpose, the governing equations are
discretized on a non-uniform Cartesian grid using a ﬁnite
volumes procedure (Ansys, 2011). A second-order upwind
scheme was used for the discretization of all of the equa-
tions to achieve higher-order accuracy (Moharana, Singh,
& Khandekar, 2011; Singh, Paul, & Ranjan, 2011). A
pressure-based solver was used. Pressure-velocity coupling
was achieved using a SIMPLE (semi-implicit method for
pressure-linked equations) algorithm, and the convergence
was assured by using the default under-relaxation fac-
tors, as used in Singh et al. (2011) and Kim, Yadav, and
Kim (2014). The convergence criterion used in the simu-
lations requires that the residuals decrease by more than
four orders-of-magnitude for all of the equations, with the
exception of the energy equation, for which the criterion is
to decreased by seven orders-of-magnitude.
Figure 2 shows the geometry of the rectangular duct
and the backward-facing step used in this work along with
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the proper the nomenclature and dimensions, similar to the
one used by Juste and Benavides (2014) for an aspect ratio
50. The stream-wise length upstream of the step used in
the presented study, Lin (Lin/h = 21.76), for Re ≤ 400 is
larger or equal than the length obtained with the correla-
tion provided by Durst, Ray, Ünsal, and Bayoumi (2005),
who conducted a detailed numerical study and proposed a
nonlinear correlation for laminar ﬂow in two-dimensional
channels given by:
Ldl/h = [(0.619)1.6 + (0.0567 · Re)1.6]1/1.6 (20)
Furthermore, the velocity proﬁles along the y-axis
obtained numerically at the step for all Reynolds num-
bers analyzed in this work are equivalent. This extra length
ensures the full development of the ﬂow along the y-axis
in the duct before reaching the step.
The length of the channel behind the step, Lout, is
selected to ensure that the outlet boundary condition does
not aﬀect the ﬂow near the step. This selection is performed
following the results of the work by Demuren and Wilson
(1994), who demonstrated numerically that the ﬂow ﬁeld
is not aﬀected by increasing Lout/h beyond a value of 7.
To account for variations of temperature similar to the
actual experimental conﬁgurations (Juste & Benavides,
2011), the heated surface behind the step with a length
10 h is an aluminum block (thermal conductivity = 180
W K−1 m−1). The heater is a simple sheet resistor held
to constant temperature under the aluminum block. The
facing step and the bottom wall upstream of the step
and downstream of the aluminum block are taken non-
adiabatic (with a thermal conductivity equal to k = 0.19
W K−1 m−1). Therefore, computation of thermal conduc-
tion through a solid material, coupled with heat transfer in
ﬂuid, was performed. This procedure, known as Conjugate
Heat Transfer (CHT), is described in Ansys (2011). The
top and sidewalls are assumed to be adiabatic.
The inlet ﬂow condition consists in an air stream with
uniform temperature, T0, and velocity, u0,proﬁles. A pres-
sure condition was applied as the boundary condition at
the exit plane (zero gauge pressure), which is located far
downstream from the step to reduce the inﬂuence of the
outﬂow conditions on the results. It was conﬁrmed that the
use of a longer computational domain did not change the
ﬂow behavior in the step region. On all solid walls, the
no-slip boundary condition was applied.
Numerical simulations were performed for diﬀerent
values of free stream velocity u0, resistor temperature
(Thot), and aspect ratio (AR=L/h), holding the height of
the upstream duct and the expansion ratio (ER) of the step
at a constant value. The Reynolds number characteristic
of the ﬂow behavior is based on the inlet velocity and the
characteristic length Dh (hydraulic diameter = 2 h), which
is in agreement with Armaly, Dursts, and Pereira (1983):
Re = u02 h
ν
, (21)
where the kinematic viscosity,ν, is evaluated for the air at
the inlet temperature. A parametric study was performed to
evaluate the eﬀect of diﬀerent variables. The main parame-
ters used in the study are summarized in Table 1. As shown
in Equation (20), both the inlet velocity and Reynolds num-
ber can be used to characterize the ﬂow operation because
they are equivalent parameters in this problem.
4.1. Grid independence
A mesh-independence analysis was performed to ensure
the independence of the results; therefore, several quadri-
lateral meshes were considered. The velocity proﬁles in
Figure 3. Velocity proﬁles at the center plane of the step and at
x = 0.046 m.
Table 1. Parameters used in the simulations.
Geometrical parameters Step height h = 1.7 mm
Expansion ratio ER = 2
Aspect ratio AR = Lh = {50; 25; 12.5; 2.94; 1.47}
Operational conditions Static pressure P0 = 101325 Pa
Inlet temperature T0 = 293 K
Inlet velocity u0 = {0.25m/s; 0.5m/s; 1m/s; 2m/s; 4m/s}
Corresponding Reynolds number Re = {47.8; 95.7; 191.3; 382.7; 765.3}
Resistor temperature Thot = {345K; 400K}
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Table 2. Results of the mesh independence
analysis.
Mesh number Number of cells E
1 2.0·106 0.00975
2 2.5·106 0.00614
3 3.1·106 0.00452
4 4.5·106 –
Figure 4. Computational mesh used in this work.
Figure 5. Reattachment length obtained in the simulations com-
pared with the results presented in Armaly et al. (1983). The
results correlate well up to a Reynolds number of 400.
the central plane of the step and at diﬀerent x-positions
for the case of Re = 226 were analyzed. As evidence, the
results obtained at x = 0.046 m are shown below. Figure 3
presents the velocity proﬁles for at the center plane of the
step and x = 0.046 m. All of the proﬁles appear to overlap
into a single curve.
To provide a quantitative evaluation of the diﬀer-
ence between the proﬁles, a similar procedure to the
one described by Wang, Zhong, Zhang, and Kang (2014)
is performed. The procedure is based on evaluating the
root-mean-square error in the velocity, that is:
ε =
√√√√ 1
N
N∑
i=1
(
Vi,n−1 − Vi,n
Vave
)2
(22)
where Vi,n − 1 is the velocity in the former grid, Vi,n is the
velocity in the current grid, subscript I denotes the ith sam-
pling point, Vave is the mean velocity of the proﬁle, and N
is the number of sampled points. The results are presented
in Table 2.
The procedure was stopped at mesh number 3 because
the root-mean-square error in the velocity was less than
0.5%.
Finally, a mesh with 3.1 × 106 grid cells was used in
the computations in the case of the highest aspect ratio con-
sidered and a number of cells proportional to its volume in
the rest of them. The region corresponding to the step is
shown in Figure 4.
4.2. Validation
The accuracy of the numerical procedure was validated
against the benchmarked experimental results of Armaly
et al. (1983) by comparing the reattachment length in the
mid-plane of z-axis. This parameter is the distance along
the x-axis from the step corner to the point characterized
by a zero longitudinal velocity in the extreme vicinity of
the bottom wall.
The results obtained with the code ANSYS-Fluent for
the diﬀerent cases listed in Table 1 and for experimental
results presented by Armaly are presented in Figure 5 and
Table 3.
The agreement with the experimental results is good
for Reynolds number values lower than 400 and for all of
the aspect ratios analyzed. Moreover, one should remem-
ber that the results reported by Armaly et al. (1983) do
not present an analysis of uncertainty evaluation. The dis-
agreement found for higher Reynolds number values is
Table 3. Reattachment length.
xR/s
Armaly AR 50 25 12.5 2.94 1.47
Re Thot (K) 345 400 345 400 345 400 400 345 400
47.83 1.75 1.82 1.84 1.83 1.86 1.8 1.71 1.87 1.61 1.56
95.66 2.98867806 3.07 3.09 3.08 3.12 2.74 3.08 3.05 2.63 2.65
191.32 5.05126073 5.22 5.29 5.24 5.3 5.37 5.39 5.26 4.64 4.65
382.65 8.41018554 8.37 8.65 8.51 9.02 9.21 9.29 8.62 8.45 8.46
765.31 13.588147 10.13 10.62 10.2 10.5 13.3 11.3 12.7 11.2 12
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Figure 6. Variation of the reattachment length in the span-wise direction for diﬀerent Re (left) and aspect ratios, AR, of the channel
(right).
explained by the fact that the numerical simulation was
performed assuming laminar ﬂow and steady state con-
ditions, but it is known that as the Reynolds number
Figure 7. Variation of the span-wise velocity proﬁles at the
mid-plane y of the channel with the aspect ratio (AR).
increases, the ﬂow becomes turbulent. In the experiments
performed by Armaly et al. (1983), the regime of laminar
to turbulent transition was found in the range of Reynolds
number of 1200–6600, but the actual representative range
can be lower, as was shown in the works of Mouza,
Pantzali, Paras, and Tihon (2005) and Tihon, Peˇnkavová,
Havlica, & Šimcˇík (2011). Other works, such as Kaikt-
sis, Karniadakis, and Orszag (1991) and Beaudoin, Cadot,
Aider, and Eduardo Wesfreid (2004), studied the turbu-
lent transition and the appearance of turbulent instabilities
in the BFS geometry. Those results demonstrated that if
an unstable turbulent region embedded in the surrounding
laminar ﬂow survives in the stream-wise direction, then the
outﬂow plane cuts through this structure, and the accuracy
of predicted proﬁles is strongly inﬂuenced by the outﬂow
boundary condition.
The discrepancies with the experimental data of
Armaly et al. (1983) are attributed to the onset of
three-dimensionality due to the turbulence for Reynolds
Figure 8. Diﬀerent temperature proﬁle shapes considered in this work. The panel ﬁgure represents diﬀerent temperature proﬁles
assuming a power-law shape (Equation (23)), while the right panel illustrates the temperature proﬁle as a periodic function.
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number values exceeding 600. Kaiktsis et al. (1991) iden-
tiﬁed a bifurcation of two-dimensional laminar ﬂow to
three-dimensional ﬂow at Re = 700 as the primary source
of mismatch between the simulation and the experimen-
tal data.
Moreover, the span-wise ﬂow that develops adjacent to
the side wall in the region close to the step modiﬁes the
reattachment length of 3D ﬂow, as shown in Figure 6. The
numerical simulation was performed for the full width in
the z-axis instead of using a symmetry plane to represent
a real experiment. The boundary represented in Figure 6
consists of the points in the span-wise direction, where the
longitudinal velocity in the proximity of the bottom wall is
zero, i.e., the onset of separation. Figure 6 (left) shows the
variations with the Reynolds number and Figure 6 (right)
shows the variation with aspect ratio.
The results show a similar behavior to those obtained
in the work of Barbosa et al. (2005) and Beaudoin et al.
(2004). The minimum xR value of the reattachment line is
located near the side walls, and the maximum is exactly
on the side walls, while the central section of the curve
is approximately constant (except for small aspect ratios).
The three-dimensional eﬀects increase as the Reynolds
number increases and represent a larger extent of the
span-wise width when decreasing the aspect ratio.
5. Discussion
5.1. Results in the channel upstream the step
Before analyzing the ﬂow downstream of the step, we ﬁrst
studied the ﬂow in the rectangular channel upstream of
it at axial location x/h=14. Span-wise direction velocity
proﬁles for diﬀerent aspect ratios are presented in Figure 7.
Although the distance from the inlet section was
selected to ensure the full development of the ﬂow in the
y-direction, this does not occur in the span-wise direction.
For large aspect ratios, the span-wise velocity distribution
is close to a uniform velocity proﬁle. When decreasing
the aspect ratio, the velocity proﬁle approaches the fully
developed ﬂow.
5.2. Importance of the temperature profile
To evaluate the importance of the temperature proﬁle shape
on the diﬀerence between the average Moiré temperature
and the two-dimensional bulk temperature along the laser
beam in closed rectangular channels, diﬀerent hypothetical
shapes of temperature proﬁles were considered, i.e., power
functions with varying exponents:
T = T
[
1 +
( z
L
)m]
(23)
such as those shown in Figure 8 (left) or periodic functions
with varying frequencies:
T = Tref
{
1 +
∣∣∣sin (πb z
L
)∣∣∣} (24)
Figure 9. Relative error between the bulk and two-dimensional
Moiré temperature as a function of the channel aspect ratio and
for diﬀerent exponents in the assumed temperature distribution
(power-law Equation (23)).
Figure 10. Relative error between the bulk and two-dimensional
Moiré temperature as a function of the channel aspect ratio and
for diﬀerent 
T (assuming a linear temperature distribution).
Figure 11. Relative error in the determination of the bulk tem-
perature using a 2D Moiré analysis as a function of the chan-
nel aspect ratio and for diﬀerent frequencies in the assumed
temperature distribution (periodic function, Equation (24)).
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as presented in Figure 8 (right). The former group
represents temperature proﬁles close to a hot wall surface,
while the latter group can simulate a heat exchanger with
periodic ﬁns. Figure 9 shows the relative error between
bulk temperature and two-dimensional Moiré tempera-
ture with respect to the channel aspect ratio, assuming a
power-law distribution of ﬂow temperatures with diﬀerent
exponents and 
T = (Tmax-Tmin) = 293 K.
From the results, it is clear that, in addition to the
small errors due to numerical integration, the temperature
error is always small, that is, lower than 0.5, for aspect
ratios larger than 20, which is obviously due to a nearly
uniform velocity proﬁle in the duct (see Figure 7). As
the aspect ratio decreases, the velocity proﬁle approaches
a fully developed proﬁle, the three dimensional eﬀects
arise, and the temperature error increases. This increment
Figure 12. Streamlines after the backward-facing step for diﬀerent channel aspects ratios.
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in the relative error is higher as the exponent of the
assumed power-law distribution deviates from the linear
behavior. In any case, the error is relatively small for
any value of the exponent of the power distribution of
temperature.
The ﬂow maximum temperature diﬀerence selected
for computations, 
T, is an overall limit for most heat
exchanger applications. Figure 10 shows the variation of
error with the aspect ratio for several values of 
T and for
the exponent, m= 1. The error in the estimation of bulk
Figure 13. Temperature ﬁeld in several y–z planes after the step.
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Figure 14. Error in the evaluation of the bulk temperature: eﬀect of the aspect ratio (AR).
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temperature is observed to increase with the temperature
diﬀerence; this error can be of importance (more than a
1%) for aspect ratios lower than 10, i.e., with a velocity
proﬁle fully developed.
The results for the case of periodic temperature distri-
bution are illustrated in Figure 11. Just as the case of the
power-law distribution, the error in temperature estimation
is small, below 1%, for aspect ratios larger than 20, i.e., for
velocity proﬁles approximately uniform. When increasing
the frequency, the error decreases. This behavior occurs
because as the temperature proﬁle approaches a uniform
distribution, as derived from Equation (16) and Equation
(18), and when the temperature distribution is uniform, the
bulk temperature and the two-dimensional Moiré tempera-
ture are the same, as was previously demonstrated.
From these theoretical cases, the importance of 3D
eﬀects can be understood. It is possible to conclude that
the relative error is reduced as the aspect ratio decreases
and that the error is as small as a 3% for aspects
ratios higher than 10 for all of the temperature proﬁles
considered.
5.3. Results after the step
Rectangular ducts are basic components of cooling sys-
tems, but the main focus of the current work is on
ﬂow conﬁgurations with real three-dimensional features.
The backward facing step allows for the study of the
three-dimensional aspects of ﬂows with separation and
subsequent reattachment caused by a sudden change in
the channel geometry. Next to a backward facing step, the
swirling ﬂow appearing in the span-wise direction, devel-
oped adjacent to the stepped wall, modiﬁes the reattach-
ment region of this separated-reattached three-dimensional
ﬂow, and consequently, the heat transfer downstream of the
step, as shown in Rani, Sheu, and Tsai (2007).
Features of the three-dimensional laminar ﬂow adjacent
to the backward-facing step for changing aspect ratios are
shown in Figure 12. The ﬁgure shows how the streamlines
near the sidewall take diﬀerent paths as they ﬂow down-
stream from the step, leading to swirling ﬂow in the span-
wise direction inside the recirculation region. A similar
result was obtained in the works of Nie and Armaly (2002,
2003). As the aspect ratio decreases, the portion of the ﬂow
governed by the vortex increases, until it represents the full
width of backward facing step (AR≈ 1.5).
The temperature distribution in span-wise direction is
also inﬂuenced by the three-dimensional behavior of ﬂow.
Figure 13 shows the temperature distribution in several yz-
planes after the step for diﬀerent aspect ratios.
The three-dimensional behavior of the temperature
ﬁeld increases as the ﬂow moves downstream, and it also
represents a larger extent of the ﬂow in the span-wise direc-
tion, mainly far from the bottom wall, as the aspect ratio
decreases.
The following ﬁgures are representative samples of
the error in the evaluation of bulk temperature using 2D
Moiré analysis in the cases listed in Table 1. As a rule
of thumb, it can be established that the errors are small
(less than 5%) for all of the studied cases in the region
Figure 15. Error in the evaluation of the bulk temperature: eﬀect of the resistor temperature (Thot).
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Figure 16. Error in the evaluation of the bulk temperature: eﬀect of the Reynolds number (Re).
close to the step. The ﬁgures represent the error ﬁeld in
the region immediately downstream of the step covering
the heated length (10 h). The y axis covers a range from
5 to 8.4 mm (2 h), and the magnitudes are established in
a manner that reproduces the geometry used in the work
of Juste and Benavides (2014). The maximum is found at
the end of the heated plate and approximately at the central
point.
Separating the eﬀect of the diﬀerent parameters, the
inﬂuence of aspect ratios is analyzed in Figure 14. For a
Re of 95.7 and with the resistor temperature at the smallest
value considered in this analysis, Thot = 345 K, the max-
imum error obtained is approximately 2.5%. As the aspect
ratio decreases, the discrepancy between the 2D Moiré and
the actual bulk temperature increases, probably due to the
vortex ﬂow in span-wise direction.
The eﬀect of the temperature diﬀerence between the
heated plate (bottom wall) and the ﬂow is presented
in Figure 15. The shape of the error ﬁelds are quite
similar, but the magnitude of the error increases with
temperature, mainly in the region downstream, where the
three-dimensional eﬀects in temperature are more relevant.
This result agrees with the results of a previous study
performed in the rectangular channel upstream of the step.
Finally, the eﬀect of the Reynolds number, which is
equivalent to the stream-wise inlet velocity, on the eval-
uation of bulk temperature agrees with that shown in
Equation (17). Increasing the Reynolds number increases
the inlet velocity, and therefore, the error in the evalua-
tion of bulk temperature is also increased. These results
are presented in Figure 16.
6. Conclusions
The main interest in using optical techniques for ﬂow
measurements is their non-intrusivity, which allows for
obtaining the main characteristics of the ﬂow without inﬂu-
encing the investigated process. This work focused on one
of these techniques, namely, Moiré deﬂectometry, which is
a line-of-sight technique in which a collimated laser beam
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is used to measure the optical properties of the inspected
ﬂow domain. The technique is particularly suited for the
heat transfer measurements, such as the one required in
heat exchange applications.
In this work, an analysis of the error introduced when
measuring the bulk ﬂow temperature along the laser beam
using a 2D Moiré deﬂectometry analysis was presented.
First, the process of evaluating the ﬂow temperature using
this technique was described in the paper, and an analyt-
ical estimation of the error for diﬀerent temperature pro-
ﬁles along the laser beam was performed, indicating that
the error decreases with the aspect ratio for the diﬀerent
proﬁles.
The analysis was performed by means of numerical
simulations on the ﬂow in the well-known geometry of the
backward facing step in a rectangular channel, in which
the bottom wall is heated to introduce the heat transfer
eﬀects. This geometry represents a simpliﬁed geometry of
a general heat exchanger. A parametric analysis of the error
was performed for diﬀerent aspect ratios of the channel,
diﬀerent inlet Reynolds numbers (or inlet velocities) and
diﬀerent temperatures of the hot plate. The values were
chosen as characteristic values for general heat exchanger
applications. The simulations were previously validated
against the benchmarked experimental results from the
literature, ﬁnding good agreement for the diﬀerent oper-
ating conditions. The diﬀerence between the experimental
results and the simulations increases with the increase in
the Reynolds number. This eﬀect can be attributed to the
onset of turbulent transition on the ﬂow. The use of CFD
allows for the recovery of the full ﬂow ﬁeld description.
From the velocity and temperature ﬁelds, it is clear that the
3D eﬀects increase as the aspect ratio decreases.
In conclusion, from the estimated 2D error ﬁeld
obtained via numerical simulation, the bulk temperature
can be closely approximated using a two-dimensional
Moiré analysis because the error is less than 5% (but
increases with Thot). The maximum error increases also
with the increasing Reynolds number (or inlet velocity).
However, the variation with the aspect ratio is less eﬀec-
tive. Therefore, the Moiré technique is suitable for eval-
uating the bulk temperature in typical devices and ﬂow
conditions encountered in heat exchangers, with strong
three-dimensional eﬀects, but with a driving ﬂow direction.
Nomenclature
A cross section area
AR aspect ratio (L/h)
cP speciﬁc heat at constant pressure
D distance between gratings
Dh hydraulic diameter
ER expansion ratio (H/h)
G1, G2 gratings
g gravity constant
h height of the step
H height of the channel
K Gladstone-Dale constant
L width of the backward facing step
Lin channel length before the step
Ldl development length
Lout channel length after the step
n refractive index
N number of samples
P distance between two grating lines
P’ distance between two fringes
p pressure
p0 inlet ﬂuid pressure
Re Reynolds number
Rg gas constant
T temperature
Tb bulk temperature
Thot hot wall temperature
T0 inlet ﬂuid temperature
s fringe shift
u ﬂuid velocity in the x direction
u0 free stream velocity
V Velocity
x,y,z Cartesian coordinates
xR reattachment length
 mean root-square velocity error
φ deﬂection angle of the rays lights
ϕ phase change of Moiré pattern
ν kinematic viscosity
θ angle between gratings
ρ density
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