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Abstract
We present a proof of Rider’s unpublished result that the union of two Sidon sets in the
dual of a non-commutative compact group is Sidon, and that randomly Sidon sets are Sidon.
Most likely this proof is essentially the one announced by Rider and communicated in a letter
to the author around 1979 (lost by him since then). The key fact is a spectral gap property
with respect to certain representations of the unitary groups U(n) that holds uniformly over
n. The proof crucially uses Weyl’s character formulae. We survey the results that we obtained
30 years ago using Rider’s unpublished results. Using a recent different approach valid for
certain orthonormal systems of matrix valued functions, we give a new proof of the spectral gap
property that is required to show that the union of two Sidon sets is Sidon. The latter proof
yields a rather good quantitative estimate. Several related results are discussed with possible
applications to random matrix theory.
MSC: 43A46, 47A56, 22D10
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2
A subset Λ of a discrete Abelian group Ĝ is called Sidon if every continuous function on G with
Fourier transform supported in Λ has an absolutely convergent Fourier series.
The study of Sidon sets in discrete Abelian groups was actively developed in the 1970’s and
1980’s, after Drury’s remarkable proof of the stability of Sidon sets under finite unions (see [32]).
Rider [47] connected Sidon sets to random Fourier series. This led the author to a new character-
ization of Sidon sets as Λ(p)-sets (in Rudin’s sense) with constants O(
√
p) and eventually to an
arithmetic characterization of Sidon sets (see [37, 34, 39]). Bourgain [1] gave a different proof of
this. The 2013 book [18] by Graham and Hare gives an account of this subject, updating the 1975
one [32] by Lopez and Ross. See also [30] for connections with Banach space theory.
Throughout this, the main example always remains the integers Ĝ = Z (with G = T = R/Z),
and Sidon sets are defined by the properties of Fourier series on T with coefficients supported
in the set. The classical example of a Sidon set is a set formed of a sequence {n(k)} such that
inf n(k + 1)/n(k) > 1 (such sets are called “Hadamard lacunary”). While the theory was initially
inspired by this first example, much of it rests on another one, where T is replaced by G = TN
(or by {−1, 1}N), and the fundamental Sidon set in its dual Ĝ is the one formed by the coordinate
functions on G. In particular, the connections with random Fourier series are closely related to this
second example.
Sidon sets are the analogue for discrete groups of the so-called “Helson sets” in continuous
groups. The latter subject was actively studied in the late 1960’s and 1970’s notably by Kahane
and Varopoulos in Orsay, Ko¨rner in Cambridge and many more (see [25, 26, 19]). Indeed, Sidon
sets were then quite popular in harmonic analysis: in the Polish school following an old tradition
(Banach, Kaczmarz, Steinhaus, Hartman,...), in the US after Hewitt and Ross, but also in the
Italian (around Figa`-Talamanca) and Australian schools (around Edwards and Gaudry).
The harmonic analysis of thin sets was extended already in the late 1960’s to subsets of the
dual “object” Ĝ of any non-commutative compact group G, with Fourier series replaced by the
Peter-Weyl orthogonal development of functions on G. In this setting pioneering work was done by
Figa`-Talamanca and Rider ([15, 16, 12]) on generalized random Fourier series. There was initially a
lot of excitement around the opening that non-commutative compact groups offered as a substitute
for T. However, the subject was given a cold shower when it was discovered (see [48, 49, 8, 24])
that even for the simplest example G = SU(2) infinite Sidon sets do not exist. Since finite Sidon
sets were considered trivial, this brought this whole direction to a full stop and probably gave a
bad reputation to Sidon sets in the duals of non-commutative compact groups. After that, many
in the next generation of researchers, in particular in the Polish school (Boz˙ejko, Pytlik, Szwarc,...)
and the Italian one (Figa`-Talamanca, Picardello...), turned to harmonic analysis on free groups (see
e.g. [13, 14]). In this setting free sets, or “almost free” sets, such as the so-called Leinert sets (see
e.g. [29]) or L-sets in the sense of [42], can be viewed as analogous in some sense to Sidon sets in
discrete non-commutative groups.
This context probably explains why Rider, when he published in [47] his theorem connecting
Sidon sets and random Fourier series decided not to include the details on the proof of the same
result for subsets of the duals of non-commutative compact groups. In the commutative case, full
details could be included without any special technical difficulty because the key ingredient was a
variant of Drury’s interpolation trick (by then well known), invented to prove that the union of two
Sidon sets is Sidon, and actually Rider’s theorem could be viewed as a generalization of Drury’s
union theorem. However, the extension of the latter to the non-commutative case was far from
obvious (see Remark 1.11), and in fact it was still open until Rider’s [47]. Nevertheless, Rider chose
to only announce there that he had settled it and promised to include the details, which involved
a delicate estimate based on Weyl’s character formula for the unitary groups (see Theorem 2.1), in
a later publication, but he never did.
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In the late 1970’s the author proved a series of results on Sidon sets all based initially on Rider’s
breakthrough from [47]. It turned out that essentially all these results could be extended for subsets
of Ĝ when G is a non-commutative compact group [34, 38]. However, the latter extension required
the non-commutative unpublished version of Rider’s [47]. At the author’s request at the time, Rider
kindly communicated to him a detailed handwritten proof of his key result in the non-commutative
case. Unfortunately, although a copy of this letter was kept for a long time, it seems now to have
been lost. Perhaps the successive moves of the Jussieu Math. Inst. are an excuse, but the guilt is
on the author. The more so since Daniel Rider passed away in 2008.
The main goal of this paper is to present the details of a proof of Rider’s Theorem for subsets
of Ĝ when G is a general (a priori non-commutative) compact group. Toward the end we give
another proof, quite different, that we recently obtained in a more general framework not requiring
any group structure.
The main point of Rider’s proof is a spectral gap property of the family {U(n) | n ≥ 1} formed
of all the unitary groups. The property involves the embedding U(n)→ U(2n) obtained by adding
1’s on the main diagonal, but the relevant estimate has to be uniform over n. We feel that this
property is of independent interest, likely to find applications in random matrix theory, now that
the latter field has become part of the main stream (much more so now than 40 years ago !).
This motivated us to include the full details of (what most likely was) Rider’s proof. We then
describe in §3 how Rider derived from his spectral gap result the stability of Sidon sets under finite
unions and the fact the Sidon property is equivalent to a weaker one involving random Fourier
series that we name “randomly Sidon”.
In §4 we survey the non-commutative results that we obtained in the 1980’s using Rider’s
unpublished work. Actually we take special care and give detailed proofs because we detected
some exagerated claims there (in [38]) that we no longer believe are true. See Remark 4.14.
In §5, we single out several natural inequalities for random unitaries, related to the classical
ones of Khintchine for random signs. We review what is known and discuss the problem of finding
the best constants for these.
We seize this occasion to try to revive a bit the whole subject of Sidon sets in duals of non-
Abelian compact groups in the light of the recent surge of interest in random matrix theory and
Voiculescu’s free probability (see [60]). Indeed, although finite sets Λ ⊂ Ĝ are a trivial example
of Sidon set, in the non commutative setting one is led to consider sequences of compact groups
(Gn) and sequences of subsets Λn ⊂ Ĝn with uniformly bounded Sidon constants. Then even if
the cardinality of the subsets Λn is uniformly bounded (and in fact even if it is equal to 1 !) the
notion is interesting. The simplest (and prototypical) example of this situation with |Λn| = 1 is
the case when Gn = U(n) the group of unitary n × n-matrices, and Λn is the singleton formed
of the irreducible representation (in short irrep) defining U(n) as acting on Cn. Sets of this kind
and various generalizations were tackled early on by Rider under the name “local lacunary sets”
(see [50]), but we suspect that this setting of sequences of groups, with uniform estimates, which
is nowadays commonly accepted, was viewed as not so natural at the time.
We illustrate this in Theorem 4.15. There we consider a sequence of compact groups Gn and
a sequence of unitary irreps πn ∈ Ĝn with unbounded dimensions, and we focus on the situation
when the singletons {πn} have uniformly bounded Sidon constants. We give several equivalent
characterizations of this situation, in terms of the character t 7→ tr(πn(t)) of πn. Surprisingly, this
becomes void if one uses a sequence of finite groups, or of groups that are amenable as discrete
groups. In that case the dimensions must remain bounded. E. Breuillard opened our eyes to this
phenomenon. We refer the reader to the forthcoming paper [5] for more on this.
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1. Notation. Background. Spectral gaps
Throughout this section, let G be a compact group. We denote by Ĝ the dual object formed
as usual of all the (equivalence classes of) irreducible representations (irreps in short) on G. We
identify two irreps when they are unitarily equivalent. We denote by M(G) the space of Radon
measures on G equipped as usual with the total variation norm µ 7→ ‖µ‖M(G) = |µ|(G).
We denote by Md the space of all complex matrices of size d× d with the usual operator norm
as acting on ℓd2.
We denote by U(d) ⊂Md the compact group formed of all unitary matrices of size d× d.
For any measure µ on G and any irrep π : G→ U(dπ) we define the Fourier transform by
(1.1) µ̂(π) =
∫
π(t)µ(dt) ∈Mdpi .
Note that ∀µ1, µ2 ∈M(G)
(1.2) µ̂1 ∗ µ2(ρ) = µ̂1(ρ)µ̂2(ρ).
We denote by mG the normalized Haar measure and by tG ∈ Ĝ the trivial representation on G.
We denote Lp(G) = Lp(G,mG). We view L1(G) as isometrically embedded in M(G) via
f 7→ fmG. In particular, the Fourier transform of any f ∈ L1(G) is defined as
(1.3) f̂(π) =
∫
π(t)f(t)mG(dt).
For any f ∈ L2(G) we have (Parseval)
‖f‖2 = (
∑
ρ∈Ĝ
dρtr|f̂(ρ)|2)1/2,
and the Fourier expansion of f takes the form
f =
∑
ρ∈Ĝ
dρtr(
tf̂(ρ)ρ).
Remark. Note that our definitions of µ̂ and f̂ in (1.1) and (1.3) differ from that of [23], where µ̂(π)
is defined as
∫
π(t)∗µ(dt) and similarly for f̂ . Thus the Fourier coefficient in the sense of [23] is the
transpose of what it is in our sense. The advantage is that we have (1.2) while the convention of
[23] requires to reverse the order of the factors on the right hand side of (1.2).
We denote by χπ the character of π, i.e. we have χπ(x) = tr(π(x)) for any x ∈ G.
A measure µ ∈M(G) (resp. a function f ∈ L1(G)) is called central if
∀g ∈ G µ = δg ∗ µ ∗ δg−1
(resp. f = δg ∗ f ∗ δg−1). Then the Fourier transform µ̂ (resp. f̂) is scalar valued, i.e. µ̂(π) or f̂(π)
belong to the space of scalar multiples of the identity matrix of size dπ.
Thus the subspace of the central functions in Lp (1 ≤ p <∞) coincides with the closed linear span
of the characters {χπ | π ∈ Ĝ}.
There is a bounded linear projection P from M(G) onto the subspace of all central measures,
defined simply by
(1.4) P (µ) =
∫
δg ∗ f ∗ δg−1mG(dg).
5
Clearly ‖P (µ)‖ ≤ ‖µ‖. We denote by A(G) the Banach space formed of those f : G → C such
that
∑
π∈Ĝ
dπtr|f̂(π)| <∞, and we equip it with the norm
‖f‖A(G) =
∑
π∈Ĝ
dπtr|f̂(π)|.
Definition 1.1 (Sidon sets). A subset Λ ⊂ Ĝ is called Sidon if there is a constant C such that
‖f‖A(G) ≤ C‖f‖C(G)
for any f ∈ C(G) with Fourier transform supported in Λ. More explicitly, this means that for any
finitely supported family (aπ) with aπ ∈Mdpi (π ∈ Λ) we have∑
π∈Λ
dπtr|aπ| ≤ C‖
∑
π∈Λ
dπtr(πaπ)‖∞.
For any pair f, h ∈ L2(G), the convolution f ∗ h belongs to A(G) and
(1.5) ‖f ∗ h‖A(G) ≤ ‖f‖L2(G)‖h‖L2(G).
Moreover, we have for any f ∈ A(G) and any ν ∈M(G)
(1.6)
∫
fdν =
∑
π∈Ĝ
dπtr(
tf̂(π)ν̂(π¯)) =
∑
π∈Ĝ
dπ
∑
i,j≤dpi
f̂(π)ij ν̂(π¯)ij .
and hence
(1.7) |
∫
f(g)ν(dg)| ≤ ‖f‖A(G)‖ supπ∈Ĝ ‖ν̂(π)‖.
More generally, let f, h ∈ L∞(G;Md) (d ≥ 1). We define the convolution F = f ∗ h using the
matrix product in Md, so that Fij =
∑
k fik ∗ hkj. Let x, y be in the unit ball of ℓd2. We have then
(1.8) ‖〈Fx, y〉‖A(G) ≤ ‖f‖L∞(G;Md)‖h‖L∞(G;Md).
Indeed, this follows easily from (here we use (1.5))
‖〈Fx, y〉‖A(G) ≤
∑
k
‖
∑
i
x¯ifik‖2‖
∑
j
yjhkj‖2 ≤ (
∑
k
‖
∑
i
x¯ifik‖22)1/2(
∑
k
‖
∑
j
yjhkj‖22)1/2
=
(∫ ∑
k
|
∑
i
x¯ifik|22dmG
)1/2(∫ ∑
k
|
∑
j
yjhkj|22dmG
)1/2
≤ ‖f‖L2(G;Md)‖h‖L2(G;Md).
A fortiori, we obtain by (1.7)
(1.9) |
∫
〈F (g)x, y〉ν(dg)| ≤ ‖f‖L∞(G;Md)‖h‖L∞(G;Md) supπ∈Ĝ ‖ν̂(π)‖.
Taking the sup over x, y, we find
(1.10) ‖
∫
F (g)ν(dg)‖Md ≤ ‖f‖L∞(G;Md)‖h‖L∞(G;Md) supπ∈Ĝ ‖ν̂(π)‖.
Notation: Let G =∏π∈Ĝ U(dπ). Let u 7→ uπ ∈ U(dπ) denote the coordinates on G.
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Definition 1.2 (Randomly Sidon). A subset Λ ⊂ Ĝ is called randomly Sidon if there is a constant
C such that for any finitely supported family (aπ) with aπ ∈Mdpi (π ∈ Λ) we have∑
π∈Λ
dπtr|aπ| ≤ C
∫
‖
∑
π∈Λ
dπtr(uππaπ)‖∞mG(du).
Note that in Lemma 4.6 we give a simple general argument showing that replacing the random
unitaries (uπ) by standard complex Gaussian random matrices (with the usual normalization) leads
to the same notion of “randomly Sidon”.
Clearly Sidon implies randomly Sidon (with the same constant).
We denote by P(G) ⊂M(G) the set of probability measures on G.
We say that Λ ⊂ Ĝ is symmetric if π¯ ∈ Λ for any π ∈ Λ.
Definition 1.3 (Spectral gap). Let 0 ≤ γ < δ ≤ 1. We will say that a probability measure
µ ∈ P(G) has a (δ, γ)-spectral gap with respect to a symmetric subset Λ ⊂ Ĝ if µ̂(π) = δI for any
π ∈ Λ and ‖µ̂(ρ)‖ ≤ γ for any nontrivial ρ 6∈ Λ.
Remark 1.4 (Spectral gap as an inequality). Let E ⊂ L2(G) be the subspace formed of those
f ∈ L2(G) such that f̂(π) = 0 for any non-trivial π 6∈ Λ. Let P : L2(G) → E denote the
orthogonal projection. Note Pf =
∫
fdmG +
∑
π∈Λ dπtr(
tf̂(π)π) for any f ∈ L2(G). Let Pδf =∫
fdmG + δ
∑
π∈Λ dπtr(
tf̂(π)π). Then µ has a (δ, γ)-spectral gap with respect to Λ iff
∀f ∈ L2(G) ‖µ ∗ f − Pδf‖2 ≤ γ‖f − Pf‖2.
Definition 1.5 ((δ, γ)-isolated). We will say that Λ ⊂ Ĝ is (δ, γ)-isolated if there is µ ∈ P(G) that
has a (δ, γ)-spectral gap with respect to Λ.
Remark 1.6. Using the central projection (1.4) we may always assume in the preceding that µ is a
central measure.
The basic example is the set Λ = {−1, 1} ⊂ Z. The measure µ = (1 + cos(t))mT(dt) has a
(1/2, 0)-spectral gap with respect to Λ.
On G = {−1, 1} the measure µ = (1 + ξ)mG does the same with respect to the set formed of the
character ξ ∈ Ĝ associated to the identity map.
More generally, Riesz products give more sophisticated examples. Let G be a compact Abelian
group. Let {γn | n ∈ N} ⊂ Ĝ be “quasi-independent”, i.e. such that there is no nontrivial choice
of (ξn) ∈ {−1, 0, 1}N finitely supported such that
∏
γn
ξn = 1. Assume −1 ≤ δn ≤ 1. Then the
probability measures νk =
∏
n≤k(1+ δnℜ(γn))mG converge weakly when k →∞ to a probability ν
on G. We refer to ν as the Riesz product associated to
∏
(1 + δnℜ(γn)).
If we assume that δn = δ for all n and 0 < δ < 1, then the Riesz product ν has a (δ, δ
2)-spectral
gap with respect to Λ = {γn} ∪ {γ¯n}. For instance, this holds for G = R/2πZ when Λ = {γn} is
identified to the subset {2n} ⊂ Z by γn(t) = exp (i2nt). This also holds for G = {−1, 1}N (resp.
G = TN ) when Λ ⊂ Ĝ is the set {ξn} (resp. {ξn}∪{ξ¯n} ) with (ξn) denoting the coordinates on G.
Let σn : U(n)→Mn be the “defining” irrep, i.e. the identity map on U(n).
Lemma 1.7. Let n ≥ 1. For any 0 < δ ≤ 1/(2n), let
ϕδn = 1 + δ(χσn + χσn) = 1 + δ(tr(σn) + tr(σn)).
Let νδn ∈ M(U(n)) be the probability measure defined by νδn = ϕδn mU(n). Then νδn has a (δ/n, 0)-
spectral gap with respect to {σn, σn}.
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Proof. Obviously ϕ̂δn(σn) = ϕ̂
δ
n(σn) = δ/n and ϕ̂
δ
n(π) = 0 for any other nontrivial irrep π.
Definition 1.8 (peak sets). Let 0 < ε < 1. We say that Λ ⊂ Ĝ is an ε-peak set with constant w
if there is ν ∈M(G) with ‖ν‖M(G) ≤ w such that ν̂(π) = I for any π ∈ Λ and supρ6∈Λ ‖ν̂(ρ)‖ ≤ ε.
Remark 1.9. If ν is as in Definition 1.8 for some 0 < ε < 1 then ν∗k satisfies the same with εk, wk
in place of ε, w. Therefore, if Λ is an ε-peak set for some 0 < ε < 1, then it is so for all 0 < ε < 1.
Definition 1.10 (peaking Sidon sets). We say that a Sidon set Λ ⊂ Ĝ is peaking if for any
0 < ε < 1 and any u ∈ G (or merely for any u ∈ ∏π∈Λ U(dπ)) there is a measure µuε ∈M(G) such
that
µ̂uε (π) = uπ ∀π ∈ Λ, sup
π 6∈Λ
‖µ̂uε (π)‖ ≤ ε and ‖µ̂uε‖ ≤ w(ε)
where w(ε) depends only on ε.
Remark 1.11 (The main difficulty of the non-Abelian case). Note that one of our main goals will be
to prove that actually any Sidon set is peaking. This will be reached in Theorem 3.5 and Remark
3.9. Once this goal is attained, it follows as an easy corollary that the union of two Sidon sets is
also one (see Corollary 3.6). In the Abelian case, Drury’s (or Rider’s) proof made crucial use of the
Riesz product
∏
(1 + δ(zn + z¯n)/2) on T
N (0 ≤ δ < 1). With the notation in Lemma 1.7 this is the
same as the infinite product of the probability νδ1 on T. The latter has a (δ, δ
2)-spectral gap with
respect to the Sidon set formed of the coordinates on TN, which is the fundamental example in the
Abelian case. The proof that Sidon sets are peaking uses a certain transplantation trick due to
Drury to pass from the fundamental example to the general case. It is not really difficult to adapt
that trick to the non-Abelian case (see the proof of Theorem 3.5). However, in the non-Abelian
case the fundamental example is the product
∏
n≥1 U(n) but the product of the probabilities ν
δ
n
fails to have the required spectral gap, whence the need for a substitute for the Riesz product.
This is precisely the role of Theorem 2.1 in the next section.
The preceding definitions are connected by the following simple result.
Proposition 1.12. Let 0 < γ < δ < 1. Any (δ, γ)-isolated symmetric set Λ ⊂ Ĝ is an ε-peak set
with constant w for some 0 < ε < 1 and w ≥ 0 depending only on γ, δ.
Any Sidon set Λ ⊂ Ĝ that is also an ε-peak set with constant w for some 0 < ε < 1 and w ≥ 0 is
peaking.
Proof. Let µ be as in Definition 1.3. Let ν = δ−1(µ −mG) with ε = γ/δ and w = d−1(‖µ‖ + 1).
Then ν satisfies the property in Definition 1.8. If Λ is Sidon with constant C, by (i) in Lemma 3.3
(Hahn-Banach), for any u ∈ G there is a measure µu ∈M(G) such that
µ̂u(π) = uπ ∀π ∈ Λ and ‖µ̂u‖ ≤ C.
Let ν be as in Definition 1.8. Then µuε = µ
u ∗ ν is as in Definition 1.10 with w(ε) = Cw. This gives
the announced result for some 0 < ε < 1, but replacing ν by its convolution powers we obtain a
similar result for any 0 < ε < 1.
Proposition 1.13. Let G =
∏
n∈NGn be the product of a sequence of compact groups, let (µn) be
a sequence with µn ∈ P(Gn) and let (Λn) be a sequence of symmetric subsets with Λn ⊂ Ĝn for
each n. Let 0 < γ < δ < 1. Let γ′ = max{γ, δ2} < δ. If µn has a (δ, γ)-spectral gap with respect
to Λn for each n, then the product µ = ⊗n∈Nµn has a (δ, γ′)-spectral gap with respect to the subset
Λ ⊂ Ĝ, denoted by Σ˙Λn, consisting of all the irreps π on G of the following form: for some n there
is πn ∈ Λn such that
∀x = (xn) ∈ G π(x) = πn(xn).
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Proof. Let π ∈ Σ˙Λn. Then µ̂(π) = µ̂n(πn). Any nontrivial π ∈ Ĝ is of the form π(x) = ⊗n∈Nπn(xn)
for some sequence (πn) with πn ∈ Ĝn containing some but only finitely many nontrivial terms. If
at least one of these non trivial terms πn is not in Λn, then ‖µ̂(π)‖ ≤ γ. If they are all in Λn and
π 6∈ Λ, there must be at least two of them and then ‖µ̂(π)‖ ≤ δ2. The result is then immediate.
Remark 1.14. Let Gk = U(dk) and G =
∏
Gk. Assume that N = supk dk < ∞. Let 0 < δ ≤
1/(2N). Let ϕn ∈ L1(G) be defined for x = (xk) ∈ G by ϕn(x) =
∏
k≤n(1+ δ(tr(xk) + tr(xk)), and
let νn = ϕnmG. As for Riesz products, νn ∈ P(G), νn converges weakly to some ν ∈ P(G), and
it is easy to check, similarly, that ν has a (δ/N, δ2/N2)-spectral gap. This can also be seen as a
particular case of the preceding Proposition with γ = 0 and δ replaced by δ/N .
2. The unitary groups
The main difficulty Rider had to overcome to establish his main result is the following spectral gap
(and interpolation) property of the sequence of the unitary groups {U(n) | n ≥ 1} , which in our
opinion, is quite deep. Note however that, for the applications to Sidon sets, any probability with
the same gap property as the one denoted below by νn would do (see §6).
Let 1 ≤ k ≤ n. Let Γ(k) ⊂ U(n) be the copy of U(k) embedded in U(n) via a 7→ a ⊕ I. Let
µk,n be the central symmetric probability measure defined by
(2.1) µk,n =
∫
δs ∗mΓ(k) ∗ δs−1 mU(n)(ds).
We denote by σn ∈ Û(n) the defining representation of U(n).
We denote by Sn ⊂ Û(n) the set
Sn = {σn, σn}.
For emphasis : it is crucial in the next statement that γ < 1/2 be independent of n.
Theorem 2.1. [Rider, circa 1975, unpublished]
For any even n ≥ 2, let k = n/2 and let νn = µk,n.
For any odd n, let k+ = n/2 + 1/2, k− = n/2− 1/2 and νn = 1/2(µk−,n + µk+,n).
There is a positive constant γ < 1/2 such that for any n ≥ 4, the symmetric central probability
measure νn has a (1/2, γ)-spectral gap with respect to Sn. More precisely, for any 1/4 < γ < 1/2
this holds for all sufficiently large n.
Remark 2.2. The case n = 1, G = T = R/2πZ is classical. Then the probability measure
µ(dt) = (1 + cos t)mT(dt)
(which is the building block for Riesz products) satisfies the analogous interpolation property, with
γ = 0.
Corollary 2.3. Let (dk)k∈I be an arbitrary collection of integers. Let G =
∏
k∈I U(dk). Let S ⊂ Ĝ
be the subset formed of all representations π that, for some k ∈ I, are of the form π(g) = σdk(gk)
(g ∈ G). For any 0 < ε < 1 there is a measure µε ∈M(G) such that
µ̂ε(π) = I ∀π ∈ S, sup
π 6∈S
‖µ̂ε(π)‖ ≤ ε and ‖µ‖ ≤ w(ε)
where w(ε) depends only on ε.
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Proof. By Theorem 2.1, there is N (e.g. N = 4) and 0 < γ < 1/2 such that Sn has a (1/2, γ)-
spectral gap for any n ≥ N . Let G = G1×G2 with G1 =
∏
dk<N
U(dk) and G2 =
∏
dk≥N
U(dk). Let
S1 ⊂ Ĝ1 and S2 ⊂ Ĝ2 be the corresponding subsets and let Λj = Sj∪Sj (j = 1, 2). By Remark 1.14,
Λ1 is (λ, λ
2)-isolated for any 0 < λ ≤ 1/2N . We may clearly assume γ ≥ 1/4. Then by Proposition
1.13, Λ2 is (1/2, γ)-isolated. Taking convolution powers, we see that it is also (1/2
m, γm)-isolated
for any integer m ≥ 1. Choose m minimal but large enough so that 1/2m ≤ 1/(2N). Let δ = 1/2m
and γ′ = max{γm, δ2}. Then both Λ1 and Λ2 are (δ, γ′)-isolated. Therefore, by Proposition 1.13
S ∪ S¯ is also (δ, γ′)-isolated. By Proposition 1.12, S ∪ S¯ is an ε-peak set for some 0 < ε < 1. Let
ν1 ∈M(G) be such that ν̂1 = I on S ∪ S¯ but ‖ν̂1‖ ≤ ε outside S ∪ S¯. It remains to show the same
but with S in place of S ∪ S¯. For any z ∈ T, let Z(z) ∈ G be the element such that Z(z)k = zIk.
Note δ̂Z(z)(σk) = z¯Ik. Then let
ν2 =
∫
z(δZ(z) ∗ ν1)mT(dz).
Now ν̂2 = I on S, and ν̂2 = 0 on S¯. Also ‖ν̂2‖ ≤ ‖ν̂1‖ on all of Ĝ. Thus ‖ν̂1‖ ≤ ε outside S and
‖ν2‖ ≤ ‖ν1‖. By Remark 1.9 this completes the proof.
We will need some background on irreps of the unitary groups. The ultraclassical reference is
Hermann Weyl’s [62]. See e.g. [45, 52, 55] for more recent accounts on the combinatorics of this
rich subject. We greatly benefitted from the expositions in [11] and [17].
Recall that for any compact group G, the set Ĝ consists of irreps on G with exactly one
representative, up to unitary equivalence, of each irrep. Let G = U(n). Then Ĝ is in 1-1 corre-
spondence with the set of n-tuples m = (m1,m2, · · · ,mn) in Zn such that m1 ≥ · · · ≥ mn. Let
t = (t1, · · · , tn) ∈ Cn. Let Am(t) denote the determinant of the n× n-matrix am(t) defined by
am(t)ij = t
mj
i .
Let δ = (n − 1, n − 2, · · · , 1, 0). Let πm be the irrep corresponding to m, and let χm denote its
character. Then for any unitary g ∈ U(n) with eigenvalues t = (t1, · · · , tn) ∈ Tn, g is unitarily
equivalent to the diagonal matrix D(t) with coefficients t. This implies that χm(g) = tr(πm(g)) =
tr(πm(D(t))) = χm(D(t)). For simplicity, we will identify t withD(t) and we set χm(t) = χm(D(t)).
We can now state Weyl’s fundamental character formula, which goes back to [62] :
(2.2) χm(t) =
Am+δ(t)
Aδ(t)
.
Note that Aδ(t) is but the classical Vandermonde determinant
Aδ(t) =
∏
i<j
(ti − tj).
We observe that for any d ∈ Z we have
Am+(d,··· ,d)(t) = (t1t2 · · · tn)dAm(t)
and hence for any g ∈ G
χm+(d,··· ,d)(g) = det(g)
dχm(g).
Thus if we choose d = −mn, and set λj = mj + d, we have λ1 ≥ · · · λn−1 ≥ λn = 0, and
(2.3) χm(g) = det(g)
mnχλ(g).
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Remark 2.4. [Distinguished representations of U(n)] The trivial representation of U(n) corresponds
to m1 = · · · = mn = 0, so that d = 0 and λ1 = · · · = λn = 0, and then χm(t) = 1 for all t ∈ U(n).
The representation σn(t) = t corresponds to m = λ = (1, 0, · · · , 0) and d = 0. Then
χm(t) = t1 + · · ·+ tn.
The representation σn(t) = t¯ corresponds to m = (0, · · · , 0,−1) or equivalently to λ = (1, · · · , 1, 0)
and d = 1. Then
χm(t) = t¯1 + · · · + t¯n = (
∏
j 6=1
tj + · · · +
∏
j 6=n
tj) det(t)
−1.
In the sequel, we denote
λ+ = (1, 0, · · · , 0) and λ− = (1, · · · , 1, 0).
The point of (2.3) is that now λ can be identified with a Young diagram with a first row of
λ1 boxes, sitting as usual above a second row of λ2 boxes, and so on. This will allow us to take
advantage of the so-called Jacobi-Trudi formula (see [17, p. 75]) :
(2.4) χλ(t) = sλ(t),
where sλ is the famous Schur symmetric polynomial in t = (t1, · · · , tn), which can be defined for
λ 6= 0 as the sum
(2.5) sλ(t) =
∑
tT
running over all the admissible fillings (or “tableaux”) T of the diagram λ with the numbers
1, 2, · · · , n. Here an admissible filling assigns to any box a number in 1, 2, · · · , n so that the
numbers are strictly increasing when running down a column and weakly increasing along each
row, and
tT =
∏
1≤i≤n
trii
where ri ≥ 0 is the number of times i is used in the filling T .
By convention, for the case λ1 = · · · = λn = 0, we set s0(t) = 1.
Let 1n = (1, · · · , 1) where 1 is repeated n times. Then (2.5) implies
(2.6) sλ(1
n) = |{T}|,
i.e. sλ(1
n) is the number of admissible fillings of λ with the numbers 1, 2, · · · , n.
Then for any λ = (λ1, · · · , λn) with λ1 ≥ · · · ≥ λn ≥ 0 we have
(2.7) χλ(1
n) = sλ(1
n) =
∏
i<j
λi − λj + j − i
j − i .
Note that
λi−λj+j−i
j−i ≥ 1 for all i < j.
This classical formula can be deduced from (2.2): by setting t = (1, x, x2, · · · , xn−1), and
observing that Aλ+δ(1, x, x
2, · · · , xn−1) is a Vandermonde determinant, we have
χλ(1, x, x
2, · · · , xn−1) = x
∑
(i−1)λi
∏
i<j
xλi−λj+j−i − 1
xj−i − 1 .
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Then letting x tend to 1, and making the obvious common division in numerator and denominator,
(2.7) follows.
The preceding definition of the Schur symmetric polynomial sλ is classically given as a function
of k-variables with k not necessarily equal to the number of rows n of λ: one sets
sλ(t1, · · · , tk) =
∑
tT
where the sum runs over all the admissible fillings of the Young diagram λ by the numbers
1, 2, · · · , k, with tT as before.
If λn > 0 and k < n, then the first column has length > k, so there are no admissible fillings
by (1, · · · , k) and sλ(t1, · · · , tk) = 0 in that case.
We now fix 1 ≤ k < n.
We wish to compute the restriction of χλ to the subgroup U(k) viewed as embedded in U(n) via a 7→
a⊕I or equivalently a 7→
(
a 0
0 In−k
)
. In other words we are after a formula for χλ(t1, · · · , tk, 1n−k).
We find it convenient to use (2.4) and (2.5). Note that any admissible filling of λ by (1, · · · , n)
induces by restricting it to (1, · · · , k) a filling of a diagram µ ≤ λ, in the sense that µi ≤ λi for all
1 ≤ i ≤ n. The remaining set of boxes, denoted by λ \ µ is (in general) no longer a diagram, it is
only what is called a skew diagram, but the rule for filling it is respected by the induced numbering
on its rows and columns, so that we can extend to λ \µ the notation (2.5). Thus to any admissible
filling of λ by (1, · · · , n) we associate µ ≤ λ with a filling by (1, · · · , k) and λ \ µ with a filling by
(k + 1, · · · , n). Conversely, a moment of thought shows that separate admissible fillings of µ by
(1, · · · , k) and λ \ µ by (k + 1, · · · , n) can be joined to form a filling of λ by (1, · · · , n). This leads
to the identity (see [52, p. 175])
(2.8) sλ(t) =
∑
µ≤λ
sµ(t1, · · · , tk)sλ\µ(tk+1, · · · , tn),
where again we set by convention sλ\µ(tk+1, · · · , tn) = 1 if µ = λ.
Moreover, we write µ ⊂ λ when µi ≤ λi for all 1 ≤ i ≤ n.
Lemma 2.5. Recall that µk,n is the central symmetric probability measure defined by (2.1). Let
m = (m1, · · · ,mn) ∈ Zn, and let λj = mj −mn (1 ≤ j ≤ n). The Fourier transform of µk,n is as
follows: If mn > 0 we have µ̂k,n(πm) = 0.
If mn ≤ 0, let d = −mn and let [d]k = (d, · · · , d, 0, · · · , 0) with d repeated k-times. Then µ̂k,n(πm) =
0 unless [d]k ⊂ λ in which case we have
(2.9) µ̂k,n(πm) =
sλ\[d]k(1
n−k)
sλ(1n)
.
Proof. We denote by (t1, · · · , tk, 1n−k) the eigenvalues of g ∈ Γ(k), with t = (t1, · · · , tk) ∈ Tk. Then
µ̂k,n(πm) =
1
dim(πm)
Fk,n(πm) I
where by (2.3)
Fk,n(πm) =
∫
det(g)−dχλ(g)mΓ(k)(dg) =
∫
(t1 · · · tk)d χλ(t1 · · · tk, 1n−k)mΓ(k)(dg).
By (2.8) we have
χλ(t1 · · · tk, 1n−k) =
∑
µ≤λ
sµ(t1, · · · , tk)sλ\µ(1n−k).
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Since the characters of Γ(k) are orthonormal in L2(mΓ(k)) the integral∫
(t1 · · · tk)d sµ(t1, · · · , tk)mΓ(k)(dg)
is = 1 if πµ is equivalent to the irrep g 7→ det(g)d on Γ(k), and = 0 otherwise.
Since g 7→ det(g)d on Γ(k) corresponds to (d, · · · , d) (k-times) on U(k), we have
Fk,n(π) =
∑
µ≤λ
∫
(t1 · · · tk)d sµ(t1, · · · , tk)mΓ(k)(dg) sλ\µ(1n−k) = sλ\[d]k(1n−k).
More precisely, µ̂k,n(π) = 0 for all d < 0, and also µ̂k,n(π) = 0 whenever [d]
k 6≤ λ. Thus, if [d]k ≤ λ
and 0 ≤ d ≤ λk, we have
Fk,n(π) = sλ\[d]k(1
n−k).
Moreover
(2.10) dim(πm) = dim(πλ) = χλ(1G) = sλ(1
n).
This proves (2.9).
Lemma 2.6. Let 1 ≤ k < n. Let λ = (λ1, · · · , λn) with λ1 ≥ · · · ≥ λn = 0. Assume [d]k ⊂ λ or
equivalently 0 ≤ d ≤ λk. Let λ′ = (λ1, · · · , λk) \ [d]k and λ′′ = (λk+1, · · · , λn). Then
sλ\[d]k(1
n−k) ≤ sλ′(1n−k)sλ′′(1n−k).
We have equality if λk+1 ≤ d.
Moreover, sλ\[d]k(1
n−k) = 0 if d < λn−k+1 (and a fortiori if k + 1 > n− k and d < λk+1).
Proof. To any admissible filling of λ \ [d]k we may associate, by restriction, an admissible filling of
λ′ and one of λ′′. Since this correspondence is clearly injective, the inequality follows from (2.6).
Equality holds if it is surjective. Consider a pair of separate fillings of λ′ and λ′′. If λk+1 ≤ d there
is no problem to join them into a filling of λ \ [d]k, so we have surjectivity. If λk+1 > d there may
be an obstruction, however sλ\[d]k(1
n−k) = 0 if d < λn−k+1, because one cannot fill the (d + 1)-th
column strictly increasingly by 1, · · · , n − k (that column being of length ≥ n − k + 1 is too long
for that).
Lemma 2.7. With the same notation as in Lemma 2.6:
(i) If d = 0 then µ̂k,n(πm) = 0 if λn−k+1 > 0, and
µ̂k,n(πm) =

 ∏
i<j, j>n−k
λi + j − i
j − i

−1 if λn−k+1 = 0.
(ii) If d ≥ 1, [d]k ⊂ λ and n− k ≤ k then
µ̂k,n(πm) ≤

 ∏
i≤k<j
λi − λj + j − i
j − i

−1 .
(iii) Moreover, µ̂k,n(πm) = 0 if λk < d or if d < λn−k+1.
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Proof. We will use (2.9). Recall λn = 0.
(i) Assume d = 0. Clearly, sλ(1
n−k) = 0 if λn−k+1 > 0, because then we cannot fill the first column.
Now assume λn−k+1 = 0 (= λn). By (2.7) we have then sλ(1
n−k) =
∏
i<j≤n−k
λi−λj+j−i
j−i , and hence
by (2.9) and (2.7)
µ̂k,n(πm) =

 ∏
i<j, j>n−k
λi + j − i
j − i

−1 .
(ii) Let µ = [d]k. Note that [d]k ⊂ λ implies λk ≥ d. With the notation of Lemma 2.6, since by
(2.6) n− k ≤ k clearly implies sλ′(1n−k) ≤ sλ′(1k), we have
sλ\[d]k(1
n−k) ≤ sλ′(1k)sλ′′(1n−k).
We note that λ′i = λi − d for i ≤ k and λ′′i = λk+i for i ≤ n− k. Therefore, by (2.7) on one hand
(2.11) sλ′(1
k) =
∏
i<j≤k
λ′i − λ′j + j − i
j − i =
∏
i<j≤k
λi − λj + j − i
j − i ,
and on the other hand
sλ′′(1
n−k) =
∏
i<j≤n−k
λ′′i − λ′′j + j − i
j − i =
∏
i<j≤n−k
λk+i − λk+j + k + j − k + i
k + j − k + i
or equivalently
(2.12) sλ′′(1
n−k) =
∏
k<i<j≤n
λi − λj + j − i
j − i .
Dividing the product of (2.11) and (2.12) by sλ(1
n) as given by (2.7), we obtain our claim (ii).
(iii) If λk < d, then [d]
k ⊂ λ is impossible, and if d < λn−k+1 the (d + 1)-th column of λ has
length ≥ n − k + 1 and hence cannot be filled strictly increasingly by (1, · · · , n − k), so that
sλ\[d]k(1
n−k) = 0. Thus µ̂k,n(πm) = 0 by (2.9).
Lemma 2.8. With the same notation as in Lemma 2.6:
(i) If d = 0 then
(2.13) µ̂k,n(πm) ≤ (n− k)(n − k + 1)
n(n+ 1)
if λ1 ≥ 2.
(2.14) µ̂k,n(πm) ≤ (n− k)(n− k − 1)
n(n− 1) if λ1 = 1 and λ 6= λ+.
(ii) If d ≥ 1 and n− k ≤ k then
(2.15) µ̂k,n(πm) ≤ (n− k)(n− k + 1)
n(n+ 1)
if λk ≥ 2.
(2.16) µ̂k,n(πm) ≤ (n− k)(n− k − 1)
n(n− 1) if λk = λ1 = 1 but λ 6= λ−.
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(2.17) µ̂k,n(πm) ≤ (n− k)(n − k − 1)
n(n− 1) if n− 1 > k, λk = 1, λ1 ≥ 2 and λn−1 = 0.
(2.18) µ̂k,n(πm) ≤ k(n − k)
(n+ 1)(n − 1) if λk = 1, λ1 ≥ 2 and λn−1 ≥ 1.
Proof. (i) We will use Lemma 2.7 (i). Note that if λi ≥ µi ≥ 0 for all i ≤ n we must have
 ∏
i<j, j>n−k
λi + j − i
j − i

−1 ≤

 ∏
i<j, j>n−k
µi + j − i
j − i

−1 .
Assume first that λ1 ≥ 2. We compare λ with µ = (2, 0, · · · , 0). Then
∏
i<j, j>n−k
µi + j − i
j − i ≥
∏
j>n−k
µ1 + j − 1
j − 1 =
n(n+ 1)
(n− k)(n − k + 1) .
Now assume λ1 = 1. Then λ = (1, · · · , 1, 0, 0, · · · ) where 1 appears r-times.
If λ 6= λ+ (see Remark 2.4) we must have r ≥ 2. Then comparing λ with µ = (1, 1, 0, · · · , 0), we
obtain ∏
i<j, j>n−k
λi + j − i
j − i ≥
∏
j>n−k
µ1 + j − 1
j − 1
∏
j>n−k
µ2 + j − 2
j − 2 =
n
n− k
n− 1
n− k − 1 .
This proves (i).
We now turn to (ii). Assume d ≥ 1. We use Lemma 2.7 (ii) but we distinguish several subcases:
† Assume first that λk ≥ 2. Then, since λn = 0∏
i≤k
λi − λn + n− i
n− i ≥
∏
i≤k
2 + n− i
n− i =
n(n+ 1)
(n− k)(n − k + 1) .
This proves (2.15).
†† Now assume λk = 1, so that d = 1. Then the case λ1 = 1 is easy. Indeed, let k ≤ s < n be
such that λj = 1 for j ≤ s and λj = 0 for j > s. Since we exclude λ−, we know that s < n − 1
(see Remark 2.4) , and hence λn−1 = 0. When n = 2 this is impossible. When n = 3, the only
possibility is k = 1 and then λ \ [1]k = 0, and hence µ̂k,n(πm) = 0. Therefore, we may restrict to
n ≥ 4. Note s < n− 1 guarantees k < n− 1. Then using both j = n and j = n− 1 we find
∏
i≤k<j
λi − λj + j − i
j − i ≥
∏
i≤k
λi + n− i
n− i
∏
i≤k
λi + n− 1− i
n− 1− i ≥
∏
i≤k
1 + n− i
n− i
∏
i≤k
n− i
n− 1− i
=
n(n− 1)
(n − k)(n− k − 1) .
This proves (2.16).
† † † Now assume λk = 1 (and hence d = 1) and λ1 ≥ 2.
Case 1. Assume first that λn−1 = 0. Then, assuming n− 1 > k
∏
i≤k<j
λi − λj + j − i
j − i ≥
∏
i≤k, j∈{n,n−1}
λi − λj + j − i
j − i ≥
∏
i≤k
λi + n− i
n− i
∏
i≤k
λi + n− 1− i
n− 2
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≥
∏
i≤k
1 + n− i
n− i
∏
i≤k
1 + n− 1− i
n− 1− i =
n
n− k
n− 1
n− k − 1 .
Case 2. Now assume λn−1 ≥ 1. Since we still assume λk = 1 and λ1 ≥ 2, we can compare λ with
µ defined by µ1 = 2, µi = 1 for all i < n and µn = 0. Since λ ≥ µ and µj = λj for all j > k we
have ∏
i≤k<j
λi − λj + j − i
j − i ≥
∏
i≤k<j
µi − µj + j − i
j − i =
∏
k<j<n
µ1 − µj + j − 1
j − 1
∏
i≤k
µi − µn + n− i
n− i
but ∏
k<j<n
µ1 − µj + j − 1
j − 1 =
n− 1
k
and
∏
i≤k
µi − µn + n− i
n− i =
n+ 1
n− 1
∏
1<i≤k
n− i+ 1
n− i =
n+ 1
n− k
and hence ∏
i≤k<j
µi − µj + j − i
j − i ≥
(n− 1)(n + 1)
k(n − k) .
This proves (2.17).
Remark 2.9. In the proof of part (ii) in the preceding Lemma 2.8 the majorizations of µ̂k,n(πm)
appearing there are all proved actually for
(∏
i≤k<j
λi−λj+j−i
j−i
)−1
.
Lemma 2.10. With the same notation as in Lemma 2.6, let n > 3 be an odd integer and let
k = (n − 1)/2 > 1 so that n = 2k + 1. If d ≥ 1 then
(2.19) µ̂k,n(πm) ≤ (n− k)(n − k − 1)
n(n+ 1)
if λk ≥ 2.
(2.20) µ̂k,n(πm) ≤ (n− k − 1)(n − k − 2)
n(n− 1) if λk = 1 and λ1 = 1 but λ 6= λ−.
(2.21) µ̂k,n(πm) ≤ (n− k − 1)(n − k − 2)
n(n− 1) if λk = 1, λ1 ≥ 2 and λn−1 = 0.
(2.22) µ̂k,n(πm) ≤ (k + 1)(n − k − 1)
(n+ 1)(n − 1) if λk = 1, λ1 ≥ 2 and λn−1 ≥ 1.
Proof. We again decompose λ into λ′ and λ′′, but we will modify the definition of λ′. Now λ′ will
have k + 1 rows. Its first k rows being as before the same as those of λ \ [d]k, and the (k + 1)-th
row being like this: if λk+1 < d we set λ
′
k+1 = 0, while if λk+1 ≥ d we set λ′k+1 = λk+1 − d. As for
λ′′ it is formed as before of the last n− k rows of λ. Then arguing as in Lemma 2.6 we find
sλ\[d]k(1
n−k) ≤ sλ′(1k+1)sλ′′(1n−k).
By (2.9) we have
µ̂k,n(πm) ≤ sλ
′(1k+1)sλ′′(1
n−k)
sλ(1n)
.
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We now use (2.7) for λ′, λ′′ and λ. This gives us
µ̂k,n(πm) ≤

 ∏
i≤k+1<j
λi − λj + j − i
j − i

−1∏
i≤k
λ′i − λ′k+1 + k + 1− i
λi − λk+1 + k + 1− i .
Now if λk+1 ≥ d the second factor is = 1 and if λk+1 < d we have λ′i − λ′k+1 = λi − d < λi − λk+1.
Thus we may remove that second factor. Therefore
µ̂k,n(πm) ≤

 ∏
i≤k+1<j
λi − λj + j − i
j − i

−1 .
Thus it suffices to majorize
(∏
i≤k+1<j
λi−λj+j−i
j−i
)−1
by the bounds appearing in Lemma 2.10. We
now invoke Remark 2.9. Observing that n−(k+1) ≤ k+1 we may apply part (ii) of Lemma 2.8 with
k+1 taking the place of k. Then replacing k by k+1 in the upper bounds appearing in part (ii) in
Lemma 2.8 and using Remark 2.9 we obtain the desired bounds for
(∏
i≤k+1<j
λi−λj+j−i
j−i
)−1
.
Proof of Theorem 2.1. We apply first part (i) in Lemma 2.8 to settle the case d = 0. Thus we may
assume d ≥ 1. We apply then part (ii) from that same Lemma 2.8 to settle the cases either n = 2k
or n = 2k − 1, with the restriction n − 1 > k which requires n > 3. Then Lemma 2.10 settles
the remaining case n = 2k + 1. Note that k/n → 1/2 when n → ∞ if either k = n/2, k = k+
or k = k−, and all the bounds appearing in Lemmas 2.8 and 2.10 tend to 1/4. Therefore, for any
1/4 < γ < 1/2 there is n(γ) such that for any n ≥ n(γ)
sup
π 6∈Sn
‖ν̂n(π)‖ ≤ γ.
Since µ̂k,n(π) = k/n when π = σn or π = σn (and since (k+ + k−)/2n = 1/2) we have ν̂n(π) = 1/2.
Thus νn has a (1/2, γ)-spectral gap for any n ≥ n(γ), which settles the last assertion in Theorem
2.1. Checking the bounds for small values of n, actually we can find a γ < 1/2 whenever n ≥ 4.
Remark 2.11 (A natural question). Assume that k = [θn] where 0 < θ < 1 is fixed. Then µ̂k,n(σn) =
µ̂k,n(σn) = (n − k)/n ≈ 1 − θ. By Lemmas 2.8 and 2.10, if we assume θ ≤ 1/2 (to ensure that
k ≤ n − k) then µk,n has a (δn, γn)-spectral gap with δn ≈ 1 − θ and γn ≈ (1 − θ)2 when n → ∞.
We do not know whether this (or any similar spectral gap) holds when 1/2 < θ < 1.
3. Rider’s results on Sidon sets
We now turn to the applications of the spectral gap obtained in Corollary 2.3 to Sidon sets. We
start with two simple Lemmas. Their proof is not too different from their commutative version.
Lemma 3.1. Let G be any compact group. Let Λ ⊂ Ĝ be randomly Sidon with constant C. Then
for any finitely supported family (bπ) with bπ ∈ C(G;Mdpi ) (π ∈ Λ) we have
(3.1)
∣∣∣∣∑π∈Λ dπtr
(∫
π(g)bπ(g)mG(dg)
)∣∣∣∣ ≤ C
∫ ∥∥∥∑
π∈Λ
dπtr(uπbπ)
∥∥∥
∞
mG(du).
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Proof. Let fπ(t) =
∫
π(g)bπ(t
−1g)mG(dg). Then by the translation invariance ofmG, t 7→ π(t−1)fπ(t)
is constant. Let
aπ = fπ(1) =
∫
π(g)bπ(g)mG(dg).
Thus fπ(t) = π(t)fπ(1) = π(t)aπ. Let us write for short E for the integral with respect to mG . For
any fixed g ∈ G, by translation invariance of the norm in C(G) and since (uπ) and (uππ(g)) have
the same distribution, we have
E supt∈G |
∑
π∈Λ
dπtr(uπbπ(t))| = E supt∈G |
∑
π∈Λ
dπtr(uππ(g)bπ(t
−1g))|,
and hence
=
∫
E supt∈G |
∑
π∈Λ
dπtr(uππ(g)bπ(t
−1g))|mG(dg)
and by Jensen this is
≥ E supt∈G |
∑
π∈Λ
dπtr(uπfπ(t)| = E supt∈G |
∑
π∈Λ
dπtr(uππ(t)aπ)|.
Since Λ is assumed randomly Sidon, this last term is
≥ C−1
∑
π∈Λ
dπtr|aπ| ≥ C−1|
∑
π∈Λ
dπtr(aπ)|.
This completes the proof.
Remark 3.2. Let bπ(g) = π(g
−1)aπ. In that case (3.1) implies
|
∑
π∈Λ
dπtr(aπ)| ≤ C
∫
‖
∑
π∈Λ
dπtr(uππaπ)‖∞mG(du).
This shows that (3.1) generalizes the randomly Sidon property.
Lemma 3.3. (i) Let Λ ⊂ Ĝ be a Sidon set with constant C. For any u ∈ G (or merely for any
u ∈∏π∈Λ U(dπ)) there is µu ∈M(G) with ‖µu‖ ≤ C such that µ̂u(π) = uπ for any π ∈ Λ.
(ii) Let Λ ⊂ Ĝ be a randomly Sidon set with constant C. Then, there is a functional ϕ ∈
L1(G;C(G))∗ with norm ≤ C such that for any π ∈ Λ and any bπ ∈ C(G;Mdpi )
ϕ(tr(uπbπ)) =
∫
tr(π(g)bπ(g))mG(dg).
(iii) Assuming (ii) and assuming C(G) separable, there is a weak* measurable (in the sense of the
following remark) bounded function u 7→ µu ∈ M(G) with sup ‖µu‖M(G) ≤ C such that for
any π ∈ Λ
E(uπµ
u) = πmG.
The latter is an equality between matrix valued measures (or matrices with entries in M(G))
by which we mean that for any f ∈ C(G) we have
E
(
uπ
∫
f(g)µu(dg))
)
=
∫
f(g)π(g)mG(dg) = f̂(π¯).
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Proof. Both (i) and (ii) are immediate consequences of Hahn-Banach: For (i) we use the definition
of Sidon sets and for (ii) we use Lemma 3.1. To check (iii), as explained in the next remark, we note
that ϕ ∈ L1(G;C(G))∗ defines a µu such that ϕ(f(u)h(g)) = E(f(u)
∫
h(g)µu(dg)) (here f ∈ L1(G)
h ∈ C(G)), with ess sup ‖µu‖M(G) = ‖ϕ‖. Then (ii) can be rephrased as saying that the action of
the dπ × dπ-matrix (with entries in M(G)) E(uπµu) on an arbitrary bπ ∈ C(G;Mdpi ) coincides with
that of π(g)mG. Then (iii) becomes clear.
Remark 3.4 (On the dual of L1(G;C(G))). In the present paragraph (G,mG) can be any probability
space. It is a well known fact that L1(G;C(G)) is the projective tensor product of L1(G) and
C(G), so that its dual can be identified isometrically to the space B(C(G), L∞(G)) of bounded
linear maps from C(G) to L∞(G). Explicitly, to any linear form ϕ ∈ L1(G;C(G))∗ we naturally
associate a bounded linear map Tϕ : C(G) → L∞(G) with ‖Tϕ‖ = ‖ϕ‖ such that ϕ(f ⊗ x) =∫
(Tϕ(f))(ω)x(ω)mG(dω) for any f ∈ C(G), x ∈ L1(G).
Assume C(G) separable. Then Ĝ is countable and L1(G) is also separable. Let D be a dense
countable subset of C(G), and let V be its linear span. Then any ξ ∈ C(G)∗ is determined by
its values on D, and also (by linearity) by its values on V . Clearly we can find a measurable
subset Ω0 ⊂ G with full measure on which all the maps ω 7→ |(Tϕ(f))(ω)| are bounded by ‖Tϕ‖‖f‖
for any f ∈ D, and such that f 7→ Tϕ(f)(ω) extends to a linear form of norm ≤ ‖Tϕ‖ on C(G)
(for this one way is to consider linearity over the rationals). This allows us to define on Ω0 a
function ω 7→ µω ∈ M(G) bounded by ‖Tϕ‖ such that ω 7→ µω(f) =
∫
f(g)µω(dg) is measurable
for any f ∈ D and hence for any f ∈ C(G) (this is what we mean by “weak* measurability”) with
supΩ0 ‖µω‖ ≤ ‖Tϕ‖, that represents ϕ in the sense that for a.a. ω
(3.2)
∫
f(g)µω(dg) = (Tϕ(f))(ω).
We denote by L∞(G;M(G)) the space of all equivalence classes (modulo equality a.e.) of bounded
weak* measurable functions ω 7→ µω ∈ M(G) equipped with the norm ess supω ‖µω‖. Conversely,
for any such ω 7→ µω ∈ M(G) we can associate a bounded linear map T : C(G) → L∞(G) with
‖T‖ ≤ ess supω ‖µω‖ that takes f ∈ C(G) to the function ω 7→
∫
f(g)µω(dg). Thus we obtain an
isometric isomorphism between B(C(G), L∞(G)) and L∞(G;M(G)).
The preceding discussion shows that L∞(G;M(G)) can be identified isometrically to the space
L1(G;C(G))∗.
We now deduce Rider’s version of Drury’s Theorem :
Theorem 3.5. Let G be any compact group. Let Λ ⊂ Ĝ be a randomly Sidon set with constant C.
For any 0 < ε < 1 there is a measure µε ∈M(G) such that
(3.3) supπ∈Λ ‖µ̂ε(π)− I‖ ≤ ε ∀π ∈ Λ, supπ 6∈Λ ‖µ̂ε(π)‖ ≤ ε and ‖µε‖ ≤ w(ε)
where w(ε) depends only on ε and C.
More generally, for any z ∈ G (or merely for any z ∈∏π∈Λ U(dπ)), there is µzε ∈M(G) such that
supπ∈Λ ‖µ̂zε(π)− zπ‖ ≤ ε ∀π ∈ Λ, supπ 6∈Λ ‖µ̂zε(π)‖ ≤ ε and ‖µzε‖ ≤ w(ε).
Proof. We have all the ingredients to reproduce the Drury-Rider trick. To avoid all irrelevant
convergence and/or measurability issues, we assume that Λ is finite and that C(G) is separable. It
is easy to pass from the finite case to the general one by a simple compactness argument (in the
unit ball of M(G) equipped with the weak* topology). Let µu be as in Lemma 3.3 (iii). Let Λ′ ⊂ Ĝ
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be the set formed by the coordinates {uπ | π ∈ Λ}. Note that here we abuse the notation: we still
denote simply by uπ the irreducible representation u 7→ uπ on G.
By Corollary 2.3 there is ν ∈M(G) with ‖ν‖ ≤ w(ε) such that ν̂(uπ) =
∫
uπν(du) = I for π ∈ Λ
and ‖ν̂(r)‖ = ‖ ∫ r¯(u)ν(du)‖ ≤ ε for any representation r 6∈ Λ′. Let
Φu =
∫
µuu
′ ∗ µu′−1mG(du′) ∈ L∞(G;M(G)).
Denoting z¯ = (zπ) ∈ G, we then define
µzε =
∫
Φz¯uν(du).
Note
‖µzε‖ ≤ C2w(ε).
A simple verification (using (πmG) ∗ (πmG) = πmG) shows that (iii) in Lemma 3.3 is preserved,
i.e. we have
E(uπΦ
u) = πmG,
and hence for each fixed z ∈ G
zπE(uπΦ
z¯u) = E((z¯u)πΦ
z¯u) = πmG.
Therefore
E(uπΦ
z¯u) = tzππmG.
More explicitly, for any fixed f ∈ C(G) if we denote ϕf (u) =
∫
f(g)Φu(dg) we have
(3.4) ∀π ∈ Λ E(uπϕf (z¯u)) = tzπf̂(π¯),
and hence taking the trace of both sides
(3.5) ∀π ∈ Λ E(tr(uπ)ϕf (z¯u)) = tr(tzπf̂(π¯)).
By definition of µzε
(3.6)
∫
fdµzε =
∫
ϕf (z¯u)ν(du).
More generally, we can extend the definition of ϕf to any matrix-valued f ∈ C(G;Md): we simply
set again
ϕf (u) =
∫
f(g)Φu(dg).
Let ρ ∈ Ĝ. Note that ϕρ¯ = Φ̂u(ρ). Since Φ̂u(ρ) =
∫
µ̂uu′(ρ)µ̂u′−1(ρ)mG(du
′) and ess supu ‖µu‖ ≤ C,
the matrix valued function u 7→ ϕρ(u) = Φ̂u(ρ) (being the convolution on G of two Mdρ -valued
functions bounded by C) has its coefficients in the space of absolutely convergent Fourier series
A(G), so that we can apply (1.10) (with G in place of G) to it.
Consider the “pseudo-measure” ν ′ on G defined a priori by its formal Fourier expansion
ν ′ =
∑
r 6∈Λ′
drtr(
tν̂(r)r).
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Since we assume that Λ is finite ν ′ ∈M(G), and since ν̂(π) = I when π ∈ Λ we have
(3.7) ν = (
∑
π∈Λ
dπtr(uπ))mG + ν
′.
Recall that by our choice of ν we have supr∈Ĝ ‖ν̂ ′(r)‖ ≤ ε. By (1.10) we have for any ρ ∈ Ĝ
(3.8) ‖
∫
ϕρ(z¯u)ν
′(du)‖ ≤ C2 sup
r∈Ĝ
‖ν̂ ′(r)‖ ≤ C2ε.
We claim that
∀π ∈ Λ µ̂zε(π)− zπ =
∫
ϕπ(z¯u)dν
′(u)
and
∀ρ 6∈ Λ µ̂zε(ρ) =
∫
ϕρ(z¯u)dν
′(u).
From this claim and (3.8) we obtain the conclusion, except that we obtain it with (C2ε, C2w(ε))
in place of (ε, w(ε)).
Thus it only remains to justify the claim. By (3.6), (3.7) and (3.5) we have for any f ∈ C(G)
(3.9)
∫
fdµzε −
∫
ϕf (z¯u)dν
′(u) =
∫
ϕf (z¯u)(
∑
π∈Λ
dπtr(uπ))dmG(u) =
∑
π∈Λ
dπtr(
tzπ f̂(π¯)).
Consider now the case f = ρij, 1 ≤ i, j ≤ dρ. We have f̂(π¯) = 0 if ρ 6= π and and f̂(π¯) = d−1π eij if
ρ = π. Therefore we find ∑
π∈Λ
dπtr(
tzπf̂(π¯)) = 1ρ∈Λ(zπ)ij,
which by (3.9) implies our claim.
Corollary 3.6 (Rider, circa 1975, unpublished). The union of two Sidon sets is a Sidon set.
Proof. Let Λ ⊂ Ĝ be a Sidon set. In the situation of Theorem 3.5, for any f ∈ C(G) we have by
the triangle inequality ‖f ∗ µε‖∞ ≥ ‖
∑
π∈Λ dπtr(
t ̂(f ∗ µε)(π)π‖∞ − ‖
∑
π 6∈Λ dπtr(
t ̂(f ∗ µε)(π)π‖∞
and hence
w(ε)‖f‖∞ ≥ ‖f ∗ µε‖∞ ≥ ((1− ε)/C)
∑
π∈Λ
dπtr|f̂(π)| − ε‖f‖A(G).
Let Λj ⊂ Ĝ be two disjoint Sidon sets with Sidon constants Cj (j = 1, 2). Let f = f1 + f2 ∈ C(G)
be a function with f̂j supported in Λj. By the preceding inequality
w1(ε)‖f‖∞ ≥ (1− ε)C−11
∑
π∈Λ1
dπtr|f̂(π)| − ε‖f2‖A(G),
w2(ε)‖f‖∞ ≥ (1− ε)C−12
∑
π∈Λ2
dπtr|f̂(π)| − ε‖f1‖A(G),
and hence summing both
(w1(ε) + w2(ε))‖f‖∞ ≥ ((1− ε)min{C−11 , C−12 } − ε)(‖f1‖A(G) + ‖f2‖A(G)).
Then if we choose ε small enough so that Cε = ((1−ε)min{C−11 , C−12 }−ε) > 0 we find that Λ1∪Λ2
is Sidon with constant at most (w1(ε) + w2(ε))C
−1
ε .
Corollary 3.7 (Rider, circa 1975, unpublished). Any randomly Sidon set is a Sidon set.
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Proof. In the situation of Theorem 3.5, for any z = (zπ) ∈ G we have for any f ∈ C(G) with f̂
supported in Λ
w(ε)‖f‖∞ ≥ ‖f ∗ µzε‖∞ ≥ |
∑
π∈Λ
dπtr(f̂(π)zπ)| − ε‖f‖A(G)
and hence taking the sup over z
w(ε)‖f‖∞ ≥ (1− ε)‖f‖A(G).
Thus, for any ε < 1, Λ is Sidon with constant at most (1− ε)−1w(ε).
Remark 3.8. Actually, Corollary 3.7 implies Corollary 3.6, because it is easy to see that randomly
Sidon sets are stable under finite unions.
Remark 3.9. Let Λ ⊂ Ĝ be Sidon with constant C. Assume that for all 0 < ε < 1 there is µε ∈M(G)
such that (3.3) holds. Then Λ is peaking. Indeed, by Hahn-Banach, for any z ∈ ∏π∈ΛMdpi with
supπ∈Λ ‖zπ‖ < ∞ there is ν ∈ M(G) with ‖ν‖M(G) ≤ C supπ∈Λ ‖zπ‖ such that ν̂(π) = zπ for any
π ∈ Λ. Since ‖µ̂ε(π)−I‖ ≤ ε < 1, µ̂ε(π) is invertible and ‖(µ̂ε(π))−1‖ ≤ (1−ε)−1 for any π ∈ Λ. Let
zπ = (µ̂ε(π))
−1. Let ν be the measure (given by Hahn-Banach) such that ‖ν‖M(G) ≤ C(1−ε)−1 and
ν̂(π) = (µ̂ε(π))
−1 for any π ∈ Λ. Let νε = ν ∗µε. Then by (1.2) ν̂ε(π) = 1 for π ∈ Λ and ‖ν̂ε(π)‖ ≤
‖ν‖M(G)‖µ̂ε(π)‖ ≤ Cε(1 − ε)−1 for π 6∈ Λ. Also ‖νε‖M(G) ≤ ‖ν‖M(G)‖µε‖M(G) ≤ C(1 − ε)−1w(ε).
This shows that Λ is an ε′-peak set for ε′ = Cε(1− ε)−1. By Proposition 1.12 this shows that Λ is
peaking.
Remark 3.10. In [63], Wilson managed to prove the union theorem in Ĝ when G is a connected
compact group. His proof uses the structure theory of continuous compact groups and Lie groups.
Apparently, it does not extend to general compact groups, and does not give any quantitative
estimate.
4. Gaussian and Subgaussian random Fourier series
In this section we survey (with sketches of proofs) the main results of [37, 38]. We will take special
care of Theorem 4.13 because unfortunately we detected a gap and probably an erroneous claim
made by us in [38] concerning that statement (see Remark 4.14).
All the Gaussian variables we consider are always assumed (implicitly) to have mean 0. A
Gaussian random variable g will be called normalized if E|g|2 = 1. We use this for either the real
valued case or the complex valued one. We deliberately avoid the term “normal”, which usually
implies that E|g|2 = 2 in the complex case. By a complex valued Gaussian variable, we mean a
variable of the form g = g1 + ig2 such that g1, g2 are independent (real valued) Gaussian variables
with the same L2-norm (and hence the same distribution).
Let (gn) be an i.i.d. sequence of real (resp. complex) valued normalized Gaussian vari-
ables. Then for any nonzero real (resp. complex) sequence x = (xn) ∈ ℓ2, the variable g =
(
∑ |xn|2)−1/2∑xngn is a normalized Gaussian variable. Therefore
(4.1) ‖
∑
xngn‖p = ‖g1‖p(
∑
|xn|2)1/2.
and also in the real (resp. complex) case
(4.2) E exp(
∑
xngn) = exp(
∑
|xn|2/2) (resp. E exp(ℜ(
∑
xngn)) = exp(
∑
|xn|2/2)).
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We now turn to the behaviour of Sidon sets in Lp for p < ∞. In many cases the growth of
the Lp-norms of a function when p → ∞ is equivalent to its exponential integrability, as in the
following elementary and well known Lemma.
We start by recalling the definition of certain Orlicz spaces. Let (Ω,P) be a probability space.
Let 0 < a <∞. Let
∀x ≥ 0 ψa(x) = expxa − 1.
We denote by Lψa(P), or simply by Lψa the space of those f ∈ L0(Ω,P) for which there is t > 0
such that E exp |f/t|a <∞ and we set
‖f‖ψa = inf{t > 0 | E exp |f/t|a ≤ e}.
In the next two Lemmas (and Remark 4.2) we recall several well known properties of these spaces.
Lemma 4.1. Fix a number a > 0. The following properties of a (real or complex) random variable
f are equivalent:
(i) f ∈ Lp for all p <∞ and supp≥1 p−1/a‖f‖p <∞.
(ii) f ∈ Lψa .
(iii) There is t > 0 such that supc>0 exp (tc
a)P{|f | > c} <∞.
(iv) Let (fn) be an i.i.d. sequence of copies of f . Then
supn(log(n+ 1))
−1/a|fn| <∞ a.s. .
Moreover, there is a positive constant Ca such that for any f ≥ 0 we have
(4.3) C−1a supp≥1 p
−1/a‖f‖p ≤ ‖f‖ψa ≤ Ca supp≥1 p−1/a‖f‖p,
and this still holds if we restrict the sup over p ≥ 1 to be over all even integers.
Proof. First observe that the conditions supp≥1 p
−1/a‖f‖p < ∞ and supp≥a p−1/a‖f‖p < ∞ are
obviously equivalent. Assume that supp≥a p
−1/a‖f‖p ≤ 1. Then
E exp |f/t|a = 1 +
∑∞
1
E|f/t|an(n!)−1 ≤ 1 +
∑∞
1
(an)nt−an(n!)−1
hence by Stirling’s formula for some constant C
≤ 1 +C
∑∞
1
(an)nt−ann−nen = 1 + C
∑∞
1
(at−ae)n
from which it becomes clear (since 1 < e) that (i) implies (ii). Conversely, if (ii) holds we have a
fortiori for all n ≥ 1
(n!)−1‖f/t‖anan ≤ E exp |f/t|a ≤ e
and hence
‖f‖an ≤ e
1
an (n!)
1
an t ≤ e 1an 1a t = (an) 1a t(e/a)1/a,
which gives ‖f‖p ≤ p1/at(e/a)1/a for the values p = an, n = 1, 2, . . . . One can then easily
interpolate (using Ho¨lder’s inequality) to obtain (i). The equivalences of (ii) with (iii) and (iv) are
elementary exercises. The last assertion is a simple recapitulation left to the reader.
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Remark 4.2. Let
‖f‖ψa,∞ = inf{t | supc>0(ψa(c)P({|f/t| > c}) ≤ ψa(1)}.
In addition to (ii) ⇔ (iii), it is easy to check that ‖ ‖ψa,∞ and ‖ ‖ψa are equivalent norms on Lψa .
This is in sharp contrast with the case of Lp-spaces (when we replace ψa by c 7→ cp) for which
weak-Lp is a strictly larger space than Lp.
When Ef = 0 (in the case a = 2) the following variant explains why the variables such that
‖f‖Lψ2 < ∞ are usually called subGaussian. Indeed, by (4.2) if f is a normalized real valued
Gaussian random variable, then the number sg(f) defined below is equal to 1 and equality holds
in (4.4) when s=1. Although our terminology is slightly different, it is more customary to call
subGaussian any variable satisfying (4.4) below.
Lemma 4.3. If f is real valued, the following are equivalent:
(i) f ∈ Lψ2 and Ef = 0.
(ii) There is constant s ≥ 0 such that for any t ∈ R
(4.4) E exp tf ≤ exp s2t2/2.
Moreover, assuming Ef = 0, ‖f‖ψ2 is equivalent to the number sg(f) defined as the smallest s ≥ 0
for which this holds.
Proof. Assume that f ∈ Lψ2 with ‖f‖ψ2 ≤ 1. Let f ′ be an independent copy of f . Let F = f − f ′.
Note that since the distribution of F is symmetric all its odd moments vanish, and hence
E expxF = 1 +
∑
n≥1
x2n
2n!
EF 2n.
We have ‖F‖ψ2 ≤ ‖f‖ψ2 + ‖f ′‖ψ2 ≤ 2. Therefore E(F/2)2n ≤ n!E exp (F/2)2 ≤ en! and hence
E expxF ≤ 1 +
∑
n≥1
(2x)2n
2n!
en! ≤ 1 +
∑
n≥1
(2
√
ex)2n
n!
≤ exp (4ex2).
But since t 7→ exp−xt is convex for any x ∈ R, and Ef ′ = 0 we have 1 = e0 ≤ E exp−xf ′ and hence
E expxF = E expxfE exp−xf ′ ≥ E expxf . Thus we conclude sg(f) ≤ (8e)1/2. By homogeneity
this shows sg(f) ≤ (8e)1/2‖f‖ψ2 .
Conversely, assume sg(f) ≤ 1. Clearly (4.4) implies Ef = 0. Then for any x, t > 0
P({f > x})etx ≤ Eetf ≤ ex2/2.
taking x = t we find P({f > t}) ≤ e−t2/2, and since sg(−f) = sg(f) ≤ 1 we also have P({−f >
t}) ≤ e−t2/2, and hence
P({|f | > t}) ≤ 2e−t2/2.
Fix c >
√
2. Let θ = 1/2− 1/c2. Note θ > 0.
E exp (f/c)2 − 1 =
∫ ∞
0
(2t/c2) exp (t/c)2P({|f | > t})dt ≤
∫ ∞
0
(4t/c2)e−θt
2
dt = 2/θc2.
Elementary calculation shows that if c0 = (2(e + 1)(e − 1)−1)1/2 we have 1 + 2/θc20 = e. Thus we
conclude ‖f‖ψ2 ≤ c0. By homogeneity, this shows ‖f‖ψ2 ≤ c0sg(f).
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The next result was repeatedly used in [34]. It shows that independent random unitary matrices
are dominated in a strong sense by their Gaussian analogues.
Lemma 4.4. Let (dk)k∈I be an arbitrary collection of integers. Let G =
∏
k∈I U(dk). Let u 7→
uk denote the coordinates on G, and uk(i, j) (1 ≤ i, j ≤ dk) the entries of uk. Let {gk(i, j)}
(1 ≤ i, j ≤ dk) be a collection of independent complex valued Gaussian random variables such that
E(gk(i, j)) = 0 and E|gk(i, j)|2 = 1/dk, on a probability space (Ω,P). For some C0 > 0 there is
a positive operator T : L1(Ω,P) → L1(G,mG) with ‖T : Lp(Ω,P) → Lp(G,mG)‖ ≤ C0 for all
1 ≤ p ≤ ∞ such that
∀k∀i, j ≤ dk T (gk(i, j)) = uk(i, j).
Sketch. Let gk = vk|gk| be the polar decomposition of gk. Let E be the conditional expectation with
respect to (vk). Since (vk) and (|gk|) are independent random variables, we have E(gk) = vkE|gk|.
By known results E|gk| = δkI for some δk > 0 such that δ = infk δk > 0. Thus E(gk) = vkδk. Since
0 < δ/δk < 1 for all k, it is easy to see there is a (positive) operator W : Lp(G,mG)→ Lp(G,mG)
with ‖W‖ ≤ 1 for any 1 ≤ p ≤ ∞, such that W (vk) = (δ/δk)vk and hence δ−1WE(gk) = vk. Thus,
since (uk) and (vk) have the same distribution, T = δ
−1WE gives us the desired operator.
Remark 4.5 (Matricial contraction principle). Let (uk) and (gk) be as in Lemma 4.4. Let {xk(i, j) |
k ≥ 1, 1 ≤ i, j ≤ dk} be a finitely supported family in an arbitrary Banach space B. For any matrix
a ∈Mdk with complex entries, we denote by ax and xa the matrix products (with entries in B) By
convention, we write tr(ukxk) =
∑
ij uk(i, j)xk(j, i). With this notation, the following “contraction
principle” holds∫
‖
∑
dktr(akukbkxk)‖dmG ≤ supk ‖ak‖Mdk supk ‖bk‖Mdk
∫
‖
∑
dktr(ukxk)‖dmG.
Indeed, this is obvious by the translation invariance of mG if ak, bk are all unitary. Then the result
follows since the unit ball of Mdk is the closed convex hull of its extreme points, namely its unitary
elements.
The same inequality holds if we replace (uk) by any sequence of variables (zk) such that for any
unitary matrices ak, bk ∈ U(dk) the sequences (zk) and (akzkbk) have the same distribution. In
particular this holds for the Gaussian sequence (gk).
Notation: Let G be any compact group. We denote by (gπ) an independent family indexed by
Ĝ, defined like this: gπ is a random dπ × dπ-matrix the entries of which are independent complex
Gaussian random variables with L2-norm = (1/dπ)
1/2. All our random variables are assumed
defined on a suitable probability space (Ω,P).
In the sequel, we similarly think of (uπ) as an independent family of unitary dπ × dπ-matrices
indexed by Ĝ, on the probability space (G,mG). For simplicity we denote the integral on G by E.
The following basic fact compares the notions of randomly Sidon for (gπ) and (uπ). It is proved
by the same truncation trick that was used in [37]. See [34, Chap.V and VI] for further details and
more general facts.
Lemma 4.6. For a subset Λ ⊂ Ĝ, the following are equivalent:
(i) There is a constant α1 such that for any finitely supported family (aπ) ∈
∏
π∈ΛMdpi∑
π∈Λ
dπtr|aπ| ≤ α1E‖
∑
π∈Λ
dπtr(gππaπ)‖∞.
(ii) There is a constant α2 such that for any finitely supported family (aπ) ∈
∏
π∈ΛMdpi∑
π∈Λ
dπtr|aπ| ≤ α2E‖
∑
π∈Λ
dπtr(uππaπ)‖∞.
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Sketch. From Lemma 4.4 it is easy to deduce that
E‖
∑
Λ
dπtr(uππaπ)‖∞mG(du) ≤ C0E‖
∑
Λ
dπtr(gππaπ)‖∞,
and hence (ii) ⇒ (i). To check the converse, recall the well known fact that c4 = supE‖gπ‖2 <∞,
from which it is easy to deduce by Chebyshev’s inequality that there exists c5 > 0 such that
supE(‖gπ‖1{‖gpi‖>c5} ≤ (2α1)−1.
We may assume that the sequences (uπ) and (gπ) are mutually independent, so that the sequences
(gπ) and (uπgπ) have the same distribution. Then by the triangle inequality and by Remark 4.5
E‖
∑
Λ
dπtr(gππaπ)‖∞ = E‖
∑
Λ
dπtr(uπgππaπ)‖∞
≤ E‖
∑
Λ
dπtr(uπgπ1{‖gpi‖≤c5}πaπ)‖∞ + E‖
∑
Λ
dπtr(uπgπ1{‖gpi‖>c5}πaπ)‖∞
≤ c5E‖
∑
Λ
dπtr(uππaπ)‖∞ + E
∑
dπ‖gπ‖1{‖gpi‖>c5}tr|aπ|
≤ c5E‖
∑
Λ
dπtr(uππaπ)‖∞ + (2α1)−1
∑
Λ
dπtr|aπ|.
Using this we see that (i) implies∑
Λ
dπtr|aπ| ≤ α1c5E‖
∑
Λ
dπtr(uππaπ)‖∞ + (1/2)
∑
Λ
dπtr|aπ|,
and hence (i) ⇒ (ii) with α2 ≤ 2α1c5.
Remark 4.7 (Comparison of randomizations). Actually, Lemma 4.6 follows from a much more
general fact proved in [34]. Let (aπ) be a finitely supported family indexed by Ĝ with aπ ∈ Mdpi
(π ∈ Ĝ). In [34], the random Fourier series
R(x) =
∑
π∈Ĝ
dπtr(uππ(x)aπ) (x ∈ G)
randomized by u = (uπ) on (G,mG) is compared to
R˜(x) =
∑
π∈Ĝ
dπtr(gππ(x)aπ) (x ∈ G)
randomized by gπ on (Ω,P). By [34, p.97] there is a universal constant c > 0 such that
(4.5) c−1E sup
x∈G
|R˜(x)| ≤ E sup
x∈G
|R(x)| ≤ cE sup
x∈G
|R˜(x)|.
In particular, a set is randomly Sidon iff it so when we replace the random unitaries (uπ) by the
Gaussian variables gπ, so we recover Lemma 4.6.
Remark 4.8. A similar comparison holds for the random Fourier series
L(x) =
∑
dπtr(uπaππ(x)) (x ∈ G) and L˜(x) =
∑
dπtr(gπaππ(x)) (x ∈ G),
where the randomization is on the other side of π, but this can be easily derived from the case of
R and R˜ by observing that
|L(x)| = |L(x)| = |
∑
dπtr((uπaππ(x))
∗)| = |
∑
dπtr(u
∗
ππ(x
−1)a∗π)|,
and the last series can be treated as R(x−1) for a suitable R.
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Remark 4.9. By passing to the series R˜, we allow ourselves the use of the rich theory of Gaussian
processes. We will use these ideas to prove the next statement. Let us briefly outline this. Let
f(x) =
∑
π∈Ĝ
dπtr(π(x)aπ) so that
tf̂(π) = aπ. Let ft(g) = f(gt). Let
df (s, t) = ‖R˜(s)− R˜(t)‖2 = ‖fs − ft‖2 = (
∑
dπtr|(π(s)− π(t))tf̂(π)|2)1/2.
The metric entropy integral associated to f is usually defined as∫ ∞
0
(logNf (ε))
1/2dε
where Nf (ε) is the smallest number of open balls of df -radius ε that suffice to cover G.
Since the measure and the distance are both (left) translation invariant, one checks easily that
(4.6) mG({t | df (t, 1) < ε})−1 ≤ Nf (ε) ≤ mG({t | df (t, 1) < ε/2})−1.
Thus we may work with the following quantity equivalent to the metric entropy integral :
I2(f) =
∫ ∞
0
(log
1
mG({t | df (t, 1) < ε}) )
1/2dε.
The metric entropy integral was originally introduced in the subject in a 1967 paper of Dudley to
give new upper bounds for general Gaussian processes. In the stationary case, Fernique showed
that the same integral is also a lower bound. The latter bound implies that there is an absolute
constant c such that
(4.7) I2(f) ≤ cE‖
∑
dπtr(gππ
tf̂(π))‖∞.
A fortiori, this implies Sudakov’s minoration (see e.g. [41, p.69] or [58]): there is a numerical
constant c′ such that
sup
ε>0
ε(logNf (ε))
1/2 ≤ c′E sup
x∈G
|R˜(x)|,
and hence
(4.8) sup
ε>0
ε
(
log
1
mG({x | d(x, 1) < ε}
)1/2
≤ cc′E sup
x∈G
|R(x)|.
The next two Theorems essentially come from [37, 38]. They show that a set is Sidon iff it is a
Λ(p)-set (in Rudin’s sense [51]) for all p > 2 with a constant growing at most like
√
p.
Theorem 4.10 (Sidon versus Λ(p)-sets). Let Λ ⊂ Ĝ. The following three assertions are equivalent:
(i) Λ is a Sidon set.
(ii) There is a constant C such that for any f ∈ L2(G) with f̂ supported in Λ we have
‖f‖ψ2 ≤ C‖f‖2.
(ii)’ There is a constant C such that for any any finitely supported family (aπ) (aπ ∈ Mdpi) we
have for any p ≥ 2
‖
∑
π∈Λ
dπtr(πaπ)‖p ≤ Cp1/2(
∑
π∈Λ
dπtr|aπ|2)1/2.
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Sketch. The equivalence between (ii) and (ii)’ is immediate by (4.3). The proof that (i) ⇒ (ii)
follows a classical argument due to Rudin that Figa`-Talamanca and Rider adapted to the non-
Abelian case. The quicker argument in [34] avoids their moment computations by using instead
Lemma 4.4, but first we use (i) in Lemma 3.3. With the notation in that Lemma, assuming Λ
Sidon, the operator of convolution by µu has norm ≤ C on Lp(G) for any 1 ≤ p ≤ ∞. Therefore,
for any f =
∑
π∈Λ dπtr(π
tf̂(π)) (finite sum) we have
‖
∑
π∈Λ
dπtr(π
t(uπ f̂(π)))‖p ≤ C‖f‖p.
As before let G =∏π∈Ĝ U(dπ) (actually we could work simply with∏π∈Λ U(dπ)). Let u = (uπ) ∈ G.
Let Fu =
∑
π∈Λ dπtr(π
t(u∗π f̂(π))). Applying this with Fu in place of f we find
‖f‖p ≤ C‖Fu‖p
and hence
‖f‖p ≤ C(
∫
‖Fu‖ppmG(du))1/p.
Note Fu =
∑
π∈Λ dπtr(u
∗
πf̂(π)
tπ). By Lemma 4.4
(
∫
‖Fu‖ppmG(du))1/p ≤ C0(E‖
∑
π∈Λ
dπtr(gπf̂(π)
tπ)‖pp)1/p
and since (tπ(x)gπ(ω)) (on G×Ω) and (gπ) (on Ω) have the same distribution, we have using (4.1)
(E‖
∑
π∈Λ
dπtr(gπ f̂(π)
tπ)‖pp)1/p = (E|
∑
π∈Λ
dπtr(gπ f̂(π))|pp)1/p = γ(p)‖f‖2
where γ(p) is the Lp-norm of a normalized complex Gaussian variable. This gives us
‖f‖p ≤ CC0γ(p)‖f‖2,
and since γ(p) = O(
√
p), we obtain (ii) by (4.3).
The proof that (ii) ⇒ (i) in [37, 34] uses the metric entropy characterization of the Gaussian
random Fourier series that are continuous a.s.. We merely outline the original argument. Fix
f =
∑
π∈Λ dπtr(π
tf̂(π)) (finite sum). We will use Gaussian process theory through the minoration
(4.7). But, by another result from that theory (a variant of Dudley’s upper bound), the integral
I2(f) majorizes the subGaussian processes that are suitably dominated in the metric sense by df .
More specifically, since (ii) implies ‖fs− ft‖ψ2 ≤ Cdf (s, t) the said majorization implies (assuming∫
fdmG = 0) that (c
′ is here an absolute constant)
(4.9) ‖f‖∞ ≤ c′CI2(f).
Therefore, we obtain
(4.10) ‖f‖∞ ≤ c′CI2(f) ≤ cc′CE‖
∑
dπtr(gππ
tf̂(π))‖∞,
and hence
(4.11) |
∑
dπtr(
tf̂(π))| = |f(1)| ≤ cc′CE‖
∑
dπtr(gππ
tf̂(π))‖∞.
But by the distributional invariance property of (gπ) we have for any zπ ∈ U(dπ)
E‖
∑
dπtr(gππ
tf̂(π))‖∞ = E‖
∑
dπtr(zπgππ
tf̂(π))‖∞ = E‖
∑
dπtr(gππ(
tf̂(π)zπ))‖∞,
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and hence (4.11) applied to
∑
dπtr(gππ(
tf̂(π)zπ)) implies after taking the sup over zπ∑
π∈Λ
dπtr(|f̂(π)|) =
∑
π∈Λ
dπtr(|tf̂(π)|) ≤ cc′CE‖
∑
dπtr(gππ
tf̂(π))‖∞.
In other words, provided we can replace (gπ) by (uπ), we conclude that Λ is randomly Sidon and
hence Sidon by Corollary 3.7. The replacement of (gπ) by (uπ) is justified by Lemma 4.6 (see also
the discussion around (4.5)).
Remark 4.11. Let f ∈ C(G). Note ‖f‖∞ =
∫
supx∈G |f(tx)|mG(dt). For proper perspective, we
use this observation to rewrite (4.10) as
(4.12) ‖f‖∞ =
∫
‖
∑
dπtr(π(t)π
tf̂(π))‖∞mG(dt) ≤ cc′CE‖
∑
dπtr(gππ
tf̂(π))‖∞.
Let Yx(t) =
∑
dπtr(π(t)π(x)
tf̂(π)) and Xx(ω) =
∑
dπtr(gπ(ω)π(x)
tf̂(π). Then (4.12) means
(4.13)
∫
supx∈G |Yx|dmG ≤ cc′CE supx∈G |Xx|.
In the preceding proof the Dudley-Fernique metric entropy bounds were used only to prove (4.12)
or equivalently (4.13). These require a certain group invariance (namely the process (Xx) must be
a stationary Gaussian process). Inspired by the latter bounds, Talagrand [57] managed to prove
a general version of (4.13) that does not require any group invariance. More precisely, he proved
that there is an absolute constant τ0 such that:
If (ϕn) are variables such that for any finitely supported scalar sequence (an) we have
‖
∑
anϕn‖ψ2 ≤ (
∑
|xn|2)1/2
and if (fn) are arbitrary functions on a set S then we have
E supx∈S |
∑
ϕnfn(x)| ≤ τ0E supx∈S |
∑
gnfn(x)|.
We use this in our recent paper [44] to prove a version of the implication subGaussian ⇒ Sidon
for general uniformly bounded orthonormal systems, that improves an earlier breakthrough due to
Bourgain and Lewko [3]. We also give in [44] an analogue of (ii) ⇒ (i) in Theorem 4.10 to the
case when the system {d1/2π πij | π ∈ Λ, 1 ≤ i, j ≤ dπ} is replaced by an orthonormal system on a
probability space (T,m) indexed by a set Λ such that the norms of the dπ× dπ matrices [πij(t)] are
uniformly bounded over t ∈ T and π ∈ Λ. In the same framework, we also give an analogue of the
equivalence between Sidon and randomly Sidon. See §6 for a related application of these ideas.
The following refinement of Theorem 4.10 proved in [38] will be useful.
Lemma 4.12. Assume that G is Abelian (so that dπ = 1 for all π). Let 1 < p < 2 < p
′ < ∞
such that 1/p + 1/p′ = 1. Assume that there is a constant C such that for any f ∈ L2(G) with f̂
supported in Λ we have
(4.14) ‖f‖ψp′ ≤ C(
∑
π∈Λ
|f̂(π)|p)1/p.
Then Λ is Sidon.
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Proof. Let
dp,f (t, s) = (
∑
π∈Ĝ
|f̂(π)(π(t) − π(s))|p)1/p.
We will use a variant of the metric entropy integral I2(f), namely
Ip(f) =
∫ ∞
0
(log
1
mG({t | dp,f (t, 1) < ε}) )
1/p′dε.
Schematically, the proof can be described like this: By a generalization of the Dudley majorization
(4.9) we have (assuming still
∫
fdmG = 0) that if we assume
∀t, s ∈ G ‖ft − fs‖ψp′ ≤ Cdp,f(t, s)
then we have
‖f‖∞ ≤ Cc′pIp(f),
and replacing f by
∑
π∈Ĝ |f̂(π)|π (which leaves dp,f and hence also Ip(f) invariant) we find
(4.15)
∑
π∈Ĝ
|f̂(π)| ≤ Cc′pIp(f).
This shows that if Λ satisfies the assumption (4.14) then any f ∈ L2(G) with f̂ supported in Λ\{0}
satisfies
(4.16)
∑
π∈Λ
|f̂(π)| ≤ Cc′pIp(f).
We may assume 0 6∈ Λ for simplicity. The conclusion will follow from the following inequality
(4.17) Ip(f) ≤ c′′(
∑
π∈Ĝ
|f̂(π)|)1−θI2(f)θ,
where c′′ depends only on p and where 0 < θ < 1.
Indeed, (4.17) combined with (4.16) implies∑
π∈Λ
|f̂(π)| ≤ Cc′pc′′(
∑
π∈Ĝ
|f̂(π)|)1−θI2(f)θ,
and after a suitable division we find∑
π∈Λ
|f̂(π)| ≤ (Cc′pc′′)1/θI2(f).
But now using Fernique’s lower bound (4.7), we conclude as in the preceding proof that Λ is Sidon.
It remains to justify (4.17). Let Np(ε) denote the smallest number of sets of dp,f -diameter ≤ ε that
suffice to cover G. Let en(dp,f ) be the smallest number ε such that G can be covered by 2
n sets of
dp,f -diameter ≤ ε (i.e. such that Np(ε) ≤ 2n). We first note that Ip(f) is equivalent to∫ ∞
0
(logNp(ε))
1/p′dε.
Then, since
∫∞
0 (logNp(ε))
1/p′dε =
∑
n
∫ en−1
en
(logNp(ε))
1/p′dε one checks easily that the latter quan-
tity is equivalent to the following one:
Σp(f) =
∑∞
0
en(dp,f )n
−1/p′ .
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Let 1 < q < p < 2. Let 0 < θ < 1 be such that (1− θ)/q + θ/2 = 1/p. By Ho¨lder’s inequality,
dp,f ≤ d1−θq,f dθ2,f .
Thus if A0 has dq,f -diameter ≤ r0 and if A1 has d2,f -diameter ≤ r1, then A0∩A1 has dp,f -diameter
≤ r1−θ0 rθ1. From this it is clear (taking intersections) that G can be covered by 2n × 2n sets with
dp,f -diameter ≤ (en(dq,f ))1−θ(en(d2,f ))θ. In other words
e2n(dp,f ) ≤ (en(dq,f ))1−θ(en(d2,f ))θ.
Therefore by Ho¨lder∑∞
0
e2n(dp,f )n
−1/p′ ≤
∑∞
0
(en(dq,f )n
−1/q′)1−θ(en(d2,f )n
−1/2)θ ≤ (Σq(f))1−θ(Σ2(f))θ.
But since the numbers en(dp,f ) (and also en(dp,f )n
−1/p′) are obviously non-increasing we have∑∞
0 en(dp,f )n
−1/p′ ≤ 2∑∞0 e2n(dp,f )(2n)−1/p′ and hence we obtain
Σp(f) ≤ 21/p(Σq(f))1−θ(Σ2(f))θ.
Lastly, we invoke a result from approximation theory, that tells us that for any 1 < q <∞ there is
a constant βq such that
Σq(f) ≤ βq
∑
π∈Ĝ
|f̂(π)|.
See [33] or [7, Prop. 2, p. 142]. Since Σp(f) is equivalent to Ip(f), this gives us (4.17).
Theorem 4.13 (Sidon versus central Λ(p)-sets). Let Λ ⊂ Ĝ. Recall G = ∏π∈Λ U(dπ). Consider
the following assertions in addition to (i) and (ii) in Theorem 4.10.
(iii) Same as (ii) for all (central) functions f of the form f =
∑
π∈A dπχπ where A ⊂ Λ is an
arbitrary finite subset.
(iii)’ There is a constant C such that for any even integer 2 ≤ p <∞ and any finite subset A ⊂ Λ
we have
‖
∑
π∈A
dπχπ‖p ≤ C√p‖
∑
π∈A
dπχπ‖2 = C√p(
∑
π∈A
d2π)
1/2.
(iv) For any 0 < δ < 1 there is 0 < β <∞ such that for any finite subset A ⊂ Λ we have
mG({t ∈ G |
∑
π∈A
dπℜ(χπ) > δ
∑
π∈A
d2π}) ≤ e exp−(β
∑
π∈A
d2π)
(v) There are 0 < δ < 1 and 0 < β <∞ such that for any finite subset A ⊂ Λ we have
mG({t ∈ G |
∑
π∈A
dπℜ(χπ) > δ
∑
π∈A
d2π}) ≤ e exp−(β
∑
π∈A
d2π)
(vi) There is a constant C such that for any finite A ⊂ Λ
∑
π∈A
d2π ≤ C
∫
G
supg∈G |
∑
π∈A
dπtr(uππ(g))|mG(du).
(vii) There is 0 < δ < 1 such that any finite subset A ⊂ Λ contains a further subset B ⊂ A with
Sidon constant at most 1/δ and such that
∑
π∈B d
2
π ≥ δ
∑
π∈A d
2
π.
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(viii) There is a constant C such that for any finite subset A ⊂ Λ, and any f ∈ L2(G) with f̂
supported in A we have
(4.18) ‖f‖ψ2 ≤ C(
∑
π∈A
d2π)
1/2 supπ∈A ‖f̂(π)‖.
Then (i) ⇒ (ii) ⇒ (iii) ⇔ (iii)’ ⇒ (iv) ⇒ (v) ⇒ (vi) ⇒ (vii) ⇒ (viii). Moreover, (viii) ⇒ (i) if
G is Abelian, or more generally if the dimensions {dπ | π ∈ Λ} are uniformly bounded.
Proof. Recall (i) ⇔ (ii) by Theorem 4.10, (ii) ⇒ (iii) is trivial and (iii) ⇔ (iii)’ follows from (4.3).
Assume (iii). In the rest of the proof, we follow [38] except for the correction indicated in Remark
4.14. Let A ⊂ Λ be a finite subset. Let N(A) = ∑π∈A d2π. (Incidentally, N(A) is the Plancherel
measure of A.) By (4.3) ‖∑π∈A dπχπ‖Lψ2 ≤ CC2(N(A))1/2. Therefore for any δ > 0 we have
mG({t ∈ G | |
∑
π∈A
dπχπ| > δN(A)}) ≤ e exp−(δ2N(A)/(CC2)2).
A fortiori, (iv) holds and (iv) ⇒ (v) is trivial.
Assume (v). Let A ⊂ Λ be a finite subset. Consider the random Fourier series
SA(g) =
∑
π∈A
dπtr(uππ(g))
defined for u = (uπ) ∈ G as in Remark 4.7. The associated metric dA is given by
dA(g, g
′)2 =
∑
π∈A
dπtr|π(g) − π(g′)|2 = 2
∑
π∈A
d2π − 2
∑
π∈A
dπℜ(χπ(g′g−1)).
Therefore
{g ∈ G | dA(g, 1) < εN(A)1/2} = {g ∈ G |
∑
π∈A
dπℜ(χπ(g)) > (1− ε2/2)N(A)}.
Thus (v) implies that for some ε > 0 (chosen so that 1− ε2/2 = δ) we have
mG({g ∈ G | dA(g, 1) < εN(A)1/2}) ≤ exp (1− βN(A)).
Then by (4.8) we find
εN(A)1/2(βN(A) − 1)1/2 ≤ cc′E sup
g∈G
|SA(g)|,
from which (vi) is immediate.
Assume (vi). Let VA denote the linear space formed of all random functions of the form F (u)(g) =∑
π∈A dπtr(uπaππ(g)) with aπ arbitrary inMdpi . Let ‖.‖A be the norm induced on it by L1(G;C(G)),
i.e.
‖F‖A =
∫
G
supg∈G |F (u)(g)|mG(du).
With SA, N(A) as before, (v) tells us that
‖SA‖A ≥ N(A)/C.
By Hahn-Banach, there is y ∈ A∗ with ‖y‖∗A ≤ 1 such that 〈y, SA〉 = ‖SA‖A ≥ N(A)/C. Identifying
y ∈ A∗ with a family (yπ) with yπ ∈Mdpi (π ∈ A), we may assume that 〈y, F 〉 =
∑
π∈A dπtr(yπaπ).
Then 〈y, SA〉 =
∑
π∈A dπtr(yπ). Moreover, by the translation invariance of the norm ‖.‖A (on
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G and on G), for any fixed u′, g′ we have ‖F‖A = ‖F ( .u′)(g′ .)‖A. By duality this implies
‖y‖∗A = ‖(π(g′)yπu′π)‖∗A, and hence∥∥∥∥
(∫
π(g′)yππ(g
′−1)mG(dg
′)
)∥∥∥∥∗
A
≤ 1.
But since the π’s are irreducible,
∫
π(g′)yππ(g
′−1)mG(dg
′) = Idpitr(yπ)/dπ, and hence
‖(Idpitr(yπ)/dπ)‖∗A ≤ 1,
which means that for any F
|
∑
π∈A
tr(yπ)tr(aπ)| ≤ ‖F‖A.
Since ‖F‖A is invariant if we replace aπ by |aπ||tr(yπ)|(tr(yπ))−1 we also have
(4.19) |
∑
π∈A
|tr(yπ)|tr|aπ|| ≤ ‖F‖A.
In particular, in the case F (u)(g) = dπtr(uππ(g)) for some π ∈ A, this implies
(4.20) |dπtr(yπ)| ≤ d2π.
Now recalling that 〈y, SA〉 = ‖SA‖A ≥ N(A)/C we have
∑
π∈A dπtr(yπ) ≥ N(A)/C, and hence there
is a subset B ⊂ A (namely B = {π | |tr(yπ)| > dπ/2C}) such that |
∑
π∈B dπtr(yπ)| ≥ N(A)/2C
and |tr(yπ)| > dπ/2C for any π ∈ B. By (4.20)∑
π∈B
d2π ≥ |
∑
π∈B
dπtr(yπ)| ≥ N(A)/2C,
and by (4.19) the randomly Sidon constant of B is at most 2C, so that (vii) holds by Corollary 3.7.
Assume (vii). Let N(A) =
∑
π∈A d
2
π. We will show that there is Cδ depending only on the δ
appearing in (vii) such that for any finite subset A ⊂ Λ, and any f ∈ L2(G) with f̂ supported in
A we have
(4.21) ‖f‖ψ2 ≤ CδN(A)1/2 supπ∈A ‖f̂(π)‖.
To prove this we may assume that Λ is finite. Let CΛ be the smallest constant for which (4.21)
holds for all A ⊂ Λ.
Fix A ⊂ Λ and let B ⊂ A as in (vii). Let f ∈ L2(G) with f̂ supported in A. We will show that
(vii) implies that
(4.22) ‖f‖ψ2 ≤ C ′δN(A)1/2 supπ∈A ‖f̂(π)‖+ CΛ(1− δ)1/2N(A)1/2 supπ∈A ‖f̂(π)‖,
where C ′δ is a constant depending only on δ. Indeed, by the triangle inequality we have
‖f‖ψ2 ≤ ‖
∑
π∈B
dπtr(
tf̂(π)π)‖ψ2 + ‖
∑
π∈A\B
dπtr(
tf̂(π)π)‖ψ2 .
Note
‖
∑
π∈B
dπtr(
tf̂(π)π)‖2 = (
∑
π∈B
dπtr|f̂(π)|2)1/2 ≤ N(B)1/2 sup
π∈B
‖f̂(π)‖ ≤ N(A)1/2 supπ∈A ‖f̂(π)‖.
Thus, by Theorem 4.10 applied to the set B there is C ′δ such that
‖
∑
π∈B
dπtr(
tf̂(π)π)‖ψ2 ≤ C ′δ‖
∑
π∈B
dπtr(
tf̂(π)π)‖2 ≤ C ′δN(A)1/2 supπ∈A ‖f̂(π)‖,
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and by definition of CΛ we have
‖
∑
π∈A\B
dπtr(
tf̂(π)π)‖ψ2 ≤ CΛN(A \B)1/2 supA\B ‖f̂(π)‖ ≤ CΛ(1− δ)1/2N(A)1/2 supA ‖f̂(π)‖,
from which (4.22) is immediate.
Equivalently, (4.22) means CΛ ≤ C ′δ + CΛ(1− δ)1/2 and hence
CΛ ≤ (1− (1− δ)1/2)C ′δ ,
which proves (4.21). Thus we have proved (vii) ⇒ (viii).
Now assume (viii) but we also assume that dπ = 1 for all π ∈ Λ. Let us denote by ℓ2,1(Λ) the
classical Lorentz space of scalar sequences indexed by Λ. Explicitly, given a scalar family a = (aπ)
(say, tending to 0 at ∞), we denote by (a∗n) the non-increasing rearrangement of the numbers
{|f̂(π)| | π ∈ Λ}. Let
‖a‖2,1 =
∑∞
1
a∗n/n
1/2.
The space ℓ2,1(Λ) is defined as formed of those a for which this sum is finite. It is well known that
‖ ‖2,1 is equivalent to a norm on ℓ2,1(Λ) (we will not use this). Note that (4.18) simply means
‖f‖ψ2 ≤ C|A|1/2 supA |f̂(π)|. This implies
‖f‖ψ2 ≤ 3C‖(f̂(π))‖2,1.
Indeed, using the disjoint decomposition of Λ associated to {a∗n} = ∪k≥0{a∗n | 2k ≤ n < 2k+1}, we
find
‖f‖ψ2 ≤ C
∑
k≥0
2k/2a∗2k ≤ 3C
∑∞
1
a∗n/n
1/2 = 3C‖(f̂(π))‖2,1.
Let 1 < p < 2. Let 2 < p′ <∞ be the conjugate, so that 1/p + 1/p′ = 1. Let
‖(f̂(π))‖p = (
∑
Λ
|f̂(π)|p)1/p.
We claim that there is a constant χ depending only on p and C such that for any f with f̂ supported
in Λ
(4.23) ‖f‖ψp′ ≤ χ‖(f̂(π))‖p.
This follows from a rather simple interpolation argument. Indeed, we have ‖(f̂ (π))‖p = (
∑
a∗n
p)1/p.
Fix a number N ≥ 1. Let f = f0 + f1 be the decomposition of f associated to {a∗n} = {a∗n | 1 ≤
n ≤ N} ∪ {a∗n | n > N}, so that
‖f0‖∞ ≤
∑N
1
a∗n and ‖f1‖ψ2 ≤ 3C
∑
n>N
a∗n/n
1/2.
By homogeneity we may assume ‖(f̂(π))‖p = 1. Then a∗n ≤ n−1/p for all n ≥ 1. Therefore∑N
1 an ≤
∑N
1 n
−1/p ≤ p′N1/p′ and ∑n>N a∗n/n1/2 ≤∑n>N n−1/p−1/2 ≤ 2p′p′−2N1/p′−1/2.
Let c = p′N1/p
′
so that ‖f0‖∞ ≤ c. We have
P({|f | > 2c}) ≤ P({|f0| > c}) + P({|f1| > c}) = P({|f1| > c}).
But we have
P({|f1| > c}) ≤ e exp−c2/‖f1‖2ψ2
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and since ‖f1‖ψ2 ≤ 3C 2p
′
p′−2N
1/p′−1/2 = 3C 2p
′
p′−2(c/p
′)1−p
′/2 we find after substituting
P({|f | > 2c}) ≤ P({|f1| > c}) ≤ e exp−(χ′cp′),
where χ′ is a constant depending only on p and C. This has been established for c’s of the form
c = p′N1/p
′
, but it is easy to obtain all values by interpolating between two such values. From this,
our claim (4.23) is now immediate (recall (iii) ⇒ (ii) in Lemma 4.1 and Remark 4.2). From this
claim, we obtain that Λ is Sidon by Lemma 4.12. The case when the dimensions dπ are uniformly
bounded by a fixed number D follows by a straightforward modification of the same argument (but
all the resulting bounds will depend on D). In any case, this shows that (viii) ⇒ (i) in the latter
case.
Remark 4.14. In [38] it is erroneously claimed that (viii) ⇒ (i) in full generality in the nonAbelian
case. However we recently noticed that the proof has a serious gap, and we now believe that the
result does not hold. Indeed, if Λ = {πn | n ∈ N} and if the dimensions of the representations in
Λ form a sequence such that d2n ≥ d21 + · · · + d2n−1, then the mere knowledge that the individual
singletons {πn} are Sidon with a fixed constant (Rider [48] called this “local Sidon property” ) is
sufficient to guarantee that (vii) holds, but it seems unlikely that this is enough to force Λ to be
Sidon.
Although we state it in full generality, the next result is significant only if the dimensions of
the irreps πn are unbounded.
Theorem 4.15 (Characterizing SubGaussian characters). Let Gn be a sequence of compact groups,
let πn ∈ Ĝn be nontrivial irreps and let χn = χπn as well as dn = dπn . The following are equivalent.
(i) There is a constant C such that the singletons {πn} ⊂ Ĝn are Sidon with constant C, i.e. we
have
∀n∀a ∈Mdn tr|a| ≤ C sup
g∈G
|tr(aπn(g))|.
(ii) There is a constant C such that
∀n ‖χn‖ψ2 ≤ C.
(ii)’ There is β > 0 such that
∀n
∫
exp (β|χn|2)dmGn ≤ e.
(ii)” There is a constant C such that for any t ∈ R
∀n
∫
exp (tχn − Ct2)dmGn ≤ 1.
(iii) For each 0 < δ < 1 there is 0 < θ < 1 such that
∀n mGn{Re(χn) > δdn} ≤ eθd
2
n .
(iii)’ For each 0 < δ < 1 there is 0 < θ < 1 and D > 0 such that for any n with dn > D we have
mGn{Re(χn) > δdn} ≤ θd
2
n .
(iii)” There are 0 < δ < 1 and 0 < θ < 1 such that
∀n mGn{Re(χn) > δdn} ≤ eθd
2
n .
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(iv) There is a constant C such that
∀n dn ≤ C
∫
U(dn)
supg∈Gn |tr(uπn(g))|mU(dn)(du).
Proof. Note that the properties (ii) (ii)’ and (ii)” are just reformulations of each other by Lemmas
4.1 and 4.3. Note that the content of (iii) and (iii)” is void when eθd
2
n ≥ 1. Thus (iii) ⇒ (iii)’ ⇒
(iii)” are trivial. The implication (i) ⇒ (ii) ⇒ (iii) is a special case of (i) ⇒ (ii) ⇒ (iv) in Theorem
4.13 and (iii)” ⇒ (iv) is a special case of (v) ⇒ (vi) in Theorem 4.13. Moreover, we may invoke
the implication (vi) ⇒ (vii) in Theorem 4.13 for our special case of singletons. Then the Corollary
boils down to the observation that if Λ is a singleton the implication (vii) ⇒ (i) in Theorem 4.13
trivially holds (take A = Λ, then necessarily B = Λ).
Although I never had concrete examples, I believed naively for many years that Theorem 4.15
could be applied to finite groups. To my surprise, Emmanuel Breuillard showed me that it is not
so (and he pointed out Turing’s paper [59] that already emphasized that general phenomenon,
back in 1938). It turns out that, when the groups Gn are finite (or amenable as discrete groups),
Theorem 4.15 can hold only if the dimensions dn remain bounded. The reason lies in the presence
of large Abelian subgroups with index of order exp o(d2n). The latter follows from the quantitative
refinements in [61, 10] of a classical Theorem of Camille Jordan on finite linear groups. See the
forthcoming paper [5] for details.
5. Some questions about best constants
We denote by Ap, Bp the best possible constants in the classical Khintchine inequalities. These
inequalities say that for any scalar sequence x ∈ ℓ2 we have
Ap(
∑
|xj |2)1/2 ≤ (
∫
|
∑
εjxj |p dP)1/p ≤ Bp(
∑
|xj |2)1/2.
After much effort by many authors, the exact values of Ap, Bp were obtained by Szarek and
Haagerup (see [21, 56]). Let p0 = 1.87... be the unique solution in the interval ]1, 2[ of the equation
21/2−1/p = γp (or explicitly Γ((p + 1)/2) =
√
π/2), then Haagerup (see [21]) proved :
(5.1) Ap = 2
1/2−1/p 0 < p ≤ p0,
(5.2) Ap = γp p0 ≤ p ≤ 2,
(5.3) Bp = γp 2 ≤ p <∞.
The bounds Ap ≤ γp for p ≤ 2 and Bp ≥ γp for p ≥ 2 are easy consequences of the Central
Limit Theorem, applied to limn→∞(ε1 + · · ·+ εn)/
√
n. The bound Ap ≤ 21/2−1/p is immediate by
considering the function (ε1 + ε2)/
√
2.
For the complex analogue of these inequalities, the best constants are also known: if we replace
the sequence (εn) (independent choices of signs) by an i.i.d. sequence (zn) uniformly distributed
over {z ∈ C | |z| = 1}, then the same inequalities hold but now the best constants, that we
denote Ap[T], Bp[T], are Ap[T] = γ
C
p if 1 ≤ p ≤ 2 and Bp[T] = γCp if p ≥ 2, where γCp is the Lp-
norm of a standard complex-valued Gaussian variable normalized in L2. Indeed, in analogy with
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Haagerup’s result, Sawa [53, 54] proved that there is a phase transition at a number pC0 , but now
0 < pC0 = 0.475... < 1!
Let G be a matrix group, such as U(d), SU(d), O(d), SO(d). Let πn : G
N → G denote the n-th
coordinate. Let E[G] be the linear span of the matrix coefficients of Λ = {πn | n ∈ N}. Thus a
typical element of E[G] can be written as a finite sum f =
∑
tr(πnxn), where (xn) is a finitely
supported family in Md. Then ‖f‖2 = (d−1
∑
tr|xn|2)1/2.
We denote by Ap[G], Bp[G] the best (positive) constants A,B in the following inequality
(5.4) ∀f ∈ E[G] A‖f‖2 ≤ ‖f‖p ≤ B‖f‖2.
Let Γu =
∏
d≥1 U(d), Γ
o =
∏
d≥1O(d). We set Gu = (Γu)N and Go = (Γo)N. We define similarly
Gsu and Gso.
Problem: Let 1 ≤ p 6= 2 <∞. What are the values of Ap[G], Bp[G] for G = U(d) for d > 1 ?
Same question for SU(d), O(d), SO(d).
It is natural to consider also the best constants Acp[G], B
c
p[G] for which (5.4) holds for all central
functions f , i.e. all f of the form f =
∑
tr(πn)xn where (xn) is a finitely supported family in C.
Another natural question is to find the best Ap[G], Bp[G] for G = Gu and similarly when G is either
Go, Gsu or Gso.
The constants Ap[Gu], Bp[Gu] can equivalently be viewed as the best constants in (5.4) when f
is any finite sum of the form
f(ω) =
∑
tr(ρn(ω)xn) (xn ∈Mdn)
where Ω =
∏
U(dn) is equipped with its uniform (Haar) probability, ρn : Ω → U(dn) is the
n-th coordinate and (dn) is an arbitrary sequence of integers (and similarly for o, su, so). Then
‖f‖2 = (
∑
d−1n tr|xn|2)1/2.
Consider a (real or complex) Banach space B. Recall that a B-valued random variable X
is called Gaussian if for any real linear form ξ : B → R, the real valued variable ξ(X) is
Gaussian. By definition, the covariance of a B-valued random variable X is the bilinear form
(ξ, ξ′) 7→ E(ξ(X)ξ′(X)). Let g(d) be a Gaussian random matrix with the same covariance as
x 7→ πn(x) (the latter does not depend on n), so that, by the central limit theorem (CLT in
short), n−1/2(π1 + · · ·+ πn) tends in distribution to g(d). In particular, When G = SO(d) or O(d)
(resp. G = SU(d) or U(d)) n−1/2(tr(π1) + · · · + tr(πn)) tends in distribution to a standard real
(resp. complex) Gaussian random variable normalized in L2. It follows that Bp ≥ Bcp ≥ γRp (resp.
Bp ≥ Bcp ≥ γCp ) for all p ≥ 2 and Ap ≤ Acp ≤ γRp (resp. Ap ≤ Acp ≤ γCp ) for all p ≤ 2.
In [23, §36, p. 390] it is proved that
∀p ∈ 2N Bp[Gu] ≤ 2((p/2)!)1/p
with an improved bound for p = 4 namely B4[Gu] ≤ 2. A fortiori, B4[U(d)] ≤ 2 for all d ≥ 1. Since
γC4 = 2 this implies
B4[U(d)] = B
c
4[U(d)] = B4[Gu] = Bc4[Gu] = 2.
Hewitt and Ross quote [16] but they also credit Rider and quote another paper of his entitled
“Continuity of random Fourier series” that apparently never appeared. Moreover, by a result due
to Helgason [22]
A1[Gu] ≥ 1/
√
2.
Let G = U(d) (resp. G = O(d)). Let (g
(d)
n ) be an i.i.d. sequence of copies of g(d). Following [34], we
describe in Lemma 4.4 a very general comparison principle showing that for some absolute constant
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C0 the family of coefficients {πn(i, j)} is the image of {g(d)n (i, j)} under a positive operator of norm
at most C0 on Lp. In the proof of Lemma 4.4 we show this with
C0 ≤ χ = supd(d−1Etr|g(d)|)−1 <∞,
but we do not know the best value of C0. In any case, this reasoning implies
∀p ≥ 2 Bp[U(d)] ≤ (d−1Etr|g(d)|)−1γCp and Bp[Gu] ≤ χγCp ,
and similarly for O(d) with the analogue of g(d) that has real valued Gaussian entries.
Remark 5.1. Let G be a compact group, let Λ ⊂ Ĝ, and let EΛ be the linear span of the matrix
coefficients of the representations in Λ. Let AΛp and B
Λ
p be the best constants for which (5.4) holds
for any f ∈ EΛ. Then, if p > 2, BΛp can be interpreted as the constant of Λ as a Λ(p)-set in Rudin’s
sense [51]. See [1] for a rather recent survey on Λ(p)-sets. A similar interpretation is valid for AΛp
and Λ(p)-sets when 1 < p < 2, but “true” examples of such sets are lacking for 1 < p < 2.
Remark 5.2. One can also ask what are the best constants in (5.4) with respect to the usual non-
commutative Lp-spaces when f is in the linear span of free Haar unitaries in the sense of [60].
Now semicircular (or circular) variables replace the Gaussian ones, when invoking the CLT, so that
Bp ≥ ‖x‖p where x is a semicircular (or circular) variable in the sense of [60] normalized in L2
(note ‖x‖∞ = 2). For these free Haar unitaries, Boz˙ejko’s inequality in [4] implies that for any even
integer p = 2n we have B2n = (
1
n+1
(2n
n
)
)1/2n. The latter number is again the Lp-norm of a “free
Gaussian”, i.e. a semicircular variable normalized in L2. In particular (for this see also Haagerup’s
[20]) we have Bp ≤ 2 for all p ≥ 2. Related results appear in [46, Lemma 7].
See [6] for interesting results on this theme.
6. A new approach to Rider’s spectral gap
We now show how the new method presented in [44] yields another proof of Rider’s spectral gap
estimate. We do not obtain the nice precise description of the measure µk,n that possesses the
desired spectral gap property, as in Theorem 2.1, but we do get a more refined quantitative bound.
We need to recall the definitions of the projective and injective tensor product norms ‖ ‖∧
and ‖ ‖∨ on the algebraic tensor product L1(m1) ⊗ L1(m2) of two arbitrary L1-spaces. Let T =∑
xj ⊗ yj ∈ L1(m1)⊗ L1(m2). Then
‖T‖∧ =
∫
|
∑
xj(t1)yj(t2)|dm1(t1)dm2(t2)
‖T‖∨ = sup{|
∑
〈xj , ψ1〉〈yj , ψ2〉| | ‖ψ1‖∞ ≤ 1, ‖ψ2‖∞}.
Let (dk)k∈I be an arbitrary collection of integers. Let G =
∏
k∈I U(dk). Let u 7→ uk ∈ U(dk)
denote the coordinates on G. We know that the family {d1/2k uk(i, j)} is subGaussian (see Lemma
4.4 or (i) ⇒ (ii) in Theorem 4.10). Let
S =
∑
k,i,j
(d
1/2
k uk(i, j)) ⊗ (d1/2k uk(j, i)).
Actually, by Lemma 4.4, in the terminology of [44], the family {d1/2k uk(i, j)} is C0-dominated by
{d1/2k gk(i, j)}. Therefore, by [44, Theorem 1.10], for any 0 < ε < 1 there is a decomposition
S = t+ r
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for some t, r ∈ L1(G)⊗ L1(G) satisfying
‖t‖∧ ≤ w(ε) and ‖r‖∨ ≤ ε,
where w(ε) depends only on ε and w(ε) = O(log(1/ε)) when ε→ 0.
Consider the mapping P : L1(G) ⊗ L1(G)→ L1(G) defined by P (x⊗ y) = x ∗ y.
A simple verification shows that since uk = uk ∗uk or equivalently uk(i, j) =
∑
ℓ uk(i, ℓ)∗uk(ℓ, j)
P (S) =
∑
k
dk
∑
i,j
uk(i, j) ∗ uk(j, i) =
∑
k
dk
∑
i
uk(i, i) =
∑
k
dktr(uk).
Moreover, for any t, r ∈ L1(G)⊗ L1(G) we have
‖P (t)‖1 ≤ ‖t‖∧
and
‖P (r)‖∗ ≤ ‖r‖∨
where
∀f ∈ L1(G) ‖f‖∗ = supπ∈Ĝ ‖f̂(π)‖.
Indeed, note ‖P (f)‖∗ = ‖TP (f)‖B(L2(G)) where TP (f) is the convolutor x 7→ x ∗ P (f). Then by a
well known consequence of Grothendieck’s theorem (obtained using translation invariance), there
is a constant K such that
(K)−1‖TP (f)‖B(L2(G)) ≤ ‖TP (f)‖B(L∞(G),L1(G)) = ‖f‖∨.
Here K is the complex Grothendieck constant. Actually (see [43]) K is not really needed here in
view of the bound ‖r‖γ∗2 ≤ ε directly obtained in [44]). Indeed, if f =
∑
xk ⊗ yk we have for any
ϕ,ψ in L∞(G) |
∑〈ϕ, xk〉〈ψ, yk〉| ≤ ‖f‖∨‖ϕ‖∞‖ψ‖∞ and hence by a suitable averaging (replacing
ϕ,ψ by suitable translates)
sups,t∈G |
∑
(ϕ ∗ xk)(s) (yk ∗ ψ)(t)| ≤ K‖f‖∨‖ϕ‖2‖ψ‖2
and hence
supt∈G |
∑
ϕ ∗ (
∑
xk ∗ yk) ∗ ψ(t)| ≤ K‖f‖∨‖ϕ‖2‖ψ‖2
from which ‖P (f)‖∗ = ‖
∑
xk ∗ yk‖∗ ≤ K‖f‖∨ follows immediately.
Thus we obtain
Theorem 6.1. If the index set I is finite there is a decomposition
∑
k∈I dktr(uk) = T + R with
T,R ∈ L1(G) such that ‖T‖1 ≤ w(ε) and ‖R‖∗ ≤ Kε. If I is infinite there is a similar decomposition
within formal Fourier series with T ∈M(G) such that ‖T‖M(G) ≤ w(ε) and ‖R‖∗ ≤ Kε.
Let πk(u) = uk for any u ∈ G. Note T̂ (πk) = I − R̂(πk). Thus, if (say) Kε < 1/2 then
‖T̂ (πk)− I‖ ≤ 1/2 and hence ‖(T̂ (πk))−1‖ ≤ 2. Since the set Λ = {πk} is Sidon with constant = 1,
the argument in Remark 3.9 shows:
Corollary 6.2. For any ε < (2K)−1 there is a measure µ ∈ M(G) with ‖µ‖M(G) ≤ 2w(ε) such
that µ̂(πk) = I for all k and supπ 6∈{πk} ‖µ̂(π)‖ ≤ 2ε.
The preceding proof yields the estimate w(ε) = O(log(1/ε)) that does not seem accessible by
Rider’s original approach. This logarithmic bound follows from [35, Lemma 3]. See [44, Remark
1.13] for a detailed deduction.
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