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a b s t r a c t
The evolution of an ensemble of charged particles is given by the Vlasov equation with
a prescribed electromagnetic field. We choose a steady uniform magnetic field and a
perpendicular electric field that oscillates in space and time. We solve the Vlasov equation
with both a Fourier–Hermite spectral method and a particle simulation. The aim is to
compare the effectiveness of the two approaches in the description of the ion energization
in a geophysical context. We validate both solutions with an analytic result for a spatially
homogeneous oscillating electric field. We show that the convergence of the Hermite
polynomial expansion is greatly improved with the appropriate velocity scaling. The
relationship between particle dynamics and the features of the velocity distribution
function is discussed. We show that the energization of the ion distribution is related
to stochastic heating arising from the chaotic dynamics associated with the equations of
motion for the particles in the given fields.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
There are numerous situations in plasmaphysics that involve the energization of ions via their interactionswith a uniform
magnetic field and an electric field that oscillates in space and time. The energization mechanisms involve a number of
different wave–particle interactions [1,2]. The physical situations include the RF-heating of plasmas in Tokamaks [1,3–5]
and the heating of ions in space physics [6–9]. An important example is the heating of O+ in the terrestrial ionosphere.
The ions, which have energies of the order of 0.1 eV, are often energized to several electron volts and flow upward into the
magnetosphere. There presently exists a large body of evidence based on satellite observations and theoretical modeling
that a significant amount of magnetospheric plasma is of ionospheric origin [6].
The present paper focuses on the computational aspects of the energization process within the framework of kinetic
theory. Our approach is based on the calculation of the ion distribution function from the collisionless Boltzmann equation
or, equivalently, the Vlasov equation with a prescribed electromagnetic field. We are not concerned here with the origin
of the oscillating electromagnetic field nor on ascertaining the role of different types of plasma waves in the energization
process. There has been a concerted effort to describe the dynamics of charged particles interacting with waves. Much of
the early works related to energization of charged particles in plasmas are based on the papers by Karney [4,5] and have
concentrated on the details of particle dynamics and not on the Vlasov equation, with a few exceptions [10,11]. Bailey
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et al. [11] have provided an excellent discussion of the relationship of the particle dynamics and the solution of the Vlasov
equation. We also address this aspect in the present paper. Karney studied the motion of a single ion in a lower hybrid
wave with concern to a tokamak type plasma and he reached the conclusion that a single electrostatic, lower hybrid wave
propagating across a magnetic field can energize ions only if the ion dynamics becomes chaotic. The chaotic motion is
referred to as stochasticmotion or stochasticity [5].When themotion is stochastic, the Vlasov equation can be approximated
within the so-called quasi-linear approximation by a diffusion equation [12] although this has been questioned [13]. Thus,
the problem considered in this paper is also a fundamental problem in nonlinear physics and chaos.
We consider two very different methods of solution of the Vlasov equation. The first method is a spectral method
which employs an expansion of the velocity distribution function in a Fourier basis set for the spatial variable and in a
Hermite basis set in the velocity variables. The second method is a particle simulation which provides a solution based
on the method of characteristics for the Vlasov equation. There does not appear to be a detailed study of the evolution
of the distribution function associated with wave–particle interactions when the electromagnetic field is given and not
determined self-consistently. The comparison of the spectral solution and the particle simulation to the ion energization
process presented in this paper complements a similar comparison for the solution of the Boltzmann equation for a neutral
system [14]. This is the physical situation for the energization of ions in the terrestrial ionosphere [6–9] and the subject of
ongoing analyses with satellite probes [15,16].
The spectral method of solution of the Vlasov equation has received considerable attention in the literature [17–24].
Much of this work has been applied to the coupled Vlasov–Maxwell [25] and Vlasov–Poisson [26] systems which are not
of interest in the current work which emphasizes a particular geophysics application for which the electromagnetic field
is assumed to be known. One of the present authors has considered the coupled Boltzmann–Poisson system with both a
spectral method and a Monte Carlo simulation [27]. There are analogous applications for other physical situations in gas
kinetic theory [28,29]. The choice of a Fourier expansion in the spatial variable is justified by the use of a finite domain and
periodic boundary conditions. Hermite polynomials are a logical choice for the basis set in velocity as the cartesian velocity
components are on the infinite interval and the Hermite polynomials are orthogonal with the Maxwellian weight function.
The time dependence of the Fourier–Hermite coefficients in this expansion satisfy a set of coupled ordinary differential
equations determined from the Vlasov equation. Several authors have reported convergence problems with this approach
due to the phenomena of ‘‘filamentation’’ [18,19,21] and ‘‘recurrence’’ [17,18,22]. A detailed discussion of these effects was
presented in a recent paper [30]. Both phenomena arise from the free-streaming convective term in the Vlasov equation
associated with an initial oscillatory spatial distribution. The limited resolution of the distribution function arises from the
finite discretizations employed to solve the Vlasov equation. We also show the improved convergence that can be achieved
with the scaling of the Hermite basis functions [23,30,31].
The particle simulation is based on the method of characteristics for the solution of the Vlasov equation. It requires a
large number of particle trajectories in order to provide accurate results. In many of the earlier studies of particle heating, it
is the details of the particle dynamics that is emphasized and the nature of the distribution function is not studied. Themain
distinguishing feature of the particle simulation when compared with the spectral method is that in the particle simulation
the individual particle dynamics and in particular chaotic behaviour appear explicitly. This is not the case for the spectral
method of solution of the Vlasov equation.
The paper is organized as follows. In Section 2, we introduce the Vlasov equation that is considered in this paper. In
Section 3, we present details of the spectral method of solution of the Vlasov equation. The particle simulation is described
in Section 4. In Section 5, we assess the ability of the Fourier–Hermite spectral method to describe the energization process.
In Section 6, we discuss the stochastic heating of the ions in terms of Poincaré surfaces of section. We also discuss the
relationship between the particle dynamics and the features of the distribution function. In Section 7, we summarize our
findings and the main results of the paper. In the Appendix, we consider an analytically solvable problem so as to validate
both the particle and the spectral codes.
2. The Vlasov equation
We consider an ensemble of particles of charge q andmassm in a uniformmagnetic field subject to an electric field from
a transverse plane electrostatic wave. Our approach is based on the Vlasov equation for the ion distribution function. In the
absence of Coulomb collisions, the total time rate of change of the distribution function, both explicit and implicit through
the time dependence of space, r˜, and velocity, v˜, is zero. Thus, the linear collisionless Vlasov equation for the interaction of
an ensemble of particles, of charge q and massm, with a prescribed electromagnetic field, is given by
df˜
dt˜
= ∂ f˜
∂ t˜
+ dr˜
dt˜
· ∂ f˜
∂ r˜
+ dv˜
dt˜
· ∂ f˜
∂ v˜
= ∂ f˜
∂ t˜
+ v˜ · ∂ f˜
∂ r˜
+ F˜
m
· ∂ f˜
∂ v˜
= 0 (1)
and the Lorentz force owing to the electromagnetic field is given by
F˜ = q
[
E˜(r˜, t˜)+ v˜× B˜
]
, (2)
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where the tilde denotes dimensional quantities to distinguish from dimensionless variables defined later. We take the
constant uniform magnetic field to be along the z-axis, B˜ = B˜0ez, and the oscillating electric field directed along the x-
axis, E˜ = E˜(x˜, t˜)ex, of a cartesian coordinate system. The electrostatic field is taken to be a plane wave
E˜(x˜, t˜) = E˜0 cos
(
k˜x˜− ω˜t˜
)
, (3)
where E˜0 is the electric field amplitude, and k˜ and ω˜ are the wavenumber and the frequency of the electrostatic wave,
respectively. The features of the wave are fixed by observations and the particles are treated as test particles in these
externally imposed fields. We do not include the effect of the particles on the waves as it is supposed that there is a small
number of charged particles accelerated. Thus the Vlasov equation is linear in the distribution function, in contrast to most
studieswhich consider theVlasov–Maxwell systemof equationswhich is nonlinear andbasedon a self-consistent evaluation
of the fields [20,32]. Although the spectralmethod and particle simulation solutions of the Vlasov equation are easily applied
to the physically meaningful multiple wave case [33], we restrict the study of this paper to the single wave case.
With these specific fields, the Vlasov equation for the four-dimensional distribution function, f˜ (x˜, v˜x, v˜y, t˜), is then
∂ f˜
∂ t˜
+ v˜x ∂ f˜
∂ x˜
+ q
m
[
B˜0v˜y + E˜0 cos(k˜x˜− ω˜t˜)
] ∂ f˜
∂v˜x
− q
m
B˜0v˜x
∂ f˜
∂v˜y
= 0. (4)
The electric field E˜(x˜, t˜) is periodic in x˜ and, as a consequence, we consider Eq. (4) in the domain
[
−pi/k˜, pi/k˜
]
with periodic
boundary conditions. The initial distribution function is assumed uniform in space and Maxwellian in velocity, thus
f˜ (x˜, v˜x, v˜y, 0) = f˜max(v˜x, v˜y) = mn˜
2pikBT˜
exp
[
−m(v˜
2
x + v˜2y )
2kBT˜
]
, (5)
where kB is the Boltzmann constant and n˜ and T˜ are the gas density and temperature, respectively. We normalize the
distribution function so that∫ pi/k˜
−pi/k˜
∫ ∞
−∞
∫ ∞
−∞
f˜ dv˜xdv˜ydx˜ = 1 (6)
which yields the density n˜ = k˜/2pi . We choose the Larmor frequency, Ω¯ = qB˜0/m, to define a dimensionless time, t = Ω¯ t˜ ,
and thewavenumber to define a dimensionless position, x = k˜x˜. Likewise a characteristic velocity is given by Ω¯/k˜ so that the
dimensionless velocity variables are vx = (k˜/Ω¯)v˜x and vy = (k˜/Ω¯)v˜y, the dimensionless electric field E0 = (qk˜/mΩ¯2)E˜0,
the dimensionless wave frequencyω = ω˜/Ω¯ and the dimensionless distribution function f = (Ω¯2/k˜3)f˜ . The dimensionless
Vlasov equation is thus given by
∂ f
∂t
+ vx ∂ f
∂x
+ [vy + E0 cos (x− ωt)] ∂ f
∂vx
− vx ∂ f
∂vy
= 0. (7)
We seek solutions to Eq. (7) subject to the boundary condition
f (−pi, vx, vy, t) = f (pi, vx, vy, t) (8)
and satisfying the initial condition
f (x, vx, vy, 0) = fmax(vx, vy) = 2pi2 exp
[−(v2x + v2y )] , (9)
where  = (mΩ¯2/k˜2)/(2kBT˜ ). The ions in the system studied are subjected to external electric andmagnetic fields assumed
known, and are not determined self-consistently with the ambient electrons. We have also assumed that the effects of ion-
electron collisions are negligible. Thus there is no explicit coupling to the ambient electrons.
3. The spectral method
There is a long history of the use of an expansion of the space and velocity dependent ion distribution function in
Fourier–Hermite basis functions [17–19,21–23]. As noted earlier, the choice of a Fourier expansion in the spatial variable
is justified by the use of a finite domain and periodic boundary conditions. Hermite polynomials are a logical choice for
the basis set in velocity as the cartesian velocity components are on the infinite interval and the Hermite polynomials are
orthogonal with the Maxwellian weight function. Thus, the dependence of the distribution function in the spatial variable,
x ∈ [−pi, pi], is expanded in Fourier basis functions, Fj(x), that are defined by
Fj(x) = exp (ixj) . (10)
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In Eq. (10), i = √−1 and j denotes the index for the Fourier basis functions which satisfy the orthogonality condition
1
2pi
∫ pi
−pi
F∗j Fj′dx = δj,j′ , (11)
where the asterisk denotes the complex conjugate. The distribution function in the velocity variables, (vx, vy) ∈ (−∞,∞),
is expanded in Hermite basis functions
hn(v) = Hn(v)
pi1/4
√
2nn! exp
[
−v
2
2
]
, (12)
which satisfy the orthogonality condition∫ ∞
−∞
hn(v)hn′(v)dv = δn,n′ . (13)
In the definition Eq. (12), Hn(v) is the Hermite polynomial of degree n defined by
Hn(v) = (−1)nev2
(
d
dv
)n
e−v
2
. (14)
The expansion of the distribution function is thus
f (x, vx, vy, t) =
Nf∑
j=−Nf
Nh∑
k,l=0
fj,k,l(t)Fj(x)hk(svx)hl(svy), (15)
where s is an important scaling parameter used to accelerate the convergence [23,30,31]. As discussed in the cited references,
the scaling parameter redefines the dimensionless speeds in terms of a scaled temperature T˜/s2. We have adopted the
symmetric weighted Hermite method, instead of the more common asymmetric one, because it is more suited to high
accuracy long term simulations [23]. In Eq. (15), we have explicitly truncated the expansion and retained Nf Fourier modes,
and Nh Hermite polynomials in vx and vy such that
fj,k,l = 0, ∀|j| > Nf , k, l > Nh. (16)
The truncation condition, Eq. (16), is sometimes replaced by a closure condition that relates theNh+1moments to the lower
order moments in order to avoid the recurrence effect [21,30]. The extrapolation was feasible for the free flow problem [30]
as the expansion coefficients vary smoothly as shown in Fig. 1 in [21]. In the present case, the electric field couples the
expansion coefficients in a complex manner and in the absence of a smooth variation an extrapolation is not applicable. In
the expansion, Eq. (15), we adopt the same number of Hermite polynomials to describe the vx and vy dependence of the
distribution function since the magnetic field mixes the x and y components of the particle velocity. The values of Nf and Nh
are determined by studying the convergence of the solutions versus Nf and Nh.
Substituting the expansion Eq. (15) into Eq. (7), multiplying the equation by F∗j′ hk′hl′ and integrating in space and in
velocity, we get the set of coupled ordinary differential equations for the time dependent expansion coefficients given by
d
dt
fj,k,l + i j√
2s
(√
kfj,k−1,l +
√
k+ 1fj,k+1,l
)
−√(k+ 1)lfj,k+1,l−1 +√k(l+ 1)fj,k−1,l+1
+ s√
2
1∑
J=−1
eJ(t)
(√
k+ 1fj−J,k+1,l −
√
kfj−J,k−1,l
)
= 0 (17)
where e−1(t) = −e∗1(t) = −E0/2 (cosωt + i sinωt) and e0(t) = 0. In Eq. (17), we have used the orthogonality conditions,
Eqs. (11) and (13), and the recursion relations
xhn(x) =
√
n+ 1
2
hn+1(x)+
√
n
2
hn−1(x), (18)
dhn(x)
dx
= −
√
n+ 1
2
hn+1(x)+
√
n
2
hn−1(x). (19)
Eq. (17), with nonconstant coefficients arising from the electric field, defines the time evolution of the matrix of
Fourier–Hermite coefficients, fj,k,l(t). Since the distribution function must be real valued, we have
f−j,k,l = f ∗j,k,l, ∀j, k, l (20)
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and thus only the coefficients with nonnegative indices need be retained. The initial uniformMaxwellian distributionwhose
expansion coefficients are
f0,2k,2l = 
pi1/2
2s2
s2 + 2
(
s2 − 2
s2 + 2
)k+l [(2k)!]1/2
2kk!
[(2l)!]1/2
2ll! , (21)
gives the initial condition for the integration of the set of moment equations, Eq. (17). In the derivation of Eq. (21), we have
used the integral∫ ∞
−∞
e−x
2
H2n(βx)dx = √pi (2n)!n!
(
β2 − 1)n . (22)
For later reference, we here define the space-averaged distribution function along with its expansion in Hermite basis
functions
f (vx, vy, t) =
∫ pi
−pi
f (x, vx, vy, t)dx =
Nh∑
k,l=0
f0,k,l(t)Hk(svx)Hl(svy). (23)
In the applications discussed in Section 5, the scaling parameter s is varied to optimize the convergence of the spectral
solution. The optimization is done empirically which is sufficient for the present purposes. An automatic optimization does
not appear feasible and may not be an improvement over the simple approach adopted here.
4. The particle method
Particle schemes are widely used in computational plasma physics [34,35]. The main idea is to construct the distribution
function from the dynamics of a discrete number of particles. In the present case, the force acting upon the particles is
explicitly given by Eq. (2) and the particle scheme becomes essentially a method for solving Eq. (7) by the method of
characteristics. According to Liouville’s theorem [36], the distribution function is conserved along the characteristics, that is
f [x(t), vx(t), vy(t), t] = f [x(0), v0x , v0y , 0] = fmax[v0x , v0y ], (24)
where v0x = vx(0), v0y = vy(0) and we have used Eq. (9). The particle equations of motion
dx
dt
= vx, (25)
dvx
dt
= vy + E0 cos (x− ωt) , (26)
dvy
dt
= −vx, (27)
are integrated in time. If we define py = vy + x, it is clear, by virtue of Eqs. (25) and (27), that dpy/dt = 0 and thus py is a
constant of motion. The particle dynamics in the x and y directions can be decoupled and thus the single equation of motion
is given by
d2x
dt2
+ x = py + E0 cos (x− ωt) . (28)
We can thus integrate Eq. (28) numerically and subsequently compute the velocity component vy with the relation vy =
py − x. It is useful to notice that Eqs. (25) and (26) can be derived from the Hamiltonian
H(x, vx, t) = 12v
2
x +
1
2
x2 − xpy − E0 sin (x− ωt) , (29)
where x and vx are conjugate coordinate and velocity [36]. Hence, Eq. (28) can be integrated numerically by using a
symplectic algorithm [37]. Symplectic integration methods have been generally accepted as the method of choice for the
integration of Hamiltonian systems since they preserve the so-called ‘‘symplectic form’’, which can be proved to be strictly
related to Liouville’s theorem. The loss of the symplectic form is extremely detrimental to long time integrations.
The Hamiltonian, Eq. (29) is separable and it can be written as
H(x, vx, t) = T (vx)+ U(x, t), (30)
where T (vx) is the kinetic energy given by,
T (vx) = v
2
x
2
(31)
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Fig. 1. Analytic test problem with E0 = 1 and ω = 0.1. Variation of the reduced distribution function, f0(v, t), versus velocity, v. The analytic solutions
obtained with Eqs. (A.15) and (A.16) are shown at the reduced times t = 50 (solid line) and t = 100 (dashed line). The results obtained from the
numerical integration of Eq. (A.1) with (a) the particle simulation and (b) the spectral methodwith s = 1 are shownwith the solid circles and solid squares,
respectively.
and U(x, t) is the potential energy
U(x, t) = 1
2
x2 − xpy − E0 sin (x− ωt) . (32)
To integrate Eq. (28), we thus adopt a fourth order symplectic algorithm specifically designed for a separable Hamiltonian
(Table III of Ref. [37]). The particle simulation proceeds as follows; (a) the velocity space (vx, vy) ∈ [−10, 10] is divided into
200 cells for each speed variable. The number of cells employed is sufficiently large to allow the distribution function to be
well resolved and sufficiently low so as not to introduce spurious oscillations; (b) Np particles are distributed uniformly in
the interval [−pi, pi], with x0i = −pi + 2pi i/Np, (i = 1, ...,Np); (c) the constant of motion py is computed for each particle,
that is, py,i = v0y,i + x0i where the initial y-component of the velocity of the particle i, v0y,i, is sampled from the Maxwellian
distribution bymeans of the Box–Muller algorithm [38]; (d) at each time step, the position of the particle i, xi, is computed by
Eq. (28), and the y-component of its velocity, vy,i, follows from vy,i = py,i − xi; (e) the space-averaged distribution function,
f¯ (vx, vy, t), is obtained directly by counting the particles which fall into each cell of the velocity space, whatever is their
space location.
5. The energization process
One of the objectives of the present paper is to assess the ability of the Fourier–Hermite spectral method to accurately
and efficiently describe the energization process in different physical situations, and the role of the scaling parameter in
accelerating the convergence. We thus first consider a spatially homogeneous oscillating electrostatic wave, E0 cos(ωt), for
which we derive in the Appendix the analytic solution, Eq. (A.15), of the Vlasov equation, Eq. (A.1).
For an amplitude E0 = 1 and frequency ω = 0.1, Fig. 1 shows the analytic distribution function, f0(v, t), for two reduced
times, t = 50 (solid lines) and t = 100 (dashed lines). The analytic distribution function, f0(v, t), is obtained with Eq. (A.15)
in Eq. (A.16) and the integration over angle determined numerically. The corresponding distribution functions obtained from
the integration of Eq. (A.1) with the particle simulation and the spectral code, are shown in Fig. 1a and b, respectively with
circles and squares. The spectral code gives very good results whereas, as expected, the particle simulation does not provide
accurate results in the tail region.
Fig. 2 presents a comparison analogous to Fig. 1 but for E0 = 0.1 and ω = 1. However the results for f0(v, t) in Fig. 2
obtained with the spectral code without scaling (s = 1) are not accurate, which is anticipated. For an initial Maxwellian,
the analytic result is a drifting Maxwellian with drift velocities, Eqs. (A.11) and (A.12), that increase without bound. Beyond
a given time, it is thus reasonable that the expansion of the distribution function in terms of Hermite polynomials will fail.
This problem can be overcome either by increasing the number of Hermite polynomials employed in the expansion, Nh, or
by scaling the basis functions.
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Fig. 2. Analytic test problemwith E0 = 0.1 and ω = 1. Variation of the reduced distribution function, f0(v, t), versus velocity, v. See the caption for Fig. 1.
In Fig. 3, we show how the scaling of the Hermite polynomials improves the results with the spectral code. The reduced
distribution function, f0(v, t), is shown in Figs. 3a and b for reduced times, t = 70 and t = 100, respectively, for the same
conditions as in Fig. 2. These exact results are compared with the results obtained with the spectral code unscaled, s = 1,
(filled squares), and scaled, s = 0.75, (squares). In contrast to the solution obtained without scaling, the solution obtained
with scaling agrees verywell with the analytic solution. There is amoderate improvement in the convergence of the solution
for t = 75 but a remarkable improvement for t = 100. We have also calculated the time dependent drift velocities from the
appropriate averages with the numerical distribution functions obtained with both the particle simulation and the spectral
method. These results were compared with the exact results, (A.8)–(A.10) and (A.11)–(A.12). Graphical comparisons of the
exact results and the numerical simulations that we do not show for the parameter choices in Figs. 1–3 gave excellent
agreement. This completes the code validation.
The dynamics of a charged particle in a magnetic field perturbed by a plane propagating electrostatic wave transverse
to the magnetic field has been investigated extensively [3,4,10,39,40]. The fundamental parameters are the frequency and
amplitude of the wave. These parameters and the initial conditions determine whether the particle motion exhibits either
a small deviation from simple cyclotron motion or stochastic behaviour. The latter case is found to correspond to particle
heating [40]. We distinguish between on-resonance and off-resonance external electric field, if the wave frequency is an
integer or a rational fraction. The off-resonance case is relevant to the ion heating in tokamak type plasmas, ω  1 [4,39],
for the solar corona and some toroidal confinement fusion devices for which ω ≈ 1 [41,42] and for electron heating by the
lower-hybrid-drift instability where ω  1 [43]. The on-resonance case is relevant to the RF-heating of plasmas [3,44–46].
Unlike much of the work in this area [3,4,39,40], which has focused on the details of the single particle dynamics, we
consider the evolution of the distribution function from an initial Maxwellian velocity distribution, that is we solve Eq. (7)
subject to the initial condition equation (9), with  = 1/2. We consider both spectral and particle solutions of Eq. (7). The
particle solutions are obtained by using Np = 5 × 105 particles in order to describe the distribution function accurately.
The spectral solution generally employs an expansion of the velocity distribution function with Nf = 5 Fourier modes and
Nh = 100 Hermite polynomials. It is important to observe, however, that for this choice of the parameters, the particle
simulation is more time consuming than the spectral code. The computational time in seconds for the spectral code varies
linearly with NfN2h and we find the approximate fit Tcomp = 0.00745(Nf + 1)(Nh + 1)2 − 200.
Particle heating is shown in terms of the time evolution of the space-averaged dimensionless temperature
T¯ (t) = 1
2
∫ ∞
−∞
∫ ∞
−∞
f¯ (vx, vy, t)
[
(vx − Vx)2 +
(
vy − Vy
)2] dvxdvy. (33)
We choose the off-resonance case with ω = 0.1 and E0 = 0.5. Fig. 4 shows a comparison of the mean temperature T¯ (t)
versus t obtainedwith the particle simulation (solid circles) and the spectral code (solid line)without scaling, s = 1. The time
evolution of the system is followed up to a time t = 150 with a time step1t = 0.01. The mean temperature oscillates with
an amplitudewhich decreases in time and the particle heating appears bounded. The agreement between the two numerical
codes is very good. In Fig. 5, the results for f0(v, t) versus v at the reduced time t = 150 obtainedwith the particle simulation
is shown by the solid circles. The results with the spectral code are shown by the solid line for s = 1 and s = 2.5 in Figs. 5a
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Fig. 3. Analytic test problemwith E0 = 0.1 andω = 1. Variation of the reduced distribution function, f0(v, t), versus velocity, v. Solid lines are the analytic
solutions, Eqs. (A.15) and (A.16), for the reduced times (a) t = 70 and (b) t = 100. The results from the numerical integration of Eq. (A.1) with the spectral
code are shown without scaling, s = 1 (filled squares), and with scaling, s = 0.75 (squares).
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Fig. 4. Mean temperature T¯ versus t for the off-resonance case, ω = 0.1, and E0 = 0.5. The solid line shows the results for the solution of Eq. (7) with the
spectral code without scaling, s = 1. The symbols show the results obtained with the particle code.
and b, respectively. The important feature is that the unscaled results in Fig. 5a are quite inaccurate especially in the tail
region where spurious fluctuations are excited. With scaling the results are improved as shown in Fig. 5b. The contour plot
of the space-averaged distribution function, f¯ (vx, vy, t), at the reduced time t = 150 obtained with scaling, s = 2.5, shown
in Fig. 6, illustrates the expected anisotropic nature of the 2D distribution function.
We now choose the resonant casesω = 1, 2, 3 and 4 in Fig. 7a–d, respectively, with E0 = 0.05. Fig. 7 shows a comparison
of the mean temperature T¯ versus t obtained with the particle simulation (solid circles) and the spectral code (solid line)
without scaling, s = 1. The time evolution of the system is followed up to a time t = 150 with a time step 1t = 0.01.
The mean temperature increases significantly in time and, as expected, the maximum energization rate is at the second
harmonic cyclotron frequency shown in Fig. 7b [47]. The agreement between the numerical codes is again very good.
As for the off-resonance case, however, the scaling of the Hermite basis is necessary in order to achieve an accurate result
for the distribution function. We show for ω = 2 the distribution function, f0(v, t), versus v at the reduced time t = 150, in
Figs. 8a and b for s = 1 and s = 2.5, respectively. The solid circles represent the solution with the particle simulation. The
result with scaling provides the best solution. It is useful to note that the inaccuracies in the tail of the distribution functions
in Fig. 8a do not affect the values of the temperature shown in Fig. 7b. Fig. 9 shows the contour plot of the space-averaged
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Fig. 5. Variation of the reduced distribution function, f0(v, t), versus velocity, v, at the reduced time t = 150 for the off-resonance case, ω = 0.1, and
E0 = 0.5. The solid lines are the results of the solution of Eq. (7) with the spectral code (a) unscaled, s = 1, and (b) scaled, s = 2.5. The solid circles are the
results from the numerical integration of Eq. (7) with the particle code.
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Fig. 6. Contour plot of the distribution function f¯ (vx, vy, t) at the reduced time t = 150 for the off-resonance case, ω = 0.1, and E0 = 0.5. The result is
obtained from the numerical integration of Eq. (7) with the scaled spectral code, s = 2.5.
distribution function, f (vx, vy), at the reduced time t = 150 obtained with scaling and s = 2.5. Unlike the off-resonance
case shown in Fig. 6, the 2D distribution function appears almost isotropic with a long energetic tail as seen by the second
maximum in the outermost portion of the contour diagram. This heating of the tail of the distribution function increases
with time and the spectral code is expected to fail.
We show for ω = 2 and E0 = 0.05 the mean temperature obtained with the particle simulation (solid circles) and the
scaled spectral code (lines) in Fig. 10with different numbers of Fourier basis functions,Nf . With increasing time, the number
of Fourier modes has to be increased so that the results of the spectral code agree with the results of the particle code. This
is due to the spatially inhomogeneous variation of the distribution function which is not shown. The agreement between
spectral and particle solutions up to t = 600 has been achieved by increasing the number of Fourier modes to Nf = 15.
Hence, the particle approach appears more suitable for long time simulations.
6. Stochastic heating: Poincaré surfaces of section
As mentioned previously, much of the work on the energization process by wave–particle interactions have focused on
the details of the single particle dynamics. Nevertheless, there is a close connection between some aspects of the particle
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Fig. 7. Mean temperature T¯ versus t for the on-resonance case, (a) ω = 1, (b) ω = 2, (c) ω = 3, (d) ω = 4, and E0 = 0.05. The solid line and circles are
the results from the numerical integration of Eq. (7) with the spectral code without scaling, s = 1, and the particle code, respectively.
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Fig. 8. Variation of the reduced distribution function, f0(v, t), versus velocity, v, at the reduced time t = 150 for the on-resonance case, ω = 2, and
E0 = 0.05. The solid circles are the results from the numerical integration of Eq. (7) with the particle code; the solid lines are the results obtained with
spectral code (a) unscaled, s = 1, and (b) scaled, s = 2.5.
dynamics, namely stochastic motion, and features of their distribution function. In the following we briefly address this
question.
The dynamics of single particle orbits have often been represented by the Poincaré surface of section plots, which are
constructed by defining a plane in the phase space and by marking on it the intersection points of the particle trajectory.
These points can cluster in finite points, open curves or closed smooth curves for the case of regular motion or randomly
fill an area for the case of stochastic motion [11]. The spectral approach to a solution of the Vlasov equation does not
provide this dynamical interpretation of the nonequilibrium distribution function. In this paper, the Poincaré surface of
section plots have been constructed as follows. A set of 100 particles are distributed uniformly in the domain {x, v, θ} =
(0, 2pi ] × (0, 10] × (0, 2pi ] and their dynamics are computed by integrating Eq. (28) using the fourth order symplectic
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Fig. 9. Contour plot of the distribution function f¯ (vx, vy, t) at the reduced time t = 150 for the off-resonance case, ω = 2, and E0 = 0.05. The result is
obtained from the numerical integration of Eq. (7) with the scaled spectral code, s = 2.5.
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Fig. 10. Mean temperature T¯ versus t for the on-resonance case, ω = 2, and E0 = 0.05. The solid circles are the results from the numerical integration of
Eq. (7) with the particle code. The lines are the results obtained with the scaled spectral code, s = 2.5, for Nh = 100 and Nf = 5 (dotted line), Nf = 10
(dashed line) and Nf = 15 (dash-dotted line).
scheme [37]. Whenever the particle is subjected to the maximum electric field, i.e. its position x is such that the wave phase
x− ωt is equal to 2pi , the particle’s velocity components are marked with a dot in the (vx, vy) plane [11].
Poincaré surfaces of section for the off-resonance case ω = 0.1 are shown for E0 = 0.5 and E0 = 1 in Figs. 11a and b,
respectively. It appears that a particle cannot roam freely throughout phase space from low to high energy regions since
there are contours that enclose the origin in phase space and act as barriers to the particle motion. Hence there is no heating
to infinitely high energy. Nevertheless, the particle may exhibit chaotic motion over a limited region of phase space, shown
by the black region in Fig. 11b. As shown in Fig. 11b, the low velocity region in the phase space (vx, vy) becomes stochastic if
the electric field amplitude increases to E0 = 1. Fig. 12 shows the variation versus the velocity v of the reduced distribution
function f0(v, t)/v, where f0 is given by Eq. (A.16). The results are from the numerical integration of Eq. (7) with the particle
simulation. The reduced times are t = 0 (solid line), t = 10 (dashed line) and t = 500 (dash-dotted line). As time increases,
the distribution function exhibits a plateau in the velocity interval v ≤ 1 corresponding to the stochastic region of the
Poincaré surface of section, Fig. 11b.
The Poincaré surfaces of section for the on-resonance case ω = 1 are shown for E0 = 0.05 and E0 = 0.5 in Figs. 13a
and b, respectively. In contrast to Fig. 11, Fig. 13a shows a ‘‘stochastic web’’ [40] extending from the origin to infinity in
phase space. The particles inside the web exhibit stochastic dynamics and can be subjected to unbounded heating due to
its connection throughout the whole phase space. The width of the web depends on the magnitude of the perturbation
strength, E0. The larger is E0, the wider is the web in Fig. 13b. Fig. 14 shows the reduced distribution function, f0(v, t), versus
v at the reduced time t = 50 (solid lines), t = 100 (dashed lines) and t = 150 (dot and dashed lines) for ω = 1 in Fig. 14a,
and ω = 2 in Fig. 14b. For E0 = 0.05, the results shown were obtained with the spectral code with s = 2.5. It is important
to observe that the curves representing the reduced part of the distribution function at different times intersect each other
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Fig. 11. Poincarè surface of section in the off-resonance case, ω = 0.1, for the electric field amplitude (a) E0 = 0.5, and (b) E0 = 1. Particle’s velocity
components are marked in the plane (vx, vy)whenever the position x of the particle is such that x− ωt = 2pi .
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Fig. 12. Variation of the reduced distribution function, f0(v, t)/v, versus velocity, v, at the reduced times t = 0 (solid line), t = 10 (dashed line) and
t = 500 (dash-dotted line) for the off-resonance case,ω = 0.1, and E0 = 1. The results are from the numerical integration of Eq. (7) with the particle code.
at v ∼ 3.8, for ω = 1, and v ∼ 5.1 for ω = 2, which is anticipated. These results are interpreted on the basis of analytic
work [3,46,40] which employ a representation of the oscillatory perturbation in Eq. (28) in a series of Bessel functions. The
points of intersection of the distribution function at different times are exactly the zeros of the first two Bessel functions.
They define the separatrices in phase space [3,46] which appear as ‘‘circles’’ in Figs. 13a and b. Fig. 15 shows the variation of
the reduced distribution function f0(v, t) versus velocity v at the reduced time t = 0 (solid line), t = 50 (dashed line) and
t = 200 (dash-dotted line); the results are from the numerical integration of Eq. (7) with the particle simulation, for ω = 1
and E0 = 0.05. Because of the small number of particles, the results in the tail region look noisy but two peaks can be clearly
seen. Their appearance can be explained in terms of the single particle dynamics. For E0 = 0.5, the width of the stochastic
web has increased, as shown by comparing Figs. 13a and b. Consequently, the number of particles capable of crossing the
separatrices increases. As a result, a larger number of particles is able to cross the separatrix at v ∼ 3.8 and a ‘‘second’’
peak appears in the reduced distribution function f0(v, t) at v ∼ 7.016 which corresponds to the second zero of the first
Bessel function. Further aspects of these dynamics and resulting distribution functions will be studied at length in a future
publication.
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Fig. 13. Poincarè surface of section in the on-resonance case, ω = 1, for the electric field amplitude (a) E0 = 0.05, and (b) E0 = 0.5. Particle’s velocity
components are marked in the plane (vx, vy)whenever the position x of the particle is such that x− ωt = 2pi .
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Fig. 14. Variation of the reduced distribution function, f0(v, t), versus velocity, v, at the reduced times t = 50 (solid lines), t = 100 (dashed lines) and
t = 150 (dash-dotted lines), for the on-resonance case, (a) ω = 1 and (b) ω = 2, and E0 = 0.05. The results are from the numerical integration of Eq. (7)
with the scaled spectral code, s = 2.5.
7. Conclusion
The present paper focuses on the computational aspects of thewave–particle interactionwithin the framework of kinetic
theory. The energization process is usually studied from the point of view of the single particle dynamics whereas there
does not appear to be a detailed study of the evolution of the distribution function. We have solved the collisionless
Boltzmann equation with both a spectral method and a particle simulation. Although these two methods are designed
to describe the same solution to the Vlasov equation, they differ fundamentally in their approach. The spectral method
provides a representation of the distribution function in terms of an expansion in sets of basis functions. A closure condition
is introduced to truncate the infinite system of ordinary differential equations for the expansion coefficients. By contrast,
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Fig. 15. Variation of the reduced distribution function, f0(v, t), versus velocity, v, at the reduced times t = 0 (solid line), t = 50 (dashed line) and t = 200
(dash-dotted line) for the on-resonance case, ω = 1, and E0 = 0.5. The results are from the numerical integration of Eq. (7) with the particle code.
the particle scheme involves tracing the distribution function in phase space in terms of a large number of individual
trajectories with the initial conditions chosen from a Maxwellian distribution. The distribution function is obtained by a
binning procedure that samples all types of trajectories whether regular or stochastic. The spectral method has proved
very effective in describing the first stage of the energization process. Unlike the particle method, it does not suffer from
any inaccuracy in the low density region of the distribution function. Scaling the Hermite basis function is a powerful
technique which accelerates the convergence without any additional computational cost. The particle simulation, on the
other hand, is fairly robust and has proved more suitable for long time simulations and when stochastic dynamics occur.
Finally, there is a close connection between some aspects of the particle dynamics, namely stochastic motion, and features
of their distribution function. In the off-resonance case, the distribution function flattens in the region of the velocity space
where the particle dynamics is stochastic. Instead, in the on-resonance case the stochasticity determines an increase of the
tail of the distribution function.
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Appendix. Analytic test case
We validate the particle and spectral codes with the analytically solvable problem defined with a spatially uniform
electric field so that the Vlasov equation is
∂ f¯
∂t
+ [vy + E0 cos (ωt)] ∂ f¯
∂vx
− vx ∂ f¯
∂vy
= 0, (A.1)
and we seek solutions to Eq. (A.1) satisfying the initial condition
f¯ (vx, vy, 0) = fmax(vx, vy) = 2pi2 exp
[− (v2x + v2y )] . (A.2)
The equations of motion of a single ion are
dvx
dt
= vy + E0 cos (ωt) , (A.3)
dvy
dt
= −vx. (A.4)
Eqs. (A.3) and (A.4) can be combined to give the second order differential equation
d2vx
dt2
+ vx = −ωE0 sin(ωt). (A.5)
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This is essentially a forced harmonic oscillator problem [36]. The general solution is of the form
vx(t) = a cos t + b sin t +

ωE0
ω2 − 1 sinωt, ω 6= 1
E0
2
(t cos t − sin t) , ω = 1
(A.6)
where the first two terms are the solutions of the homogeneous equation and the last term is the particular solution. The
constants a and b are fixed by the initial conditions vx(0) = v0x and dvx(0)/dt = v0y + E0. We thus get the solution
vx(t) = v0x cos t + v0y sin t + Vx(t), (A.7)
where for ω 6= 1
Vx(t) = E0
ω2 − 1 [ω sin (ωt)− sin t] . (A.8)
In analogous fashion, we find that
vy(t) = −v0x sin t + v0y cos t + Vy(t), (A.9)
where for ω 6= 1
Vy(t) = E0
ω2 − 1 [cos (ωt)− cos t] . (A.10)
For the special case ω = 1, the general solution is given by Eqs. (A.7) and (A.9), with
Vx(t) = E02 [sin t + t cos t] , (A.11)
Vy(t) = −E02 t sin t. (A.12)
By multiplying Eqs. (A.7) and (A.9) by sin t and cos t , respectively, and adding and subtracting, we get
v0x = vx(t) cos t − vy(t) sin t − Vx(t), (A.13)
v0y = vx(t) sin t + vy(t) cos t + Vy(t). (A.14)
By inserting Eqs. (A.13) and (A.14) into the initial condition, Eq. (A.2), and using Eq. (24), we find that the solution of Eq. (A.1)
is a drifting Maxwellian
f¯ (vx, vy, t) = 
pi
exp
[
− (vx − Vx(t))2 − 
(
vy − Vy(t)
)2]
. (A.15)
We calculate the time evolution of the reduced distribution function from the computed distribution function, f¯N(vx, vy, t),
that is
f0(v, t) =
∫ 2pi
0
v f¯N(v, θ, t)dθ, (A.16)
where v = (v2x + v2y )1/2, θ = arctan(vy/vx) and N is equal to the number of polynomials, Nh, or the number of simulation
particles, Np. The reduced distribution function, Eq. (A.16), gives the number of particles with velocity between v and
v + dv irrespective of direction and it is normalized according to ∫∞0 f0(v, t)dv = 1. The reduced distribution functions
determined numerically with the particle simulation and the spectral code are compared with the result obtained by
integrating numerically the exact distribution function, Eq. (A.15). The evolution of the system is followed up to a time
T = 100 and the time step is fixed at1t = 0.01. The parameter  in the initial Maxwellian is set equal to 0.5. The particle
simulation employs Np = 2× 104 particles. In the spectral scheme the distribution function is expanded by setting Nf = 0
and Nh = 20. With this choice of the simulation parameters, the spectral code, is nearly four times faster than the particle
code.
In order to quantify the convergence rate of the codes, we define the maximum error in the space-averaged distribution
function
Lmax = max
0<t<T
[
max
v1<vx,vy<v2
∣∣f¯ (vx, vy, t)− f¯N(vx, vy, t)∣∣] , (A.17)
where v1 and v2 define the velocity domain considered. We chose v1 = −10 and v2 = 10. In Eq. (A.17), f¯ and ¯fN denote
the exact and numerical space-averaged distribution functions determined with either the spectral code or the particle
simulation.
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For the particle simulations with Np particles, we found the very good numerical linear fit Lmax = 17.0/
√
Np − 0.02
and the computational time in seconds Tcomp = 0.0054Np − 54. For the spectral method the convergence versus the
number of Hermite polynomials, Nh, is exponential. In the off-resonance case and for T = 100, we found log(Lmax) =
−0.88(Nh + 1)+ 0.92 and Tcomp = 0.022(Nh + 1)2 + 5.6. In addition, the optimum value of the scaling parameter appears
to be s = 0.75 which yields three orders of magnitude improvement in the results.
References
[1] N.J. Fisch, Theory of current drive in plasma, Rev. Modern Phys. 59 (1987) 175–234.
[2] T.H. Stix, Plasma Waves, AIP, New York, 1992.
[3] A. Fukuyama, H. Momota, R.I. Tatani, T. Takizuku, Stochastic acceleration by an electrostatic wave near ion cyclotron harmonics, Phys. Rev. Lett. 38
(1977) 701–704.
[4] C.F.F. Karney, Stochastic heating by lower hybrid waves, Phys. Fluids 21 (1978) 1584–1599.
[5] C.F.F. Karney, Stochastic heating by lower hybrid waves: II, Phys. Fluids 22 (1979) 2188–2209.
[6] M. André, A.W. Yau, Theories and observations of ion energization and outflow in the high latitude magnetosphere, Space Sci. Rev. 80 (1997) 27–48.
[7] G.B. Crew, T. Chang, Asymptotic theory of ion conic distributions, Phys. Fluids 28 (1985) 2382–2394.
[8] J.M. Retterer, T. Chang, J.R. Jasperse, Transversely accelerated ions in the topside ionosphere, J. Geophy. Res. 99 (1994) 13189–13201.
[9] R.W. Schunk, Theoretical developments on the causes of ionospheric outflow, J. Atmos. Sol. Terr. Phys. 62 (2000) 399–420.
[10] H. Abe, H. Momota, R. Itatani, A. Fukuyama, High energy tail formation by a monochromatic wave in the magnetized plasma, Phys. Fluids 23 (1980)
2417–2424.
[11] A.D. Bailey III, P.M. Bellan, R.A. Stern, Poincarè maps define topography of Vlasov distribution functions consistent with stochastic dynamics, Phys.
Plasmas 2 (1995) 2963–2969.
[12] D.R. Nicholson, Introduction to Plasma Theory, John Wiley & Sons, New York, 1983.
[13] A.K. Ram, A. Bers, D. Benisti, Ionospheric ion acceleration by multiple electrostatic waves, J. Geophys. Res. 103 (1998) 9431–9440.
[14] P. Kowalczyk, A. Palczewski, G. Russo, Z. Walenta, Numerical solutions of the Boltzmann equation: Comparison of different algorithms, Eur. J. Mech.
B/Fluids 27 (2008) 62–74.
[15] A.W. Yau, H.G. James, W. Liu, The Canadian enhanced polar outflow probe (e-POP) mission in ILWS, Adv. Space Res. 38 (2006) 1870–1877.
[16] K. Stasiewicz, R. Lundin, G. Markland, Stochastic ion heating by orbit chaotization on electrostatic waves on nonlinear structures, Phys. Scr. T84 (2000)
60–63.
[17] J. Canosa, J. Gazdag, J.E. Fromm, The recurrence of the initial state in the numerical solution of the Vlasov equation, J. Comput. Phys. 15 (1974) 34–45.
[18] C.Z. Cheng, B. Knorr, The integration of the Vlasov equation in configuration space, J. Comput. Phys. 22 (1976) 330–351.
[19] F.C. Grant, M.R. Feix, Fourier–Hermite solutions of the Vlasov equation in the linearized limit, Phys. Fluids 10 (1967) 696–702.
[20] J.P. Holloway, Spectral discretizations for the Vlasov–Maxwell equations, Trans. Theory Stat. Phys. 25 (1996) 1–32.
[21] G. Joyce, G. Knorr, H.K. Meier, Numerical integration methods of the Vlasov equation, J. Comput. Phys. 8 (1971) 53–63.
[22] G. Knorr, M. Shoucri, Plasma simulation as eigenvalue problem, J. Comput. Phys. 14 (1974) 1–7.
[23] J.W. Schumer, J.P. Holloway, Vlasov simulations using velocity-scaled Hermite representations, J. Comput. Phys. 144 (1998) 626–661.
[24] V. Pierrard, M. Maksimovic, J. Lemaire, Electron velocity distribution functions from the solar wind corona, J. Geophys. Res. 104 (1999) 17021–17032.
[25] B. Eliasson, Outflow boundary conditions for the Fourier transformed three-dimensional Vlasov–Maxwell system, J. Comput. Phys. 225 (2007)
1508–1532.
[26] D. Salort, Transport equations with unbounded force fields and application to the Vlasov–Poisson equation, Math. Mod. Meth. Appl. Sci. 19 (2009)
199–228.
[27] A. Vasenkov, B.D. Shizgal, Self-consistent kinetic theory of a plasma sheath, Phys. Rev. E65 (2002) 046404.
[28] R.D.M. Garcia, C.E. Siewert, The temperature-jump problem based on the linearized Boltzmann equation for a binary mixture of rigid spheres, Eur. J.
Mech. B/Fluids 26 (2007) 132–153.
[29] I. Grau, F. Sharipov, Gas flow through an elliptical tube over the whole range of the gas rarefaction, Eur. J. Mech. B/Fluids 27 (2008) 335–345.
[30] L. Gibelli, B.D. Shizgal, Spectral convergence of the Hermite basis function solution of the Vlasov equation: The free-streaming term, J. Comput. Phys.
219 (2006) 477–488.
[31] B. Shizgal, D.R.A. McMahon, Electric field dependence of transient electron transport properties in rare-gas moderators, Phys. Rev. A 32 (1985)
3669–3690.
[32] F. Valentini, P. Veltri, A. Mangeney, Magnetic-field effects on nonlinear electrostatic-wave Landau damping, Phys. Rev. E 71 (2005) 016402.
[33] R. Spektor, E.Y. Choueiri, Ion acceleration by beating electrostatic waves: Domain of allowed acceleration, Phys. Rev. E 69 (2004) 046402-9.
[34] C.K. Birdsall, A.B. Langdon, Plasma Physics via Computer Simulation, McGraw-Hill, New York, 1985.
[35] F. Mackay, R. Marchand, K. Kabin, J.Y. Lin, Test kinetic modelling of collionless perpendicular shocks, J. Plasma Phys. 74 (2008) 301–318.
[36] L.D. Landau, E.M. Lifshitz, Mechanics, Pergamon Press, Oxford, 1960.
[37] J. Candy, W. Rozmus, A symplectic integration algorithm for separable Hamiltonian functions, J. Comput. Phys. 92 (1991) 230–256.
[38] M.H. Kalos, P.A. Whitlock, Monte Carlo Methods, Wiley, New York, 1986.
[39] C.F.F. Karney, A. Bers, Stochastic ion heating by a perpendicularly propagating electrostatic wave, Phys. Rev. Lett. 39 (1977) 550–554.
[40] P.K. Chia, L. Schmitz, R.W. Conn, Stochastic ion behaviour in subharmonic and superharmonic electrostatic waves, Phys. Plasmas 5 (1996) 1545–1568.
[41] J.M. McChesney, R.A. Stern, P.M. Bellan, Observations of fast stochastic ion heating by drift waves, Phys. Rev. Lett. 59 (1987) 1436–1439.
[42] R. White, L. Chen, Z. Lin, Resonant heating below the cyclotron frequency, Phys. Plasmas 9 (2001) 1890–1897.
[43] J.F. Drake, T.T. Lee, Irreversibility and transport in the lower hybrid drift instability, Phys. Fluids 24 (1981) 1115–1125.
[44] J.P.M. Schmitt, Nonlinear theory of rf heating at cyclotron harmonics, Phys. Fluids 19 (2000) 245–255.
[45] A.V. Timofeev, Confinement of charged particles in adiabatic traps in the presence of monochromatic cyclotron oscillations, Nucl. Fusion 14 (1974)
165–171.
[46] J.Y. Hsu, Frequency mismatch and stochastic heating in the cyclotron frequency range, Phys. Fluids 25 (1982) 159–163.
[47] J.Y. Hsu, S.C. Chiu, Nonlinear enhancement of second-harmonic cyclotron damping, Phys. Rev. Lett. 45 (1980) 1561–1565.
