We revisit the landscape of the simple matrix factorization problem. For low-rank matrix factorization, prior work has shown that there exist infinitely many critical points all of which are either global minima or strict saddles. At a strict saddle the minimum eigenvalue of the Hessian is negative. Of interest is whether this minimum eigenvalue is uniformly bounded below zero over all strict saddles. To answer this we consider orbits of critical points under the general linear group. For each orbit we identify a representative point, called a canonical point. If a canonical point is a strict saddle, so is every point on its orbit. We derive an expression for the minimum eigenvalue of the Hessian at each canonical strict saddle and use this to show that the minimum eigenvalue of the Hessian over the set of strict saddles is not uniformly bounded below zero. We also show that a known invariance property of gradient flow ensures the solution of gradient flow only encounters critical points on an invariant manifold M C determined by the initial condition. We show that, in contrast to the general situation, the minimum eigenvalue of strict saddles in M 0 is uniformly bounded below zero. We obtain an expression for this bound in terms of the singular values of the matrix being factorized. This bound depends on the size of the nonzero singular values and on the separation between distinct nonzero singular values of the matrix.
Introduction
Factor analysis is a well known problem in machine learning and many methods have been introduced for posing and solving problems of this form. Some of the best known examples include Principal Component Analysis (PCA) [1, 2, 3] , Canonical Correlation Analysis (CCA) [4] , Independent Component Analysis (ICA) [5] , Positive Matrix Factorization (PMF) [6] , and Dictionary Learning [7] . All of these problems share the characteristic of being non-convex optimization problems over matrix arguments. While some of the problems can be solved using well established tools (e.g. SVD), others require the application of iterative solution methods such as gradient descent. This motivates developing a better understanding the landscape of these problems. This has gained additional momentum recently because of a connection to representation learning in deep networks.
In the late 1980's, Baldi and Hornik [8] examined the landscape question in the context of training a one hidden layer low-rank linear neural network (a linear auto-encoder). Their paper provides a characterization of the associated critical points, proves that these are either global minima or (strict) saddle points, and shows that the global minimum value corresponds to the residual of the projection of the training data onto the subspace generated by the first principal vectors of a covariance matrix associated with the training patterns. This connection to PCA had been previously established by Bourlard in [9] . The results in [8] are proved by vectorizing the relevant matrix differentials and seeking small perturbations around a critical point to make the objective smaller. eigenvalue problem and characterize the landscape by looking at the Hessian of the Lagrangian function by vectorizing the relevant differentials. Li et al. [11] examine the landscape problem under the lens of invariant groups. In particular, using the properties of a rotational symmetry group, they show that the parameter space can be divided into three regions. The first contains all strict saddle points, where the objective has a negative curvature, the second contains neighborhoods of all global minima, and the third is the complement of the first two regions. Mohammadi et al. [12] examine the equilibrium points of the best rank-one approximation under the gradient flow. Ge et al. [13] study the landscape of the matrix sensing, matrix completion and robust PCA problems, showing that for these problems all local minima are global minima. Sun et al. [14, 15] study the phase retrieval problems and dictionary recovery. Boumal [16] studies phase synchronization. Much effort has also recently been devoted to studying the related problem of the optimization landscape of deep neural networks under simplified assumptions [17, 18, 19, 20] .
Several papers have investigated provable guarantees for the local and global convergence properties of optimization on non-convex problems under gradient flow and gradient descent. A common theme in these papers is the concept of a strict saddle function introduced in [21] . The main required properties are that the functions are twice-differentiable and that the minimum eigenvalue of the Hessian is positive at all local minima and negative at all other critical points. For such functions, with high probability, stochastic gradient descent (SGD) converges to a local minimum in a polynomial number of iterations. Several subsequent papers show that a wide class of non-convex functions are indeed strict saddle functions. For instance, orthogonal tensor decomporition [21] , deep linear neural networks [17] , deep linear residual neural networks [19] , matrix completeion [22] , generalized phase retrieval problem [14] , complete dictionary recovery over the sphere [15] , low-rank matrix recovery [23] , are all examples of problems that satisfy the strict saddle property. Lee et al. [24] use the stable manifold theorem to show that for a twice continuously differentiable function with the strict saddle property, almost surely, gradient descent with random initialization converges to a local minimum or negative infinity. Jin et al. [25] show that for l-smooth and ρ-Hessian Lipschitz functions with the strict saddle property, with high probability, perturbed gradient descent (PGD) converges to a local minimum in a poly-logarithmic number of iterations.
Other papers have investigated the implicit constraints imposed by gradient flow in training overparameterized models such as deep neural networks [26, 27] . Arora et al. [26] considers overparameterized multi-layer linear neural networks and shows that gradient flow implicitly balances the underlying factors. Du et al. [27] extends this result to fully-connected and convolutional linear sections of multi-layer neural networks. This paper revisits the landscape of the simple matrix factorization (MF) problem. Prior results indicate that critical points are either global minima or strict saddles [8] . Our analysis is based on orbits of factorizations under the general linear group. After defining these orbits, we construct a representative point (called a canonical point) on each orbit of critical points. This construction exploits a known connection to PCA/SVD. We then obtain an expression for the minimum eigenvalue of the Hessian at each canonical strict saddle. This bound can be moved along a curve in the orbit to show that there is no uniform negative bound on the minimum eigenvalue of the Hessian over the orbit. This implies that the minimum eigenvalue of the Hessian is not uniformly bounded below zero over all strict saddles. We then analyze how an invariance property of gradient flow impacts the strict saddles that can be encountered. This natural invariant depends on the initial condition for gradient flow. We focus on one interesting form of the invariant. When the initial conditions start in this invariant manifold, the flow restricts the symmetry of the problem to the orthogonal group and this allows us to to give a uniform negative bound on the minimum eigenvalue of the Hessian map at all strict saddles on the invariant manifold. Moreover, we provide exact expressions for the minimum eigenvalue of the Hessian at each strict saddle. Our results are applicable to the situations k < r and k > r, where k denotes the rank of the factorization.
Preliminaries
For positive integers m, n, let R m×n denote the set of m × n real matrices, GL n ⊂ R n×n denote the general linear group of invertible n × n matrices, O n ⊂ GL n denote the group of orthogonal n × n matrices, and for k ≤ m, St m,k denote the subset of m × k real matrices with orthonormal columns. For A, B ∈ R m×n , A :,k (resp. A k,: ) denotes the k-th column (resp. row) of A, A, B denotes the standard inner product of A and B, and A F denotes the Frobenius norm of A.
Let f : R m×n → R be a twice continuously differentiable function. The derivative of f with respect to X evaluated at a given point X 0 is a linear map from R m×n to R. Its action on H ∈ R m×n , denoted by D X f (X 0 )[H], satisfies
The gradient of f at X 0 , denoted ∇ X f (X 0 ), is the unique point in R m×n such that
When no confusion is possible we simply write Df (X 0 ) and ∇f (X 0 ). The gradient can also be regarded as a function X → ∇f (X). The derivative of this function at X 0 is a linear map
When no confusion is possible we simply write ∇ 2 f (X 0 ). It is natural to call the linear map ∇ 2 f (X 0 ) the Hessian map. The second derivative of f is then defined by
We will always evaluate the second derivative with K = H. In this case, we simply write
The second derivative is then a scalar valued function from R m×n to R. The linear function ∇ 2 f (X 0 )[H] embedded in the second derivative brings in eigenvalues and eigenvectors associated with the second derivative.
Together with eigenvalues of ∇ 2 f (X 0 ), this can be used to partially classify critical points. However, this fails if there is nonzero H with D 2 f (X 0 )[H] = 0. In this event, X 0 is termed a degenerate critical point. Motivated by the observation that many non-convex optimization problems have degenerate critical points, the concepts of a strict saddle and a strict saddle function have been introduced [21] . A strict saddle is a critical point for which ∇ 2 f (X 0 ) has a least one negative eigenvalue (this includes local maxima).
Basic Matrix Factorization
In unconstrained matrix factorization, given X ∈ R m×n with rank(X) = r, and a factorization dimension k, we seek a solution of
Here X R m×k ×R k×n with inner product (G, H), (G ′ , H ′ ) = G, G ′ + H, H ′ and associated norm (G, H) 2
is a global minimum of (3). However, rather than solving (3) using the SVD, we are interested in finding a solution using gradient descent methods. This motivates an interest in the global landscape of J.
We will work extensively with the gradient, Hessian, and second derivative of J defined in (3) . Setting E W S − S, we list the easily obtained equations for these functions below.
A point (W, S) is a critical point of J if ∇J(W, S) = 0. By (4) this is equivalent to
Because J has a continuous symmetry group that leaves its value invariant (see §3), every nonzero critical point of J is degenerate. To see this, let (W, S) = 0 be a critical point, and K ∈ R k×k be any matrix with (W K, −KS) nonzero. Then using (5) and (7) we see that
Thus (W K, −KS) is an eigenvector of ∇ 2 J(W, S) with eigenvalue 0. To address this degeneracy, we employ the concept of a strict saddle [21] . A critical point (W, S) is a strict saddle if λ min (∇ 2 J(W, S)) < 0. The corresponding eigenvector provides an escape direction from the neighborhood of the critical point. Of particular interest is determining a negative upper bound on λ min (∇ 2 J(W, S)) for the strict saddles of J.
Orbits and Basic Orbit Properties
For A ∈ GL k , let L A : X → X denote the linear map L A : (G, H) → (GA, A −1 H). Then for given (W, S) ∈ X let
We call Θ(W, S) the orbit of (W, S) under GL k , and O(W, S)) the suborbit of (W, S) under O k . The value J(W, S) is constant on each orbit. Hence if any point on an orbit is a global minimum, all points on the orbit are global minima. Moreover, the gradient ∇J(W, S) must be orthogonal to Θ(W, S) at (W, S). To prove this, take the derivative of (W A, A −1 S) with respect to A, and then set A = I k . This yields the set of tangents to Θ(W, S) at (W, S):
Orthogonality is then verified by taking the inner product of any element in (9) with (4).
Qualitative properties of point neighborhoods are also "preserved" along the orbit. To see this let (G, H) ∈ X and t > 0. Then for any A ∈ GL k ,
So the values of J traced out moving from (W, S) in a line in the direction of (G, H) are the same as those traced out moving from (W A, A −1 S) along a line in the direction of (GA, A −1 H). The following lemma (proved in §A) transfers these observations to the derivatives of interest. Lemma 2.1. For all (W, S) ∈ X and A ∈ GL k :
For a critical point (W, S), the inertia of ∇ 2 J(W, S) is the triple (i + , i − , i 0 ), consisting of the number of its positive, negative, and zero eigenvalues, respectively. We have already noted that if any point on an orbit is a global minimum, so are all points on the orbit. The same holds for strict saddles. In addition, the inertia of ∇ 2 J is an invariant of an orbit. The following theorem (proved §A) lists these and other orbit properties. Theorem 2.1. Let (W, S) ∈ X and A ∈ GL k . Then 
(d) For each
Note that max{λ max (AA T ), λ −1 min (AA T )} ≥ 1 with equality when A ∈ O k . For an orthogonal matrix A, λ min (∇ 2 J(L A (W, S)) = λ min (∇ 2 J(W, S)). In this case, the bound in (d) is an equality.
In summary, if an orbit contains a critical point, all points in the orbit are critical points; if it contains a strict saddle, all points in the orbit are strict saddles, and if it contains a global minimum, all points on the orbit are global minima. In addition, the number of positive, negative and zero eigenvalues of ∇ 2 J are invariants of each orbit. Using the known result that all critical points are either global minima and strict saddles [8] , we see that there are three kinds of obits: orbits of global minima, orbits of strict saddles, and orbits of noncritical points.
The Landscape of Matrix Factorization
Our approach is to first construct a representative point, called a canonical point, on each orbit of critical points. We will use each canonical point to reason about all of the points on its orbit. In particular, we examine λ min (∇ 2 J(W, S)) over orbits of strict saddles. As a by-product we recover the known result that every critical point of J is either a global minimum or a strict saddle [8] .
The construction below exploits the known connection between matrix factorization and an SVD of the data matrix X. We will use an SVD of X as a theoretical tool in our definitions and proofs. However, we do not intend to numerically compute an SVD of X. For clarity we assume m < n. This is without loss of generality since symmetric arguments apply when n < m. Since m < n, the m × m matrix XX T is of interest. This has r positive eigenvalues and m − r zero eigenvalues. Denote these by σ 2
These orthonormal eigenvectors may not be unique (the nonzero eigenvalues may be repeated). Place the eigenvectors in the columns of U ∈ R m×m and form a compatible full SVD
The singular values of X are unique, but in general U and V are not. It does not matter for our purposes which SVD of X is selected as long as it is used consistently.
Orbit Representation: Canonical Points
Fix a factorization dimension k, and for q ∈ [1 : min{k, m}], place q selected singular values of X, denoted by λ 2 1 ≥ λ 2 2 ≥ · · · ≥ λ 2 q , in decreasing order in a diagonal matrix Λ 2 ∈ R q×q , and a corresponding set of q left singular vectors of X in the columns ofŪ ∈ R m×q . So XX TŪ =Ū Λ 2 . ThenŪ T X =Ū T U ΣV T = ΛV T , whereV denotes the submatrix of V in (10) corresponding to the columns ofŪ .
Any point of the form (11) will be called a canonical point. Theorem 3.1. For 1 ≤ q ≤ min{k, m}, the following hold:
Step (i). Since rank(W ) = q, there is a permutation matrix P ∈ GL k such that the first q columns of W P are linearly independent. IfŴ denotes the matrix of these first q columns, then
where F is determined by the last k − q columns of W P .
Step (ii). LetÛΣV T be a compact SVD ofŴ . Noting thatÛ ∈ St m,q andΣ,V ∈ GL q , we have Let C denote the product of the two rightmost matrices in (13) .
Then by (7),
The second condition implies S a =Û T X. Then the first implies (c-i)
Since R(Û ) has dimension q, there are q orthonormal eigenvectors of XX T that form a basis for R(Û ). LetŪ be the matrix with this basis as its columns arranged in decreasing order of the corresponding eigenvalue. Since every column ofÛ has a representation in this basis, for some Q ∈ GL q ,Û =Ū Q. In addition,
Let D denote the matrix in (14) containing Q, and let (W 2 ,
. By construction, Λ 2 a diagonal matrix with eigenvalues of XX T arranged in decreasing order down its diagonal, the columns ofŪ are corresponding eigenvectors of XX T with XX TŪ =Ū Λ 2 , and by (c-ii)
Step
has the canonical form (11) . Moreover, if
By Theorem 3.1 every critical point with W of positive rank lies on the orbit of a canonical point. This is depicted schematically in Figure 1 . Note that there is also a family of critical points of the form W = 0 m×k and
. These are addressed separately below. The results and proof of Theorem 3.1 simplify when q = k. In this case, there is no need for the term S b and condition (c-ii). In contrast, when q < min{k, m}, W has a nontrivial null space and S can be decomposed into the sum of a term S a in N (W ) ⊥ and a term S b in N (W ). The term S b is redundant since it does not impact the value of J, but we need to account for its possible presence.
The Critical Points
We first examine the family of critical points associated with the origin. These take the form
This analysis is a warm-up for the corresponding analysis of the canonical points (15) .
Throughout this section (W, S) is a point of the form (16) . To verify that (W, S) is a critical point, note that W S = 0, W T E = 0 and ES T = XV 0 C 0 = 0. Hence (7) is satisfied.
We use the columns of Z to define the following matrices. For j ∈ [1 : k], let
These matrices will identify the eigenvectors and eigenvalues of the Hessian at (W, S).
Proof. From (5) and the above definitions,
Since
Orthogonality of the eigenvectors then follows by Lemmas B.1 and B.2. Substituting δ i,j and δ ′ i,j into (18) yields (17) . Specifically, λ min (∇ 2 J(W, S)) = −σ 1 when ω k = 0, and is monotone increasing as ω k increases, asymptotically to zero as ω k → ∞. So without a constraint on the size of ω k , there is no γ < 0 such that λ min (∇ 2 J(W, S)) < γ over this family of strict saddles.
The Canonical Points
We now examine the landscape around the canonical points specified by (11) . The analysis builds on that given in §3.2. Complete details are given in Appendix B. Here we summarize and discuss the main results.
We say that a canonical point is maximal if λ j = σ j , j ∈ [1 : q]. This holds if and only if the q columns ofŪ are left singular vectors of X for a set of its q largest singular values. If this does not hold, then we say that is (W, S) not maximal. In this case, there exists a least integer p ∈ [1 : q] such that λ p < σ p .
Theorem 3.3. Let 1 ≤ q ≤ min{k, m} and (W c , S c ) be a canonical point of the form (11) .
Proof. (a) If q = m, then by Theorem Theorem 3.3 confirms that the canonical points (11) are either global minima or strict saddles. By Theorem 2.1 the same holds for all critical points. This is the main result in [8] . The new contributions are the explicit formulas for the eigenvalues of the Hessian (see Appendix B for full details) and for the minimum eigenvalue of the Hessian at a canonical strict saddle (parts (b) and (c)). The latter expressions give insight into how the least eigenvalue of the Hessian changes over the family of canonical points. For example, if the rank of W c is min{k, m} (no zero columns in W ), the minimum eigenvalue of the Hessian depends on the separation of the squared values of two distinct nonzero singular values of X, σ p and λ k . In the best case, σ p is large and λ k is very small and the minimum eigenvalue is approximately −σ p . This minimum value increases as λ k increases. For typical data, this suggests that the worst case is when k is large, σ p = σ k and λ k = σ k+1 .
In contrast, when the rank of W c is q < min{k, m} (there are zero columns in W c ), and (W c , S c ) is maximal, the minimum eigenvalue depends only the size of a nonzero singular value of X and a singular value of the matrix C T 0 C 0 . This is given by the first line in (20) . Notice the similarity of this equation to the first equation in (17) . The same caveats given there, also apply here. When (W c , S c ) is not maximal, there are two ways that negative eigenvalues can arise and this results in two expressions competing to provide the least eigenvalue. This is displayed the second line of (20) .
When ω k−q = 0, the first term reduces to −σ p and this is the minimum of the two terms. As the value ω k−q increases so does the first term. Eventually, the second term is the least and this is a constant that does not depend on ω k−q .
Using Theorem 2.1 we can give a negative upper bound on λ min ∇ 2 J for any strict saddle (W, S). 
Proof. By Theorem 2.1, dividing the negative upper bound on λ min ∇ 2 J(W c , S c ) in Theorem 3.3 by |||L A ||| 2 gives a negative upper bound on λ min (∇ 2 J(L A (W c , S c ))).
Negative Upper Bound on λ min (∇ 2 J) Over Strict Saddles
For a maximal canonical point (W c , S c ) with q < min{k, m}, λ min (∇ 2 J(W c , S c )) given in the first line of (20) depends on a singular value of C 0 . Since there is no a priori bound on the singular values of C 0 , there is no uniform negative upper bound for λ min (∇ 2 J) over all canonical strict saddles. By this we mean that for no γ < 0 is it the case that λ min (∇ 2 J) < γ for all canonical strict saddles. Even if C 0 = 0, there is a second issue. Since |||A||| 2 is unbounded over GL k , the bound in Corollary 3.1 can be arbitrarily close to 0.. That does not say, however, that a uniform bound does not exist. This section examines this issue.
We first prove the negative result that even when C 0 = 0, there is no uniform negative upper bound for λ min (∇ 2 J(W, S)) over all strict saddles. Proof. Consider the curve of strict saddles {(W c a, a −1 S c ), a > 0} in Θ(W c , S c ). Corollary B.1 gives an expression for λ min (∇ 2 J(W c a, a −1 S c )). The expression indicates that λ min (∇ 2 J(W c a, a −1 S c )) can be made arbitrary close to 0 by making a sufficiently small or sufficiently large.
A Uniform Negative Bound for λ min (∇ 2 J) Over Strict Saddles in M 0
We now restrict attention to an interesting subset of X and show that there is a uniform negative upper bound for the minimum eigenvalue of the Hessian at all critical points in this subset.
M C is of interest for several reasons. First, the factorization problem (3) permits imbalance between W and S in the sense that A ∈ GL k can make W A very large (resp. small) while making A −1 S very small (resp. large) without changing the value of the objective. However, if (W, S) ∈ M C , the difference between the norms of W and S is bounded: W 2 F − S 2 F = trace(C). In particular, if C = 0, W 2 F = S 2 F . This is referred to as a balance condition [26, 27] . Second, the term C T 0 V T 0 in (11) is redundant and we have no a priori bound on its value. We show that for critical points in M 0 , C 0 = 0. Third, it is known that the M C is invariant under gradient flow. An initial value for (W, S) specifies C, and the gradient flow o.d.e. (W t , S t ) = −∇J(W t , S t )) ensures (W t , S t ) ∈ M C for t ≥ 0 [26, Theorem 1]. Lemma C.1 gives a self-contained proof of this result. Motivated by the above, we now focus on critical points in M 0 . Each critical point in M 0 must be in the orbit of some canonical point. We show below that the orbit of a canonical point intersects M 0 if and only if Λ is invertible and C 0 = 0. 
Since Λ 2 is diagonal and non-negative, the first requirement gives R 1 = Λ. Since R ≻ 0, we must have R 1 ≻ 0, and hence Λ ∈ GL q . The second requirement then gives R 3 = 0, and the third implies C T 0 C 0 = 0. This gives C 0 2 F = 0 and hence C 0 = 0. (b) If A ∈ GL k satisfies (22) and Q ∈ O k , then (AQ)(AQ) T = AA T . So AQ satisfies (22) .
For the rest of this section we only consider canonical points with C 0 = 0 and Λ ∈ GL q . The second condition requires q ≤ min{k, r}. This allows for factorization with k ≤ r, and with k > r. Under these assumptions we can apply L Λ 1 /2 to map the canonical point in (11) into M 0 . This yields (a) If q = min{k, r} and (W 0 , S 0 ) is maximal, then it is a global minimum.
Proof. Let (W 0 , S 0 ) be in the orbit of the canonical point (W c , S c ). 
is a negative eigenvalue of ∇ 2 J(W 0 , S 0 ). By Theorem 2.1 part (b), these are the only negative eigenvalues of ∇ 2 J(W 0 , S 0 ). Hence λ min (∇ 2 J(W 0 , S 0 )) = −(σ p − λ k ). 
Moreover, these are the only negative eigenvalues. The same proof for the same pairs i, j, shows that (G i,j , H j,i ) is also an eigenvector of ∇ 2 J(W 0 , S 0 ) with eigenvalue −σ i . By Theorem 2.1 part (b) these are the only negative eigenvalues of ∇ 2 J(W 0 , S 0 ). Hence in this case, λ min (∇ 2 J(W 0 , S 0 )) = −σ q+1 . Now suppose (W c , S c ) is not maximal. Then ∇ 2 J(W c , S c ) has two groups of negative eigenvalues and these are the only negative eigenvalues. Group 1: By Lemma B.4 and Lemma B.7, for each i ∈ [1 : r] and j ∈ [1 : q], with u T iŪ = 0 and σ i < λ j , ∇ 2 J(W c , S c ) has a negative eigenvalue. Group 2: By Lemma B.8, for each i ∈ [1 : r] and j ∈ [q + 1 : k], with u T iŪ = 0, ∇ 2 J(W c , S c ) has a negative eigenvalue. We show that for each pair of indices in each group, ∇ 2 J(W 0 , S 0 ) has a negative eigenvalue. First, by adapting the result in part (b) to the current situation, we see that −(σ i − λ j ) is a negative eigenvalue of ∇ 2 J(W 0 , S 0 ) for all pairs of indices i, j in group 1. Second, the first result in part (c) shows that −σ i is a negative eigenvalue of ∇ 2 J(W 0 , S 0 ) for all pairs indices i, j in group 2. By Theorem 2.1 part (b), these are all of negative eigenvalues of ∇ 2 J(W 0 , S 0 ). The least eigenvalue is attained in the second group by selecting i = p and j = q + 1. Hence in this case, λ min (∇ 2 J(W 0 , S 0 )) = −σ p . Theorem 4.3 provides an expression for λ min (∇ 2 J(W 0 , S 0 )) at each strict saddle (W 0 , S 0 ) ∈ M 0 . If q = k < r and (W 0 , S 0 ) is maximal, this value is a difference of two singular values. For example, if the first k + 1 singular values are distinct, then the largest possible value is ∆ k = − min 1≤j≤k σ j − σ j+1 . If the singular values are not distinct, the corresponding value is based on differences of the consecutive distinct values assumed by the σ j . When q < r < k, part (b) of the Theorem indicates that largest bound is −σ r independent of k. Corollary 4.2. There exists γ < 0 such that λ min (∇ 2 J(W 0 , S 0 )) < γ for all strict saddles in
Proof. The minimum eigenvalues in Theorem 4.3 can only take a finite set of negative values.
For q < k ≤ r and a generic distribution of singular values, we expect ∆ k to be the larger bound when k is small and −σ k to be the larger bound for larger k.
Conclusion
Our main contribution is to provide a more complete understanding of the landscape of simple matrix factorization. Our approach considers the orbits of critical points under the general linear group, and represents each orbit by a canonical point. Prior work tells us that a critical points of (3) are either global minima or a strict saddles [8] . We go beyond that result to determine the eigenvalues and eigenvectors of the Hessian at each canonical point. This determines the number of negative eigenvalues and leads to an expression for minimum eigenvalue of the Hessian at each canonical point. The latter expression allows us to show that the minimal eigenvalue was not uniformly bounded below zero over all strict saddles. There are two reasons for this. First, the matrix C 0 that appears, for example, in the family of critical points (0, C T 0 V T 0 ) can push the minimum eigenvalue of the Hessian towards 0. Second, moving a strict saddle along its orbit under GL k can also push the minimum eigenvalue of the Hessian towards 0. However, we show that constraining attention to a particular manifold M 0 , ensures the least eigenvalue of the Hessian at strict saddles is uniformly bounded below zero. We prove this by characterizing the critical points on M 0 and using this to obtain an explicit expression for λ min (∇ 2 J(W, S) for each strict saddle (W, S) in M 0 .
The manifold M 0 is special in that points on the manifold satisfy the so-called balance condition W 2 F = S 2 F . Moreover, it is known that M 0 is invariant under gradient flow [26, 27] . However, despite its special characteristics, continuity ensures that our results above degrade gracefully as one deviates from this particular manifold.
Finally, our development has used the natural setting of the problem, made no assumptions of symmetry or artificially created symmetry, and has avoided vectorization of the relevant differentials. We believe that this yields greater clarity and insight. For example, it permits us determine eigenvectors with a simple interpretable structure at every canonical critical point. We also posit that this approach is more amenable to generalization to related problems. 
A Auxiliary Lemmas and Proofs
for X . With respect to this basis, each (G, H) ∈ X has a unique coordinate vector g = φ(G, H) ∈ R k(m+n) , and each linear map L A : X → X , with A ∈ GL k , has a unique matrix representation M (L A ) ∈ R k(m+n) . We then have g A = M (L A )g where g A = φ(L A (G, H) ). Inner products are preserved using coordinates: (G, H), (G ′ , H ′ ) = g, g ′ . It is also easy to verify that L A T (G, H), (G ′ , H ′ ) = (G, H), L A (G ′ , H ′ ) . We then have
These expressions must be equal for all g, g ′ . Thus M (L A T ) T = M (L A ). Since ∇ 2 J(W, S) is a linear map on X , it has a matrix P in the given basis. Similarly, ∇ 2 J(L A (W, S)) has a matrix Q.
Since P and Q represent Hessian maps, both are symmetric matrices. By part (c) of Lemma 2.1, (c) Let (G, H) be an eigenvector of ∇ 2 J(W, S) with eigenvalue λ. By Lemma 2.1 part (c), H) . Thus λ is also an eigenvalue of ∇ 2 J(W A, A −1 S). A symmetric argument proves the converse result.
(d) Let λ = λ min (∇ 2 J(W, S)) have eigenvector (G, H). By Lemma 2.1 part (c),
Dividing the above equation by the squared norm of (GA, A −1 H) yields
where |||L A ||| denotes the induced norm of L A . The result then follows by Lemma A.1.
Proof. |||L A ||| = max (G,H) F =1 (GA, A −1 H) F . Let u (resp. v) be a unit norm eigenvector of AA T (resp. (AA T ) −1 ) with eigenvalue λ max λ max (AA T ) (resp. µ max λ −1 min (AA T )). Let (G, H) satisfy (G, H) F = 1 and maximize
If a nonzero row of G is replaced by a scaled version of u T with the same norm, the constraint remains satisfied and the objective can increase. The same holds if a nonzero column of H is replaced by a suitably scaled version of v. Hence there is an optimal (G, H) of the form G =
Thus the optimal value of (24) is min
The following lemma concerns S b ∈ R (k−q)×n introduced in the proof of Theorem 3.1. 
If v i is a column in V, then σ i = 0 and ΣV T v i = Σe i = σ i e i = 0. The proof forV is almost identical.
Since the columns inV are a subset of the columns in V, the first term is zero. The second term is zero by part (a).
Hence for every v i with a nonzero singular value that is not a column inV , v T i S T b = 0. Thus the columns of S T b lie in the span of the v i that are either columns ofV or of V 0 . Hence there existC, C 0 such that S T b =VC + V 0 C 0 .
B Hessian Eigenvalues and Eigenvectors
Let {z j } k j=1 denote an orthonormal basis in R k ,
Proof. It is clear that V contains k(m + n) vectors and that every vector in the first subset is orthogonal to every vector in the second subset. Each of the two subsets forming V is orthonormal. For example, Proof. The new vectors are orthogonal:
So span ((G i,j , αH s,t ), (G i,j , α ′ H s,t )) = span ((G i,j , 0), (0, H s,t )) . Hence (G i,j , αH s,t ), (G i,j , α ′ H s,t ) are orthogonal to all other elements of V.
B.1 A Full Rank Canonical Point
We now determine the eigenvalues and eigenvectors of the Hessian at a full rank canonical point (W c , S c ). Here W c ∈ R m×k has rank k. Hence k < m. It will be convenient to derive a slightly more general result by considering the curve {(W c a, a −1 S c ) : a ∈ R, a = 0} ⊂ Θ(W c , S c ). Each point (W, S) on this curve is a critical point. The following three lemmas obtain expressions for the k(m + n) eigenvalues and corresponding orthogonal eigenvectors of ∇ 2 J(W, S). To simplify the exposition we will assume r ≤ m ≤ n. Symmetric arguments cover the case n < m. For j ∈ [1 : k], we set G i,j = u i e T j , i ∈ [1 : m], and H j, 
(b) Alternatively, if i ∈ [r + 1 : m], the pair of vectors (G i,j , 0) and (0, H j,i ), are eigenvectors of ∇ 2 J(aW c , a −1 S c ) with eigenvalues ρ j = λ 2 j /a 2 ≥ 0, and ρ 0 = a 2 > 0, respectively.
Proof. (a) Under the stated assumptions, H) is an eigenvector of ∇ 2 J with eigenvalue ρ. Using (5) , this is equivalent to
In the present context these equations become H) if and only if α is a real root of the equation
This equation has two real roots α + and α − with α ± = 1 2σi
Using the first equation for ρ above and this result we find
It is readily checked from (B.1) that α + α − = −1. Hence these eigenvectors have the form
Then c, d > 0, ρ(α + ) = 1 /2(c − d), and ρ(α − ) = 1 /2(c + d). Clearly ρ(α − ) > 0. Simple algebra verifies that c 2 − d 2 = −4(σ 2 i − λ 2 j ). This gives the sign classifications of ρ i,j in (25) . (b) In this case, σ i = 0. Hence u T i X = 0 and Xv i = 0. In addition, The terms c and d, defined in (32), satisfy c < d. Hence d|ρ| dλ is negative and |ρ| is monotone decreasing in λ. It is clear from (37) that |ρ| is monotonically increasing in σ. So we let p be the least index such that σ p > λ p . Then σ p > λ p ≥ λ k . So we select λ = λ k . This gives (36). (a) If i ∈ [1 : r], there exist δ i,j , δ ′ i,j ∈ R with δ i,j δ ′ i,j = −1 such that (G i,j , δ i,jHj,i ) and (G i,j , δ ′ i,jH j,i ) are eigenvectors of ∇ 2 J(W c , S c ) with eigenvalues ρ i,j and ρ ′ i,j given in (17) . 
