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DESCRIPTIVE UNIONS. A FIBRE BUNDLE
CHARACTERIZATION OF THE UNION OF
DESCRIPTIVELY NEAR SETS
M.Z. AHMADα AND J.F. PETERSβ
P. Alexandroff and S.A. Naimpally
Abstract. This paper introduces an extension of descriptive intersection and
provides a framework for descriptive unions of nonempty sets. Fibre bundles
provide structures that characterize spatially near as well as descriptively near
sets, their descriptive intersection and their unions. The properties of four
different forms of descriptive unions are given. A main result given in this
paper is the equivalence between ordinary set intersection and a descriptive
union. Applications of descriptive unions are given with respect to Jeffs-Novik
convex unions and descriptive unions in digital images.
1. Introduction
Descriptively near sets were introduced in [8, 9], elaborated on in [5] and ap-
plied in a number of different contexts such as shape classification [12] [1], vortex
nerve structures [13], strongly proximal Edelsbrunner-Harer nerves [14], quantum
entanglement [15] and in the foundations of computational proximity [11]. The
introduction of such sets was motivated by the need to provide a framework for
representing both spatially as well as descriptively similar objects. A description
of an object is a real-valued feature vector that characterizes the object. Digital
images are a fertile ground for both spatial and descriptive nearness. For exam-
ple adjacent pixels are spatially near and pixels with the same intensity values are
descriptively near regardless of their spatial location.
To formulate spatial and descriptive nearness of sets, we require a structure
that links a set with its description. A probe function is a map φ ∶ 2K → Rn,
which assigns a n−dimensional vector valued description to all subsets of K. A
fibre bundle,(KΦ,K,pi,φ(U)), can be used to specify the link between a set and
its description. Here KΦ is the glossa (Latin for glossary) , K is the set, pi is
a continuous surjection and φ(U), U ⊂ K is the fibre. Kφ is a set in which each
element k of K is paired with its description φ(k)(the fibre), hence we call this
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structure a glossa. This structure can be represented as the following diagram.
φ(U) // KΦ
pi // K(1)
Moreover, this structure satisfies the local trivialization property. Hence, the fol-
lowing diagram commutes.
KΦ ⊃ pi
−1(U)
γ //
pi

U × φ(U)
proj
1ww♦♦♦
♦♦
♦♦
♦♦
♦♦
K ⊃ U
(2)
This means that in a small neighborhood U ⊂K, KΦ is homeomorphic( under map
γ) to U × φ(U). Note that pi ∶ KΦ → K maps each element in the glossa KΦ to
the corresponding element in K, in this small neighborhood pi−1(U) ⊂ K. This is
due to the fact that a fibre bundle is locally homomorphic to a product space but
can vary in structure globally. We also assume that every element of a set has a
description i.e. φ(k) ≠ ∅ for k ∈K.
2. Descriptive set theoretic operations
In this work, it is important to illustrate the distinction between K,KΦ and
φ(K). This distinction is centeral to the proposed framework that unifies the
spatial and descriptive aspects of a set. To ellaborate this distinction we present
the following example.
Example 1. Suppose we have four balls of three different colors, B1,B2,B3 and
B4. We can represent these objects as a set K = {B1,B2,B3,B4}. Now sup-
pose we have a function,φ that measures the color of each of these balls. Now
colors of the balls can be written as a set φ(K) = {φ(k) ∶ k ∈ K}. In this case
φ(K) = {Blue,Black,Blue,Green}. The glossa Kφ is the set in which each of
the elements is paired with its description,KΦ = {{k,φ(k)} ∶ k ∈ K}. In this case
Kφ = {{B1,Blue},{B2,Black},{B3,Blue},{B4,Green}}. Thus, the objects exist
in a broader universe KΦ, which pairs their spatial aspects K with their respective
descriptions φ(K). 
Union and intersection are two important set theoretic operations. Union is
defined as
Definition 1. Let A,B be two sets. Then,
A⋃B = {x ∶ x ∈ Aor x ∈ B},
and ⋃ is the union operator.
Intersection is defined as
Definition 2. Let A,B be two sets. Then,
A⋂B = {x ∶ x ∈ Aandx ∈ B},
and ⋂ is the intersection operator.
Here we will consider the extension of these operations to the framework of sets
with descriptions, termed as glossa.
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2.1. Descriptive Intersection. Notion of descriptive intersection was introduced
to study the similarity of sets in terms of their description [10]. It is defined as
follows,
Definition 3. Let A,B ⊂ K be two subsets of K and φ ∶ 2K → Rn be a probe
function. Then
A⋂
Φ
B = {x ∈ A ∪B ∶ φ(x) ∈ φ(A)andφ(x) ∈ φ(B)}
where ⋂
Φ
is the descriptive intersection.
We can represent this notion in the following diagram,
A
φ

A ∪B
aoo b // B
φ

φ(A)
pi
OO
c // φ(A) ∩ φ(B)
pi

φ(B)
pi
OO
doo
A⋂
Φ
B
(3)
Let us study some important properties of ⋂
Φ
.
Theorem 1. Let A,B ⊂ K be two subsets of a set K,φ ∶ 2K → Rn be the probe
function and pi ∶ Rn → 2K be a map such that pi ∶ x ↦ {y ∈ K ∶ φ(y) = x}. Then,
A⋂
Φ
B has following properties:
10 A⋂
Φ
B = A⋂
Φ
B.
20 A = ∅⇒ A⋂
Φ
B = {x ∈ B ∶ φ(x) = φ(∅)}.
30 A = B ⇒ A⋂
Φ
B = A.
40 A ∩B ⇒ A⋂
Φ
B.
50 A⋂
Φ
B /⇒ A ∩B.
60 (A⋂
Φ
B = A ∩B) ⇔ φ is an injective function.
70 A⋂
Φ
B ⊆ A ∪B.
Proof. 10 By interchanging A and B in the arrow diagram illustrated in eq. 3, we
get the following diagram:
B
φ

B ∪A
boo a // A
φ

φ(B)
pi
OO
d // φ(B) ∩ φ(A)
pi

φ(A)
pi
OO
coo
B⋂
Φ
A
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By the def. 1 A ∪ B is the set of elements in either A or B, and B ∪ A is the
set of elements in either B or A. It is clear that A ∪ B = B ∪ A. Moreover,
def. 2 φ(A) ∩ φ(B) is the set of elements common to both φ(A) and φ(B).
φ(B) ∩ φ(A) is the set of elements common to both φ(B) and φ(A). Hence,
φ(A)∩φ(B) = φ(B)∩φ(A). Now, as pi(φ(A)∩φ(B) = A⋂
Φ
B and φ(A)∩φ(B) =
φ(B) ∩ φ(A), this implies that pi(φ(A) ∩ φ(B)) = pi(φ(B) ∩ φ(A)). It is known
that pi(φ(B) ∩ φ(A)) = B⋂
Φ
A, thus A⋂
Φ
B = B⋂
Φ
A.
20 By subsituting A = ∅ in the diagram in eq. 3, we get the following:
∅
φ

∅∪B
aoo b // B
φ

φ(∅)
pi
OO
c // φ(∅) ∩ φ(B)
pi

φ(B)
pi
OO
doo
A⋂
Φ
B
The probe function is defined as φ ∶ 2K → Rn. Thus, φ(∅) is defined even when
∅ /∈ B. φ(∅) ∩ φ(B) ≠ ∅, as ∅ ⊂ 2B thus, φ(∅) ∈ φ(B). This is due to the fact
that ∅ is by definition included in the power set 2K of every set K. It can then
be established that pi(φ(∅) ∩ φ(B)) = pi(φ(∅)) = {x ∈ B ∶ φ(x) = φ(∅)}, as per
the definition of pi.
30 By subsitutting A = B in the arrow diagram of eq. 3 we get,
A
φ

A ∪A
aoo b // A
φ

φ(A)
pi
OO
c // φ(A) ∩ φ(A)
pi

φ(A)
pi
OO
doo
A⋂
Φ
A
We know from def. 2 that A ∩ A = A, thus φ(A) ∩ φ(A) = φ(A). Moreover,
pi(φ(A)) = A as for each z ∈ φ(A), pi ∶ z ↦ {x ∈ A ∶ φ(x) = z}.
40 As we know that φ is a function, thus by definition it can be one-to-one or many-
to-one but not one-to-many. Moreover, A ∩ B means that there are elements
common to both the sets. Thus due to the definition of a funciton φ(A ∩B) ⊂
φ(A) and φ(A ∩B) ⊂ φ(B) leading to φ(A ∩B) ⊂ φ(A) ∩ φ(B). Hence, φ(A) ∩
φ(B) ≠ ∅. Thus, A ∩B implies A⋂
Φ
B.
50 As we know that φ being a function can be either one-to-one or many-to-one
but not one to many. Keeping this in mind, and the fact that A⋂
Φ
B = pi(φ(A)∩
φ(B)). We can see that φ is a many-to-one function then it is possible that for
A,B ⊂ K, φ(a ∈ A) = φ(b ∈ B) without a = b. Which allows for a, b /∈ A ∩ B.
Thus, A⋂
Φ
B /⇒ A ∩B.
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60 ⇒∶ We know that A⋃
Φ
B = pi(φ(A) ∩ φ(B)). Thus, for A⋂
Φ
B = A ∩ B, each
element of A ∪ B must have a unique description. Hence, φ must be a
one-to-one or an injective function.
⇐∶ φ being an injection means that each element of a set has a unique descrip-
tion. Thus, only way for an element in φ(A) to be the same as an element
in φ(B), is to be in both A and B. Hence, A⋂
Φ
B = A ∩B.
Proving both (A⋂
Φ
B = A∩B) ⇒ φ is an injection and φ is an in injection⇒
(A⋂
Φ
B = A ∩B), leads to the conclusion that bijection,⇔, is true.
70 This is fact obvious from the def. 3. All the elements considered for the mem-
bership of A⋂
Φ
B are elements of A∪B. Then, we further narrow our search by
choosing the elements such that φ(x) ∈ φ(A) and φ(x) ∈ φ(B).

From this we can see that A⋂
Φ
B is generally distinct from both A ∩ B and
A∪B. Thus, it yields information that is different from both the spatial union and
intersection.
2.2. Descriptive Union. Now, let us move onto the idea of a descriptive union.
We will define different notions of union based on whether they are restrictive
or non-restrictive(spatially), and descriptive discriminatory or nondiscriminatory.
First, we define what these terms stand for as follows.
● restrictive: all the elements in A ∪B are considered.
● non-restrictive: only the elements in A ∩B are considered.
● descriptive nondiscriminatory: we consider element with any value of
description.
● descriptive discriminatory: we consider elements with specific values of
description.
For sets A,B ⊂K, the four different types of unions yielded by the above mentioned
categorization are listed in table 1. Now let us explore each type of descriptive union
Spatially
restrictive non-restrictive
D
e
sc
ri
p
ti
v
e
d
is
c
ri
m
in
a
to
ry
A ⋃˜
φ={i,j}
B A ⋃
φ={i,j}
B
n
o
n
d
is
c
ri
m
in
a
to
ry
A⋃˜
Φ
B A⋃
Φ
B
Table 1. Categorizing different types of descriptive unions
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in detail.
2.2.1. Restrictive and descriptive discriminatory union.
Definition 4. Let A ⊂ K be a subset in K and φ ∶ 2K → Rn be a probe function.
Then
A ⋃˜
φ={i,j}
B = {x ∈ A ∩B ∶ φ(x) = i or φ(x) = j},
where ⋃˜
φ={i,j}
is the spatially restricted and descriptively discriminant union.
This definition leads to the following diagram.
A
φ

A ∩B
aoo b // B
φ

{i}
g
$$■
■■
■■
■■
■■
{i}
k
zz✉✉
✉✉
✉✉
✉✉
✉
φ(A)
pi
OO
c
<<②②②②②②②②
d
""❊
❊❊
❊❊
❊❊
❊
{i} ∪ {j}
pi

φ(B)
pi
OO
e
bb❊❊❊❊❊❊❊❊
f
||②②
②②
②②
②②
{j}
h
::✉✉✉✉✉✉✉✉✉
{j}
l
dd■■■■■■■■■
A ⋃˜
φ={i,j}
B
(4)
Out of the elements of A ∩B, we only consider those with descriptions equal to i
or j. These values are selected beforehand for this purpose. The following theo-
rem presents important results regarding restrictive and descriptive discriminatory
union.
Theorem 2. Let A,B ⊂ K be subsets in K, φ ∶ 2K → Rn be a probe function and
pi ∶ Rn → 2K be a map such that pi ∶ x ↦ {y ∈ K ∶ φ(y) = x}.Then the following
properties are true for the restrictive and descriptive discriminatory union:
1o A ⋃˜
φ={i,j}
B = B ⋃˜
φ={i,j}
A.
2o A = ∅⇒ A ⋃˜
φ={i,j}
B = {∅ ∶ φ(∅) = i or φ(∅) = j}.
3o A = B ⇒ A ⋃˜
φ={i,j}
B = {x ∈ A ∶ φ(x) = i or φ(x) = j}.
4o Codomain(φ∣A∩B) = {i, j}⇔ (A ⋃˜
φ={i,j}
B = A ∩B).
5o {i, j} /∈Codomain(φ∣A∩B) ⇔ A ⋃˜
φ={i,j}
B = ∅.
6o i /∈Codomain(φ∣A∩B) ⇔ (A ⋃˜
φ={i,j}
B = A ⋃˜
φ={j}
B).
where φ∣A∩B is the restriction of φ to the domain A ∩B.
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Proof. 1o By subsituting A with B and vice versa in eq. 4 we get the following
diagram:
B
φ

B ∩A
aoo b // A
φ

{i}
k $$■
■■
■■
■■
■■
{i}
g
zz✉✉
✉✉
✉✉
✉✉
✉
φ(B)
pi
OO
e
<<②②②②②②②②
f
""❊
❊❊
❊❊
❊❊
❊
{i} ∪ {j}
pi

φ(A)
pi
OO
c
bb❊❊❊❊❊❊❊❊
d
||②②
②②
②②
②②
{j}
l
::✉✉✉✉✉✉✉✉✉
{j}
h
dd■■■■■■■■■
B ⋃˜
φ={i,j}
A
We know that elements in B and A are the same as the elements in A and B,
hence A∩B = B ∩A. The rest of the diagram is identical to eq. 4. From this we
can conclude that A ⋃˜
φ={i,j}
B equals pi({i} ∪ {j}) which equals B ⋃˜
φ={i,j}
A. Hence
A ⋃˜
φ={i,j}
B = B ⋃˜
φ={i,j}
A.
2o Let us substitute A = ∅ in eq. 5, to get the following diagram:
∅
φ

∅∩B
aoo b // B
φ

{i}
g
$$■
■■
■■
■■
■■
{i}
k
zz✉✉
✉✉
✉✉
✉✉
✉
φ(∅)
pi
OO
c
<<③③③③③③③③
d
""❉
❉❉
❉❉
❉❉
❉
{i} ∪ {j}
pi

φ(B)
pi
OO
e
bb❊❊❊❊❊❊❊❊
f
||②②
②②
②②
②②
{j}
h
::✉✉✉✉✉✉✉✉✉
{j}
l
dd■■■■■■■■■
∅ ⋃˜
φ={i,j}
B
We can observe from this diagram that ∅ ⋃˜
φ={i,j}
A is embedded in ∅ ∩ A = ∅.
But, as we know that φ ∶ 2K → Rn, thus we have a description for ∅ even if it
is not an element of the sets in question. This is because ∅ ∈ 2K , as empty set
is a subset of every set. From the definition of pi({i} ∪ {j}) will equal {∅} if
φ(∅) = i or φ(∅) = j. We are using the notion that X = ∅ and X = {∅} are
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different with the former being an empty set while the later having one element
which is the empty set itself.
3o By substituting B = A in eq. 5 we get the following diagram:
A
φ

A ∩A
aoo b // A
φ

{i}
g
$$■
■■
■■
■■
■■
{i}
k
zz✉✉
✉✉
✉✉
✉✉
✉
φ(A)
pi
OO
c
<<②②②②②②②②
d
""❊
❊❊
❊❊
❊❊
❊
{i} ∪ {j}
pi

φ(A)
pi
OO
e
bb❊❊❊❊❊❊❊❊
f
||②②
②②
②②
②②
{j}
h
::✉✉✉✉✉✉✉✉✉
{j}
l
dd■■■■■■■■■
A ⋃˜
φ={i,j}
A
It can be observed that A ⋃˜
φ={i,j}
A is embedded in A∩A = A. Using the definition
of pi, and def. 4 we can see that we get the elements of A ∩A = A that have a
description of i or j.
4o Codomain(φ∣A∩B) = {i, j} means that all the elements in A∩B have a descrip-
tion of either i or j. This reduced def. 4 to A∩B as every element in this region
satisfies the conditions on description.
5o {i, j} /∈ Codomain(φ∣A∩B) means that no element in A ∩B have a description
of i or j. Thus, def. 4 dictates that A ⋃˜
φ={i,j}
B = ∅.
6o ⇒∶ i /∈ (Codomain)(φ∣A∩B)means that no element in A∩B has the deescription
i. Under this assumption we can see that def. 4 will reduce to the definition
of A ⋃˜
φ={j}
B. Because all the elements having a description of i or j are the
same as all the elements having the description j. This is due to the fact
that no element has the description i.
⇐∶ A ⋃˜
φ={i,j}
B = A ⋃˜
φ={j}
B, means that the elements in A∩B having a description
i or j are the same as the elements having description j. This can only
happen if none of the elements in A ∩ B have the description i. Hence,
i ∈ Codomain(φ∣A∩B).
proving both ⇒ and ⇐ leads to the conclusion that ⇔ holds.

2.2.2. Non-restrictive and descriptive discriminatory union.
Consider taking into account, all the unique elements of sets A and B. Then, select
those elements which have either of the two values of description selected apriori.
This particular notion of a union is termed, spatially inrestricted as it starts from
A ∪ B and descriptively discriminant, as it then selects elements having either of
the two descriptions chosen beforehand. The resulting definition is
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Definition 5. Let A,B ⊂K be subsets in K and φ ∶ 2K → Rn be a probe function.
Then
A ⋃
φ={i,j}
B = {x ∈ A ∪B ∶ φ(x) = i or φ(x) = j},
where ⋃
φ={i,j}
is the spatially unrestricted and descriptively discriminant union.
From the definition we can construct the following .
A
φ

A ∪B
aoo b // B
φ

{i}
g
$$■
■■
■■
■■
■■
■
{i}
k
zz✉✉✉
✉✉
✉✉
✉✉
✉
φ(A)
pi
OO
c
<<②②②②②②②②
d
""❊
❊❊
❊❊
❊❊
❊
{i} ∪ {j}
pi

φ(B)
pi
OO
e
bb❊❊❊❊❊❊❊❊
f
||②②
②②
②②
②②
{j}
h
::✉✉✉✉✉✉✉✉✉✉
{j}
l
dd■■■■■■■■■■
A ⋃
φ={i,j}
B
(5)
Where {i},{j} are values of description, chosen before hand for analysis. We only
select the elements that have either of these descriptions.
We formulate important results regarding non-restrictive and descriptive dis-
criminatory union in the following theorem.
Theorem 3. Let A,B ⊂ K be subsets in K, φ ∶ 2K → Rn be a probe function and
pi ∶ Rn → 2K be a map such that pi ∶ x ↦ {y ∈ K ∶ φ(y) = x}.Then the following
properties are true for the non-restrictive and descriptive discriminatory union:
1o A ⋃
φ={i,j}
B = B ⋃
φ={i,j}
A.
2o A = ∅⇒ A ⋃
φ={i,j}
B = {x ∈ B ∶ φ(x) = i or φ(x) = j}.
3o A = B ⇒ A ⋃
φ={i,j}
B = {x ∈ A ∶ φ(x) = i or φ(x) = j}.
4o Codomain(φ∣A∪B) = {i, j}⇔ (A ⋃
φ={i,j}
B = A ∪B).
5o ∀A,B nonempty subsets of K and{i, j} /∈ Codomain(φ∣A∪B) ⇔ A ⋃
φ={i,j}
B =
∅.
6o i /∈Codomain(φ∣A∪B) ⇔ (A ⋃
φ={i,j}
B = A ⋃
φ={j}
B).
7o φ is an injective function and φ∣A∩B = {i, j}⇔ (A ⋃
φ={i,j}
B = A ∩B).
where φ∣A∩B is the restriction of φ to the domain A ∩B.
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Proof. 1o Interchanging A and B in the diagram illustrated in eq. 5, we get the
following
B
φ

B ∪A
boo a // A
φ

{i}
k $$■
■■
■■
■■
■■
■
{i}
g
zz✉✉✉
✉✉
✉✉
✉✉
✉
φ(B)
pi
OO
e
<<②②②②②②②②
f
""❊
❊❊
❊❊
❊❊
❊
{i} ∪ {j}
pi

φ(A)
pi
OO
c
bb❊❊❊❊❊❊❊❊
d
||②②
②②
②②
②②
{j}
l
::✉✉✉✉✉✉✉✉✉✉
{j}
h
dd■■■■■■■■■■
B ⋃
φ={i,j}
A
Comparing this to eq. 5, we observe that B ∪ A is the same as A ∪ B. This
is because x ∈ A or x ∈ B is equivalent to x ∈ B or x ∈ A. The rest of the
diagram is same as that in diagram 5. Thus, A ⋃
φ={i,j}
B = pi({i} ∪ {j}) is equal
to pi({i} ∪ {j}) = B ⋃
φ={i,j}
A.
2o By setting A = ∅ in the diagram 5 we get,
∅
φ

∅∪B
aoo b // B
φ

{i}
g
$$■
■■
■■
■■
■■
■
{i}
k
zz✉✉✉
✉✉
✉✉
✉✉
✉
φ(∅)
pi
OO
c
<<③③③③③③③③
d
""❉
❉❉
❉❉
❉❉
❉
{i} ∪ {j}
pi

φ(B)
pi
OO
e
bb❊❊❊❊❊❊❊❊
f
||②②
②②
②②
②②
{j}
h
::✉✉✉✉✉✉✉✉✉
{j}
l
dd■■■■■■■■■
∅ ⋃
φ={i,j}
B
As the diagram above shows that ∅ ⋃
φ={i,j}
B is embedded in ∅ ∪ B. We know
that ∅ ∪B = B and by the definition of pi, we can establish that ∅ ⋃
φ={i,j}
B is
equal to {x ∈ B ∶ φ(x) = i or φ(x) = j}.
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3o By setting A = B in diagram 5, we get
A
φ

A ∪A
aoo b // B
φ

{i}
g
$$■
■■
■■
■■
■■
■
{i}
g
zz✉✉✉
✉✉
✉✉
✉✉
✉
φ(A)
pi
OO
c
<<②②②②②②②②
d
""❊
❊❊
❊❊
❊❊
❊
{i} ∪ {j}
pi

φ(A)
pi
OO
c
bb❊❊❊❊❊❊❊❊
d
||②②
②②
②②
②②
{j}
h
::✉✉✉✉✉✉✉✉✉
{j}
h
dd■■■■■■■■■
A ⋃
φ={i,j}
A
This diagram illustrates that A ⋃
φ={i,j}
A is embedded in A ∪ A = A. By the
definition of pi, we can establish that A ⋃
φ={i,j}
A is {x ∈ A ∶ φ(x) = i or φ(x) = j}.
4o ⇒∶ Codomain(φ∣A∪B) = {i, j} implies that all the elements in A,B, have a
description of either i or j. Thus, the def. 5 is reduced to A∪B, since every
element in A ∪B has a description i or j.
⇐∶ Def. 5 implies that if A ⋃
φ={i,j}
B = A ∪ B, then the description of every
element is either i or j. Which means that Codomain(φ∣A∪B){i, j}.
Proving both ⇒ and ⇐ portions of the given statement implies that the
bijection, ⇔, also holds.
5o ⇒∶ {i, j} /∈ Codomain(φ∣A∪B) means that none of the elements in A or B has
the description of either i or j. Thus the def. 5 yields that A ⋃
φ={i,j}
B = ∅.
⇐∶ As both the subsets A,B ⊂ K are nonempty, A ⋃
φ={i,j}
B implies that none
of the elements of A or B have the i or j as their description. Hence,
{i, j} /∈ Codomain(φ∣A∪B).
Proving both ⇒ and ⇐ leads to the conclusion that ⇔, or the bijection also
holds.
6o ⇒∶ i /∈ Codomain(φ∣A∪B) means that none of the elements in the sets A or
B has the description i. This implies that all the elements of A∪B having
the description of i or j are the same as those elements of A∪B having the
description j.
⇐∶ We know that φ is a function hence it can be either many-to-one or one-to-
one, i.e. multiple elements can have the same description but it is not pos-
sible for an element to have multiple descriptions. A ⋃
φ={i,j}
B = A ⋃
φ={j}
B,
i.e. elements of A∪B having the descriptions of i or j are same as the ele-
ments of A∪B having the description of j, if there are no elements having
the description i. This means that i /∈ Codomain(φ∣A∪B).
Proving both the ⇒ and ⇐ establishes that ⇔ holds.
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7o ⇒∶ φ being an injective function forces each element to have a unique descrip-
tion. Combining this with the fact that when restricted to A∩B, φ = {i, j},
it can be observed that it is not possible for any element outside of A ∩B
to be either i or j. From def. 5, this leads to A ⋃
φ={i,j}
B = A ∩B.
⇐∶ A ⋃
φ={i,j}
B = A ∩ B requires that the elements in A ∩ B have description
of either i or j. This leads to the condition that φ∣A∩B . The additional
requirement forced by the antecedant is that no element outside A∩B have
the same description as that of elements inside. This calls for the map φ to
preserve the distinctness of elements. Such a fucntion is called an injective
function.
Hence, proving both ⇒ and ⇐ results in establishing the ⇔.

2.2.3. Restrictive and descriptive nondiscriminatory union.
Another possible definition is to consider a dual of descriptive intersection defined
in Def. 3 by replacing ∪ with ∩. The resulting notion of union is restrictive, since
it only considers the elements common to both sets A and B. Moreover, we donot
choose elements with specific descriptions, hence this notion is descriptive nondis-
criminatory. The resulting definition is as follows:
Definition 6. Let A,B ⊂K be subsets of K and φ ∶ 2K → Rn. Then,
A⋃˜
Φ
B = {x ∈ A ∩B ∶ φ(s) ∈ φ(A)or φ(x) ∈ φ(B)},
where ⋃˜
Φ
is the spatially restricted and descriptively indiscriminant union.
We can represent this definition as the following diagram.
A
φ

A ∩B
aoo b // B
φ

φ(A)
pi
OO
c // φ(A) ∪ φ(B)
pi

φ(B)
pi
OO
doo
A⋃˜
Φ
B
(6)
An important result regarding the spatially restricted and discriptively indiscrimi-
nant union is stated as follows.
Theorem 4. Let A,B ⊂ K be the two sets in K and φ ∶ 2K → Rn be a probe
function. Then,
A⋃˜
Φ
B ⇔ A⋂B.
Proof. It can be seen that every x ∈ A ∩ B satisfies the condition that φ(x) ∈
φ(A)andφ(x) ∈ φ(B). Thus it satisfies the condition that φ(x) ∈ φ(A)or φ(x) ∈
φ(B). Def. 6 reduces to A ∩B, hence proved. 
An other statement of the above result is that the description of every element
in A ∩B is either included in φ(A) or φ(B). Spatially restricted and descriptively
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indiscriminant union is equivalent to the usual interesction of sets ignoring the
description of constituent elements.
2.2.4. Non-restrictive and descriptive nondiscriminatory union.
We consider a definition of the descriptive union that considers all the unique ele-
ments of sets A and B, i.e. A ∪B. Moreover, we do not filter the elements chosen
based on their description and hence the notion of being descriptive nondiscrimi-
natory. With this in mind we propose the following definition,
Definition 7. Let A,B ⊂ K be two subsets of K and φ ∶ 2K → Rn be the probe
function. Then
A⋃
Φ
B = {x ∈ A ∪B ∶ φ(x) ∈ φ(A)or φ(x) ∈ φ(B)}
where ⋃
Φ
is the spatially unrestricted and descriptively indiscriminant union.
This can be illustrated using the following diagram.
A
φ

A ∪B
aoo b // B
φ

φ(A)
pi
OO
c // φ(A) ∪ φ(B)
pi

φ(B)
pi
OO
doo
A⋃
Φ
B
(7)
An important result regarding the spatially unrestricted and descriptively indis-
criminant union is presented in the following theorem.
Theorem 5. Let A,B ⊂ K be the two sets in K and φ ∶ 2K → Rn be a probe
function. Then,
A⋃
Φ
B ⇔ A⋃B.
Proof. It can be seen that every x ∈ A ∪ B satisfies the condition that φ(x) ∈
φ(A)or φ(x) ∈ φ(B). Thus, def. 7 reduces to A ∪B, hence proved. 
We can restate this principle by saying that description of elements in A ∪ B
are the same as φ(A) or φ(B). Thus, a spatially unrestricted and descriptvely
indiscriminant union is equivalent to the usual notion of union, that ignores the
descriptions of elements.
3. Applications
In this section we will use the notion of descriptive union developed in section 2.2.
We will try to emulate some concepts developed in literature using the set theoretic
union. This is to start a study in to wealth of structures that descriptive unions
have to offer.
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3.1. Convex union representable complexes. A collection of sets X , such that
for a set S ∈X any subset T ⊂ S is also inX , is called a simplicial complex (here after
referred to as a complex). A nerve complex is a collection of sets with a non-empty
intersection. The notion of a nerve complex was introduced by P. Alexandroff [2],[3],
elaborated by P. Alexandroff and H. Hopf [4] in the context of CW complexes and
generalized by H. Edelsbrunner and J.L. Harer [6]. If a complex can be represented
as a nerve of convex sets in Rd, then it is d-representable. An extension of this
concept is defined in [7]. A d-convex union representable complex is a nerve of
finite collection of convex open sets in Rd, with the additional property that the
union of these sets is also convex.
Let us define this idea in the context of descriptive set theoretic operations. We
begin by defining the idea of a descriptive nerve as follows:
Definition 8. Let U be a finite collection of sets, {U1,⋯, Un}. Then, the descriptive
nerve is defined as:
N
Φ
(U) = {{Ui}i⊂{1,⋯,n} ∶⋂
Φ
Ui ≠ ∅}
As we have four different types of descriptive unions we have four types of convex
union representable complexes. Here, we use the symbol ⋃
des
to represent all of these
in the definition of descriptive d-convex union representable complexes.
Definition 9. Let K be a simplicial complex and {U} be a collection of convex open
sets {U1,⋯, Un} ⊂ Rd. If K = N
Φ
(U) and ⋃
des
Ui is also convex for all i = 1,⋯, n.
Then, K is a d-convex union representable complex.
In the following theorem we formulate some results regarding convexity of the
descriptive union of convex sets. We formulate this theorem for the unions of two
sets as in the current paper our focus is on union as a binary operation.
Theorem 6. Let A,B ⊂K be two convex sets, let φ ∶ 2K → Rn be a probe function
and pi ∶ Rn → 2K be a map such that pi ∶ x↦ {y ∈K ∶ φ(y) = x}. Then the following
properties are true regarding the convexity of descriptive union:
1o p˜i(i) ∪ p˜i(j) is convex⇔ A ⋃˜
φ={i,j}
B is convex, where p˜i = pi ⊳ {2A∩B}.
2o pˆi(i) ∪ pˆi(j) is convex⇔ A ⋃
φ={i,j}
B is convex, where pˆi = pi ⊳ {2A∪B}
3o A⋃˜
Φ
B is convex
4o A ∪B is convex⇔ A⋃
Φ
B is convex
where f ⊳D is restriction of the range of a function f to D, a subset of the original
range of the function.
Proof. 1o From Def.4 it can be concluded that A ⋃˜
φ={i,j}
B is equivalent to x ∈ A∩B
such that φ(x) = {i, j}, that is equivalent to ˜pi(i) ∪ ˜pi(j). p˜i = pi ⊳ A ∩B, is the
range restriction of pi to 2A∩B. This is required as the range of pi is 2K . Once,
we establish this equivalence we can conclude that if ˜pi(i) ∪ ˜pi(j) is convex then
A ⋃˜
φ={i,j}
B is also convex and vice aversa. Hence, we can prove the bijection.
2o It can be established from Def. 5 that A ⋃
φ={i,j}
B is equivalent to x ∈ A∪B such
that φ(x) ∈ {i, j}. This can be expressed as ˆpi(i) ∪ ˆpi(j), pˆi = pi ⊳ 2A∪B is the
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restriction of range of pi to 2A∪B. This is necessary as the range of pi is 2K . Once
this equivalence is established, we can immediately conclude that if ˆpi(i) ∪ ˆpi(j)
is convex then A ⋃
φ={i,j}
B and vice aversa, thus proving the bijection.
3o It can be established from Thm. 4 that A⋃˜
Φ
B is equivalent to A ∩ B. The
intersection of convex sets is convex due to a well established result. If the
intersection contains a single point it is true by definition. In case of more than
one points, consider any two x and y. The definition of intersection constrains
the points to lie in both A and B. As both A and B are convex thus a line
joining the points would lie in both the sets and hence in A ∩ B. Thus, the
intersection of convex sets is also convex.
4o It can be established from Thm. 5 that A⋃
Φ
B is equivalent to A ∪B. Thus, if
A ∪B is convex this implies that A⋃
Φ
is convex and vice versa. Hence, proving
the bijection.

3.2. Descriptive unions in digital images. In this section we consider the ap-
plication of different descriptive unions to digital images. As mentioned earlier in
section 2.1, descriptive set theory started with the notion of an intersection, moti-
vated by the fact that sets in digital images can have similar color eventhough they
may be spatially far. Following is a brief account regarding each of the different
unions defined in section 2.2. We use one of the stock images used in MATLAB,
called peppers.png, showin in Fig. 1.1. This image has objects with different in-
tensities, which for the purpose of this study we take to be the description. Let
us write this down in mathematical notation, consistent with the one used in this
study.
Let I be the spatial region over which the image is defined, then 2I be the
set of all the possible regions in it. This spatial region is usually a subset of the
Euclidean plane R2, but different regions can be used if the application dictates so.
To put this in the context of digital images, the smallest region in an image that
can have a distinct description is a pixel. In digital photography a sensor array
measures the intensity of light falling on it via the lens. Each sensor measures
three values namely red,blue and green light intensities for each pixel. This act of
capturing an image can be represented as a map, φ ∶ 2I → R3. Thus, a digital
image is a glossa as defined in section 1, and can be written as IΦ. A fibre bundle
structure, (IΦ,I, pi, φ(U)), can be used to specify the relationship between image,
spatial region over which it is defined and the sensors used to acquire it. Here,
IΦ is the digital image, I is the region over which the image is defined, U ⊂ I,
φ ∶ 2I → R3 models the imaging sensors and pi ∶ IΦ → I is a continuous surjection.
This structure satisfies Eqns. 1 and 2.
Moreover, in digital images there are a lot of artifacts that effect intensity values
captured by the sensors. These include but are not limited to quantization noise,
uneven illumination and electronic noise etc. To take these into account we use a
tolerance value when equating intensity values. Instead of ∥φ(A) − φ(B)∥2 = 0 ⇒
φ(A) ≃ φ(B), we consider ∥φ(A) − φ(B)∥2 ≤ η ⇒ φ(A) ≃ φ(B). Here, η is an
arbitrary positive number and A,B ⊂ I.
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1.1: Original image 1.2: Two subsets in the image
1.3: ⋃˜
η,φ={[254,224,198],[208,35,37]}
1.4: ⋃
η,φ={[254,224,198],[208,35,37]}
1.5: ⋃
η,Φ
1.6: ⋃˜
η,Φ
Figure 1. This figure illustrates how the different descriptive
unions defined in section 2.2, work in the case of a digital im-
age presented in Fig. 1.1. The hexagonal intersecting subsets, that
we select are shown in Fig. 1.2. These are colored green and red
for the purpose of identification. The values of parameters for
this experiment are η = 60 and φ = {[254,224,198], [208,35,37]}.
Fig. 1.3 is the illustration of restrictive and descriptive discrim-
inatory union. Fig. 1.4 shows the non-restrictive and descriptive
discriminatory union. Fig. 1.5 is the restrictve and descriptive non-
discriminatory union. Fig. 1.6 is the non-restrictive and descriptive
non-discriminatory union.
3.2.1. Restrictive and descriptive discriminatory union.
Let us present a modified version of the original definition(def. 4) to incorporate
tolerance.
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Definition 10. Let A ⊂ K be a subset in K,φ ∶ 2K → Rn be a probe function and
η be an arbitrary positive number. Then
A ⋃˜
η,φ={i,j}
B = {x ∈ A ∩B ∶ ∥φ(x) − i∥2 ≤ η or ∥φ(x) − j∥2 ≤ η},
where ⋃˜
η,φ={i,j}
is the spatially restricted and descriptively discriminant union with
a tolerance.
Now we move on to the application of this concept to the digital image shown in
Fig. 1.1. We select two subsets with a non-empty intersection as shown in Fig. 1.2,
one of the sets is coloured green and the other one red for identification. From
def. 10, it can be established that we are restricted to the intersection (a diamond
shaped region) of regions under consideration. For this experiment we set η = 60
and φ = {[254,224,198], [208,35,37]}. Thus, A ⋃˜
η,φ={i,j}
B is the set of pixels in
A ∪ B within the tolerance range of [254,224,198] or [208,35,37]. This is shown
in Fig. 1.3.
3.2.2. Non-restrictive and descriptive discriminatory union.
We start by presenting a version of def. 5 that incorporates tolerance.
Definition 11. Let A,B ⊂K be subsets in K, φ ∶ 2K → Rn be a probe function and
η be an arbitrary positive number. Then
A ⋃
η,φ={i,j}
B = {x ∈ A ∪B ∶ ∥φ(x) − i∥2 ≤ η or ∥φ(x) − j∥2 ≤ η},
where ⋃
η,φ={i,j}
is the spatially unrestricted and descriptively discriminant union with
a tolerance.
Similar to the previous experiment we set η = 60 and φ = {[254,224,198], [208,35,37]}.
We select two subsets A,B as shown in Fig. 1.2. Def. 11 states that A ⋃
η,φ={i,j}
B
lies within A ∪B and consists of the pixels with intensity in the tolerance range of
either [254,224,198] or [208,35,37]. We can see this illustrated in Fig. 1.4.
3.2.3. Restrictive and descriptive nondiscriminatory union.
A version of def. 6 adjusted to account for tolerance is as follows.
Definition 12. Let A,B ⊂ K be subsets of K, φ ∶ 2K → Rn and η be an arbitrary
positive number. Then,
A⋃˜
η,Φ
B = {x ∈ A ∩B ∶ ∥φ(s) − φ(A)∥2 ≤ η or ∥φ(s) − φ(B)∥2 ≤ η},
where ⋃˜
η,Φ
is the spatially restricted and descriptively indiscriminant union with a
tolerance.
The two subsets under consderation are presented in Fig. 1.2. It can be seen
that A ⋃˜
η,Φ
B is restricted to A∩B. It consists of all the pixels in A∩B that have the
description matching any of the pixels in A or B. A result stating the equivelence
of this union to the A ∩B was theorized for the case without tolerance in Thm. 4.
We can reformulate this for the case in which we consider tolerance as follows.
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Theorem 7. Let A,B ⊂ K be the two sets in K, φ ∶ 2K → Rn be a probe function
and η be an arbitrary positive number. Then,
A⋃˜
η,Φ
B ⇔ A⋂B.
Proof. It can be seen that every x ∈ A ∩ B satisfies the condition that φ(x) ∈
φ(A)andφ(x) ∈ φ(B). These can be rewritten as ∥φ(x) − φ(A)∥2 = 0 and ∥φ(x) −
φ(B)∥2 = 0. These conditions are more restrictive than the ones required for A ⋃˜
η,Φ
B
namely, ∥φ(x) − φ(A)∥2 ≤ eta and ∥φ(x) − φ(B)∥2 ≤ η, as η > 0. Thus, any element
x satisfying ∥φ(x) − φ(A)∥2 = 0 and ∥φ(x) − φ(B)∥2 = 0, satifies ∥φ(x) − φ(A)∥2 ≤ η
and ∥φ(x) − φ(B)∥2 ≤ η. Thus, Def. 12 reduces to A ∩B, hence proved. 
We can see the theorem in action when studying this particular union for digital
images. The parameters η = 60 and φ = [254,224,198], [208,35,37] are set as in the
previous cases. The sets selected are shown in Fig. 1.2. We can see from Thm. 7
that A ⋃˜
η,Φ
B is the same as A ∩B, as shown in Fig. 1.5.
3.2.4. Non-restrictive and descriptive nondiscriminatory union.
Modification of def. 7 to include tolerance is given below.
Definition 13. Let A,B ⊂ K be two subsets of K, φ ∶ 2K → Rn be the probe
function and η be an arbitrary positive number. Then
A⋃
η,Φ
B = {x ∈ A ∪B ∶ ∥φ(s) − φ(A)∥2 ≤ η or ∥φ(s) − φ(B)∥2 ≤ η}
where ⋃
η,Φ
is the spatially unrestricted and descriptively indiscriminant union with
a tolerance.
The parameter values are set for this experiment to η = 60 and φ = {[254,224,198],
[208,35,37]} and the subsets used are the same as those shown in Fig. 1.2. We
can see this in def. 13, that A ⋃
η,Φ
B are the pixels inside of A∪B with intensities in
the tolerance range of [254,224,198] or [208,35,37]. Thm. 5 states that this union
is equivalent to A ∪B for the case without tolerance. We can formulate a similar
result for the case with tolerance.
Theorem 8. Let A,B ⊂K be the two sets in K, φ ∶ 2K → Rn be a probe function,
and η is an arbitrary positive number. Then,
A⋃
η,Φ
B ⇔ A⋃B.
Proof. It can be seen that every x ∈ A ∪ B satisfies the condition that φ(x) ∈
φ(A)or φ(x) ∈ φ(B). These statements are equivalent to ∥φ(x)−φ(A)∥2 = 0 or ∥φ(x)−
φ(B)∥2 = 0. The conditions for x inA ∪ B to be in A ⋃
η,Φ
B are ∥φ(x) − φ(A)∥2 ≤
η or ∥φ(x) − φ(B)∥2 ≤ η. It is straigh forward that ∥φ(x) − φ(A)∥2 = 0 ⇒ ∥φ(x) −
φ(A)∥2 ≤ η and ∥φ(x)− φ(B)∥2 = 0⇒ ∥φ(x) −φ(B)∥2 ≤ η. Thus, def. 13 reduces to
A ∪B, hence proved. 
We can see this equivalence illustrated for the case of digital images in Fig. 1.6
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4. Conclusion
This study extends the notion of descriptive intersection and presents it in the
newly defined framework of descriptive unions called glossa. We use fibre bun-
dles to explain the relationship between a set and the description of its elements.
We propose four different notions of descriptive union and determine their prop-
erties. Moreover, we consider the application of these unions in d-convex union
representable complexes and in digital images.
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