Abstract. We present a classification work performed on industrial parts using artificial vision, a support vector machine (SVM), boosting, and a combination of classifiers. The object to be controlled is a coated heater used in television sets. Our project consists of detecting anomalies under manufacturer production, as well as in classifying the anomalies among 20 listed categories. Manufacturer specifications require a minimum of ten inspections per second without a decrease in the quality of the produced parts. This problem is addressed by using a classification system relying on real-time machine vision. To fulfill both real-time and quality constraints
Introduction
We present a classification work performed on industrial parts using artificial vision, a support vector machine ͑SVM͒, boosting, hyperrectangles, and a combination of classifiers. The object to be controlled is a coated heater used in television sets. As shown in Fig. 1 , the part consists of a spiraled wire ͑the body͒ and a straight shape called "legs." The inspection is complex due to the 3-D geometry of the part and its high intrinsic variability in terms of geometry and coating.
Prior to this study, human inspectors were in charge of detecting and classifying the defects. Unfortunately, the time required by the inspection procedure was far too long and the missclassification rate too high. Our project consists of detecting anomalies under manufacturer production as well as in classifying the anomalies among 20 listed categories. Examples of such anomalies are presented in Fig. 2 . Some flaws concern the coating ͑local discoloration, buds, or scaled surface͒ and others concern the geometry ͑joined legs, joined spiral, global deformation of the spiral, etc.͒. Anomalies will affect the temperature properties of the heater and therefore have to be detected. The principal complex task of this project is the presence of numerous acceptable flaws, such as the small local discoloration presented in the top right image of Fig. 2 .
Manufacturer specifications require a minimum of ten inspections per second without a decrease in the quality of the produced parts. This problem can be solved with a classification system relying on real-time machine vision. Numerous papers in the literature [1] [2] [3] [4] describe anomaly detection using a classification method ͑often neural network based͒. However, it has been proven in the literature that other methods such as SVM 5 can lead to efficient results in real cases, [6] [7] [8] with some advantages compared to classical neural networks ͑smaller number of parameters to be tuned, higher speed of training step, etc.͒. This method is not yet commonly used in quality control by artificial vision, and we show in this work that the results can fulfill industrial constraints. We also show that in spite of the intrinsic good generalization power of the SVM method, a combination with a single classification tree can improve the final performances. To compare the SVM performances, results obtained by a boosting method 9 and a hyperrectangle-based algorithm 10, 11 are presented. The first part of the work presents the acquisition system, the segmentation phase, which leads to the feature extraction necessary to characterize the spiral shape of the object. Different kinds of classification features ͑geometri-cal measurements, statistical information using gray-level value, etc.͒ are extracted from processed images. These features are used as an input of a supervised classification method. In the second part, the three main classification methods involved in this project are reviewed. The third part is dedicated to experiments. The three classification algorithms are compared using a preliminary set of features. Two ways of improvement of the classification results are then proposed: a feature selection with SVM decision used as a criterion function, and a tree-based combination method with SVM. This combination allows mainly decreasing the false alarm rate while the nondetection rate is maintained within the manufacturer's constraints.
Acquisition System, Definition of Anomalies and Feature Extraction 2.1 Acquisition and Lighting System
Images of the parts are obtained with a monochrome mega pixel camera ͑Jai CV M1͒. The parts are illuminated by red pulsed LEDs synchronized with the part motion ͑Fig. 3͒. A lighting system, based on pulsed LEDs, allows robust and uniform illumination of the outside of the spiraled part. A rate of ten ͑1024ϫ 1024 pixels͒ images per second using a PC-vision board and two Intel Pentium IV 1-GHz processors is reached. This resolution is requested to simultaneously perform dimensional and textural controls. The lighting system and the optical setup were optimized as in Ref. 12 to obtain good quality images.
Definition of Anomalies to be Detected-
Sampling An inventory of 20 anomalies of texture and structure, such as discoloration, scaled surface, stripes, cracks, surface flaws, buds, and joined spiral was created.
In this study, our attention was only focused on the five predominant flaws. These five flaws have been selected by the industrial partner as the most critical for production.
To classify these anomalies and evaluate the performances of the final system, training and test sets were built from 1606 sound pieces and 245 defected pieces ͑Table 1͒. Since the number of available samples per categories of flaw is very small, a ten-fold cross-validated error was used to evaluate the classification performances.
Feature Extraction
Four major steps are successively achieved on the image.
Localization. During the first step, the spiral is localized in the image. It reduces the computing time of the next processes.
Segmentation. During the second step, the image is segmented to isolate the upper side body ͑spiral shape͒ from the background scene. This is easily achieved by combining Wen's threshold images 13 and Sobel's thresheld images with logical operators. The resulting binary shapes are labeled and each is referred to as a seed in a morphological growing algorithm leading, as shown in Fig. 4 , to the seg- Indexation. The third step is the final labeling of each arm, which is identified and classified using its gravity center abscissa ͑Fig. 5͒. This step, obtained with the wellknown connected components labeling algorithm, allows a thorough indexation of all arms. During this process, a surface filtering is achieved and artifacts ͑small regions͒ that are less than an arbitrary set threshold are removed.
Features extraction. The fourth step is the extraction of a large set of features on the original images as well as on the processed images. The dimension d of the initial feature space is 180. The features have been defined regarding the industrial constraints concerning the dimension of the part, and our prior knowledge about flaws to be detected.
• The "local discoloration" produces a small region brighter than other pixels in the arm. It will be detected by statistical measurements such as standard deviation or mean of luminance. This measurement is performed on the full arm or can be reduced to smaller analysis windows. Acceptable local discolorations are usually of small areas. The measurement of the area of such regions could then be performed.
• A "joined spiral" produces a small deformation of the arm shape. The luminance of this deformation is similar to the arm luminance. Therefore, this flaw cannot be detected with the previous features. Nevertheless, it can be detected by measurements such as the mean and the standard deviation of the interarm distance, or with the features of the line ͑slope, y intercept͒ that represents the best model of the arm.
• A "scaled surface" produces deformations of the arm shape and generates regions brighter or darker than the arm. It will be detected by a combination of the previous features.
• "Buds" produce small bright regions localized on the border of the arm. The area of this region is usually smaller than the area measured for a joined spiral.
• "Joined legs" produce a dark line in the white part of the leg, and a double bright line in the right part of the leg. The number of legs in this case is easily detected by the measurement of the number of maxima detected in the right part of the leg.
Some of these features are presented in Fig. 6 : the arms and the global orientation of the spiraled shape are modeled by lines, and the line features are used as classification features. The estimated gravity centers of each arm enable the "horizontal" line to be determined. The entire features space ͑some details are given in Table 2͒ is made of the following.
• A subset of 77 ͑11 values per arm͒ standard statistical features ͓mean of luminance, Eq. ͑1͒, standard deviation of luminance, local contrast, Eq. ͑2͔͒ computed on each arm in window masks. Window sizes were decided regarding the size of the smallest flaws ͑mainly local discolorations and buds͒ to be detected ͑5 ϫ 5, 7 ϫ 7, and 9 ϫ 9 pixels square͒. The local mean m͑i , j͒ in a square ͓͑2N +1͒ ϫ ͑2N +1͔͒ neighborhood is defined by:
where z͑i , j͒ is the gray level of the pixel of coordinates ͑i , j͒. We also use the V͑i , j͒ local contrast in an ͓͑2N +1͒ ϫ ͑2N +1͔͒ neighborhood, which can be expressed as follows: • A subset of features, also based on arm luminance, is used for the detection of local discoloration. As previously mentioned, this flaw is characterized by a small region of pixels brighter than their neighbors. To process these features, two types of arm regions named P i and Q i are defined using different thresholds. The region P i of the i'th arm is defined by the pixels z k for which luminance is greater than a fixed threshold s i :
where m i and i are the mean of luminance and standard deviation of the i'th arm. The region Q i is defined using a threshold s i Ј:
The value of n and m are empirically defined with n Ͻ m, ensuring that the regions Q i are brighter than the region P i ͑typically n = 3 and m =5͒. To well classify small acceptable flaws, we compute the area ͑number of pixels͒ of each region P i and Q i , and the final used features are the maximum value of these areas:
The next feature computed from the simple sum of pixel luminance of pixels that belong to region P i :
Thus, if a large area of light pixels is present, the value of B should be high, and if a large area of middle range luminance is present, the values of A and C should be high.
• A subset of dimensional and macroscopic textural features aimed at detecting joined arms of spiral flaw and scaled surfaces.
Review of Classification Methods
As mentioned in the introduction, three families of classifiers were studied in this project. The choice of the first one, hyperrectangles, is justified by the good results obtained with such a method in other real cases, 14, 15 and its ability to be implemented at low cost of hardware. 16 The second one, based on the Adaboost algorithm, is also well suited to fast implementation. The choice of the third one, SVM, is justified by its important theoretical background in terms of machine learning, its good generalization power often compared to neural networks, and by the existence of powerful training algorithms.
Hyperrectangles-Based Method
This method divides the attribute ͑or feature͒ space into a set of hyperrectangles for which simple comparators may easily satisfy the membership condition. During the training step, one hyperrectangle is built for each learning sample. The bounds of this hyperrectangle are constrained by hyperrectangles of opposite classes. Resulting hyperrectangles are then merged together in a way that there is no possible overlap between hyperrectangles of opposite classes. During the decision step, a new sample is classified regarding its membership to one hyperrectangle of a given class. This method belongs to the same family as the nested generalized exemplars ͑NGE͒ algorithm, which performances were compared to the k nearest neighbor ͑kNN͒.
11
These studies show that, although the division of the feature space is simple, the performance in terms of classifi- Number of detected arms-S 1
Number of detected legs-P 1
Arm area 7
Mean gray level of each arm 7
Standard deviation of gray level in arms Difference between line characteristics of first-order arms inertial axis fitting on two consecutive arms cation rate is similar to the kNN method and mainly significantly faster during the decision phase. Moreover, it has been shown that the method possesses a good generalization power and works quite well with a poor sampling. This method is easy to use, and can be implemented for realtime classification, using hardware 17 or software optimization. It can also be seen as a particular case of radial basis function ͑RBF͒ neural network with a simple Heaviside function used as an activation function.
Boosting
The basic idea introduced by Schapire and Freund 18, 19 is that a combination of single rules or "weak classifiers" gives a "strong classifier." Each sample is defined by a feature vector x = ͑x 1 , x 2 , ... ,x d ͒ T in a d-dimensional space and its corresponding class: C͑x͒ = y ͕−1, +1͖ in the binary case. We define the learning set S of p samples as:
Each sample is weighted after each iteration of the process ͑which consists of finding the best weak classifier as possible͒, the weights w of the misclassified samples are increased, and the weights of the well classified sample are decreased.
The final class y is given by:
where both ␣ t and h t are to be learned by the following boosting procedure ͑Adaboost͒: The weak classifier used in this study is a single hyper plan parallel to the feature space axis. The main advantages of this method are the small number of parameters to tune ͑T, which can be automatically chosen͒, and the automatic feature selection performed using this weak classifier, since one feature is selected at each step of the Adaboost algorithm.
Support Vector Machine
A support vector machine ͑SVM͒ is a universal learning machine developed by Vapnik 20 in 1979. SVMs are known to achieve good results in many pattern recognition problems. SVM performs a nonlinear mapping of the input vector ͑features͒ from the input space R d into a high dimensional feature space H; the mapping is performed by a kernel function. The decision function is:
where x is the input vector, y is the support vector output and in the set ͕−1,1͖, and b is a scalar bias. Here, s i belongs to the set of support vectors defined in the training step, as well as the set of ␣ i values. We used during this study mainly the RBF kernel ͓Eq. ͑4͔͒:
The main advantage of this kernel ͑which also allows seeing the SVM method as a RBF neural network͒ is that the only parameter to be tuned is ␥. Vapnik in Ref. 5 , chose ␥ =1/d, where d is the dimensionality of the input space. However, this choice does not guarranty that the classification error will be optimum. We then define an iterative algorithm that uses different values of ␥ and chooses the best following the decision rule ͓according to the manufacturer's specifications, for which the false alarm rate ͑FAR͒ has to be less than 1%, and the nondetection rate ͑NDR͒ has to be less than 20%͔: 
͑5͒
The rates are here defined as relatives to the class to be detected ͑NDR= 100ϫ number of nondetected flaws divided by the number of samples of the considered flaw͒. In terms of manufacturer constraints, the global system is validated if l͑g͒£ 1. For each value of g varying from 1 / d to 5, FAR͑g͒, NDR͑g͒, and the criterion l͑g͒ were computed, and finally the value of g, which minimizes l, was chosen.
than both the Adaboost and hyperrectangles methods. These preliminary experiments are performed mainly to validate the ability of the candidate features and the candidate classification methods to detect each flaw type. Consequently, each flaw is detected in this case independently from each other. However, even with the SVM algorithm, manufacturer specifications could not be reached. This is mainly due to the small number of defected pieces available in the training set, regarding the feature space dimension. Moreover, in spite of its known robustness, the SVM method seems to be sensitive to discreet features such as the number of detected legs, the number of detected arms, or the position of the spiral in the rectangle of interest. We then developed two ways of optimization. The first one is a classical feature selection, which removes irrelevant features ͑improving at the same time the whole classification speed͒. The second one is a combination of SVM and a classification tree, extracting from the feature set a subset of binary features.
Optimization Using Feature Selection
Several methods are commonly used to perform feature selection. One of the most popular is the principle component analysis ͑PCA͒. 21, 22 This method has been tested and the results were not relevant for our kind of application. Indeed, the elastic structure of the spiral creates high dependencies between some features. Moreover, some features had to be linked to take into account that some flaws are often not available in the sample set for each arm. Therefore, the PCA method cannot be applied without linking these features. It would then be necessary to classify manually every arm separately, which is a very time-consuming operation incompatible with the manufacturer's constraints.
We implemented a sequential backward floating selection ͑SBFS͒ [23] [24] [25] and performed a feature selection for each flaw, including the created link between the features in the procedure. The criterion function used to select a feature is based on the results obtained after a learning-test step of the SVM method. This is a high computational time method but a more coherent way to select a good subset of features relative to the SVM decision function.
The selected features are, for example, as follows.
D1 ͑local discoloration͒: standard deviation of the mean of luminance and local contrast computed in 7 ϫ 7 windows ͑other window sizes where removed͒ and the features A, B, and C.
D2 ͑buds͒: standard deviation of the mean of luminance computed in 7 ϫ 7 windows, features A, B, and C, and standard deviation of interarm distance. D3 ͑joined spiral͒: number of detected arms, standard deviation of the interarm distance, distance between the gravity center of each arm, difference between line characteristics of first-order arms inertial axis fitting on two consecutive arms, and mean of luminance. D4 ͑scaled surface͒: number of detected arms, the standard deviation of luminance computed in 9 ϫ 9 windows, arm area, mean luminance of each arm, standard deviation of the interarm distance and of the luminance in arm, A, B, C. D5 ͑joined legs͒: number of detected legs, line characteristics of the first-order inertial axis, left and right border of each arm fitting, Oroi, and line characteristics of first-order legs fitting ͑upper sides͒.
Since flaws are still here considered independently, we chose to optimize the detection of each flaw independently. The final decision can be done by merging the five decisions of each elementary classifier. Results presented in Table 4 clearly show that the feature selection step enables better detection for all flaws but the third one ͑joined spiral͒, which is clearly the most difficult to detect. Indeed, a joined spiral produces local deformation of the arm, and this should be detected mainly by the measurement of the standard deviation of the arm's width. However, the intrinsic variability of the arm's width is high, explaining the poor results of the detection. Moreover, the too small number of samples ͑24͒ does not allow good training of the Table 3 Classification results of 1606 flawless observation versus one type of flaw, using the full set of features. classification method. The manufacturer's constraints are reached only in the last case, where the detection is easy to perform due to the particular nature of the joined-legs flaw. However, the main interest of the manufacturer is to globally detect the defected pieces from the nondefected ones. Flaws from classes 1 to 5 were then merged in a flaw class, and a cross-validation with SVM, Adaboost, and hyperrectangles algorithms were performed. Results are summarized in Table 5 .
Features selection optimizes the classification rate; however, the nondetection rate is still important, even with smaller subsets of features ͑the final size of the feature set is d = 100, after elimination of redundancies between different flaws͒. In that case, the results obtained with the SVM are better than those obtained with the Adaboost or hyperrectangles methods. This confirms the idea that SVM is a robust method, with a high generalization power, but still needs a high number of samples during the training step.
Optimization Using Combination of a Support
Vector Machine and a Classification Tree The last way we explored to improve the final performances was to combine a single-threshold-based decision tree with a SVM-based model. As presented in Ref. 26 , it is possible to improve classification performances by combining classifiers using a single rule such as logical operations. This is also one of the principles of the Adaboost method. We herein combine logical operations and a tree-based method. 27 The first node of the tree is made from the features that are manually extracted using prior knowledge defined by the manufacturer:
• piece has two legs-feature P-yes or no • piece has two white parts called boots-feature B-yes or no • piece has the right number of spirals ͑depends on the manufacturers specifications͒-feature N-yes or no. Then the piece is rejected ͑flaw͒ End if End for A learning step is performed with a classification method on BЈ and built a model M using a classification algorithm.
And the test step: For every piece X with N dimensional pattern xÎT If P͗x͘B͗x͘N͗x͘D͗x͘ = 1 the piece is a flaw one. Then Use the classification model M and predict the class of X End if End for We depicted in Figs. 7 and 8 the learning and decision trees. Due to the nature of the piece, this method is easy to use. Strong constraints on the part led us to build a "coarseto-fine" approach, which allows us to reach the manufacturer specifications.
Results are summarized in Table 6 . Since the priority of the detection was given by the manufacture to the FAR, we can here conclude that the gain is important in the SVM case: FAR is 30% better than in the previous paragraph, and the relative gain on opt is 7%. The result of boosting is unchanged, due to the nature of the original algorithm, which is a tree.
The main advantage of the combination is to improve the performance regarding the FAR. However, this approach is less general than the standard SVM training procedure and cannot be applied systematically in quality control. Moreover, the use of the tree reduces the number of samples available for the training step of the supervised classification. This can be critical in some applications for which it is often difficult to obtain such samples.
The low-quality results of the hyperrectangle based method is mainly due to the presence of non-classified samples ͑samples outside of all hyperrectangles͒. This situation occurs when the number of samples is small regarding the feature space dimension. This is also the case for the Adaboost procedure: the quality of the optimum threshold estimation at each iteration depends of the number of samples in the database.
To analyze classification errors, we give in Figs. 9͑a͒-9͑d͒ examples of good detection ͑sound piece and faulty piece͒, false alarm, and nondetection. As one can see, Figs. 9͑b͒ and 9͑c͒ alike; however, Fig. 9͑b͒ is the image of a faulty piece, whereas Fig. 9͑c͒ is not. The high variability of the parts explains why the error rates are still high even after all presented optimizations. However, these error rates match with preliminary manufacturer specifications.
Conclusion
We present a full artificial vision system, which allows high-rate ͑10 p/s͒ anomaly detection on industrial objects. The whole process of part detection, low level-image segmentation, feature extraction, selection, and comparison of results using three classification methods are exposed.
We show through robust statistical methods that our classification methods, with or without any combination, allow us to separate flaws from sound pieces with an accuracy that follows the industrial constraints. We also show that the use of a combination of decision and SVM-based decision rule improves the initial performance. The detection is performed in spite of the high variability of the part to be inspected, and the computation time satisfies the manufacturing constraints of ten inspections per second. Finally, 95% of the computation time is dedicated to the image segmentation and features extraction, and only 5% for the decision tree combined with the SVM classification.
One on the main contributions of the study, which can be generalized to other quality control systems by artificial vision, is that the combination of a single-rule-based decision tree with a complex SVM method allows us to improve the classification performances and the readability of the results, which is important for the end user.
In the near future, we plan to improve the performance of the system by combining two views of the part and detecting more anomalies. 
