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Abstract
The photoionization of heavy atoms, krypton and xenon, by ultra-intense X-ray
laser pulses was studied at the novel X-ray free-electron laser (FEL), the Linac Co-
herent Light Source (LCLS). Using an ion time-of-flight (TOF) spectrometer, the
ion charge-state distributions were retrieved at 1.5 and 2 keV photon energies as a
function of the FEL pulse energy, while large X-ray pnCCD detectors simultane-
ously recorded the fluorescence spectra. The experimental findings are compared to
calculations by S.-K. Son and R. Santra, that are based on perturbation theory and
numerically solve a large number of coupled rate equations, and to photoionization
processes in light atoms observed in previous measurements at LCLS.
For xenon unprecedentedly high charge states, up to Xe36+, are found at 1.5 keV
photon energy, 80 fs pulse length and 2.5 mJ pulse energy, although the ground-state
ionization energy exceeds the photon energy starting at Xe26+ already. As direct
multi-photon ionization was demonstrated to play a minor role at X-ray energies,
a different ionization pathway has to be considered here. Measured fluorescence
spectra along with the theoretical analysisindicate that ionization beyond the Xe26+
threshold is enabled by densely spaced excitation resonances which can be hit within
a single broadband FEL pulse for several subsequent high charge states generated
during the ionization process. In contrast to the 1.5 keV case, photoionization at
2 keV photon energy only proceeds up to Xe32+, because at higher photon energy
accessible resonances appear at higher charge states, which are not reached within
a single shot for the pulse energies used in the present experiment.
In order to demonstrate the general nature of the multiple ionization mechanism
involving resonances, similar measurements were performed for krypton at 2 keV.
Here, combined experimental and theoretical analysis shows that, similar to the case
of xenon at 1.5 keV, the highest observed charge state, Kr21+, can only be explained
by the resonance-enhanced X-ray multi-ionization process.
Based on the experimental data for two exemplary elements and the general
model suggested to explain the results, resonance-enhanced photoionization in in-
tense X-ray pulses is predicted to be a general phenomenon for heavy atoms. Thus,
systems containing heavy atoms with large nuclear charge Z will experience dramat-
ically increased photoionization in certain photon energy ranges, which can either
be desirable, e.g. for the efficient creation of dense plasmas of high-Z atoms, or
disturbing, e.g. for coherent diffractive imaging, where local radiation damage in
the vicinity of heavy atoms can be significantly enhanced.

Zusammenfassung
Die vorliegende Arbeit befasst sich mit der Photoionisation von schweren Ato-
men, Krypton und Xenon, durch hoch-intensive Röntgenstrahlung, wie sie erstma-
lig durch Freie-Elektronen-Laser (FEL) zur Verfügung steht. Die Messungen wur-
den am Röntgen-FEL Linac Coherent Light Source (LCLS) durchgeführt. Mit Hilfe
eines Flugzeitspektrometers wurden die in der Photoionisation resultierenden La-
dungszustände für Photonenenergien von 1.5 und 2 keV als Funktion der einge-
strahlten Pulsenergie bestimmt. Gleichzeitig registrierten energiesensitive pnCCD
Röntgen-Detektoren die Fluoreszenzstrahlung der ionisierten Atome. Die Messer-
gebnisse werden mit theoretischen Modellen von S.-K. Son und R. Santra, basierend
auf Störungsrechnung und numerisch gelösten Ratengleichungen, unterlegt und mit
vorangegangenen Photoionisations-Experimenten an leichten Atomen verglichen.
Für Xenon wurde eine Ionisation bis zu Xe36+ beobachtet, was den bis dato
höchsten nachgewiesenen Ionisationsgrad durch Photoionisation darstellt. Die dabei
genutzte Strahlung hatte eine Photonenenergie von 1.5 keV, eine Pulslänge von 80 fs
und eine Pulsenergie von 2.5 mJ. Da die eingestrahlte Photonenenergie von 1.5 keV
jedoch lediglich ausreicht, Xenon bis zum Ladungszustand 28+ direkt zu ionisieren
und direkte Multiphotonen-Ionisation bei Röntgenenergien eine vernachlässigbare
Rolle spielt, wird in dieser Arbeit ein neuer Ionisationspfad vorgeschlagen. Anhand
der Fluoreszenzspektren wird gezeigt, dass nach Erreichen der Ionisationsschwelle
eines Orbitals mehrere Elektronen dieses Orbitals statt ins Kontinuum resonant in
gebundene Zustände angehoben werden, von wo sie auto-ionisieren können. Solche
Resonanzen sind sowohl abhängig vom Ladungszustand, der die Bindungsenergie
der Elektronen bestimmt, als auch von der gewählten Photonenenergie. Während
bei der Photoionisation von Xenon mit 1.5 keV innerhalb eines Röntgenpulses La-
dungszustände erreicht werden, die dicht-liegende Resonanzen aufweisen, treten im
Falle von 2 keV Resonanzen erst bei noch höheren Ladungszuständen auf, zu hoch,
als dass sie den Ionisationsgrad noch beeinflussen könnten. Für Krypton wieder-
um finden sich auch bei 2 keV Photonenenergie Resonanzen, um die sequentielle
Multiphotonen-Ionisation effizient verstärken zu können.
Die untersuchten Resonanzmechanismen treten überwiegend bei der Wechselwir-
kung von hoch-intensiven Röntgenstrahlen mit schweren Elementen auf, da diese
während der Ionisation dichte Resonanzen in Valenz- und Rydbergorbitale aufwei-
sen. Somit sind die hier nachgewiesenen Prozesse für alle Experimente zu berück-
sichtigen, bei denen schwere Elemente intensivem Röntgen-Licht ausgesetzt werden.
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About hundred years ago, studies of the fundamental processes in light-matter in-
teraction have set both, the foundation of modern physics and a starting point for
applications indispensable in many disciplines of natural science today. In 1898,
Wilhelm Conrad Röntgen discovered the X-rays [1]; in 1900, Max Planck postulated
the quantization of emitted electromagnetic energy, E = h¯ω, an assumption incom-
patible with classical physics [2]. Albert Einstein seized Planck’s idea to introduce
light quanta - now called photons - to explain the photoelectric effect, where elec-
trons were emitted from surfaces irradiated by light and their kinetic energy was
found to be solely dependent on the frequency ω of the incident light but not on
its intensity [3]. That also explained why electrons were only emitted when the
photon energy exceeded the work function of the irradiated material independent
of the light intensity. In an extension of this experimentally verified model, Maria
Göppert-Mayer theoretically discussed the possibility that two photons could be
absorbed simultaneously, adding up the single photon energies to surpass the ion-
ization threshold [4]. Because two-photon absorption requires relatively high light
intensities, an experimental demonstration of this process in the optical domain was
not possible until 1965, when a new technology, the LASER, provided extremely
intense radiation which could, for instance, ionize a xenon atom by combining the
energy of seven 1.78 eV photons to overcome the ionization threshold of 12.13 eV
[5]. Since then, multiphoton ionization has become a powerful tool to investigate
the behavior of targets perturbed by the intense laser field, and still remains a hot
topic in atomic, molecular and optical physics.
Until recently, the technological and scientific advances in the area of laser science
1
and the applications of X-rays were mostly separate fields. Röntgen’s X-rays were
first used to capture images of human bone structures [6], which is still the most
famous application today. In 1912 Max von Laue pointed out the importance of the
short wavelength and the penetration depth of X-rays for structural analysis. He
predicted that X-ray diffraction in crystals would provide information about the po-
sition of the atoms and the arrangement of the chemical bonds. His theory led to the
earliest X-ray diffraction experiment on a single crystal [7]. Peter Debye and Paul
Scherrer extended the approach for powder diffraction [8]. Laue’s model was simpli-
fied by William Henry Bragg and William Lawrence Bragg, who proposed a basic
condition for coherent and incoherent scattering from a crystal lattice, now known
as Bragg’s law [9]. Thereupon X-ray diffraction on crystals, X-ray crystallography,
became a standard tool for structural analysis in biology, chemistry and material
science and resulted in more than a dozen Nobel prices. One prominent example
is the discovery of the helical structure of the DNA [10]. While first experiments
were restricted to broadband X-ray tubes limited in tunability and photon intensity,
X-ray crystallography heavily benefited from the development of synchrotron light
sources [11]. Synchrotrons offer much higher peak brilliance (see notes in figure 1.1),
which allows for better resolution, and are tunable over a wide range of wavelengths.
One of the main factors currently limiting the achievable resolution in X-ray crystal-
lography is given by the radiation dose the sample can tolerate before its structure
is significantly modified due to the onset of radiation damage.
Moreover it typically requires crystallized samples, where diffraction from differ-
ent periodic layers add up to the total signal. Otherwise, even synchrotrons cannot
deliver enough luminosity to gain sufficient structural information. Here extreme
intensities and high degree of coherence common to lasers would be needed. Most
lasers, on the other hand, are restricted to the infrared, optical or ultraviolet spectral
range.
With the advent of free-electron lasers (FELs) radiation with unique, laser-like
properties became available in the extreme-ultraviolet (XUV) and X-ray domains,
the spectral range typically covered by synchrotrons. FELs deliver peak brilliances
nine orders of magnitude higher than modern synchrotrons (see figure 1.1), shorten
the pulse length down to a few tens of femtoseconds and even below while providing
full spatial and partial temporal coherence. Thus, the start-up of the first hard X-




at 13.7 nm for the first time. This 13 nm region is important because
of its relevance to EUV lithography. At saturation, FLASH delivers
ultrashort pulses with durations as low as 10 fs, and with peak and
average powers of up to 10 GW and 20mW, respectively (record
values for EUV lasers). FLASH also produces bright emission at
the third harmonic (4.6 nm) and the fifth harmonic (2.75 nm) of
the fundamental mode. The latter wavelength is shorter than any
produced so far by plasma-based X-ray lasers, and it lies well
within the so-called water window where biological systems can be
imaged and analysed in vitro (and potentially in vivo). In addition,
the pulse durations of the harmonics decrease with harmonic
number, so their durations lie in the single-digit femtosecond
range, opening up the possibility of studying deep inner-shell
atomic and molecular dynamics on a subfemtosecond timescale.
RESULTS
PRODUCTION OF ELECTRON BUNCHES
FLASH is a SASE FEL that produces EUV radiation during a single
pass of an electron beam through a long periodic magnetic
undulator7–9. The driving mechanism of a FEL is the radiative
instability of the electron beam due to the collective interaction
of electrons with the electromagnetic field in the undulator24.
The amplification process in SASE FELs starts from the shot
noise in the electron beam. When the electron beam enters the
undulator, the beam modulation at wavelengths close to the
resonance wavelength,
l ¼ lwð1þ K2Þ=ð2g2Þ ð1Þ
initiates the process of radiation emission (here lw is the undulator
period, K ¼ eBwlw/2pmec is the undulator parameter, Bw is
the r.m.s. value of the undulator field, g is the relativistic factor, c
is the velocity of light and me and e are the mass and charge
of the electron, respectively). The interaction between the
electrons oscillating in the undulator and the radiation that they
produce, leads to a periodic longitudinal density modulation
(microbunching) with a period equal to the resonance
wavelength. The radiation emitted by the microbunches is in
phase and adds coherently, leading to an increase in the photon
intensity that further enhances the microbunching. The
amplification process develops exponentially with the undulator
length, and an intensity gain in excess of 107 is obtained in the
saturation regime. At this level, the shot noise of the electron
beam is amplified up to the point at which complete
microbunching is achieved and almost all electrons radiate in
phase, producing powerful, coherent radiation.
A qualitative estimation of the FEL operating parameter space








Here I is the beam current, IA ¼ 17 kA is the Alfven current, s?
is the r.m.s transverse size of the electron bunch, and the
coupling factor is AJJ ¼ 1 for a helical undulator and AJJ ¼
[J0(Q)2 J1(Q)] for a planar undulator, where Q ¼ K2/[2(1 þ
K2)] and J0 and J1 are the Bessel functions of the first kind.
Estimates for the main FEL parameters are as follows: the field gain
length, Lg  lw/(4pr), the FEL efficiency in the saturation regime
is approximately equal to r, the spectral bandwidth
is approximately 2r, and the coherence time is tc  Lgl/(lwc).
The FLASH facility has already been described in detail
elsewhere14. A comprehensive description of specific systems, with
relevant references, is presented in the Supplementary Information,
(Sections 1–3). Figure 2a shows the schematic layout of the
FLASH facility. The electron beam is produced in a radio-
frequency gun and brought up to an energy of 700MeV by five
accelerating modules ACC1 to ACC5 (ref. 14). At energies of 130
and 380MeV, the electron bunches are compressed in the bunch
compressors BC1 and BC2. The undulator is a fixed 12-mm gap
permanent magnet device with a period length of 2.73 cm and a
peak magnetic field of 0.47 T. The undulator system is subdivided
into six segments, each 4.5m long.
The electron beam formation system is based on the use of
nonlinear longitudinal compression. When the bunch is
accelerated off-crest in the accelerating module, the longitudinal
phase space acquires a radio-frequency-induced curvature.
Downstream of each bunch compressor, this distortion results in
a non-gaussian distribution within the bunch and in a local
charge concentration. It is the leading edge of the bunch, with its
high peak current, that is capable of driving the high-intensity
lasing process (Fig. 2). With proper optimization of the
bunch compression system, it is possible to obtain a low
transverse emittance for the high-current spike, which is
absolutely crucial for the production of high-quality FEL
beams. In this regard, it should be noted that collective
effects play a significant role in the bunch compression process
for short pulses. In the high-current part of the bunch, with
r.m.s length sz and peak current I, coherent synchrotron
radiation (CSR) and longitudinal space charge (LSC) effects scale
as I/sz
















































Figure 1 Peak brilliance of X-ray FELs in comparison with third-generation
synchrotron-radiation light sources. Blue spots show experimental performance
of the FLASH FEL at DESY at the fundamental, 3rd and 5th harmonics.
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Figure 1.1 – Peak brilliance of XUV and X-ray FELs in comparison with third-
generation synchrotron-radiation light sources. Blue spots show the experimental per-
formance of the FLASH XUV FEL at DESY at the fundamental, 3rd and 5th harmon-
ics; the LCLS X-ray FEL performance is drawn in green, the design parameters of the
upcoming European XFEL in red. Lower colored lines refer to various state-of-the-art
synchrotrons as indicated in the figure. For comparison: Standard X-ray tubes have
a bremsstrahlung continuum of about 3 to 30 keV with up to 107 photons/(s mrad2
mm2 0.1%), he copper Kα line lies t 8050 eV with up to three orders f magnitude
higher brilliance than bremsstrahlung. The peak brilliance is defined as number of
photons per time [s], opening angle [millirad] squared, beam area [mm2] and 0.1% of
the bandwidth. It is proportional to the pulse intensity (number of photons times the
photon energy divided by area and time). Image source: W. Ackermann et al. Nature
Photonics 1, 336-342 (2007). Copyright (2007) by the Nature Publishing Group.
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research activities of a broad scientific community exploiting the unique properties
of FEL light.
One large portion of research activity at LCLS is related to X-ray scattering
another to X-ray absorption. X-ray scattering, as described above, is used to retrieve
structural information from large molecules and solid samples; X-ray absorption
yields insight about the electronic response of matter to the impinging radiation.
In scattering experiments the unique combination of extreme peak intensity and
short pulse length common for FELs allows one to acquire a sufficiently bright
single-shot image before the disintegration of the sample blurs out the image [12].
Here, single-shot coherent diffractive imaging (CDI) of crystals as well as of non-
periodic samples has been demonstrated in proof-of-principle-experiments at LCLS
[13, 14]. Moreover, to provide save grounds for this new technique, sample disin-
tegration times and impact of radiation damage on the resolution has been started
to be investigated [15, 16], image classification algorithms have been improved [17]
and methods have been developed to account for the finite-size effect of nano- to
micrometer-sized crystals used in first experiments [18].
In first X-ray absorption experiments at LCLS the electronic response of small
few-electron quantum systems, i.e. individual atoms, for example neon [19, 20], and
small molecules, for example nitrogen [21–23], to X-ray pulses of unprecedentedly
high intensity was investigated. Here, multiple photoionization was found to pre-
dominantly proceed via sequential single-photon single-electron interactions [19–21],
in good agreement with earlier theoretical predictions [24]. Although the signatures
of the direct two-photon processes, where two light-quanta add their energies to
remove or excite one electron, were experimentally observed, their contribution was
found to be rather small [20, 25]. In general, strong-field phenomena playing an
important role in the optical domain, such as "tunneling" and "electron recollision"
with the nucleus [26–28], could be neglected, owing to the high photon energy where
in a simple picture the electromagnetic field oscillates too fast to allow for any sig-
nificant response by the atomic potential. However, an inherent novel feature of the
interaction with high-intensity pulses at short wavelength is the creation of multiple
inner-shell vacancies [19, 21]. These multiple core-hole states occur when the X-ray
intensity is high enough to photoionize the inner-shell of the ion a second time be-
fore the initial inner-shell vacancy is filled. Here, the energy of the electron liberated
during an Auger decay into double-core holes was shown to carry information about
4
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the chemical environment [22, 23].
While such fundamental experiments on X-ray absorption are of direct impor-
tance for the understanding of atomic structure and dynamics, the knowledge of
the single-atom response to intense X-ray radiation also has considerable impact on
virtually all other scientific applications of X-FELs. In a sense, atomic physics is
the starting point of any approximation needed to describe larger systems. With
neon and nitrogen, the first studies at LCLS focused on light atoms and molecules.
Most of the samples in scattering experiments, however, contain at least a few heavy
elements, for which different mechanisms of the interactions with light might be ex-
pected - given the experience from experiments with heavy atoms at high-intensity
light sources of lower photon energy [29–31].
This thesis deals with the photoionization of heavy atoms, xenon and krypton,
by high-intensity, femtosecond X-ray pulses provided by the LCLS. The main goal
of this work was to study dominant multiple ionization pathways for systems with
high atomic number Z, to search for basic differences compared to lighter elements,
and to highlight potential features and mechanisms specific for the heavy atoms.
Multiple ionization was experimentally studied using the combination of a time-
of-flight (TOF) spectrometer measuring ionic charge-state distributions, and energy-
resolving, single-photon counting X-ray detectors simultaneously recording the flu-
orescence spectra during the ionization. The simultaneous measurement allows one
not only to define the final charge state of the system, but also to trace signatures
of the inner-shell vacancies from the radiative relaxation of the excited ions. The
experimental results were compared to calculations (performed by S.-K. Son and
R. Santra) based on perturbation theory and numerically solved coupled rate equa-
tions. In contrast to the earlier experiments on lighter elements, charge states with
ionization potentials far exceeding the energetic limit for the sequence of single-
photon single-electron ionization steps were observed. Combined experimental and
theoretical analysis of the ion charge-state distributions and correlated fluorescence
spectra indicate that this enhanced ionization is caused by intermediate resonances
which enable photoionization beyond the direct one-photon photoionization thresh-
old. This mechanism, denoted as "resonance-enabled X-ray multiple ionization"
(REXMI), is predicted to be a general phenomenon for high-Z atoms irradiated by
sufficiently intense X-ray pulses, and is expected to play an important role for many
XFEL application, such as, e.g., the creation of dense plasmas of heavy elements,
5
or local radiation damage in coherent diffractive imaging.
The work is structured as follows: In Chapter 2, the description and nomenclature
of the atomic structure and basic photoionization mechanisms at different photon
energies and intensities will be introduced. Chapter 3 describes the LCLS X-ray FEL
and the experimental apparatus used to simultaneously record ionic and fluorescence
spectra. In Chapter 4, the obtained experimental results are presented and discussed
in comparison with the outcome of the theoretical model of Son and Santra. Finally,




Interaction of Light with Matter
Multiphoton multiple ionization in the X-ray regime is a new phenomenon and has
only become accessible at the novel ultra-intense X-ray free-electron laser LCLS at
Stanford. To put this new kind of light-matter interaction into physical and histor-
ical context, atomic photoionization and decay mechanisms in different wavelength
regions and the basics of the underlying theory will be discussed in this chapter.
2.1 Atomic Structure
2.1.1 The Unperturbed One-Electron Atom
In classical mechanics, the equation of motion, Newton’s 2nd law F = p˙, predicts the
temporal evolution of a mechanical system. In quantum mechanics, the Schrödinger
equation, analogue to Newton’s law, describes how the quantum state of a physical
system changes in time. In the Schrödinger equation, the wavefunction ψ replaces
the local coordinate in the classical equation of motion. Wavefunctions can also form
standing waves, called stationary states or orbitals. To calculate these orbitals, the
time-independent Schrödinger equation is used. For the hydrogen or hydrogen-
like atom, an electron of mass me is interacting with the nucleus, assumed to be
infinitively heavy, through the Coulomb potential. Then, the time-independent
Schrödinger equation (in SI units) becomes









ψ(r, θ, φ) = Eψ(r, θ, φ) (2.1)
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2.1. Atomic Structure
Due to the spherical symmetry of the atom, the electron wavefunction ψ is chosen
to be dependent on its spherical coordinates ψ(r, θ, φ). Here, h¯ is Planck’s constant,
e the electron charge, and E its energy Eigenvalues. Expressing the Laplacian
operator ∇2 in spherical coordinates allows to separate ψ into a radial part, Rnl(r),
and an angular part, Y ml (θ, φ):
ψ(r, θ, φ) = Rnl(r)Y
m
l (θ, φ) (2.2)
Solving the time-independent Schrödinger equation with this Ansatz yields, that
the hydrogen atom can be described by three independent quantum numbers. The
spherical harmonics Y ml (θ, φ) depend on the angular momentum quantum number
l, and the magnetic quantum number ml. The radial part, which basically is a
polynomial multiplied by an exponential, defines the principal quantum number n.
n is associated with the energy of the electron, l with the angular momentum and
ml with its z-projection. The quantum numbers can be summarized as shown in
table 2.1. Here, the quantum numbers ms, which represent the z component of the
electron spin angular momentum, is introduced ad hoc, and can only consistently
derived within a relativistic treatment of the problem. It will be shortly discussed
for multielectron atoms below.
Quantum number Associated physical quantity Range
n principal En = −e
2
8pi0a0n2
1, 2, 3, ...
l angular momentum |L| = h¯√l(l + 1) 0 ≤ l ≤ n− 1
ml magnetic Lz = mh¯ m = 0,±1,±2...± l
ms spin ±12
Table 2.1 – Atomic quantum numbers
Commonly n is denoted K,L,M, ... for n = 1, 2, 3, ... and l as s, p, d, f, ... for
l = 0, 1, 2, 3, ....
2.1.2 Multielectron Atoms
In multielectron atoms the electrons not only experience the attractive Coulomb
potential of the nucleus, but also repulsions by the other electrons. To account for
this, electron correlation terms have to be added to the Schrödinger equation; e.g.
for helium, the time-independent Schrödinger equation can be written as a sum of
8
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two hydrogen-like Hamiltonians, HH(1) and HH(2), for each individual electron,





ψ(~r1, ~r2) = Eψ(~r1, ~r2) (2.3)
Then an exact solution of the Schrödinger equation is not possible any more. How-
ever, approximation methods yield solutions with sufficient accuracy. Widely used
techniques are perturbation theory, which will be introduced in section 2.2.1.1, and
the variation method. The variational principle says that, if the ground-state wave-
function ψ0 is substituted by any other function φ, the eigenvalue Eφ will always be










Thus, any trial function φ can be taken to calculate an upper bound of the ground-
state energy. This trial function may be dependent on some arbitrary variational
parameters, so that Eφ can be minimized with respect to these variational parameters
to get as close as possible to the ground-state energy E0.
Neglecting the interelectronic repulsion term in equation 2.3 for now, the ground-
state wavefunction would be a product of the hydrogen wavefunctions of the two
individual electrons






as calculated from equation 2.2, for the hydrogen ground-state n = 1, m = l = 0
and with j = 1 or j = 2. This wavefunction can now serve as trial function with
theeffective nuclear charge Zeff as variational parameter. It is inserted into equation
2.4 (with normalized wavefunctions
∫















then minimized with respect to Zeff and yields, now in atomic units (where
e = h¯ = me = 1),
dE(Zeff )
dZeff
= 2Zeff − 27
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This result is substituted back into equation 2.6 to give Eφ = −2.8477 for the
ground-state energy of the helium atom (experimental result −2.9033)[32]. For more
accurate calculations, a trial function with more than one variational parameter can
be chosen, i.e. in a linear combination φ =
∑N
j=1 cjfj where fj themselves may
contain variational parameters; then, however, minimization of E(cj) has to be
done numerically.
In the illustrative example above, the interelectronic repulsion term was com-
pletely neglected, hydrogen ground-state orbitals ψ1s were used, and the Pauli ex-
clusion principle did not restrict the electron configuration. Modifications to correct
for these shortcomings are expressed in the Hartree-Fock method [33].
In the Hartree-Fock procedure, the two-electron wavefunction ψ(~r1, ~r2) can be
written as product of one-electron orbitals, such as in equation 2.5, but with arbi-
trary orbitals φ(~r1)φ(~r2) (in practice a linear combination of Slater orbitals is used
[34], see below). The potential energy that electron 1 experiences at point r1 due to
electron 2 can be expressed as effective potential






where the probability distribution of the second electron, φ∗(~r2)φ(~r2)d~r2, is inter-
preted as classical charge density (mean field approximation). Because the effective
one-electron Hamiltonian in the Hartree-Fock equation with the orbital energy 1 is









+ V eff1 (r1)
)
φ(~r1) = 1φ(~r1) (2.9)
an iterative approach, the self-consistent field method, is required: first a form of
φ(~r2) is guessed to set a V eff1 (r1) for the calculation of H
eff
1 . In turn the resulting
φ(~r1) is used to get better value of φ(~r2). These iterations are repeated until the field
becomes self-consistent. The final wavefunctions φ are called Hartree-Fock orbitals.
In quantum mechanics, elementary particles have a characteristic property, i.e.
the spin, which has no classical analogon. For electrons the spin is either +1/2
or −1/2. Then their wavefunction consists of two parts, a spatial (e.g. 1s) and
a spin (α or β) part. Under the Pauli exclusion principle, all electronic (in gen-
eral: fermionic) wavefunctions must be antisymmetric under interchange of any two
electrons (ψ(2, 1) = −ψ(1, 2)). Therefore, one part in the electronic wavefunction
has to be symmetric, the other one antisymmetric. For the two indistinguishable
10
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ground-state electrons of helium, the linear combination of all possible labeling of




∣∣∣∣∣ 1sα(1) 1sβ(1)1sα(2) 1sβ(2)
∣∣∣∣∣ (2.10)
accounts for the indistinguishability of the electrons in accordance with the Pauli
Principle an asymmetric wavefunction as a linear combination of single-electron
orbitals. While for the two-electron-system, helium, only the spatial part was con-
sidered inHeff1 , the full Slater determinant has to be used in systems with more than
two electrons. Then Heff1 will be substituted by the more complex Fock operator.
Up to now, several approximations have been used that can be accounted for
in more sophisticated treatments. The Hartree-Fock method itself is based on the
central field approximation, where the electrons are considered to move in the mean
field of all other electrons, rather than including the instantaneous repulsion between
electrons. If the correlation energy of electrons cannot be neglected, Hartree-Fock
orbitals can be treated as zero-order wavefunctions and the correlation energy can
be calculated by perturbation theory [32]. Moreover, a non-relativistic approach
was used, which is not valid for heavy atoms and can be accounted for e.g. by
the relativistic HF approximation. Then, the finite mass of the nucleus has to be
considered, which can strictly only be done within quantum electrodynamics (QED).
Finally, if it comes to precision atomic structure calculations QED effects have to
be taken into account that are particularly important for the inner-shell levels of
high-Z atoms due to their ∼Z4 scaling
2.2 Photoabsorption and Photoionization Processes
in Atoms
When an atom or molecule interacts with an electromagnetic field, it can absorb the
quantized photon energy h¯ω. Consequently, electrons will either undergo a bound-
bound transition between two energy levels, Ei − Ef = h¯ · ω, or, when the photon
energy exceeds the electron binding energy, will be emitted into the continuum
carrying away the excess energy, Ekin = h¯ · ω − Ei ("bound-free" transition). To
quantitatively describe the photon-atom interaction, transition probabilities upon
photon impact can be derived from time-dependent perturbation theory ("Fermi’s
11
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Golden Rule") as outlined in section 2.2.1. These transition probabilities also imply
certain selection rules. Photoionization involving inner-shell electrons represent an
interesting case, since it results in the creation of an inner-shell vacancy, which
is filled either radiatively or non-radiatively, and, thus, is discussed separately in
section 2.2.2.4 and 2.2.2.5.
In intense electromagnetic fields, more than one photon can be absorbed to pho-
toionize an atom. Here, photoionization has been distinguished [35] to proceed
either via multiphoton absorption [36] or via "tunneling" [26], which are classified
by photon energy and intensity dependent parameter as described in detail in sec-
tion 2.2.3.2. Finally in section 2.2.4.1, photoionization at X-ray energies and high
intensities will be put in context to these regimes and modeling approaches, as well
as relaxation mechanisms of core-excited atoms summarized.
2.2.1 An Atom in an Electromagnetic Field
The Hamiltonian for a hydrogen-like atom with nuclear charge Z and mass me with











In addition to the electrons’ kinetic energy expressed by ~p2/2me, and its potential
energy in the electric field of the nucleus as described in equation 2.1, the interaction
with the external electromagnetic field is considered via the vector potential ~A(t). It
is related to the magnetic induction field ~B via
~B(~r) = ∇× ~A(~r) and to the electric field ~E via ~E = −∇Φ(~r) − ∂ ~A
∂t
, where Φ(~r)
is the scalar potential [37, 38].




= ~p2 − ~pq ~A− q ~A~p+ q2 ~A2 = ~p2 − q ~A~p+ q2 ~A2 (2.12)










~A · ~p+ q2 ~A2
)
(2.13)
The first two terms represent the field-free Hamiltonian, while the last term is de-
pendent on the vector potential. In weak fields ~A2 is small and will, therefore, be
neglected.
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The vector potential of the electromagnetic field with the polarization vector ~ is
approximated as plane wave
~A(~r, t) = A0~e
i(~k~r−ωt) (2.14)
Then this plane wave is separated into a space- and a time-dependent part and
expanded for the spatial part




As the wavelength λ = 2pi/k is large as compared to the orbit of an electron of
about 1 Å for most cases where the photon energy is not too high, ~k~r  1 and
higher orders can be neglected. This is called the electric dipole approximation;
"electric" because an ~r-independent vector potential discards the magnetic induction
























H0 + ~d · e−iωt
)
ψ(~r, t) (2.17)
where H0 is the Hamiltonian of the field-free particle, and (q/me)A0~~p was summa-
rized as ~d, the dipole operator. Because there is no general analytical solution to
this equation, numerical approaches or approximation methods have to be applied.
2.2.1.1 Time-Dependent Perturbation Theory
If the interaction with the electromagnetic field in equation 2.16 is sufficiently weak
to be regarded as small perturbation, which will leave the population of a state "al-
most" untouched, the exact solutions of a time-independent, unperturbed system
can be found, and corrections from the time-dependent Hamiltonian H ′(t), describ-
ing the perturbation, can be added.
Here, the general form of perturbation theory is derived [37], and will be applied
for the special case of a short perturbation by an oscillating electric field in the next
section.





|ψ(t)〉 = (H0 + ζH ′(t))|ψ(t)〉 (2.18)
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The exact solution of a time-independent unperturbed system H0 with eigenfunc-




|n(t)〉 = H0|n(t)〉 with |n(t)〉 = e−iωnt|n〉 and ωn = E0,n
h¯
(2.19)
so that the perturbed states |ψ(t)〉 can be expanded in a linear combination of the







where the index i marks the initial unperturbed state at time zero. Without per-
turbation the state does not change - that is expressed by the equation cni(0) = δni.
This expansion is inserted in equation 2.18 to investigate if the system changed
from its initial unperturbed eigenvalue, now denoted as |i0〉, to a final unperturbed
eigenvalue |f0〉. With the product rule, subtraction of ωn = E0,nh¯ and multiplication








〈f0|ζH|n0〉eiωfntcni(t), with ωfn = ωf − ωn (2.21)
For the zeroth order ζ = 0, the system is unperturbed so that cfi = δfi. This
coefficient is now inserted into equation 2.21 to calculate the first order. Then,
zeroth and first order are used to calculated the second order and so on. Zeroth,
first and second order are


















〈f0|H ′(t′)|n0〉 × 〈n0|H ′(t′)|i0〉eiωfnt′eiωnit′′
+ ...
Then cfi(t) is interpreted as probability amplitude for a transition from |i0〉 to |f0〉.
In any of the individual matrix elements, just a single perturbation by the photon
field is expressed. Thus, in second order, for example, the system is perturbed twice,
which means that two photons were involved. The probability for a transition is
given by the square of the modulus
Wfi = |cfi(t)|2 (2.23)
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2.2.2 Single-Photon Processes inWeak Electromagnetic Fields
2.2.2.1 Fermi’s Golden Rule
The perturbation of the light field is described as H ′(t) = ~d · e−iωt = H ′e±iωt
(equation 2.17), where the time dependence is separated from the perturbing Hamil-
tonian H ′(t). The first order perturbation then becomes [37]








i(ωfi ± ω) (2.24)
with the transition probability as described in equation 2.23
Wfi = |cfi(t)|2 = 1
h¯2
|〈f0|H ′|i0〉|2
4 sin2[(ωfi ± ω) t2 ]
(ωfi ± ω)2 (2.25)
Because the term containing ∆ω = ωfi±ω can be approximated for long times (the
system will be evaluated long time after the perturbation) with
lim
t→∞
4 sin2[(ωfi ± ω) t2 ]
(ωfi ± ω)2 = 2pitδ(ωfi ± ω) (2.26)








|〈f0|H ′|i0〉|2 δ(Ef − Ei ± h¯ω) (2.27)
with h¯ωfi = Ef − Ei being the energy difference between final and initial state.
The perturbing Hamiltonian H ′ for photo-absorption is, in the dipole approxima-
tion, the dipole operator ~d = A0(q/me)~ · ~p and, thus, 〈f0|~d|i0〉 is called transition
dipole moment, Mfi. Because the dipole operator is proportional to the field ampli-
tude A0, the transition rate |Mfi|2 is proportional to the amplitude squared. Then,







For a photo-absorption in the dipole approximation, the dipole operator is inserted
into the transition dipole moment Mfi often using the length-form where ~p = ~r, so





2.2. Photoabsorption and Photoionization Processes in Atoms
In the above section about the atomic structure, ψ was expressed in a radial part
and an angular part (equation 2.2). Here, the spherical harmonics are rewritten as
Y ml (θ, φ) = 1/
√



























From the last factor concerning the the magnetic quantum number following condi-
tion has to be fulfilled so that (Mfi)z is non-zero: ∆mif = (mf −mi) = 0, i.e. the
z-component of the angular momentum, remains unchanged. An illustrative expla-
nation is that the angular momentum of linear polarized light can be expressed as a
sum of Eigenstates with ±h¯ circular polarization and, thus, its z-component is zero
in average.
The second factor is only non-zero for ∆l = li − lf = ±1, a change by one in
the angular momentum quantum number. Since the photon angular momentum is
±h¯, the quantum number l of the atom has to change by ±h¯ to conserve the total
angular momentum.
Other selection rules, such as for the total angular momentum in many-electron
systems and the spin quantum number, will not be discussed in the context of
this work. Also note that these selection rules are only valid for electric dipole
transitions, and must be modified for multipole or magnetic transitions. Magnetic
dipole transitions are typically 105 times less likely than dipole transitions. The next
multipole transition, the electric quadrupole, is typically 108 times less likely than
dipole transitions [39], such that both classes of transitions will be neglected here.
There is no selection rule for the principal quantum number n, and all transitions
are allowed, as long as they are energetically possible and in accordance with the
selection rules for the other quantum numbers.
2.2.2.3 Resonances and Ionization
Fermi’s Golden Rule describes (electric dipole) transition rates in general, regardless
whether a photon is absorbed or emitted, or whether the final state is bound or lies in
the continuum. Here, the photoabsorption rate in the vicinity of the photoionization
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threshold, that means the border from bound to continuum states, is discussed since
it relates directly to the experimental situation of this work.
Bound-bound transitions require a discrete photon energy within a small interval
∆E around h¯ · ω = Ei − Ef . The energy interval where absorption occurs is called
linewidth, named after the sharp lines in a continuous absorption energy spectrum.
According to the Heisenberg uncertainty principle ∆E∆t ≥ h¯/2, the linewidth is
connected to the lifetime ∆t of the bound state where the electron is excited to.
Because of the limited linewidth, bound-bound transitions are called resonances.
Close to the ionization threshold, the spacing of excited states becomes very dense.
These highly excited states, named after Johannes Rydberg, have macroscopic radii
making them suitable to be described by the Bohr model: Rydberg states can be
considered as hydrogenic systems, i.e. as nuclei with a single electron in a Coulomb
potential. Then, the binding energy is calculated with the Rydberg formula as
En = −Ry ·
Z2eff
n2




where the Rydberg constant Ry equals the ground-state binding energy of an elec-
tron in hydrogen, and the effective charge of the nucleus Zeff is the total charge of
the nucleus minus the number of shielding electrons. So for neutral atoms Zeff = 1,
for ions of charge state q it follows Zeff = q + 1. The linewidth of transitions into
Rydberg states is very small due to their long lifetime.
Figure 2.1 – Schematic atomic absorption spectrum below and above the ionization
threshold. Below the threshold photons are absorbed at sharp photon energies to
excite electrons into Rydberg states (sharp red lines with a black envelope illustrating
an actual detector resolution). Above threshold the atom is ionized and electrons are
emitted into the continuum (red area). The two steps in the absorption spectrum
illustrate photoionization of different shells1.
1Source: Demtröder Experimentalphysik 3: Atome, Moleküle und Festkörper [40]
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For n → ∞ the transition rate for resonant excitation into densely-spaced Ryd-
berg states, expressed by the dipole moment Mfi, smoothly converges towards the
transition rate into unbound continuous states, as illustrated in figure 2.1.
2.2.2.4 Photoionization in the X-ray Regime
The X-ray regime is classified by a wavelength range between ten nanometer down
to about one picometer [41], corresponding to 124 eV to 124 keV. This range is com-
monly divide into soft X-rays, with the photon energies up to the argon (2958 eV)
K-edge [42], and hard X-rays for higher photon energies, where the wavelength of
few Ångström and below becomes comparable to the length of a chemical bond (and
hence enabling structure determination with atomic-scale resolution).
Photoionization at X-ray energies proceeds predominantly through single-photon
ionization of the deepest energetically accessible inner-shell electron. For one-electron













where α ≈ 1/137 is the fine structure constant and a0 ≈ 0.5 Åthe first Bohr ra-
dius of hydrogen. This formula can also (approximately) be applied to inner-shell
photoionization in the X-ray regime, far-off from any absorption edges. The energy
dependency shows, that photoabsorption rapidly decreases with higher photon en-
ergy for a given electronic state. The Z5 term implies, that heavier elements have a
higher X-ray absorption than lighter elements. In addition, since heavier elements
have lower lying shells, i.e. a series of edges (see figure 2.1), absorption is dramati-
cally enhanced. So in experiments with molecules consisting of different elements the
X-ray photon is preferably absorbed by inner-shell electrons of the high-Z-elements.
That means X-ray photon absorption is element-specific which is a crucial feature
for chemical analysis. A review on spectroscopic applications of monochromatic soft
X-rays can be found in reference [44].
While X-ray photoionization is predominantly a one-photon one-electron process,
nevertheless through electron correlation one X-ray photon can ionize two electrons
simultaneously with rather low probability (typically less than 1%) [45], e.g. via
the so-called shake-off process. Here, in sudden approximation the electronic wave-
function has to adjust after photoionization. Then, the wavefunction of the neutral
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initial state is projected onto the ionic final state exhibiting overlap with continuum
states, offering the possibility that the electron is "shaken-off" [46–48].
2.2.2.5 Decay Mechanism of Inner-Shell Holes
Inner-shell photoionization leaves the ion in a highly excited state.
A+ h¯ω → (A+)∗ + e−Photoionization (2.34)
For relaxation, the inner-shell vacancy ("core-hole") is filled with an electron of
an outer shell. The binding energy difference of these shells is dissipated via two
competing mechanisms:
Fluorescence In a radiative decay, an X-ray photon is emitted. Its energy equals
the binding energy difference of the inner and outer shell, h¯ω = Eo − Ei:
(A+)∗ → A+ + h¯ωFluorescnece (2.35)
The atom relaxes but the charge state remains. For fluorescent decay, selection rules
apply, see section 2.2.2.2 above.
Auger Decay By Coulomb interaction, the liberated transition energy can be
transferred to a second outer-shell electron, which then is emitted carrying the ex-
cess energy. The excess energy is the binding energy difference of the inner and
outer shell (transition energy) minus the ionization potential of the ejected electron,
Ekin = Eexcess = |Ei| − |Eo| − |IP |. When the excess energy is not fully transformed
into kinetic energy of the electron, but also into an additional excitation of an outer-
shell electron, the Auger decay is called satellite Auger transition. In a double Auger
decay, the excess energy is sufficient to emit even two electrons at the same time.
Auger decay mediated by intra-shell transitions is called Coster-Kronig-decay. If
energetically allowed Coster-Kronig decay is the dominating Auger channel.
The single Auger decay is described by
(A+)∗ → A++ + e−AugerDecay (2.36)
Auger decay increases the ion charge state by one or, with low probability, by two
(double Auger). The Auger decay mechanism is non-radiative, so it is not limited
by selection rules.
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Figure 2.2 – Decay mechanism of an inner-shell vacancy.
Auger decay and fluorescence decay are illustrated in figure 2.2. In cases where
the shells above Eo are filled as well, electrons of these shells will fill the Eo vacancy,
so that the vacancy successively moves to higher shells until full relaxation. This is
called decay cascade. If the inner-shell vacancy is created by a resonant excitation
instead of a photoionization, the subsequent Auger decay is called resonant Auger
decay [49], see on the very right in figure 2.2. It will become important when the
photon energy is not sufficient for direct single ionization of a core electron, and
when resonant bound-bound transitions are energetically possible instead.
Figure 2.3 – Fluorescence yields1
Both decay mechanisms show a Z depen-
dence: for a K-shell vacancy, the X-ray fluores-
cence rate strongly increases for heavier atoms,
∝ Z4, while the Auger rate rises slower than
linear [38, 50].
In figure 2.3 the fluorescence yield for the
K-shell and the average yield for the three L-
shells are plotted as a function of the atomic
number. Accordingly, core-hole relaxation in
heavy elements proceeds primarily through ra-
diative decay, but becomes less likely for relax-
ation of vacancies in outer shells.
The strong Z dependence of the fluorescence
1Source: X-ray data booklet http://xdb.lbl.gov/Section1/Sec_1-3.html
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rate is based on a cubic dependence as a function of the emitted photon energy [46].
Thus, in a decay cascade, started by a K-shell vacancy, the first decays are predomi-
nantly radiative but non-radiative Auger transitions are dominating for outer-shells
[38]. When the transition energy during a decay cascade is not sufficient anymore
to liberated an electron, Auger decay is energetically not possible, and the excited
state relaxes radiatively instead.
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2.2.3 Multiphoton Processes in Strong Electromagnetic Fields
2.2.3.1 Sequential and Direct Multiphoton Ionization
Here, different pathways of photoionization will be discussed proceeding from single
to multiple photoabsorption. They are illustrated in figure 2.4 for the ejection of
two electrons and in figure 2.5 for one electron ejection.
For a quantitative treatment of processes in the multiphoton regime perturbative
theory can be employed. The first-order perturbation theory describes the inter-
action with a single photon, whereas in the n-th order n photons contribute to
excitation or ionization. Because of the iterative approach in the calculation of the
expansion coefficients c(n)fi (t) (equation 2.22) the transition dipole moment appears
n-times in the calculation of the n-th order coefficient. That means the transition
probability for an n-th order transition rises with the power of n. As |Mfi|2 ∝ P ∝ I
for single-photon absorption, |Mfi|2n ∝ P n ∝ In is valid for multiphoton absorp-






In the following this result will be discussed for the different pathways of photoion-
ization.
Figure 2.4 – Direct and sequential two-
photon two-electron ionization.
When the photon energy exceeds the
ionization potential of the atom, h¯ω >
Ip, single photon ionization is possible
and the most likely ionization process
(pannel a) in figure 2.5). Upon ioniza-
tion the Coulomb force of the nucleus is
shielded by less electrons and, thus, the
remaining electrons are stronger bound.
If the photon energy still exceeds the
ionization potential of the created ionic
state, a second photon can be absorbed
resulting in sequential ionization, de-
picted on the right in figure 2.4. In fig-
ure 2.4 the direct two photon double ion-
ization (TPDI) is illustrated. It has become observable at hih photon intensities in
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situations, when the energy of the second photon is not enough to onize the ion
(figure 2.4 left), but where the sum of both photon energies exceed the sum of the
ionization potential of the two electrons. For a detailed description for TPDI in the
case of Helium see [51].
Figure 2.5 – Photoionization processes in the multiphoton regime. The blue arrows
symbolized the photon energy which has to overcome the ionization potential drawn
in black. The energy difference between photon and binding energy is observed in the
electron kinetic energy (in red). The required intensity at a given photon energy is
increasing from left to right, indicated by the grey arrow, with the resonant process as
an exception on the very right.
If the photon energy is smaller than the ionization potential IP , a single photon
cannot ionize the atom. Then several photons have to be absorbed simultaneously to
fulfill the condition n · h¯ω > Ip (picture b) in figure 2.5). This direct non-sequential
multiphoton ionization has a small cross section and, thus, requires a high intensity.
The probability for multiphoton ionization rises with the intensity to the power n of
simultaneously absorbed photons, see equation 2.38. For optical lasers, the intensity
range between 1012 W/cm2 and 1014 W/cm2 is called multiphoton regime, as many
photons can be absorbed simultaneously at these intensities.
If more photons are absorbed than required for ionization, n · h¯ω > Ip + x · h¯ω
with n > x > 1, the electron will carry away the excess energy, which is a multiple
of the single photon energy x · h¯ω [52, 53] (picture c) in figure 2.5). Such above
threshold ionization (ATI) was exploited to calibrate the energy scale of the electron
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spectrometer, described in this work, by analyzing the discrete excess energies in the
photoelectrons created by the simultaneously absorption of photons from a Ti:Sa
laser in argon (here, the photon energy was 1.5 eV and the ionization potential
for argon is 15.6 eV. Electrons with ten different energies were resolved. From
n · 1.5eV > 15.8eV + 10 · 1.5eV , it follows that n=20 photons were absorbed).
In "resonant" multiphoton ionization a resonant bound-bound transition is in-
cluded in the photoionization [52, 54] (picture d) in figure 2.5). Resonances sig-
nificantly enhance the ionization process, such that it is called resonance enhanced
multiphoton ionization (REMPI). REMPI is widely used in spectroscopy [55, 56].
If the resonance is hit with monochromatic light, the probability to excite the atom
via this resonance is close to one. Then, the absorption is saturated, and a further
increase in intensity cannot further increase the absorption probability. Hence, the
probability of resonant multiphoton ionization is proportional to In−r, with r as the
number of involved saturated resonances. However, it is closer to In when the res-
onances are not saturated, e.g. because not all photons in a large bandwidth pulse
have the appropriate energy.
The transition rate in equation 2.37 in a photoionization experiment with N0










Here, the intensity is divided by the energy h¯ω to give a dimensionless number of
ions when multiplied with the generalized cross section.
The intensity I can be varied by increasing or decreasing the focus size or at-
tenuating the laser beam, respectively. Then, a measurement of the ion yield as a
function of the intensity can provide information about the number of absorbed pho-
tons. In a double-logarithmic plot of ion yield as a function of intensity, the number
of photons is found as the slope of the yield curve, n = log(dN1/dt)/log(I/h¯ω). The
minimum number of photons necessary for m-fold ionization is the sum of ionization
energies divided by the photon energy, nmin =
∑
m(IP )m/h¯ω.
When the intensity is rising, all neutral target-atoms will be ionized at some
point. Then, a further increase of the intensity will not lead to a higher ion yield
of singly-ionized charge states any more. The single-photoionization in the target
volume is saturated; the path to full saturation can be described by an exponential
decrease of the population of neutral target-atoms. Upon single-photoionization, the
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ions in the target volume can absorb another photon. Again this sequential double
photoionization will saturate as soon as all target-ions are doubly ionized.






















Here, σ01 and σ12 are the photoionization cross sections for the first and second
step, respectively. For completeness it should be noted that two photons may, with
much lower probability, also be absorbed simultaneously in a non-sequential double












So from the number of absorbed photons these pathways cannot be distinguished.
2.2.3.2 Classification of Strong-Field Interactions
The kinetic energy of a free electron driven by an oscillating electromagnetic field is











where E denotes the electric field, ω the radiation frequency and I the field intensity.
The two right terms are, for shortness, expressed in atomic units where e = me = 1.
Obviously, the ponderomotive potential rises linearly with the pulse intensity, and
decreases quadratically with shorter wavelength, i.e. with higher photon energy.
For distinguishing between of the "multiphoton" and the "tunneling" (strong-









It compares the time in which tunneling takes place with the time the laser bends
the atomic potential to enable tunneling. Since the strong field bends the atomic
25
2.2. Photoabsorption and Photoionization Processes in Atoms
potential (see figure 2.6 on the left), this regime is called tunneling regime. In a
more practical form, the Keldysh parameter may be written as the ratio between
the ionization potential IP and the ponderomotive potential UP . Now, γ has been
widely used to approximately distinguish between the two regimes by classifying:
γ  1 multiphoton regime
γ  1 tunneling regime
Note that this classification is not very sharp and has been intensively discussed
in the literature. Nevertheless, it provides good guidance. To illustrate the ap-
proximate border line between these regimes, the intensity leading to γ = 1 for
the hydrogen atom if radiated by an infrared laser is calculated: with an ionization
potential of 13.6 eV in the focus of a 800 nm laser, the Keldysh parameter becomes
one for an intensity of 1.1 1014 W/cm2.
2.2.3.3 Strong-Field Effects in the Tunneling Regime
If the intensity is increased above the multiphoton regime, the ponderomotive force
of the oscillating electromagnetic field is sufficiently large to modify atomic states
and drive electron motions.
Thus, being far away from a "small perturbation", processes in this regime cannot
be treated by perturbation theory anymore. One of the most common theoretical
approaches to be applied now is the so-called strong-field approximation. Here, in-
teractions with the external field are neglected in the initial state and, in the final
state, interactions with the nucleus are considered to be small, such that essen-
tially a free electron is moving in the laser field [57, 58]. Three prominent reaction
mechanisms within the tunneling regime should be mentioned.
Bending the potential well and tunneling The oscillating field modifies the
potential well, so that the 1/r symmetry of the Coulomb potential is broken
(figure 2.6). If the oscillation of the field is slower than the tunneling time, elec-
trons may tunnel trough the lowered potential barrier [26]. If the potential barrier
is bend below the energy level of the electron, the ionization is called above the
barrier ionization.
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Figure 3.4: Effective potential Veff in field direction. The unperturbed Coulomb potential and
the field potential are also shown separately. Depending on the initial (and possibly Stark-shifted)
state, the electron may either escape via tunneling or classically via “over-barrier” ionization.
The effective potential Veff describes a tilted Coulomb potential (see Fig. 3.4). A per-
turbative treatment of the problem can be found in almost all quantum mechanics or
atomic physics text books (Stark effect). In first order (linear Stark effect) the degener-
acy with respect to the angular quantum number ` is removed while the degeneracy in
the magnetic quantum number m is maintained. The non-degenerate ground state is
only affected in second order (quadratic Stark effect). It is down-shifted since the poten-
tial widens in the presence of the field. In the case of the hydrogen atom (Z = 1) this
down-shift is given by∆E =−9E2/4.
Let us first point out that, strictly speaking, there exist no discrete, bound states
anymore even for the tiniest electric field. This is because even a very small field gives
rise to a potential barrier (see Fig. 3.4) through which the initially bound electron may
tunnel. The electric field couples all bound states to the continuum and thus, as we have
learnt in Section 3.3.1, all discrete states become resonances with a finite line width.
Mathematically speaking, the spectrum of the Hamiltonian (3.189) is unbound from
below. However, since the barrier for small fields is far out, the probability for tunneling
is extremely low (note that the tunneling probability goes exponentially down with the
distance to be tunneled) and the states are “quasi-discrete”.
A strong increase in the ionization probability is expected when the electron can
even escape classically, that is, when it does not have to tunnel. In a zeroth order ap-
proximation (which, in fact, is wrong for hydrogen-like ions, as will be discussed below)
this so-called critical field Ecrit may be estimated as follows: assuming that the initial en-
ergy of the electron does not change (i.e., Stark effect negligible), classical over-barrier
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3.6.6 High harmonic generation
When an intense laser pulse of frequency ω1 impinges on any kind of sample usually
harmonics ofω1 are emitted. A typical signature of the emission spectrum in the case of
strongly driven atoms, molecules or clusters is that the harmonic yield does not simply
roll-off exponentially with increasing harmonic order. Instead, a plateau is observed.
This is a prerequisite for high order harmonic generation (HOHG) being of practical
relevance as an efficient short wavelength source. As targets for HOHG one may think
of single atoms, dilute gases of atoms, molecules, clusters, crystals, or the surface of a
solid (which is rapidly transformed into a plasma by the laser). In fact, for all those
targets HOHG has been observed experimentally. Even a strongly driven two-level
system displays nonperturbative HOHG. The mechanism generating the harmonics
and its efficiency, of course, vary with the target-type. In the case of atoms the so-
called three step model explains the basic mechanism in the spirit of simple man’s theory:
an electron is freed by the laser at a certain time t ′, subsequently it oscillates in the
laser field, and eventually recombines with its parent ion upon emitting a photon of
frequency
ω = nω1, n ≥ 1. (3.370)
This process is illustrated in Fig. 3.21. If the energy of the returning electron is E , the
energy of the emitted photon is ω = E + |Ef| where Ef is the energy of the level which












Figure 3.21: Illustration of the three step model for high harmonic generation. An electron
is (i) released, (ii) acc lera ed in the la er field, nd (iii) driven back to the ion. There it may
recombine upon emitting a single photon which corresponds to a multiple of the photon energy
of the incident laser light.
From this si ple c nsiderations we conclude that the maximum photon energy one
can expect is ωmax = Emax+ |Ef|. Using (3.363) we obtain at the recombination time trec
Figure 2.6 – Tunneling ionization and high harmonics generation[1]
Driving electronic motion and HHG When an electron tunnels out of the
potential well during the optical pulse, it can be regarded as quasi-free electron with
zero energy, being subject to acceleration in the oscillating electric field. Thus, it
is first driven away from the atom but then returns after half an opti al cycle af er
ionization. At he pa ent core, the electron can either scatter elastically, scatter
inelastically (and ionize or excite a second electron) or recombine. In recombination,
its kinetic energy (as in bremsstrahlung) and energy difference to the bound state
(as in fluorescence decays) is transfer ed to a photon of an energy (odd) orders
higher than the initial photon energy. At maximum the photon has an energy of
IP + 3.17UP which is the upper classical limit for the electron recollision energy.
Thus, this process is called high-order harmonics generation (HHG) [59, 60]. With
shorter pulse length (down to attoseconds) and higher photon energies (up to XUV)
as compared to optical lasers, HHG sources share two important advantages with
free-electron lasers. However, even the brightest HHG pulses are currently at least
four orders of magnitude lower in peak brightness [61].
Shifting atomic states Atomic states are shifted , when degenerated, split in
external fields. The most prominent examples are the Zeeman effect for atoms in a
static magnetic and the Stark effect for the influence of an external static electric
field. In high-intensity laser foci, the Stark effect is induced by an oscillating field
1Source: Lecture notes by Dieter Bauer [62]
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and, thus, is called AC-Stark effect. In multiphoton ionization, atomic states, not
accessible by an integer number of laser pulses without the presence of an external
field, may be shifted by the AS-Stark effect so that the difference to the ground-state
becomes an integer multiple of the photon energy. Then, multiphoton ionization
proceeds very efficiently via this resonance to the shifted intermediate state as in
REMPI discussed above for non-shifted levels [63].
A broader discussion on light-matter interactions in intense laser fields can be
found in the review articles [26–28, 36].
2.2.4 Photoionization by Intense X-ray Pulses
2.2.4.1 Multiple Ionization of Inner-Shell Electrons
In the preceding section, the multiphoton and tunneling regime were introduced
to evaluate at which intensity the oscillating field starts to disturb the potential
barriers and drives the electron motion. Due to the 1/ω2 dependence of the pon-
deromotive force, strong-field effects are expected to play a negligible role at X-ray
energies. Whereas the intensity to yield a Keldysh parameter of γ = 1 for the hydro-
gen atom irradiated with 800 nm wavelength was calculated to be 1.1 1014 W/cm2
in section 2.2.3.2, at X-ray energies, say 0.8 nm wavelength (about 1500 eV), the
required intensity becomes 1.1 1020 W/cm2, which is still higher than the values
achieved at any X-ray source currently available, including free-electron lasers. This
classification puts X-ray photoionization clearly in the multiphoton regime.
At infrared, optical and ultraviolet energies direct multiphoton processes have
been discussed in section 2.2.3.1. At X-ray energies, even at high intensities of free-
electron lasers, nonlinear X-ray processes are expected to be dominated by sequential
single-photon single-electron interactions [20, 24, 25].
In section 2.2.2.5 decay mechanisms upon X-ray inner-shell photoionization have
been discussed. At high intensities, several sequential photoionization steps may
occur, before a decay into the first inner-shell vacancy takes place. Then, multiple
inner-shell vacancies are created.
Sequential multiphoton ionization leads to high charge states, where the ratio of
the two competing decay mechanisms, Auger and fluorescence decay, may change:
The Auger rate depends on the number of available electrons in higher shells to
participate in the decay process. Auger decay becomes, therefore, less likely with
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increasing charge state during sequential inner-shell ionization. Eventually core-shell
excited ions like C4+ 1s12s02p1 must solely decay radiatively.
2.2.4.2 Modeling of X-Ray Photoionization
At free-electron lasers two important features have to be addressed by theoretical
models: the influence of the chaotic photon statistics (see the experimental section),
and the high intensity of the radiation. The basic underlying steps of calculating the
atomic response to FEL X-ray pulses are briefly outlined in the following providing
references to detailed descriptions.
To account for the photon statistics, the number of photons in a certain mode
(wavevector ~k, polarization λ) has to be considered and defines the field configu-
ration. All possible field configurations are summed up in a density matrix, which
is evaluated via the (first order) field correlation function [64, 65]. Eventually, in-
tegration of this function yields an average number of photons per unit area and
FEL pulse. In this way, possible intensity and coherence spikes are considered from
pulse to pulse. The chaoticity of the FEL pulse was found to have limited impact on
the overall ionization process in the sequential regime, but to become important in
certain high-intensity ionization pathways [24]. In the calculations presented in this
work, a simple Gaussian shape was assumed for the photon intensity distribution.
The differential cross sections for one photon ionization is calculated with non-
relativistic quantum dynamics using first-order perturbation theory. Each cross
section is multiplied by the average photon number to give the differential probability
for single photoionization by the FEL pulse. The new inner-shell electron binding
energy of the resulting core excited state is then calculated with the Hartree-Fock-
Slater (HFS) approach [66]. Within the sudden approximation [67], the ionization
process is assumed to happen instantaneously and the two appropriate Hamiltonians,
before and after ionization, are independent. Then, the double ionization probability
is the product of the single-photon ionization cross section of the ground and of the
core-excited state. The latter may also relax via Auger or fluorescence decay, and
the corresponding decay rates have to be considered within the ionization process.
As the differential cross section, these decay rates are calculate within perturbation
theory.
Finally, the ionization probabilities and decay rates of intermediate excited states
are put into a set of coupled rate equation, which are numerically solved. Those
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show the temporal evolution of probabilities to find the target in a certain state.
Because photoionization and decay mechanisms constantly shift the charge-state
distributions during the FEL pulse, these probabilities are coupled. While the atomic
processes (ionization, decay) are treated in the perturbative regime, the overall
ionization and relaxation dynamics, described by the coupled rate equations, are
non-perturbative.
The accuracy of this modeling is limited by several approximations. First, the
electronic structure calculations is based on the Hartree-Fock-Slater method, which
does not consider relativistic effects or electron correlation; the difference of the
exact and the self-consistent field energy is the correlation energy (CE) [41]. CE
calculations, however, have shown little deviations from the HFS results on the
level of sophistication needed for the interpretation of the present experiments. For
the photoionization and fluorescence rate, the dipole approximation is used, for
shake-off ionization the sudden-approximation. At soft X-ray energies the dipole
approximation is still plausible. Shake-off is included for the first photoionization
step, then the shake-off ratio decreases, and it has no effect on the production of
high charge states [68]. Double Auger decay, Auger satellites and impact ionization
(such as "knockout" of an outer-shell electron by the inner-shell photoelectron) are
not considered in the theoretical model. In rate equations either one or another
state is addressed but a superposition of states is not possible. For the experimental
parameters of this work, the bandwidth (about 15 eV) is too small for a superposition
of different states (about 50 eV apart).
A discussion of this theoretical approach for helium and neon can be found in
[24], a general tutorial in [38]. The XATOM toolkit, which was used by S.-K. Son




3.1 The Linac Coherent Light Source
The Linac Coherent Light Source (LCLS), the world-wide first hard X-ray free-
electron laser, has started operation in fall 2009 with one beamline operational, the
"AMO-beamline" for atomic, molecular and optical science. In December 2011, the
last of six beamlines was being commissioned. LCLS provides coherent X-rays with
pulse lengths between 500 fs and below 3 fs at wavelengths ranging from 1.2 to 22 Å.
The offered peak brilliance is almost nine orders of magnitude higher than at con-
ventional synchrotron sources [70] (see figure 1.1). The following sections cover four
topics with respect to the design of the LCLS, namely: the electron gun and the ac-
celerator section, the lasing process, the photon diagnostics and, finally, the relevant
parameters of the beamlines.
3.1.1 Electron Acceleration in the Linac
The lasing process in FELs is based on the collective interaction of relativistically fast
electrons with their own spontaneous emission. For these collective interactions to
occur, the electrons have to be confined in a small volume and with similar momenta,
that means the six-dimensional phase-space density has to be sufficiently high. The
average spread of particle coordinates in position and momentum phase space is
called emittance. The lower the electron beam emittance, the higher the photon
beam brilliance (defined in figure 1.1). To account for the required low emittance and
high beam currents FELs are based on linear accelerators (Linacs) which are single-
pass machines. In comparison, synchrotrons consist of a pre-accelerating Linac, a
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circular accelerator and a storage ring [11] where the same electron bunch circulates
for several days. The FEL was proposed as early as 1971 [71] but the first optical
FEL based on sufficient electron beam emittance could only be realized in 2001 [72].
3.1.1.1 Electron Sources
LCLS uses the accelerator units in the last kilometer of the 3-km-long SLAC Linac.
At kilometer two, the electron beam is created 35◦ off-axis in a photocathode radio
frequency (RF) gun, where a copper cathode is illuminated by 3-ps-long UV pulses
with a 30 to 120 Hz repetition rate which thereby defines the repetition rate of the
X-ray pulses. With stabilized irradiation of the copper cathode, the relative electron
charge stability amounts to 1.1% root mean square (rms, the quadratic mean) at
1 nC [73]. The injector is typically operating with a lower charge of 0.25 nC and,
then, provides a 35 A peak current and a transverse emittance of less than 1 mm
rms [70].
Electron Bunch Length Similar to streak cameras (see figure A.4) the electron
bunch profile can be derived by directly streaking the electron beam using an RF
deflecting field [73]. In a transverse-deflection cavity (TCAV3 in figure 3.1), located
after the second compressor, the electron beam is deflected by S-band RF pulses
onto a phosphor screen [74]. From the spatial distribution the electron bunch length
can be measured down to 10 fs [75]. This deflection measurement is very sensitive
to the deflecting field and a precise calibration is essential; for example between two
calibration procedures a shift in the field strength of up to 30% was found [76]. If
the field strength was not recalibrated a 30% offset in the electron bunch length
would have been measured.
3.1.1.2 Accelerator
At LCLS the electron bunch is accelerated by the S-band (2.856 GHz) Linac, where
the RF-fields are fed in from klystrons and form a standing wave in the cavities for
resonant acceleration. From the injector, the electron beam enters the main Linac
axis with 135 MeV and is further accelerated to 250 MeV before passing the first
bunch compressor chicane (BC1 in figure 3.1), which shortens the bunch and thereby
magnifies the peak current. The two bunch compressors combined cause a 100-fold
increase in peak current to 3.5 kA.
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The maximum emittance and, thus, the compressibility is limited by the pulse
charge. At low-charge mode operation, that is a 20 pC instead of the typical 0.25 nC,
the electron bunch can be compressed to a minimum bunch length of few femtosec-
onds [77].
© 2010 Macmillan Publishers Limited.  All rights reserved. 
 
The LCLS electron accelerator is based on the last kilometre of
the SLAC 3-km-long linac. This remarkable 42-year-old
machine22 uses radiofrequency (RF) ﬁelds at 2,856 MHz (S-band)
to accelerate electrons up to 50 GeV, most prominently for high-
energy physics research. The ﬁnal kilometre of this linac is now
being used to drive the FEL. To create the LCLS, the linac was modi-
ﬁed to include a new high-brightness electron injector at the 2 km
point, and two magnetic bunch compressor chicanes (BC1 and
BC2) were added to increase the peak current of the electron
beam in stages, commensurate with the increasing beam energy.
A new 350-m-long transport line was built at the end of the linac
to deliver the 3.5–15 GeV electrons to the 132-m-long undulator
line, after which the electrons are dumped and the X-ray beam is
transported to the X-ray diagnostics, or one of several experimental
stations. The facility has been designed to allow future expansion
with up to eight undulators and separate X-ray beamlines. The
LCLS layout is shown in Fig. 1.
The new injector23 must produce a very bright electron beam in a
single bunch generated at a rate of up to 120 Hz with a charge of
0.25 nC (an empirically improved operating point that performs
better than the 1-nC design), a peak current of 35 A, and an
r.m.s. energy-normalized emittance of ,1 mm in each transverse
plane. The injector begins with a photocathode RF gun with a
copper cathode illuminated by UV light from a frequency tripled
pulse from an ampliﬁed Ti:Sapphire laser system. Uniform spatial
UV shaping is important to generate the low emittance and is
accomplished with a 1.2-mm-diameter over-ﬁlled aperture imaged
to the cathode. The (less critical) uniform temporal shaping is
accomplished by stacking two 3-ps-long (FWHM) Gaussian
beams separated by 3 ps.
The pair of new bunch compressors shortens the electron bunch
and thereby magniﬁes the peak current from the injector by a factor
of 100, for a ﬁnal peak current of up to 3.5 kA at the end of the
linac. The high peak current is required to efﬁciently generate and
saturate the shortest X-ray wavelengths. The compressors were
designed to minimize the effects of coherent synchrotron radiation24
(CSR), a process that can degrade the electron beam brightness
during the compression process as the very short electron bunch
begins to radiate coherently in the chicane bend magnets. The
effects of CSR have been measured in both compressors and show
reasonably good agreement with available computer modelling
codes25. The electron bunch length is measured using a transverse
RF S-band deﬂecting cavity26 (‘TCAV3’ in Fig. 1), which works
like a femtosecond-resolution streak camera for electrons and is
capable of resolving bunch lengths as short as 25 fs FWHM.
A special ‘laser heater’27,28 is located in the injector at 135 MeV
(‘Heater’ in Fig. 1). This unique component adds a small level of
energy spread (20 keV r.m.s. before bunch compression) to the
electron beam to ‘Landau damp’ a micro-bunching instability
before it potentially breaks up the high-brightness electron beam.
The system modulates the energy of the electron bunch using a
co-propagating IR-laser (758 nm) in a short undulator (0.5 m),
which is enclosed within a four-dipole magnetic chicane. The
energy modulation is immediately smeared by the last two
magnets of the chicane into an uncorrelated energy spread, which
continues to smooth the temporal distribution of the bunch as it
passes through the downstream bunch compressors. The heater is
the ﬁrst of its kind in a linac-based FEL and has been shown to
be quite effective in suppressing this instability and improving
FEL performance29.
Table 1 | Design and typical measured parameters for both hard (8.3 keV) and soft (0.8–2.0 keV) X-rays. The ‘design’ and
‘hard’ values are shown only at 8.3 keV. Stability levels are measured over a few minutes.
Parameter Design Hard Soft Unit
Electrons
Charge per bunch 1 0.25 0.25 nC
Single bunch repetition rate 120 30 30 Hz
Final linac e2 energy 13.6 13.6 3.5–6.7 GeV
Slice† emittance (injected) 1.2 0.4 0.4 mm
Final projected† emittance 1.5 0.5–1.2 0.5–1.6 mm
Final peak current 3.4 2.5–3.5 0.5–3.5 kA
Timing stability (r.m.s.) 120 50 50 fs
Peak current stability (r.m.s.) 12 8–12 5–10 %
X-rays
FEL gain length 4.4 3.5 1.5 m
Radiation wavelength 1.5 1.5 6–22 Å
Photons per pulse 2.0 1.0–2.3 10–20 1012
Energy in X-ray pulse 1.5 1.5–3.0 1–2.5 mJ
Peak X-ray power 10 15–40 3–35 GW
Pulse length (FWHM) 200 70–100 70–500 fs
Bandwidth (FWHM) 0.1 0.2–0.5 0.2–1.0 %
Peak brightness (estimated) 8 20 0.3 1032 *
Wavelengt stability (r.m.s.) 0.2 0.1 0.2 %
Power stability (r.m.s.) 20 5–12 3–10 %
*Brightness is photons per phase space volume, or photons s21 mm22 mrad22 per 0.1% spectral bandwidth.


























Figure 1 | LCLS machine layout. Layout from the electron gun to the main dump, with two bunch compressors, BC1 and BC2, and a 132-m-long undulator.
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Figure 3.1 – Layout of the LCLS from the elec r n gun to the main ump, with tw
bunch compressors, BC1 and BC2, and a 132 m long undulator1.
3.1.2 Light Generation by the Undulators
A uniformly moving charge creates both, an electric and a magnetic field. In order
to produce an electromagnetic wave, it is necessary to have charge acceleration.
The generation of electromagnetic w ves by accelerated charges was predicted by
Maxwell in 1864 and experimentally demonstrated by Hertz in 1886. In a Hertzian
dipole antenna, a radio frequency voltage drives a charge oscillation in a conductor,
where the electrons move according to the force of the alternating electric field.
Figure 3.2 – Undulator working principle2. An electron beam (2), deflected in an
array of permanent magnets (1) of period λU , is radiating electromagnetic waves (3).
In an undulator, a charge oscillation is induced by an array of permanent magnets
with alternating poles (see figure 3.2), where an electron beam experiences a Lorentz
1Source: P. Emma et al. Nature Photonics 4, 641-647 (2010). Copyright by the Nature Pub-
lishing Group.
2Source: Wikipedia: The Free Encyclopedia. Wikimedia Foundation, Inc.
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force, ~FLorentz = q~v × ~B, perpendicular to the external magnetic induction field ~B
and its velocity vector ~v. In the reference frame of the electron the emission pattern
is that of a dipole antenna. The electron velocity, however, is relativistic and, thus,
the radiation emission pattern has to be Lorentz-transformed into the laboratory
frame of reference. Then, the emission pattern is very much tilted towards the









where v is the electron velocity and c the speed of light.
The period of the magnet arrangement is called λu and the deflection of the





λuB0 = 0.934 · λu [cm] · B0 [T ] (3.2)
A derivation of this and other formulae mentioned in this section can be found in
the textbooks on synchrotron radiation [46] and free-electron lasers [78].
The deflection angle is approximately ±K/γ. For undulators, the maximum
deflection of the electrons is within the opening angle of the radiation (±1/γ), so
K ≈ 1. Hence, the radiation emitted at different points on the electron trajectory
can overlap and increase the irradiated power. For constructive interference the path
difference between the light wave, emitted at point A, and the slower (<c) electron
bunch has to be a multiple n of the wavelength λn at point B, one undulator period
λu later, where the electron bunch spatially overlaps with the light it had generated
at point A. From this interference condition the undulator equation is derived, which
connects wavelength λn of the n-th harmonic, the undulator period λu, the electron
velocity described by γ and the deflection parameter K for radiation within an











Accordingly, the wavelength of the radiation can be chosen by the undulator ge-
ometry (K) and the electron kinetic energy (Ekin = γmec2), which is tunable in
the electron accelerator. In addition to the fundamental wavelength n = 1, there
are higher harmonics with n ∈ N , but in forward direction only odd harmonics are
observed. In an undulator with Nu periods the bandwidth of the fundamental and
34







The interference condition in equation 3.3 is valid for individual electron trajectories,
but does not imply coherent radiation of the entire electron bunch. The electron
bunch is orders of magnitude longer, i.e. 24 µm (or 80 fs [73]), than the wavelength in
the optical and X-ray regime. To radiate in phase, which amplifies the radiant power
dramatically (∝ N2electrons instead of ∝ Nelectrons with typically Nelectrons ≈ 109), the
electron bunch has to be sliced into microbunches with elongations in the order of
the wavelength. This so called microbunching is induced by the interaction of the
electron bunch with its own radiation (see appendix A.1.1). Since the microbunching
has to be induced by initially uncorrelated, spontaneously emitted photons, such
a light amplification is called self-amplified-spontaneous-emission (SASE). Because
SASE is based on shot noise, fluctuations in the generated X-ray beam appear from
shot to shot [79–81]. In order to avoid shot-to-shot fluctuations, seeding schemes
are planned for future FELs, see appendix A.1.2 for further details. For SASE, the
interaction of the electron beam with the light field must be sufficiently long and
intense, so that long undulators and electron beams with high peak current, small
energy spread and low emittance are required.
© 2010 Macmillan Publishers Limited.  All rights reserved. 
 
(time-integrated) emittance values there vary from 0.5 to 1.2 mm,
most of the emittance growth is thought to be only in the projection
(that is, due to transverse centroid shifts along the bunch). The
time-sliced emittance measured in the injector (0.4 mm) appears
to be well preserved. The ﬁgure shows a measured FEL gain
length of 3.5 m and a saturation length of 60 m (2/3 of the 90-m
design value), consistent with simulation results where the slice
emittance is taken as 0.4 mm. The FEL gain length at soft X-ray
wavelengths (15 Å) is measured to be 1.6 m (ref. 36).
To estimate the total FEL energy in the X-ray pulse, the electron
energy loss across the undulator is measured by observing changes
of the vertical electron beam position in the dump line after the ver-
tical bend magnets (see Fig. 1), where the momentum dispersion is
large. In addition to the FEL process, broadband spontaneous radi-
ation and vacuum chamber wakeﬁelds can contribute to energy loss
in the undulator. However, these non-FEL effects can be isolated by
exciting a large horizontal betatron oscillation in the undulator to
suppress the FEL interaction, allowing the FEL-induced energy
loss to be precisely determined. This measured average energy loss
per electron, multiplied by the electron bunch charge, yields the
total energy in the FEL X-ray pulse. Using this method, we consist-
ently measure X-ray pulse energies from 1 to 3 mJ with ,5% r.m.s.
precision for the nominal 250-pC bunch charge throughout the
entire operating wavelength range. This electron-based X-ray energy
measurement is also used to calibrate the gas detectors, which
measure the relative X-ray pulse energy on each pulse (see below).
Owing to the exceptional electron beam quality and feedback
controls, the electron bunch length can easily be varied during
FEL operation, especially with soft X-rays (22 to 6 Å). Figure 5
shows the measured X-ray pulse energy at 6 Å (2 keV photon
energy) as a function of the electron bunch length (FWHM) over
the range between 70 and 350 fs (corresponding to a peak current
variation of 3.5–0.7 kA). The X-ray pulse energy increases with
bunch length, probably due to reduced collective effects in the
bunch compressors and undulator, but rolls off above 250 fs,
because the peak current also drops. To estimate the X-ray peak
power, we divide the X-ray pulse energy by the X-ray pulse length,
which is assumed to be the same as the measured electron bunch
length. Figure 5 shows that the X-ray peak power is increased with
a shorter pulse length, even where the total pulse energy decreases.
To reach exceptionally short pulse durations, the LCLS has added
a low-charge operating mode (20 pC). The reduced bunch charge
provides even better transverse emittance from the gun and also
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Figure 3 | Electron trajectories through the undulator after beam-based alignment. Both horizontal (top) and vertical (bottom) are shown at four different
electron energies (4.3, 7.0, 9.2 and 13.6 GeV). The trajectory is seen to be highly dispersion-free and therefore well aligned. Error bars represent the r.m.s.






























Undulator magnetic length (m)
λr = 1.5 Å
Ipk = 3.0 kA
σE /E0 = 0.01% (slice)
γεx,y = 0.4 μm (slice)
Figure 4 | FEL gain length measurement at 1.5 Å. Measured FEL power (red
points) plotted after continuous insertion of each 3.4-m undulator segment
showing saturation at 60 m and with all 33 undulator segments installed.
Error bars represent the r.m.s. statistical uncertainty in the measured power
when averaging 30 beam pulses. The measured gain length is 3.5 m with a
GENESIS simulation overlaid (blue curve) and with consistent electron beam
parameters shown. The YAG screen image is shown in the inset with
140-mm r.m.s. round X-ray spot size in this early case (April 2009). lr is the
fundamental FEL radiation wavelength; Ipk is the peak current of the electron
beam in the undulator; g is the relativistic Lorentz facotr; 1x,y is the
transverse r.m.s. emittance of the electron beam in the undulator; g1x,y is the
normalized transverse r.m.s. emittance of the electron beam in the
undulator; sE/E0 is the r.m.s. relative energy spread of the electron beam in
the undulator (that is, the r.m.s. energy spread, sE, divided by the mean
electron energy, E0).
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Figure 3.3 – LCLS gain length1. Figure 3.4 – Synchrotron-light sources2.
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In figure 3.3, the gain length of the LCLS is depicted along with a sketch illus-
trating microbunching. The gain length is defined as the distance over which the
power increases by e =2.72 and critically depends on the transverse emittance at the
entrance of the undulator. The gain length of LCLS is 3.5 m for hard X-rays (1.5 Å)
and 1.6 m for soft X-rays (15 Å), saturation occurs at 60 m [70] (for 1.5 Å) roughly
the 20fold gain-length as predicted by theory [81]. The entire undulator system at
LCLS is 132 m long consisting of thirty-three 3.4 m long undulator segments with an
undulator period of λU = 3 cm, full gap height of 6.8 mm and a undulator deflection
parameter of K=3.5, corresponding to a magnetic field of 1.5 T [70].
Figure 3.4 schematically compares the magnetic arrays, emission pattern and irra-
diated intensity of different synchrotron-light sources. As a result of microbunching,
electrons in FEL undulators radiate in phase and the radiated intensity increases
not only linearly with the number of radiating electrons (as for wigglers and undu-
lators from synchrotrons) but quadratically, which gives an enhancement of about
nine orders of magnitude in peak intensity.
3.1.3 Diagnostics
To date, all four operating short-wavelength FELs, those operating in the extreme
ultraviolet (XUV) [82, 83] as well as those in the X-ray regime [70, 84], are based on
self-amplified spontaneous emission implying significant shot-to-shot fluctuations.
To sort the experimental single-shot data, an elaborated photon beam diagnostics
is required.
3.1.3.1 Photon Energy
With a fixed undulator gap, the photon energy is set by the electron energy, ad-
justable in the accelerator (see equation 3.3).
At LCLS, the photon energy has a bandwidth of 0.2% to 1% (FWHM) and a
photon energy jitter ("wavelength stability") of 0.2% (rms) [70]. In figure 3.5 the
bandwidth is marked in red, the jitter in green. The blue curves illustrate a single-
1Source: P. Emma et al. Nature Photonics 4, 641-647 (2010). Copyright by the Nature Pub-
lishing Group. and S.V. Milton et al. Science (New York, N.Y.) 292, 2037-41 (2001). Copyright
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Figure 3.5 – Photon energy bandwidth and energy jitter.
shot spectrum, the grey curve the averaged spectrum. The bandwidth is found in
every shot and, e.g., plays a role for energy resolution of photoelectrons and for the
accessibility of narrow transitions (resonances). The jitter shifts the total photon
energy distribution per shot. The jitter is caused by varying start points of SASE
in the undulator. It is monitored shot-by-shot and can be eliminated by sorting
routines a posteriori.
Omnipresent spontaneous radiation occurs as surrounding halo of the FEL beam
[85]. Higher-energy spontaneous undulator radiation, Bremsstrahlung background
radiation and higher harmonics are suppressed by the limited reflectivity of the
steering mirrors to experimental hutches. At the AMO beamline, the second har-
monic contributed 0.01% and the third-harmonic content was found to be 1% of the
total energy over the full tuning range (0.8-2 keV) [20]. The high-harmonic con-
tent is very critical for unambiguously identifying very rare nonlinear direct two- or
multiphoton absorption.
3.1.3.2 X-Ray Pulse Length
The X-ray pulse length is varied via the electron bunch length and its measurement
provides an estimate of the former (see section 3.1.1.1). The actual photon pulse
length, however, has been found to be shorter does not necessarily match the electron
bunch length, as the X-ray pulses are generated in a highly collective process of lasing
within the electron pulse [86, 87].
Various approaches to determine the FEL-photon-pulse length are summarized
and compared to the nominal value (given by the electron bunch length) in table
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3.1, a description of these approaches is given in the appendix A.1.3.
Measured at LCLS
Measured by Electron bunch length X-ray pulse duration
L. Young et al.[19] 80 fs 40 fs or less
Ratio of double- to single-core-hole formation in neon
S. Hau-Riege et al. [88] 300 fs, 150 fs, 70 fs 70 fs, 60 fs, 40 fs
Statistical analysis of single-shot photon energy spectra
S. Düsterer et al. [89] 175 fs, 75 fs 120 fs, 40 fs
Laser-assisted Auger decay in the X-ray regime (sidebands)
R. Kienberger et al. [90] <10 fs <5 fs
NIR streaking (photo-electron momenta)
A. Cavalieri et al. [91] >40fs analysis in progress
THz streaking (photo-electron momenta)
Measured at FLASH and SCSS
Autocorrelation of the split FEL beam in an interferometer [92, 93]
Intensity autocorrelation in non-linear multiphoton-ionization [94–97]
Table 3.1 – Measurements of the X-ray pulse duration
It turns out for various independent measurements, that the X-ray pulse length
was found to be at least 40% shorter than the electron bunch.
3.1.3.3 Pulse Energy
Before describing the pulse energy measurement at LCLS, some clear definitions
should avoid any confusion about three terms, which are often used freely in the
context of quantifying radiation levels:
Pulse energy is the total energy content of a pulse, i.e. the sum-energy of all
individual photons:
pulse energy = number of photons · energy per photon (3.5)
The maximum pulse energy at LCLS in 2009 to 2011 has been 3 mJ at 2 keV
photon energy (about 1013 photons).
38
Chapter 3. Experimental Setup





Assuming a 3x3 µm2 X-ray focus and 18% beamline transmission at 2.5 mJ
pulse energy the fluence amounted to 44 µJ/µm2 during the 2011 measure-
ments (see section 4.1).
Intensity, also called irradiance or radiative flux, is the energy per area within the
period of the pulse:
intensity =
pulse energy
pulse length · area (3.7)
The intensity with a pulse energy of 2.5 mJ, a pulse length of 100 fs, a 3x3
µm2 X-ray focus and 18% transmission is 5 · 1016 W/cm2.
3.1.3.4 The LCLS Gas Monitor Device
At LCLS, two pulse energy detectors to characterize hard X-ray free-electron-laser
pulses are permanently installed upstream of the experimental hutches.
Be attenuators are fully retractable, so that the clear aperture is
deﬁned by the larger upstream ﬁxed mask. Two thin Be ﬁlters
(IF1 Be foil) 10 and 100 mm thick, ar added to block visible light
especially at lower photon energy settings.
The attenuation was measured by comparison between the
upstream and downstream gas detectors, illustrated in Fig. 6, as a
function of t e beryllium thickness, at a photon energy of 8.3 keV.
The measured attenuation length of 3.73 mm is close to the
calculated design value of 4.2 mm. Some degradation of FEL beam
images was observed when using the Be attenuators, which was
attributed to the quality of the Be. An upgrade is planned for the
near future to correct this. The gas attenuator performs reliably in
the soft x-range and still achieves an attenuation of 103 at photon
energies as high as 1500 eV.
3.3. Gas energy detector
Two gas detectors located in the differential pumping sections
of the gas attenuator, provide non-intrusive FEL energy measure-
ment on a pulse-by-pulse basis [5]. The gas detector was not
designed to provide an absolute intensity measurement, but was
intended to be calibrated with an absolute device such as the total
energy monitor (see 3.4). The gas detectors measure the N2
ﬂuorescence produced by the FEL beam entering a 30 cm long
and 8 cm diameter gas chamber, which is pressurized between
0.02–1.2 Torr. The aluminum chamber walls are grooved to sup-
press any stray light entering the two perpendicularly-installed
photomultiplier tubes. Magnetic coils around the chamber conﬁne
the photoelectrons and maximize the ﬂuorescence signal. The
nitrogen ionization leads to the emission of photo and Auger
electrons, which deposit their energy in the nitrogen gas until they
thermalize or collide with the chamber walls. The exited N2
molecules relax by ﬂuorescence in the near UV, between
300–400 nm. The ﬂuorescence yield in air and nitrogen has been
studied in detail for the detection of highly-energetic cosmic rays
and it was found that the ﬂuorescence yield per deposited energy is
only weakly dependent on the energy of the exciting electron [6].
Processes such as interaction with the walls, quenching at higher
pressures and space charge effects at different FEL energies and
operating pressures may affect the performance and are being
studied [7].
In conjunction with the photon-based diagnostics another
energy measurement of the FEL beam has been developed. It
determines the energy loss that electrons suffer in the undulator as
they are kicked on the various orbits leading to varying FEL power.
This method has been automated and optimized and gives reliable
values for the average pulse energy in a matter of only a few
minutes. An example of such an energy loss scan is shown in Fig. 7
(left) and a correlation plot with the gas detector signal in Fig. 7
(right), which has a relative error typically between 1 to 5% (RMS).
The pulse-by-pulse energy at 8.3 keV, measured with the gas
detector and accumulated over 1000 pulses, is shown in Fig. 8. The
pulse-energy jitter is about 8% (RMS).
Fig. 5. LCLS attenuator system: gas and solid attenuators with differential pumping
sections and integrated gas detector monitors.
Fig. 6. Solid attenuator performancemeasuredwith the Gas Detectors as a function
of beryllium attenuator thickness at 8.3 keV.
Fig. 7. Electron energy loss scan (left) and correlation with the gas detector signal (right) at 8.3 keV.
S. Moeller et al. / Nuclear Instruments and Methods in Physics Research A 635 (2011) S6–S11 S9
Figure 3.6 – The LCLS attenuator system1.
They are positioned in the front d
in the back of an tt nu tion chamber,
where the incident pulse energy can be
reduced, up to an attenuation of 104, ei-
ther by adjusting the itrogen gas pres-
sure (up to 16 mbar) within the 4.5 m
long beamline section or by inserting a
choice of seven beryllium plates of var-
ious thickness (0.5, 0.5, 1, 2, 4, 8 and
16 mm) resulting in an adjustable total
thickness of 0 to 32 mm [75]. The solid
attenuators, however, significantly disturb the wavefront of the beam, as imprint
studies have demonstrated [98, 99]. With both detectors working in parallel the
1Source: S. Moeller et al. Nuclear Instruments and M tho s i Physics Research S ction A:
Accelerators, Spectrometers, Detectors and Associated Equipment 635, S6-S11 (2011). Copyright
by Elsevier Ltd.
2Source: S. Hau-Riege et al., PRL, 105, 043003, 2010. Copyright by the American Physical
Society.
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incident as well as attenuated pulse energy is monitored simultaneously from shot
to shot and their ratio determines the transmission at certain attenuation. The
transmission can also be calculated from the attenuation (equation 3.8). For the








The pulse energy measurement is based on the X-ray induced photoluminescence of
nitrogen in a 30 cm long chamber (figure 3.7). The upper bound for the gas pressure
is about 2.5 mbar and is regulated by the gas inlet which competes with pumping.
At 8.3 keV photon energy only 0.06% of the photons are absorbed, at lower pho-
ton energy a higher cross section increases the absorption and the gas pressure has
to be reduced. Photons are mainly absorbed trough K-shell photoionization which
are rapidly (few fs) followed by Auger relaxations. Both, the photoelectrons and
the Auger electrons, are confined in the 200 G axial magnetic field of an external
solenoid in order to increase the residence time of the electrons in the nitrogen gas.
Thus, their kinetic energy can effectively be transferred to the nitrogen molecules via
molecular excitation and ionization until termination on the chamber walls. Elec-
tron impact ionization yields secondary electrons, while molecular excited nitrogen
relaxes under radiative decay of 300 nm to 400 nm [100]. Eventually, the UV light
is detected and amplified by two photo multipliers positioned parallel and perpen-
dicular to the polarization vector of the FEL beam and shielded by a near-UV filter





photomultiplier tube vacuum window with EUV filter 
nitrogen aluminum liner 
Figure 3.7 – Setup of the LCLS gas monitor device2.
The measurement of the UV radiation provides the relative shot-to-shot pulse en-
ergy. Thereby gas pressure, magnetic field and photon energy have to be monitored
and stabilized to the recommended operating range. The photon pulse energy is
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estimated by measuring the electron beam energy loss in the undulator and is taken
for an absolute calibration of the gas detectors.
3.1.3.5 The ASG Intensity Monitor
A second intensity monitor has been installed downstream of the experimental cham-
ber as back-up option and to check the LCLS GMD on its linearity. In contrast to
the LCLS luminescence detector, it is based on the photoionization of a gas at a
low target density (the same effect is exploited in the DESY gas-detectors designed
for the use at the XUV FEL, FLASH, and the upcoming X-ray FEL, the European
XFEL [103]).
At the Japanese XUV-FEL, SCSS, and X-FEL, SACLA, a third detector type, a
cryogenic radiometer, is used. It is based on the calorimetric technique, that means
the temperature rise of a cavity absorber, which corresponds to the radiant power
of the FEL, is measured [104].
The intensity monitor was mounted in a CF63 double cross between the CAMP
endstation and the boron carbide (B4C) beam-stop. The gas pressure was kept low
(106 mbar) to avoid any gas leakage through the 5 mm aperture into the experimental
chamber. The six ports of the cross were distributed to: the incoming beam, the
beam stop, the intensity monitor, a needle valve for gas inlet, a pressure gauge and a
YAG-crystal on a movable linear manipulator to monitor the beam position. Figure
3.8 shows the setup and position within the vacuum tubing. The intensity monitor
is built as time-of-flight spectrometer, where ion acceleration and drift region are
chosen to fulfill the McLarren geometry for optimized time-of-flight resolution [105],
also called time focusing geometry. Accordingly charged particles starting from the
interaction point in the middle of the 40 mm acceleration region pass an acceleration
length of 20 mm before they enter the field-free 40 mm long drift region. Different
voltage regions are separated by copper meshes. The spacing between each electrode
is 7 mm. Ions, extracted with 200 V across the total extraction region i.e. 62 V/mm,
are amplified by a commercial1 open MCP detector with two V-stack multi-channel
plate and a single metal anode (for a description of MCPs, see section A.2.4 in
the appendix). The amplification is 107 and decoupled MCP signals are further
amplified by a fast pulse preamplifier2.
1TOPAG MCP Detector MCP-MA33/10
2Philips scientific fast pulse preamplifier model 6954ds
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Figure 3.8 – Intensity monitor within the CF63 double cross. On the left the time-
of-flight spectrometer in McLarren geometry and V-stack MCP detector is pictured,
on the right the mounting of the intensity monitor.
Located at more than 1m distance from the beam focus in the CAMP endstation,
the fluence is estimated to be sufficiently low to suppress any two photon absorption.
Thus, the integrated ion yield is anticipated to be linearly proportional to the pulse
energy. Figure 3.10 depicts a scan over the entire available pulse energy. The
time-of-flight spectra are drawn on the x-axis for pulse energies between 0 mJ and
2.75 mJ in steps of 30 µJ on the y-axis. The incident photon energy was set to
1200 eV, the pulse length to 150 fs and the working gas pressure in the double cross
to 3 10−6 mbar.
Due to its high cross section (see figure 3.9) at X-ray energies, xenon was chosen
as target gas. In the charge-state spectrum, singly, doubly and triply charged xenon
is nearly absent as M-shell photoionization is followed by a cascade of Auger decays
which increases the final charge state. In addition, the MCP detection efficiency
decreases for lower charged ions [109]. The depicted spectrum in figure 3.10 starts
with the Xe4+ peak at about 4800 ns which, as well as the Xe5+ peak, remains
almost of constant peak-height throughout the pulse energy scan. The main feature
for Xe6+ and Xe7+ is the significant decrease, which coincides with an increase of
the neighboring higher-charged ion (also see figure 3.12). The dominant peak in the
spectrum is Xe8+, which just depletes with the rise of Xe9+ at the highest pulse
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Figure 3.9 – Calculated total cross sections of rare and typical residual gases [106–
108].
energies. No depletion is observed for Xe9+ since the highest charge state, Xe10+,
is detected in negligible amounts. In a 44 eV to 1300 eV photon energy scan at the
TERAS synchrotron radiation facility, Saito [110] reports a maximum charge state
of Xe8+, which is in agreement with the charge-state distribution measured using the
FLASH GMD at the LCLS SXR beamline [111]. In contrast, Carlson [112] shows
an ion yield up to Xe10+ for photoionization of 3s, which is accessible at 1200 eV
incident photon energy, and Mukoyama [113] measured even small yields of Xe11+
at 4.5 keV, which is still beyond the L-shell ionization threshold.
Thus, charge states above Xe8+ reported here, are attributed to 3s and 3p pho-
toionization, which then decays with enhanced double Auger and autoionization
processes as compared to 3d ionization at 800eV. Without any focus characteriza-
tion and detector efficiency calibration possible during short experimental runs, a
quantitative analysis of the individual peak ratios in the time-of-flight spectrum was
not undertaken.
Residual gas contributes to the spectrum as seen as C1+ (from carbohydrates),
N1+ , O1+, O2+, O3+ and H1+. The light peak at the beginning of the spectrum
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Figure 3.10 – Xenon time-of-flight spectra (normalized on the number of shots) vs.
pulse energy (measured by the LCLS GMD).
may not only come from stray light but also from fluorescence-photons created by
the beam when impinging on the solid beam stop.
To cross calibrate the LCLS gas monitor device and the ASG-intensity-monitor,
the ion yield for protons from the residual gas and Xe9+ from target gas is plotted
against the GMD pulse energy in figure 3.11. To determine the ion yield, the proton
and Xe9+ peaks were integrated, normalized to the number of integrated bins and
the non-zero baseline was subtracted in the shot to shot time-of-flight spectra. The
resulting distribution of peak heights for every pulse energy interval was fitted with
a Gaussian-shaped curve to yield mean and standard deviation.
The cross calibration shows good agreement between both pulse energy mea-
surements for values between 0.2 mJ and 1.8 mJ. In that region two additional
measurement, one by means of an electron loss scan of electrons kicked on various
orbits in the undulator and another one by the Total Energy Monitor (TEM), a
bolometer, which measures the total energy of each pulse based on the temperature
rise in a 0.5 mm Si substrate [114], have found a similar good linearity of the LCLS
GMD (at 8.3 keV) [75].
In figure 3.11, the mean height of the integrated peaks increases linearly with
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pulse energy as indicated by the dark blue lines. The x-scale on top of the graph
was chosen to match both pulse energies in the linear region. However, at about
1.8 mJ the ion yield exceeds the interpolated pulse energy. This behavior is in very
good agreement with a previous calibration curve performed by the FLASH GMD
(figure 3.11 right side) and proofs a saturation of the LCLS GMD at high pulse
energies. Considering this recalibration, a pulse energy of 2.5 mJ measured by the
LCLS GMD becomes 3.5 mJ, 2.75 mJ becomes 4.25 mJ.
0 . 0 0
0 . 2 5
0 . 5 0
0 . 7 5
1 . 0 0
1 . 2 5
1 . 5 0
1 . 7 5
2 . 0 0
2 . 2 5
2 . 5 0
2 . 7 5
0 . 0 0 - 0 . 0 4 - 0 . 0 8 - 0 . 1 3 - 0 . 1 7 - 0 . 2 1 - 0 . 2 5 - 0 . 3 0 - 0 . 3 4 - 0 . 3 8 - 0 . 4 2
0 . 0 0 0 . 5 0 1 . 0 0 1 . 5 0 2 . 0 0 2 . 5 0 3 . 0 0 3 . 5 0 4 . 0 0 4 . 5 0 5 . 0 0
p u l s e  e n e r g y  [ m J ]  ( i n t e n s i t y  m o n i t o r ) 
 

































































































FIG. 6. Average photon pulse energy measured by the LCLS gas detector versus those 
obtained with the help of the GMD. 
 
 10
Figure 3.11 – Left: Average photon pulse energy measured by the LCLS gas detector
versus the integral of H+ (in green) and Xe+9 (in red) peaks (normalized to the number
of integrated bins). The error bars are derived from the standard deviation of the peaks.
The dark blues line interpolate the linear region of the curves. The upper x-axis-scale
is chosen to match the interpolated line of the Xe+9 curve to the pulse energy scale.
Right: LCLS GMD pulse energy versus the pulse energy measured by the FLASH
GMD [111].
Finally, the baseline-corrected ion yield for all peaks of the spectrum is drawn
in a double logarithmic plot with recalibrated pulse energy (figure 3.12). For the
recalibration the experimental proton yield is divided by a constant factor so that
the proton yield-curve has a slope of one, assuming that an proton is liberated upon
one-photon absorption. Then, up to 0.3 mJ, all but the Xe+3 curve rise linearly. As
the ion yield per shot exceeds two units on the y-axis, saturation of the next lower
ion charge state occurs. Interestingly, the ion yield does also seem to increase again,
when the next higher ion charge state is depleted and falls below the level of two
units on the y-axis.
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Figure 3.12 – Xenon ion yield vs. pulse energy measured by the ASG intensity
monitor. The pulse energy is recalibrated by the recorded proton yield.
3.1.4 Beamlines
The experiment described in this thesis was performed at the AMO beamline. In
table 3.2 all currently available beamlines are listed.
The AMO beamline went online first to gain experience on fundamental pro-
cesses in the interaction of the ultra-intense X-FEL light with atoms and molecules.
The X-ray beam is reflected into the AMO beamline by three boron-carbide (B4C)
coated silicon wafers (SOMS, see figure 3.14) with nominal reflectivity of 0.921,
0.931 and 0.898 at 800 eV, 1050 eV and 2000 eV, respectively [19] (figure 3.19), and
focused by a set of Kirkpatrick-Baez parabolic-curved grazing-incidence mirrors of
the same material. The reflectivity sharply decreases at about 2 keV. So the K-edge
up to neon and the L-edge up to krypton are accessible. High-harmonics are ef-
ficiently suppressed by the limited reflectivity, which is favorable when non-linear
multiphoton ionization is investigated.
From the nominal reflectivity R of the five mirrors, the maximum total beamline
transmissions is calculated to be R5, that is 0.663, 0.699 and 0.584 for the above pho-
ton energies, but the measured absolute transmission turned out to be significantly
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lower:
Figure 3.13 – Reflectivity of the Soft X-
ray Offset Mirror System, that delivers
X-rays to the SXR and AMO beamlines.
the FLASH GMD positioned downstream of
the AMO endstation showed pulse energies
from 12% to 15% of the pulse energy deter-
mined by the LCLS gas monitor upstream
of the first steering mirror. This surpris-
ingly low value might be due to additional
transmission losses in the beamline or by a
positive offset in the LCLS GMD.
If the focal spot size can be assumed from
other techniques (see next section 3.1.4.1),
the transmission can be inferred from
fluence-dependent ion charge-state yields
measured in the main experimental chamber. For neon at 800 eV photon energy
the charge-state spectra matched best when a transmission of R5/3 = 20% was
multiplied to the pulse energy determined by the LCLS GMD [19]. For the CAMP
endstation (see section 3.2) a similar approach was undertaken to derive the trans-
mission (see figure 4.1).
The other five beamlines at LCLS are summed up in the following table (3.2).
The abbreviation is explained, further reading cited and their purpose indicated.
Figure 3.14 depicts the beam line layout in the experimental halls and the steering
optics.
the electron bunch to create a 100 fold increase in peak current to
3.5 kA. A transverse-deﬂection cavity, located after the second
compressor, allows electron pulse lengthmeasurements as short as
10 fs. Several feedback loops are implemented to control and
stabilize the beam. For example, by controlling the peak current,
it is possible to directly control the electron pulse length and
therefore the X-ray pulse length [2].
The undulator is 132 m long and consists of 33 segments. Each
segment consists of a 3.4 m long planar permanent magnet which
has a period of 3 cmand aﬁxed gap of 6.8 mmwith amagnetic ﬁeld
of 1.25 T, resulting in a k-value of 3.5. The undulators and focusing
magnets sit on a girder system that allow for vertical andhorizontal
control of ﬁve degrees of freedom to submicron level. Each of the 33
segments is fully retractable on its girder system. Alignment of the
undulator with respect to the electron beam is achieved through a
beam based alignment method that measures the electron trajec-
tory at various energies. The girder positions are continuously
monitored to an accuracy of o1 mmwith a stretchedwire position
monitoring and a hydrost tic leveling system. Commissioning
showed that saturation at 8 keV could be achieved with only 23
undulator segments inserted which is now the typical conﬁgura-
tion during operation.
After the electron beam dump the FEL beam enters the separate
Front End Enclosure (FEE), which houses a suite of components to
prepare and characterize the beam before it enters the experi-
mental stations in the Experimental Halls. The lay-out of the
photon beam lines is shown in Fig. 1.
A system of grazing-incidence X-ray mirrors, located at the
downstream end of the FEE, splits the beam into soft and hard
X-ray branches and distributes the beam into a total of six
experimental hutches; 3 in each of the experimental halls. The
soft X-ray branch splits again into the AMO beam line in hutch 1
and the SXR beamline ending in hutch 2. The SXR beamline also
contains a transmission chamber in hutch 1. The hard X-ray line
directs thebeam to theXPP station in hutch3of theNearHall and to
the 3 Far Hall experiments: the X-ray Correlation Spectroscopy
(XCS) instrument in hutch 4, the Coherent X-ray Imaging (CXI)
instrument in hutch 5, and the station for Matter in Extreme
Conditions (MEC) hutch 6. A laser room, equipped with a
Ti:Sapphire system is located in theNearHall,with a laser transport
pipe leading to each of the 3 hutches for conducting pump-probe
experiments.
3. LCLS photon diagnostics
The main photon diagnostics for LCLS is located in the FEE, a
30 m long, separate tunnel located downstream of the electron
dump area. The photon diagnostics were designed and fabricated
by Lawrence Livermore National Laboratory (LLNL).
The primary function of he photon diagnostics is to measure,
control, and transport the beam for use in the experimental areas.
The diagnostics in the FEEwere speciﬁed for identifying and tuning
the FEL during commissioning, as well as to characterize and
optimize beam properties during operations. It consists of absor-
bers, imagers, and intensity monitors. A downstream view of the
FEE is shown in Fig. 2. In addition, there is an instrument-speciﬁc
diagnostic suite located upstream of each of the ard X-ray
instruments, which permits collimation, attenuation, pulse selec-
tion and focusing of the beam as well as measurement of beam
proﬁle, intensity and position. The commissioning of the instru-
ment-speciﬁc hard X-ray diagnostic package is underway and will
be describ elsewhere.
Fig. 3 shows a schematic layout of the diagnostic and optical
components in the FEE. The FEL beam and the spontaneous
radiation enter unobstructed through the 2545 mm wide open-
ing of the ﬁxedmask into the FEE. Due to the high peak power of the
FEL beam, most materials would suffer damage due to melting.
Extensive damage studies [3] have shown that boron carbide (B4C)
is a suitable candidate towithstand power densities at this location
and therefore a layer of B4C is used to protect all collimators, slits,
stoppers, and soft X-raymirror surfaces. Pop-in cameras are located
Table 1
LCLS milestones for commissioning and operation.
Laser gun commissioned 2007
Linac and bunch compressors commissioned 2008
First electron beam through undulator 12/13/2008
21 undulator magnets installed and ready 4/7/2009
First lasing at 1.5 A 4/14/2009
X-ray diagnostics commissioned July–Sept. 2009
Soft X-ray in NEH AMO instrument hutch 1 8/18/2009
Start of user operations 11/1/2009
SXR commissioning/2nd user run May 2010
XPP commissioning start June 2010
3rd user run AMO/SXR/XPP Sept.–Dec. 2010
CXI commissioning start Dec. 2010
XCS commissioning start June 2011
MEC commissioning start 2012
Hutch 4
Hutch 5
Hutch 6Hutch 1 Hutch 2 Hutch 3
Near Experimental Hall Far Experimental Hall
X-Ray Tunnel
FEEElectron













Fig. 1. LCLS Photon beam line layout with instrument stations.
S. Moeller et al. / Nuclear Instruments and Methods in Physics Research A 635 (2011) S6–S11 S7
Figure 3.14 – The LCLS photon beam line layout with instrument stations1 [75].
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Atomic, Molecular and Optical Science (AMO) [115]
Soft X-rays, high resolving electron and ion spectroscopy, CDI and pump-probe
Soft X-ray Research (SXR) [116]
Monochromatic or full non-monochromatic soft X-ray beam, various endstations
X-ray Pump Probe (XPP) [117]
Optical laser pump, hard X-ray probe; X-ray scattering shows structural changes
Coherent X-ray Imaging (CXI) [118]
Image single sub-micron particles in a hard X-ray focus of 0.1 µm diameter
X-ray Correlation Spectroscopy (XCS) [119]
Hard X-ray scattering in condensed matter systems; X-ray - X-ray pump-probe
Matter in Extreme Conditions (MEC) [120]
High power optical laser beams pump, hard X-ray probe of very dense matter
Table 3.2 – Beamlines and their particular purpose at LCLS [121]
3.1.4.1 Focus Size
Focus size and fluence are crucial parameters for the majority of experiments presently
performed at FEL sources. Both parameters directly alter the power density at the
target. They are strongly influenced by the optical system upstream of the experi-
ment due to its focussing and transmission properties. The multi-photon interaction
investigated in this work is very sensitive to the power density and the focal volume.
The focus size can either be determined in a designated invasive experimental
set-up or traced back from calculated charge-state distributions of small atoms (e.g.
Ne), which are fit to data at given focus size. In an intensity scan, the onset of
saturation of ion yields for low charge states can also provide a direct estimate of
the focus size [122].
Three invasive methods to characterize the spatial beam profile have been used at
FELs so far [123]. In the XUV region a direct imaging of the beam wave-front and
intensity distribution through the pinholes of a Hartmann-sensor was possible [124].
The pinhole mask in front of a CCD separates the wave-front into evenly spaced
point sources, where the local tilt of the wave-front across each pinhole can then be
1Source: S. Moeller et al. Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment 635, S6-S11 (2011). Copyright
by Elsevier Ltd.
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calculated from the position of the spots on the CCD and the intensity distribution
from the brightness of each spot. This method requires that several pinholes are
illuminated and, thus, cannot be applied in the very focus of the FEL beam. At
X-ray energies the lack of commercially available fast CCD cameras has hindered
this approach so far.
The XUV or X-ray light can be converted to visible wavelengths by luminescence
crystals or phosphorescent coating on a transparent substrate. Then, the spot size,
magnified by a microscope, is easily measurable with commercial CCDs. Owing to
radiation damage and limited optical resolution, the focus should neither be too
intense nor too small.
Figure 3.15 – Imprint studies in the HFP chamber of the AMO beamline [99].
Radiation damage, on the other hand, has been used for an in-focus caustic mea-
surement at FLASH [125] and at LCLS. Here a solid sample is inserted into the focus
area to obtain single-shot imprints of the FEL beam at various z positions. With
simultaneous intensity measurements by the GMD and the spot-size determined ex
situ by atomic force microscopy (AFM), the intensity profile can be reconstructed
from the observed depth under consideration of Lambert-Beer’s law and the sample-
specific threshold fluence for ablation. A scan along the FEL propagation direction
yields the Rayleigh length, i.e. the distance from the focal point to the place where
the area of the focal diameter is doubled. The size and possible astigmatism of the
incident beam is directly seen in single shot imprints [123].
It should be noted that the standard spot size description by means of the FWHM
fails, when the incident beam is distorted or non-homogeneous. Wavefront imper-
fections may occur from mirror surface roughness [126] or the light generation by
amplified spontaneous emission itself. At LCLS, Bogan et al. found that, while the
structure of each FEL pulse is unique, the average intensity profile deviates consid-
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erably from that of the Gaussian beam [85]. For inhomogeneous beams, the crater
size will rise non-linearly with the pulse energy [98].
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3.2 The CAMP Endstation
The measurements presented in this report have been performed at the AMO beam-
line which was equipped with the CAMP endstation. CAMP is a multi-purpose
endstation designed and operated by a collaboration headed by the Max Planck Ad-
vanced Study Group at CFEL (thus, CFEL-ASG Multi-Purpose endstation). This
endstation is described in broad detail in reference [127]. This section presents and
discusses the main features of CAMP relevant for the measurements described in
chapter 4. In the appendix further details about the vacuum system (A.2.2), MCP-
detectors (A.2.4) and pnCCD detectors (A.2.5) can be found. Figure 3.21 gives an
overview of the dimensions of the CAMP endstation.
Figure 3.16 – Overview of the CAMP endstation. The FEL entrance is marked by
the yellow arrow. The target gas is injected perpendicular to the FEL beam ("gas
jet", blue arrow). Ion spectrometers are mounted perpendicular to FEL beam and gas
jet via a CF250 port, indicated in orange. The chamber assembly can be remotely
adjusted via translational motions of the inner support (greenish brown) along each of
the three spatial directions and tilt motions along the vertical and horizontal angles
around the pivotal point (marked with the red dot). The base support (blue) remains
fixed [127].
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3.2.1 Gas Jet
During the course of various beamtimes in the CAMP-chamber conducted by col-
laborations from different fields of science, a variety of samples and sample-delivery
systems have been employed, such as gas jets for atomic rare gases and rare gas clus-
ter, a liquid jet for hydrated bio-samples, an aerosol jet for nano particles, molecular
beams and also solid samples.
In this work a gas jet was used to provide a continuous wave (CW) beam of
atomic rare gases (2011 data) as the target for the photons. In 2009 the beam was
pulsed (10 Hz) by a commercial valve3 to reduce the gas load, when the jet was
tuned for rare gas cluster. Also, a low-flow metering valve (leak valve) allowed to
flood the chamber to increase the target density.
The jet design is optimized for high resolution momentum spectroscopy. The
average energy of an atom at room temperature (T =300 K) and with three degrees
of freedom is, according to the equipartition theorem, E = 3/2 · kB · T =39 meV,
which sets an upper limit of the momentum resolution. To cool the target gas it is
expanded to supersonic speed. In addition, the target volume is reduced to improve
the momentum resolution (Approaches to estimate target density and temperature
are described in the appendix A.2.3).
In the current set-up, the supersonic jet passes four chambers at different vacuum
conditions: expansion chamber, skimmer chamber, experimental chamber and dumb
chamber, see figure 3.17. Here, the dump chamber was equipped with a residual
gas analyzer. Then, the alignment of the gas jet through the various skimmers and
apertures can be checked with higher sensitivity.
The target gas is forced through an aperture of 30 µm diameter by a pressure up
to 10 bar. To avoid obstruction the gas is cleaned by a Swagelok ceramic particulate
filter with 2 µm pore-size where the gas-line enters the jet. If the pressure before
the aperture is at least twice as high as after the aperture the gas will expand
adiabatically and faster than the speed of sound [128]. For an ideal gas its enthalpy,
the sum of internal energy and the product of pressure and volume, will be converted
into kinetic energy, leaving a fast and cold beam.
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Figure 3.17 – Setup of the supersonic gas jet (not in scale). In the expansion chamber
a) marks the zone of silence, b) the shock waves and c) the Mach disc. The diameters
of apertures and skimmers are indicated below the drawing as well as the typical gas
pressures in the chambers.
The velocity of an ideal atomic gas jet after expansion would hence amount to
vjet =
√
5kBT/m, for example for neon (m = 20) vjet =778 m/s. The jet veloc-
ity influences in the spatial distribution of ionization fragments on the detector
(figure 3.18).
Additionally to corrections for non-ideal gases, the interaction with the residual
gas within the expansion chamber has to be considered. The supersonic jet sends out
shock waves where the residual gas is compressed and perturbs the free expansion.
Only in an area bordering the gas-inlet-aperture, the so called zone of silence, the
gas can expand freely. The form of the zone of silence is close to a cos4 distribution
around the jet axis and several millimeters long. The exact length X up to the Mach









where d is the diameter of the aperture, pgas the gas pressure and pexpansion the
pressure in the expansion chamber [129]. To take advantage of the cooled beam
the unperturbed inner part has to be cut out before turbulences occur. A skim-
mer, that is a thin cone with a small opening on top, is positioned at a distance
X1st skimmer < XMach disk. The skimmer opening-diameter was chosen to be 180 µm
and the distance X1st skimmer could be varied between 0 mm and 20 mm. A second
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Hydro-carbon fragments washedout due to Coulomb-explosion






Figure 3.18 – The jet velocity is conserved in the ionization fragments, which ex-
perience an additional acceleration by the electric field of a spectrometer (illustrated
on the right). As a result, fragments with different time of flights (TOF) also have
different detector-hit positions (illustrated on the left for a dibromobenzene-target,
a carbon ring with bromine atoms on two opposing sides, recorded on a spatially
resolving detector).
skimmer with a diameter of 400 µm was installed 18 mm downstream to further
skim the atomic beam and reduce the gas load in the main experimental chamber.
The diameter of the atomic beam in the interaction zone is about dtarget =4 mm
(FWHM). The shape, however, was recorded not to be fully Gaussian but to have
pronounced tails [130].
Additional differential pumping sections and apertures can be implemented to
achieve even more confined and dilute targets. Here, an additional differential
pumping section was needed to implement a valve to separate the vacuum of jet
and experimental chamber and a bellow for alignment of the jet chambers. (see
figure 3.17)
3.2.2 Momentum Imaging Charged-Particle Spectrometers
When the target gas is ionized, ions and electrons have to be guided by a spectrom-
eter to the detectors, so that the momenta and kinetic energies can be retrieved
from the time and position of the detector-hit. The spectrometer axis is defined
by the extraction direction. Two kinds of ion spectrometers have been used in the
CAMP endstation to acquire the data discussed in this work: a reaction microscope
(REMI) and a velocity map imaging (VMI) spectrometer. The main difference is,
that a VMI cannot measure all fragments in coincidence to retrieve the molecular
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frame. Moreover, as the imaging of electrons is concerned, extraction using just an
electric field (combined electric and magnetic in a REMI) yields very short time-
of-flight prohibiting sufficient momentum resolution along the spectrometer axis.
Thus, symmetry conditions have to be fulfilled to calculate the 3D momenta from
the detector images.
3.2.2.1 Reaction Microscope
The development of high-resolution momentum spectrometers started with the in-
vestigation of collisions of heavy ions with rare gas targets, where the momentum of
the recoiling target ion instead of the slightly scattered projectile was measured. In
this recoil-ion momentum spectroscopy [131] the high-resolved recoil traverse mo-
mentum could not only be attributed to the small momentum transfer from the
heavy-ion projectile, but also to the ejected electrons. The momentum resolution
was, however, limited by the thermal motion of the target gas. To resolve the tiny
momentum transfer from the electron onto the recoil ion, the target gas had to
be cooled. The implementation of a cool supersonic jet, described above, led to the
cold target recoil ion momentum spectroscopy (COLTRIMS) with a high-resolution
4pi-detection of the recoil-ion.
Simultaneous recoil-ion and electron momentum detection was the final step to
reaction-microscopes (see various review articles [132–134]). Here, the electrons
are taken to trigger the ion detection and, thus, enable coincident measurements.
Figure 3.19 – REMI sketch1
The electron trajectory is confined by the
magnetic field of a pair of solenoids that
is parallel to the detector-axis (Helmholtz-
coils). With both, magnetic and electric
fields, the electrons are forced on spiral tra-
jectories which lead to a time and position
sensitive detector opposite to the ion detec-
tor. While the ions are hardly influenced by
the magnetic field and the 4pi-detection of
the recoil-ion is still valid, electrons are si-
multaneously detected with close to full solid
1Source: O. Herrwerth et al., New Journal of Physics 10, 025007 (2008). Copyright by the
Institute of Physics
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angle. Thus, kinematically complete experiments are possible, where the vector-
momenta of all reaction-products are retrieved. The downturn of such a coincidence
experiment is the limited single-hit rate. All detector signals from the impinging
fragments have to be disentangled and attributed to the individual ionization pro-
cess, which becomes impossible for high count rates. Usually that is compensated
for by high repetition rates of the pulsed incoming beam (up to MHz for ion and
electron beams, several kilohertz for optical lasers). In the case of present FEL
sources, operated up to 120 Hz, this is a serious limitation.
The actual ASG reaction microscope as used in the CAMP endstation is depicted
in figure 3.20. It consist of 30 flat and 16 conical electrodes with an inner diameter
of 84 mm and an outer diameter of 130. The electrodes are evenly spaced (8.2 mm
distance at inner diameter) to build up a homogeneous electric field of few volts per
centimeter. The electrodes are isolated by ceramic-discs and connected in series via
100 kΩ resistors to distribute the voltage. All electrodes are made of aluminum and
are gold-plated to avoid voltage-inhomogeneities due to non-conducting aluminum
oxide. The opening angle of the conical electrodes are chosen such to provide an
unrestricted line of sight from the scattering volume in the interaction center to
the pnCCD detectors (blue vertical lines on the very right in figure 3.20). Thus,
the total pnCCD solid angle is covered, while the conical electrodes also suppress
scattered stray radiation emerging from outside the interaction center. The circular
shape of the electrodes is cut on one side to allow a minimum distance of 59 mm
between the pnCCDs and the interaction center. Both ion spectrometers, REMI
and VMI, are orientated perpendicular to the FEL axis and perpendicular to the
target jet.
3.2.2.2 Velocity Map Imaging Spectrometer
If more fragments per FEL shot are expected than the reaction microscope can
disentangle in a coincidence measurement (several tenth of charged particles), a
velocity map imaging spectrometer is preferable. It extracts the fragment with up
to several kilovolts per centimeter in a small acceleration region ahead of a field-
free drift region of about twice the length (McLaren criterium [105]). Due to the
strong electric fields, electrons can be detected without an additional magnetic field.
The covered solid angle depends on the actual voltage setting and electron kinetic
energies; for the ASG VMI electrons up to 150 eV can be detected over the full
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Figure 3.20 – Sketches of the ASG reaction microscope and VMI spectrometer. The
linear dimension of the depicted lengths is millimeter. On the very right the pnCCDs
are drawn in closed (dark blue) and fully opened position (light blue). The taper of
the VMI electrodes is chosen such, that the pnCCDs have a unrestricted line of sight
onto the interaction center (orange lines).
solid angle of 4pi with a maximum of 10 kV acceleration voltage at the end of the
acceleration region.
To account for the high rates (several hundred or even thousands of charged
particles per shot), the spatial resolving detector combined with a VMI is usually a
MCP-phosphor screen assembly.
On ion or electron impact, the MCP emits an electron cloud at the impact position
(see appendix A.2.4), which excites the attached phosphor screen. The radiation of
the de-exciting phosphor screen is read out by a CCD camera.
The VMI offers two modes of operation, which are demonstrated in figure 3.21
within an ion trajectory simulation [135]:
On the one hand the spatial imaging mode, where the interaction zone is imaged
without focusing electro-static lenses. In figure 3.21 on the left, for example, the
57
3.2. The CAMP Endstation
800 nm Ti:sapphire laser ionizes the residual gas along its passage through the
spectrometer center and also the krypton in the target gas jet, which is slightly
offset in the detector image due to its initial momentum. In the spatial imaging
mode the time-of-flight is well resolved.
On the other hand, there is the focussing mode, where a non-homogeneous extrac-
tion field focuses fragments of different origin but the same initial velocity vector by
means of open electro-static lenses onto the same point on the detector; the time-of-
flight resolution, however, is worse than for the spatial imaging mode (on the right in
figure 3.21). The focusing mode is used to retrieve the full 3D momentum vector of
the fragments via Abel transformation from the measured 2D distribution for sym-
metric fragment emission. In a REMI and a low-rate VMI with fast spatial-resolving
detectors (delay line anodes, see section 3.2.2.3) [136], the molecular frame can be
traced back by the 3D coincidence-measurement, where spatial and temporal infor-
mation of the detector-hit is available. In a standard VMI, the nanosecond-precise
time information is lost owing to the high extraction field and the millisecond-long
integrating time of phosphor screen and CCD. Then, a coincidence measurement is
not possible and the molecular frame cannot directly be retrieved. Instead of an
arbitrarily oriented e.g. molecular ensemble, axial alignment has to be applied with
an axis of cylindrical symmetry parallel to the surface of the detector. Then, the
3D information can be calculated from the 2D picture via a mathematical inversion
procedure [137, 138]. Velocity map imaging has been employed at the FLASH soft
X-ray laser and demonstrated that high-resolution momentum distributions can be
retrieved at high rate from non-linear FEL ionization processes [139].
The six electrodes of the ASG VMI have smaller inner (35 mm) and outer (70 mm)
diameters than the REMI electrodes to provide a higher electric field in the center
(figure 3.20). The first generation of VMI spectrometers consisted of a closed re-
peller, an open extractor and a grounded drift electrode [140]. Later an open repeller
was chosen to detect either electrons [136] or ions [141] on a second detector as a
trigger for the ion time of flight or electron angular distribution, respectively. Here,
the VMI is double-sided and symmetric (apart from the first electrode). It has a
drift tube on both sides and the extractor electrode of one side works as repeller
electrode for the other side. The symmetric design allows the simultaneous mea-
surement of the ion and electron momenta. For instance, the electron diffraction
patterns of photo electrons in a laser aligned molecule could recently be measured
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Figure 3.21 – Two modes to run a VMI spectrometer: spatial imaging and focusing.
The detector image (spatial information) and the time-of-flight spectrum is shown
for both modes. Analogue to standard one-side VMIs the electrodes are labeled as
repeller, extractor and drift tube.
on one side while the other side imaged the ion distribution to monitor the degree of
molecular alignment. The voltage on each electrode is set independently to adjust
the focusing for the expected electron kinetic energy or to change between focusing
and spatial imaging mode. The electric field of the spectrometer is defined at the
end of the drift tubes by a fine copper mesh with 80% transmission on fixed voltage.
An additional unique feature of the ASG VMI are the conical electrodes. With the
pnCCDs downstream of the interaction zone (blue vertical lines on the very right in
figure 3.20), simultaneous measurements of ion time-of-flight spectra and diffraction
patterns or the fluorescent yields can be performed.
3.2.2.3 Time and Spatial Resolved Ion Detection
The ion signal is amplified by a set of multi-channel plates (MCPs, see appendix
A.2.4) by a factor of about 107. While the MCP amplifies the signal of the charged
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particle and provides the time coordinate, an additional anode is required to retrieve
the spatial information of a detector hit. Delay line anodes provide high position
resolution over a large area and fast read-out allowing high count-rates [142].
The basic idea is to derive the signal start position on a transmission line of fixed
length from the times the signal needs to propagate to both ends of this line. The
transmission line, however, is not straight but has a meander-shape causing a time
delay; delayed, that is longer, times are detected with higher accuracy resulting
in higher position resolution. By its meander-shape the transmission line covers
an area and thereby yields a one dimensional coordinate for all signals starting in
this area. To get a two dimensional position read-out a second delay line is added





Figure 3.22 – The working principle of the delay line anode: the position is derived
from signal propagation times (left), meander-shape delay line (middle), two dimen-
sional delay line anode (right).
Although the delay lines form a discrete anode pattern the position read-out is
continuous. This is achieved by interpolating the center-of-mass of the charge cloud
which spreads out starting from the impact position of the particle on the MCP and
which is collected by several wires.
Additionally to the signal transmission line, there is a second so called reference
line on lower voltage relative to the signal line (36 V). The reference line serves
as reference to electronic noise which is found on both lines. Moreover, these two
parallel lines form a Lecher line decreasing the impedance for the high-frequency
signals when it runs to the readout.
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A detector assembly with an MCP and quadratic delay line can resolve and
disentangle the position and time-of-flight information of up to 30 particles per shot,
with a hexagonal anode, with three instead of just two layers, up to 100 particles
per shot can be processed [143].
For high rates, a phosphor-screen is used. In an assembly of an MCP and a fiber-
optic with phosphorescend coating, the output charge distribution of the MCP is
converted into a visible image (wavelength around 545 nm). The spatial resolution
of an MCP is limited in principle by the center-to-center pore spacing which is 32 µm
in the implemented Photonis assembly4. With a two-stage MCP, the resolution is
about 90 µm [144].
3.2.3 Photon Detection
Photon detectors were implemented in the CAMP-chamber to investigate photon
diffraction and scattering as well as fluorescent emission. In this work the fluores-
cence spectrum of xenon is analyzed.
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limit the motion of pnCCD1. This permits the mounting of
different target jet devices along with lasers for alignment or
pump-probe purposes. The middle part of each spectrometer
consists of conically shaped, gold-plated aluminum electrodes
that generate the homogeneous projecting (REMI, Fig. 3a) or
inhomogeneous imaging (VMI, Fig. 3b) electric ﬁelds. Further
outside, two solid drift tubes (VMI) or equally spaced potential
rings (REMI) guarantee a ﬁeld-free drift region. The conical shape
of the central electrodes within the solid angle covered by the
pnCCD detectors allows unrestricted view into the scattering
volume. At the same time, the cones excellently suppress
scattered stray radiation emerging from outside the interaction
center.
Since the operation principles of REMI/VMI spectrometers
have been described extensively in the literature, only the salient
features are brieﬂy outlined in the present contribution. For the
REMI conﬁguration, illustrated in Figs. 2a and 3a, the electric ﬁeld
forces all ions, independent of their initial momentum, onto
parabolic trajectories (red lines in Fig. 2a) and projects them onto
the detector. The electric ﬁeld, usually a few V/cm, can in most
cases be adjusted such that all ions of interest are registered.
Measuring the time-of-ﬂight (TOF) and the hit position, the
trajectory and, thus, the full three dimensional momentum
vector of each individual ion can be reconstructed. Electrons are
pushed towards the other hemisphere by the electric ﬁeld but
cannot be efﬁciently projected onto the detector with moderate
ﬁelds. Even though their momenta are typically very similar to
those of the ions, the electron energies are several thousand times
larger, and accordingly, keV projection voltages would be
required, leading to times-of ﬂight of a few nanoseconds. This is
too short to achieve reasonable momentum resolution along the
extraction ﬁeld direction. In a REMI, the dilemma is solved by
maintaining a small electric ﬁeld but conﬁning the electrons’
transverse motion via an additional homogeneous (Helmholtz
conﬁguration, coil +160 cm) magnetic ﬁeld (here up to 70
Gauss), oriented parallel to the electric ﬁeld and forcing them
onto spiral trajectories as sketched in Fig. 2a (green line). Again,
by measuring the TOF and the hit position, the full initial
momentum vector can be retrieved (for details, such as the
attainable resolution, see [6]). Both detectors are equipped with
either square or hexagonal delay line anodes (Roentdek HEX80
[9]) read out by an eight-channel, 2GHz digitizer (Acquiris
DC822) recording the complete wave form of the signal. It
has been demonstrated recently at the SCSS test facility that up to
150 ions emerging from the interaction of a single EUV-FEL pulse
with a single cluster could be analyzed, with their individual 3D
momentum vectors [10] determined independently. In principle,
the REMI allows for the coincident detection of momentum-
resolved ions and electrons emerging from the same reaction. This
feature has been used to explore sequential two-photon double
ionization of Ne atoms in a kinematically complete experiment
where two electrons and the ion have been detected in a triple
coincidence [11]. Meanwhile, specially adapted REMIs have been
successfully operated in many experiments at FLASH and the SCSS
test facility [12–14] and the present design builds on this previous
experience.
Alternatively, if even more fragments are ejected per FEL shot,
the delay line anode can be replaced by a phosphor screen
combined with a CCD camera readout, thus recording the image
of electrons and/or ions without the magnetic ﬁeld and applying
non-homogeneous imaging voltages generated by the potential
cones depicted in Fig. 3b. In this ‘‘velocity map imaging’’ [7] mode,
only two-dimensional (position) images are generated and
the time information is usually lost due to short ﬂight times of
the electrons resulting from the large imaging electric ﬁelds of
up to keV/cm. Still, under certain conditions and/or for
low-energy electrons, three-dimensional images can be retrieved
(for details see [15]). Again, the applicability of this method at
FELs has been proven recently at FLASH [16]. Since the standard
VMI electrode conﬁguration [7] had to be modiﬁed for our
application, additional lenses are used to provide better space
focusing [17].
Fig. 4. Artist’s view of the two pnCCD mountings. The two halves of the pnCCD on
the left side (closest to the interaction point), CCD1, can be opened vertically by up
to 90, 45mm each. Photons scattered under large angles can hence be detected,
while the second (ﬁxed) pnCCD2 records the X-rays under smaller angles. The
distance between the detectors can be changed by moving the CCD1 system up to
250mm along the beam axis. Moreover, if needed, CCD2 can be placed at any
distance larger than 550mm away from the interaction zone by simply
introducing ﬁxed spacer tubes of the desired length.
Fig. 3. 3D model of the CAMP reaction microscope (a) and the velocity map
imaging (b) spectrometers. The total length of both devices is 400mm, and both
are designed for+80mm detectors. The conically shaped central electrodes are
clearly visible. They provide a free line of sight for the pnCCDs over their complete
active area and, at the same time, suppress stray light, which is, especially effective
for the REMI geometry. For the REMI typical voltages are a few V/cm. The VMI is
operated at kV/cm for full solid-angle imaging of electrons up to 200 eV. With a
magnetic ﬁeld of up to 70G uss for the REMI, electrons emitted with energies of
up to 2 keV into the most unfavourable direction, transverse to the electric
extraction ﬁeld, are conﬁned to a spiral trajectory with a diameter of about 70mm
and, thus, are detected with a solid angle of 50% of the full 4p steradiant. Multi-
channel plate detectors are mounted at both ends and can be equipped with delay-
line anodes or phosphor screen CCD camera readout (see text).
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Figure 3.23 – Th mou ting
of two pnCCD-det ctor pairs in
the CAMP endstation; the front
pair is moveable in 3D, the back
pair is fixed.
Figure 3.24 – VMI (left) and reaction mi-
crosc pe (right), respectively, ounted in the
CAMP endstation with the m vable front
pnCCDs at closest distance from the interac-
tion po nt for p ctroscopic use.
For CAMP, a large format semiconductor detector was used, a pn-junction charge
coupled device (pnCCD) [127, 145]. In summary these pnCCDs are large-area
(58 cm2 (78 mm x 74 mm), 1024 x 1024 pixels of 75 x 75 µm2 area each), low
signal noise (2.5 electrons (rms)), broadband (100 eV-25 keV), high-dynamic-range,
4Model APD 2PS 75/32/25/8 D 60:1 NR P20 for explanations see http://www.ilphotonics.
com/cdv2/Photonis-PMT-MCP-EM-II-%20ICCD/Detectors/APD.pdf
61
3.2. The CAMP Endstation
single-photon-counting X-ray detectors capable of imaging and spectroscopic appli-
cations. A detailed description can be found in the appendix, section A.2.5. For
small-angle diffractive imaging experiments, one set of pnCCDs is mounted 500 mm
downstream of the interaction point (and can be moved to any longer distance by
inserting adaptor tubes). Another set of pnCCDs is moveable along the beam direc-
tion over 250 mm and these detectors can be moved vertically (i.e. perpendicular
to the beam) by 45 mm for larger scattering angles (see figure 3.23). In the spectro-
scopic setting the detectors should be as close as possible to cover the highest solid
angle. In figure 3.24 the pnCCDs are moved to the closest distance to the interaction
point allowed by the ion spectrometer. The resolution at 1500 eV photon energy
was found to be 98 eV.
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3.3 Data Acquisition and Analysis
3.3.1 From Analogue Pulses to Digitized Data
3.3.1.1 High-Pass Filter
Pulses from the MCP-delay-line detector are decoupled through an RC-filter (resistor-
capacitor circuit). The bias-voltage is applied on the resistor side, the high-frequency
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Figure 3.26 – Differential anode read-
out.
Signal and reference line are connected to the ends of the secondary coil of a
transformer. Electric noise is equally distributed on both lines, such that the voltage
on both ends of the coil is the same and the transformer does not deliver this DC-like
voltage rise to the primary coil. Due to the slightly higher bias voltage on the signal
line, real pulses have a higher amplitude n the signal than on the reference line.
Thus, real (AC-like) pulses are transformed to the primary coil.
3.3.1.2 Digital Converter
For the delay line anode, the analogue detector pulses are digitized by an Acqiris
ADC [146]. It provides four channels with a sampling rate of 2 GHz. That means,
the maximum time resolution of a detector signal is 500 ps, when all four channels
are used in parallel, and 125 ps, when only one channel is used. The resolution of
the pulse height is 10 bit. The Acqiris Digitizer records the complete wave form
of the signal and is, therefore, especially capable for multi-hit detection. Any peak
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recognition and filtering is then done on the software site (see sec. 3.3.2.1). The
maximum length of the waveform was limited by the LCLS network speed to 20000
data points, such that the waveform was 20 µs long at a 1 ns resolution.
The phosphor screen image is recorded by commercial CCD cameras. LCLS
provided Adimec OPAL-1000 cameras, implemented in their data acquisition system,
with megapixel resolution and 120 frames per second acquisition rate [147]. For
non-LCLS experiments a Pulnix TM-6740CL camera with an acquisition rate of 200
frames per second, but a lower resolution of 640 times 480 pixel is used with the
ASG VMI spectrometer [148].
3.3.1.3 Analysis Software
The LCLC data files (".xtc" file format, "extended tagged container") are ana-
lyzed with the C++ based CFEL-ASG Software Suite (CASS) [149]. It handles all
data from the different detectors used in CAMP: from Acqiris analogue-to-digital-
converters (ADC) [146], Acqiris time-to-digital-converters (TDC) [150], commer-
cially available charge coupled devices (CCD) and pnCCD cameras, and also the
machine-related data, i.e. fast shot-to-shot beamline data (e.g. pulse or photon
energy) and slow 1 Hz "epics"-data [151] (e.g. voltage or pressure settings).
Analysis tasks are listed as postprocessors in a text file (".ini file" format). Post-
processors are user definable procedures to handle and analyze recorded raw data
of the experiment. They include data operations as, for instance, putting requested
measurements from a data file into a user defined spectrum, computing logical and
arithmetic values from the dataset or relating different measurements and compu-
tations within one FEL event. The resulting 0D, 1D or 2D histograms can either
be saved in hdf5 [152] or in root [153] file format. Here, the root format was cho-
sen so that histograms could be evaluated further in the ROOT C++ framework.
Eventually, histograms have been processed by the analysis software originpro [154]
because of its superior graphical presentation and ease of use.
3.3.2 Ion Time-of-Flight Spectra
In a time-of-flight (TOF) spectrometer, the time between the creation of the ion and
its detection is proportional to its charge-to-mass-ratio. While the recorded Acqiris
trace already comprises the main features of a time-of-flight spectrum, particular
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peak heights and positions have to be addressed in a more quantitative analysis.
3.3.2.1 Constant Fraction Discriminator
The Acqiris trace depicts the voltage history on the MCP detectors within an ad-
justable time window and temporal resolution, here 20 µs and 1 ns, respectively.
In a so called counting mode, where the ion rate is intentionally set low to reduce
the overlap of signals in the Acqiris trace, the actual pulse shape and amplitude can
be disregarded. The only important information is the (temporal) peak position.
For further analysis, it is practical to discretize each peak position. The simplest
method to find peak positions and suppress noise peaks, is to set a threshold. This
approach, however, yields different times for different peak heights as seen in figure
3.27 on the left. The determination of the center of mass addresses this issue but










Figure 3.27 – The CFD creates a zero-crossing by adding a delayed and inverted pulse
to a fraction of the original input. This way, the triggering time becomes independent
of the pulse amplitude (right), in contrast to triggering by a threshold (left).
The constant fraction discriminator (CFD), depicted in fig. 3.27, is able to dis-
criminate peaks even when they (slightly) superpose. The CFD algorithm delays
the incoming pulse by few nanoseconds and subtracts it from a fraction, typically
60%, of the undelayed pulse:
fCFD(x) = f(x) · fraction− f(x+ delay) (3.11)
3.3.2.2 Calibration of a Time-of-Flight Spectrum
The utilized time-of-flight spectrometer has, except at edges and lenses, a homoge-
neous electrostatic field, where the kinetic energy induced on a particle with mass
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m and charge q by the accelerating voltage U is Eel = q · U , thus
Eel = q · U = 1
2









So at fixed spectrometer voltages, the ion time-of-flight t is specific for a certain
m/q value (and specific for the ion momentum along the spectrometer axis). With
the linear equation √
m
q
= a · time of flight + b (3.13)
peaks in a time-of-flight spectrum can be attributed to meaningful values of m and



















value serve as calibration points for the whole TOF
spectrum.
In the case of the xenon and krypton, irradiated by ultra-intense x-rays, oxygen
peaks were superimposed by target gas ions and the recorded 20 µs Acqiris trace
missed the lowest xenon and krypton charge states, so that simple enumeration
along 1+, 2+, 3+, ... was not possible. Then, the calibration has to be found by the
determination of the lowest recorded charge state q. The higher charge states can
then be enumerated starting from that q.





the lowest recorded charge state at 17.2 µs is either Xe1+ (green), Xe3+ (blue) or
Xe5+ (red). It turns out that only the blue curve follows the linear equation (3.13),
so the peak at 17.2 µs must belong to Xe3+. With the lowest recorded charge state
attributed to Xe3+ the subsequent higher charge states are attributed to q+n. This
way, the time-of-flight spectrum is calibrated.
3.3.2.3 Deconvolution of Merged Charge States
To determine the precise abundance of each charge state, every peak should be
integrated within TOF adjusted limits. However, for short time-of-flights, due to
high extraction fields or for highly charges ions, and in the presence of many isotopes,
densely spaced peaks may superpose in the averaged spectrum and also in single shot
spectra; for example with 50 V extraction voltage 126Xe15+ starts to overlap with
the heavier isotope 136Xe16+, and, at even shorter time of flights, consecutive charge
states increasingly merge.
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Figure 3.28 – Xenon time-of-flight calibration at 50 V spectrometer voltage: the√
m
q ratios are plotted against the TOF. The green, blue and red line assume that




q values linearly depend on the TOF and as only Xe
3+ is described by a linear
function, charge state with the longest time-of-flight must be Xe3+.
To deconvolve the (averaged) spectrum, the height of each individual charge state
is adjusted in a simulated charge-state distribution, until the sum of all simulated
Gaussian-shaped peaks matches the experimental data. Three parameters have to
be determined experimentally: the isotopic composition of the target gas as well as
time-of-flight dependent peak positions and peak widths. For lower charge states of
xenon, the isotopic composition is resolved. The integral of a Gaussian fit for each
mass yields an isotopic ratio:
Xenon mass in [u] 128 129 130 131 132 134 136
Measured percentage 2.26 25.13 4.59 20.76 25.79 11.58 9.89
Literature value 1.91 26.40 4.10 21.29 26.90 10.40 8.90
Table 3.3 – Isotopic composition of xenon
From the equation 3.13 of the calibration, the individual peak position for merged
ion signals is derived. The peak width was found to decrease linearly starting from
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Xe11+ and, thus, could be interpolated to higher charge states.
Figure 3.29 – Deconvolution of merged xenon time-of-flight peaks at 1500 eV photon
energy, 80 fs pulse length and 2.5 mJ pulse energy. The height of the individual charge
state peaks (colored) are adjusted so that their sum (red) matches the data (grey).
The deconvolution is manually performed for the experimental spectrum at 2.5 mJ
pulse energy (fig. 3.29). For a scan over different parameters, in particular differ-
ent pulse energies, manual adjustment becomes impractical. Instead, one peak per
charge state (i.e. 132Xe instead of all isotopes) is integrated within time-of-flight
adjusted limits and merged peaks are weighted according to the overlap with neigh-
boring peaks within the limits of integration. For example, the percental contribu-
tion in the limits of integration for Xe30+ is: 1.5% Xe29+, 78.5% Xe30+ and 20%
Xe31+. These weight factors should be used with care, as they are determined at a
certain pulse energy (2.5 mJ), whereas the charge-state distribution and, thus, the
percental contribution will change non linearly at different pulse energies. As this
approach was limited to a small pulse energy region and few highly charged ions,
the effect of changing percental contribution has been neglected.
3.3.3 Analysis of the Fluorescence Spectra
The analysis of spectroscopic pnCCD data requires several calibration steps and a
careful choice of readout-parameters. To understand the necessity of these steps, the
measurement process should shortly be summarized (according to reference [155],
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modified and extended):
Absorption of impinging X-ray Photons The photon energy of a photon im-
pinging on the pnCCD detector is converted to electron-hole pairs via the photo-
effect, a fraction also into phonons. At X-ray energies 3.6 to 3.7 eV are required
for the creation of one electron-hole pair in silicon. Because the electron emission
processes are not independent, a statistical uncertainty of this conversion factor,
the Fano-noise, has to be considered. Fano-noise describes that it may require
less or more energy to create electron-hole pairs. For silicon the Fano-factor, the
measure of the Fano-noise, is 0.115. The Fano noise is energy dependent, roughly
∝ √Fano-factor · constant · Energy.
Charge Drift, Diffusion and Distribution over several Pixels As electrons
drift towards the potential minimum 7 µm under the pnCCD readout site (see fig.
A.6 in the appendix), the electron cloud widens up due to Coulomb repulsion and
diffusion. This Gaussian shaped cloud may extend over one to four neighboring
pixels, so that the total charge may be split in fragments. Charges can be created
thermally or by hot spots in the crystal which is why the pnCCD is cooled down to
−50 ◦C and less.
Transfer of Charges to Readout Anode In each readout line, electrons might
be trapped at crystal defects during the transfer from the pixel-potential well to the
anode. They can either catch up with the charge train or be delayed into the charge
package of a succeeding pixel which smears out the spatial distribution. Charge-
transfer efficiency (CTE) is a statistical process and adds noise.
Frontend Electronics The combination of a low capacitance anode and on-chip
JFET amplifier provides an excellent signal-to-noise ratio. However, electronic noise
might be added by non-linearities from the output driver of the CAMEX-chips or
the limited bandwidth of the transmission line to the ADCs which themselves might
add a small digitization noise.
That means for each measurement read noise, gains, charge-transfer efficiencies,
charge splitting between neighboring pixels, energy resolution, and bad pixels have
to be determined individually either line or pixel wise.
3.3.3.1 Correction Maps created from Dark Frames
Line and pixel corrections are saved in distinct maps. To avoid "false positives", cor-
rections maps are taken as dark maps with all light sources shielded. The following
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correction maps are used:
• Offset Map: Leakage currents may shift the baseline of each pixel. Also the
total readout channel may show an additional offset.
• Noise Map: To derive the statistically leakage currents of each pixel the stan-
dard deviation of 200 sampled frames is taken.
• Common-Mode Correction: Cross talk during the parallel electronic readout
of all channels is addressed in the common mode correction.
• Bad Pixel Map: Bright and noisy pixels are recognized by the offset and noise
correction. In the analysis settings a noise level can be chosen to automatically
set pixels as bad-pixel, so that these pixels will be disregarded in the further
analysis. Additional bad pixels can be set by the user.
In CASS, common mode, noise and bad pixel correction are individually switched
on and off and read in via the dark calibration file.
3.3.3.2 Clustering of Pixels and Pixel Threshold
In photo frames, the offset map is subtracted, the common-mode correction per-
formed and the noise threshold applied. Additional to the pixel coordinates and
pulse heights, the frame index and quality value are recorded, which indicates if
an event is in the vicinity of a bad pixel, a border or has an over- or underflow.
Charges distributed over neighboring pixels are combined to one event (clustering).
At maximum four pixels can be combined, if the resulting pattern is allowed [155]
(e.g. three pixels in a row are forbidden). Charge-transfer efficiency (CTE) and gain
calibration are loaded from a gain map [156].
3.3.4 Machine Data
Machine data includes fast changing shot-to-shot beamline data (e.g. pulse or pho-
ton energy) and slow changing 1 Hz "epics"-data [151] (e.g. voltage or pressure
settings). Here, ion yield curves could be correlated to the pulse energy and the
linearity of pulse energy to attenuation pressure was shown.
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by Intense X-Ray FEL Pulses
4.1 Experimental Parameters
The data presented in this work were taken during two beamtimes at the LCLS
XFEL using the CAMP endstation at the AMO beamline. The experimental pa-
rameters are summarized in table 4.1.
Beamtime December 2009 January 2011
Focus ≈3x3 µm2 ≈3x3 µm2
Rayleigh length 10-20 mm 5-10 mm
Gas jet diameter 2 mm or flooded 4 mm
Ion detector-acceptance 1 mm, VMI with slit 80 mm, open REMI
Fluorescence detector-
acceptance
38.4 mm x 76.8 mm,
67 mm downstream
none
Target Xe Xe Kr
Pulse length 300 fs 80 fs 80, 3 fs
Photon energy 1.5 keV 1.5, 2 keV 2 keV
Pulse energy 2.5 mJ 2.5 mJ 2.5, 0.4 mJ
Attenuator transmission 12%, 37%, 100% 0.01-100%, 5 steps
Table 4.1 – Experimental parameters during the beamtimes in 2009 and 2011.
In the beamtime 2009 an aluminum-disk with a 1 mm wide, 20 mm long slit
71
4.1. Experimental Parameters
orientated perpendicular to the FEL direction was inserted into the first electrode
of the VMI spectrometer to confine the detector acceptance to the high-intensity
part of the interaction center.
The pair of front pnCCDs were positioned 67 mm downstream of the interaction
center. One of the pnCCDs could not be used due to problems with the readout
electronics. About one third of the analyzed detector area was masked (set as bad-
pixel) to disregard pixels with too much stray light and broken pixels after direct
exposure to the focused beam [157]. Then, the analyzed detector area covered a
solid angle of 0.37 sr or 39.3◦ opening angle, respectively.
With the thin gas jet only, meaningful fluorescence spectra at several pulse ener-
gies and for various gas targets could not be recorded within the available beamtime.
Besides, at a base pressure of few 10−7 mbar, relatively small time-of-flight signals of
xenon were superimposed with signals from residual gas. Thus, to increase the flu-
orescence yield the experimental chamber was flooded with xenon to a gas pressure
of 1 · 10−6 mbar. The LCLS gas attenuator was set to three different transmissions
to scan the focus intensity.
In 2011, the ion time-of-flight spectrum of xenon was remeasured under improved
vacuum conditions (10−8 mbar) where contributions from residual gas were negligi-
ble in time-of-flight spectra taken with the gas jet only. The intensity was varied in
five steps from 0.01-100%. In addition to photon energies of 1.5 keV (corresponding
to 0.6 nm wavelength), xenon time-of-flight spectra were measured at 2 keV (corre-
sponding to 0.83 nm wavelength). For krypton at 2 keV data for two pulse lengths
were compared, namely 80 fs and < 10 fs, which will hereafter be referred to as 3 fs
(3 fs is an estimate, which was used in the calculations. For a discussion of the pulse
length determination see section 3.1.3.2).
Here, the REMI, instead of the VMI spectrometer, was used. The total accelera-
tion voltage was much lower as compared to the VMI settings in 2009, 50 V instead
of 2 kV, allowing for a much better time-of-flight resolution. With the 80 mm elec-
trode opening, the spectrometer was also sensitive to ions created out of focus at
lower intensities.
The pulse energy in table 4.1 is given by the LCLS GMD in front of the steer-
ing and focusing optics of the AMO beamline. For calculations of the actual
photoionization the fluence at the interaction point has to be estimated consid-
ering the AMO beamline transmission and focus size. The experimental beamline
72
Chapter 4. Multiple Ionization of Heavy Atoms by Intense X-Ray FEL Pulses
transmission was reported to be about 20% while the design value is about 60% [19].
In reference [19] a focus size of 3 µm2 is assumed for the HFP chamber about 2 m
further upstream of the CAMP endstation. The focus size in CAMP is larger due
to the larger distance to the KB focusing optics. The smallest measured focus in
CAMP so far is about 12 µm2 [158]. Imprint measurements [98] (see section 3.1.4.1)
in the CAMP endstation determined an effective focal area of about 45 µm2 in 2009
and about 37 µm2 in 2011. However, both measurements were performed at a later
time possibly not reflecting the focal parameters of the actual experiment any more.
Besides, with these focal sizes, calculations do not at all reproduce the experimen-
tal charge-state distributions suggesting, that the imprint studies overestimate the
focus size.
New Ne calibration with EXP (q=4-9) @ 2000 eV, 80 fs, 2.5 mJ






























Figure 4.1 – Determination of beamline transmission by the use of the neon charge-
state distribution at 2 kV photon energy, 80 fs pulse length, 2.5 mJ pulse energy. On
the left the experimental data (black dots) along with calculations for a 3 µm x 3 µm
FWHM Gaussian-shaped focus size, 4 mm FWHM gas-jet diameter, 80 mm detector
acceptance and several transmissions indicated in the figure are plotted. On the right
the quadratic deviation between data and theory at different sets of focus diameters
and transmissions is shown.
To determine the transmission and focus size during the actual experiment, the
experimental charge-state distribution for a Ne target was compared to theoretical
calculations that had consistently explained previous measured data [19]. For this
purpose, the experimental charge-state distribution of neon at 2 keV photon energy
was taken immediately before the xenon measurement. The deviation between ex-
periment and calculation was determined for neon charge states from Ne4+ to Ne9+
neglecting charge states up to Ne3+ which might be created by one photon ioniza-
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tion far out of focus. The quadratic mean of these deviations is depicted in figure
4.1 on the right for various transmissions and focus sizes. The darkest color marks
the lowest deviation. From the dark-purple diagonal a combination of transmission
and focus size was chosen, which fits within the range of previously reported values:
3 µm x 3 µm FWHM Gaussian-shaped focus size and 35% transmission at 2 keV
photon energy (3.5 µm x 3.5 µm and 48%, would fit as well).
With these parameters and a nominal pulse energy of 2.5 mJ, the focal intensity
was 1.2x1017 W/cm2.
At 1.5 keV photon energy a transmission of 18% and 3 µm x 3 µm focus size was
assumed to fit the calculated intensity-dependent ion yield to the data (see figure
4.11; here 35% transmission and a 4.2 µm x 4.2 µm focus size would yield the same
fluence). This assumption is based on predictions that the fluence decreases at lower
photon energies [126]. With the lower transmission at 1.5 keV, the focal intensity is
6.3x1016 W/cm2.
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4.2 Ion Spectra: Charge-State Distribution after X-
ray FEL Irradiation
4.2.1 Ion Spectra of Xenon
Figure 4.2 – Xenon ion time-of-flight spectra at 1.5 keV photon energy for three
fluences (2009 data).
The xenon time-of-flight spectrum in figure 4.2 compares the ion yield at three
fluences. At lowest fluence (blue) the largest ion yield is recorded for Xe6+, the
highest charge state is Xe20+. Then, at medium fluence (red), lower charge states
(< Xe11+), which can be reached by single-photon ionization [110, 113], have a
smaller yield, but the ion yield for Xe12+ to Xe24+ is enhanced and charge states up
to Xe30+ are observed, with fast decreasing yield, though. For the highest fluence
(black) the charge-state distribution changes dramatically. Up to Xe25+ the ion
yield for all charge states is below 0.3 arbitrary units. Beyond Xe25+ the ion yield
increases tremendously with Xe30+ being more than three times higher than the
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lower charge states. Here the highest observed charge state is Xe36+. Note that the
height of the peaks in the TOF-spectra for different charge states does not directly
relate to their respective yields due to the
√
q/m compression of the scale towards
shorter TOFs.
Due to the high extraction voltages the time-of-flight spectrum is confined on to
just 2 µs, so that the time resolution is rather low and neighboring peaks merge
quickly with increasing charge state. For instance, the large peak at Xe30+ is partly
due to contributions from neighboring peaks and, using the deconvolution procedure
its height of 0.9 units is actually found to be 0.6 units. Thus, the time-of-flight
spectrum of xenon depicted in 4.2 was measured under improved conditions in 2011,
see figure 4.3. Note that also other experimental parameters change slightly, see
table 4.1; most notably the detector acceptance was 80 mm in 2011 as compared
to 1 mm in 2009. Hence, not only ions experiencing the highest fluence in the
interaction center are detected, but also ions created by single-photoionization far
out of the focus.
Figure 4.3 – Xenon ion time-of-flight spectrum at 1.5 keV (black) and 2 keV (red)
photon energy and 2.4 to 2.6 mJ pulse energy.
In figure 4.3 the xenon time-of-flight spectrum is presented for 1.5 keV (in black)
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and 2 keV (in red) photon energy, integrated over a pulse energy interval of 2.4 mJ
to 2.6 mJ. This corresponds to a peak fluence of approximately 42-46 µJ/µm2
(1.5 keV) and 82-89 µJ/µm2 (2 keV) at the target.
For lower charge states, i.e. long time-of-flights, the REMI spectrometer features
isotope separation with all seven stable isotopes of xenon clearly distinguishable.
At Xe15+, mass 126 starts to overlap with mass 136 of Xe16+ and, at even shorter
times, consecutive charge states increasingly merge. To obtain the charge-state
distribution depicted in figure 4.4, a deconvolution procedure was employed for
charge states above Xe23+ by adjusting the height of individual charge states in
a simulated distribution until their sum matched the experimental spectrum (see
section 3.3.2.3). Those charge states, where deconvolution becomes necessary, are
magnified in the inset of figure 4.3. To determine the ion yield for the other charge
states the time-of-flight peak for the isotope 132Xe was integrated.
Figure 4.4 – Xenon charge-state distribution at 1.5 keV and 2 keV photon energy.
The data in figure 4.4 is compared to a theoretical model by S.-K. Son and
R. Santra. In this model more than a million coupled rate equations -with pho-
toionization cross sections and decay rates from non-relativistic Hartree-Fock-Slater
calculations- were numerically solved (see section 2.2.4.2). The sum of each theoretical
charge-state distribution is normalized to the sum of the corresponding experimental
distributions; a logarithmic scale is chosen to zoom into low yields of highly charged
ions. The calculated yields for the charge states Xe1+ and Xe2+ are not displayed
as they were out of range in the experimental time-of-flight spectrum.
In general, the ion yield per X-ray pulse is found to be lower for 2 keV than
for 1.5 keV photon energy throughout the time-of-flight spectrum. Apparently, the
higher fluence at 2 keV is more than compensated by the lower cross sections for
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M-shell ionization (at 2 keV the L-shell is still out of reach even for two-photon
ionization). Additionally, the number of photons is lower at higher photon energy
when the same pulse energy is chosen.
For both photon energies the experimental spectra are somewhat smoother than
the predicted ones if one inspects them in detail on a linear scale. Then in the
theoretical distributions a pronounced minimum at Xe5+ and a maximum at Xe7+
are observable and between Xe10+ and Xe20+ odd-even charge-state alternations
appear. Such alternations have been previously attributed to the disregard of shake-
off and double Auger processes by the calculations [19]. Here, the shake-off process
(see section 2.2.2.4) is included for 0+ and 1+. Double Auger or Auger satellites
(see section 2.2.2.5) are not considered.
The overall trend of the charge-state yields for the 2 keV case is predicted very
well with some divergence in the relative yield between Xe10+-Xe20+, which is exper-
imentally found to be lower. For Xe31+ and Xe32+ the relative ion yield is smaller
than 10−3 and the absolute experimental error (indicated as thin black lines) in-
creases to the same order of magnitude. For 1.5 keV photon energy, however, the
experimental charge-state distribution deviates drastically from the theory values.
The calculations predict a maximum charge state of ∼Xe27+, while the recorded
data show charge states up to Xe36+.
4.2.2 Discussion of the Xenon Charge-State Distribution
Photoionization of xenon at FEL-typical irradiance levels of 1016 W/cm2 has pre-
viously been investigated at the Extreme Ultra-Violet (XUV) free-electron laser in
Hamburg, FLASH [31]. Surprisingly high charge states q up to Xe21+ have been
observed at 93 eV photon energy, i.e. λ = 13.3 nm. While resonant excitation
ionization processes have been considered as catalyzers of sequential multiphoton
ionization, the main contribution to multiple ionization at highest q has been at-
tributed to direct multiphoton ionization by up to seven photons [31, 159]. Also,
non-perturbative strong-field phenomena [31] and many-electron effects [160] have
been speculated to play a role.
While pulse intensities here are comparable to those achieved in the FLASH
experiment, much higher photon energies of 1.5 keV and 2.0 keV, respectively, were
used. Due to the 1/ω2 dependence of the ponderomotive force, strong-field effects
are expected to play a negligible role and any non-perturbative effects can be safely
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neglected. Also, direct multiphoton ionization was found to play a minor role [20,
24, 25]. At X-ray energies, photoionization in general proceeds predominantly via a
sequence of single-photon ionization steps of the lowest accessible inner-shell orbitals
(see section 2.2.2.4 and 2.2.4.1) and, hereafter, the inner-shell vacancy is filled by
outer-shell electrons in a decay cascade (section 2.2.2.5).
The lowest accessible inner-shell orbital is shown in figure 4.5, where the orbital
binding energy of the electronic ground-states from 3s to 20s orbitals are plotted
against the xenon charge state. The ground-state configuration of neutral xenon is
1s22s22p63s23p63d104s24d64d105s25p6, (4.1)
hereafter abbreviated as [Ne]3s23p63d104s24d64d105s25p6. To indicate the available
photon energies dashed red horizontal lines are drawn, which intersect the M-shell
(3s, 3p, 3d) binding energies at certain charge states. Sequential single-photon
ionization implies, that the photoionization will stop as soon as the binding energies
of the not-yet-ionized electrons falls below the respective red line denoting a given
photon energy.
Accordingly, for 2 keV photon energy single-photon ionization closes at the charge
state Xe32+: With the ground-state configuration [Ne]3s23p63d4, the least-bound
electrons are those in 3d, which have a binding energy of 2018 eV. In the charge-
state distribution for 2 keV depicted in figure 4.4 the highest charge state predicted
and detected experimentally nicely coincide to be exactly q = 32. Apparently, the
underlying basic process of sequential single-photon ionization is well described by
the theoretical model and no additional processes appear for 2 keV according to the
experimental spectrum.
For 1.5 keV photon energy single-photon ionization closes at the charge state
Xe26+ where, in ground-state configuration, all electrons higher than 3d are emitted,
[Ne]3s23p63d10. The binding energy for 3d electrons at q = 26 is 1509 eV so that a
maximum charge state of Xe26+ is expected.
In striking contrast to these simple considerations as well as to the theoretical
prediction, charge states as high as 36+ are observed at a photon energy of 1.5 keV
(figure 4.4). Here, sequential single-photon ionization can not explain the total
ionization process and additional pathways have to be considered above Xe26+.
At low charge states (q<18), ionization from the n = 3 core-shell is most efficient
as obvious from figure 4.5, blue arrow. Photoionization cross sections for the indi-
vidual orbitals in the ground-state configuration of neutral xenon at 1.5 keV photon
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Figure 4.5 – Xenon orbital binding energies as a function of the degree of ionization
calculated with the Hartree-Fock method; the states 8 to 20 are calculated with the
formula for the binding energy of Rydberg levels, equation 2.32. The dashed and
dotted blue lines mark the resonances from 3s, 3p and 3d states at 1.5 keV and 2 keV
photon energy, respectively.
energy are summed up in table 4.2. Upon photoionization, the n=3 vacancies are
Orbital 3d 3p 4d 3s 4p 4s
Photoionization cross section 494 kb 223 kb 63 kb 54 kb 48 kb 14 kb
Table 4.2 – Photoionization cross sections in the ground-state configuration of neutral
xenon at 1.5 keV photon energy [106–108].
filled via Auger decay, which further increases the charge state.
Towards q = 24 the 3d-hole Auger lifetime becomes comparable to the average
3d photoionization rate for 1.5 keV photon energy and at a fluence of 50 µJ/µm2,
see figure 4.6. For this configuration n = 3 electrons will be ionized faster than the
remaining holes can be filled via Auger decay resulting in the creation of multiple
core-holes. M-shell ionization ends at a charge state of 26+, so direct ionization
is closed, but Auger decay of multiple core holes still lead to charge states slightly
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Figure 4.6 – Xenon 3d single-hole Auger life time and inverse 3d photoabsorption
rate as a function of charge state for a fluence of 50 µJ/µm2.
above Xe26+ as seen in the calculated charge-state distribution in figure 4.4.
The creation of hollow atoms under ultra-intense X-ray irradiation is a well ac-
cepted phenomenon at X-FELs. It was predicted even before the first X-FEL was
operating [24] and has been investigated in detail for small systems such as neon [19]
and nitrogen [21–23] since LCLS started operation. While Auger decay into multiple
core holes can indeed push the ionization above the limit for sequential single-photon
ionization, it cannot account for the strong enhancement of photoionization observed
in the recorded xenon time-of-flight spectrum 4.3.
At 26+, an extremely efficient process, that is not included in the calculation,
starts boosting multiple ionization as illustrated schematically in figure 4.5. Above
Xe18+ electrons can be resonantly excited (red arrows) into Rydberg states (grey).
Then subsequently, with increasing charge state, into n = 7, n = 6 and n = 5, when
the 3s, 3p and 3d orbitals have a 1.5 keV energy difference with those valence states.
The resonant excitation stops at around q = 35 due to the large energy gap between
n = 4 and n = 5.
Auger or autoionizing transitions of these multiple and highly excited hollow-atom
states efficiently deplete the higher shells (green arrows), and, furthermore, refill the
3s, 3p and 3d levels continuously. Electrons from refilled 3s, 3p and 3d states may
then again be resonantly excited. Because these resonances enable ionization at
charge states, where direct single-photon ionization is forbidden, this process may
be called resonance-enabled X-ray multiple ionization (REXMI) pathway.
The effectiveness of fast Auger and autoionization decay processes of hollow atoms
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has experimentally been observed [161] and theoretically proven [162] in electron
emission and hollow-atom formation occurring when highly charged ions slowly ap-
proach insulator and metal surfaces. This effect was first observed by Briand [163]
in 1996 and extensively investigated in the following years [164].
Direct photoionization of the n = 4 shells (and above), filled by resonant exci-
tation or during Auger decay of resonant excited states, is energetically possible
as well. However, the direct photoionization of Rydberg or valence states imme-
diately after resonant excitation has a very low cross section. The highest cross
section is found for 5p valence ionization of Xe35+∗ ([Ne]3s23p65p1) where the ion-
ization potential is closest to 1.5 keV. It amounts to 0.01 Mb [165]. In comparison,
photoionization of the 3d orbital from neutral xenon has a cross section of about
0.5 Mb and bandwidth convolved resonant excitations have cross sections of about
1 Mb, see figure 4.18. With the cross section of 0.01 Mb, the fluorescence rate is
higher than the photoionization rate even at the highest fluence of 44 µJ/µm2 [165].
Therefore, resonant excited states cannot be regarded as intermediate states in-
volved in direct multiphoton ionization, but rather as starting point of Auger decay
and autoionization. Thus, the REXMI mechanism is fundamentally different from
resonance-enhanced multiphoton ionization (REMPI), discussed in section 2.2.3.1.
Interestingly, from the level diagram in figure 4.5 one might expect that REXMI
becomes already less effective for charge states larger than about q = 31 where
resonant excitation into n = 6 ends. Resonances into n = 6 enable an efficient two-
step ionization pathway with only one additional Auger decay involving n = 4 and
near continuum levels. Indeed, the experimental charge-state distribution in figure
4.4 clearly shows a plateau in multiphoton ionization probability until q = 31 with
a strong decrease towards q = 36. In ground-state configuration the 3d orbital is
depleted at Xe36+, [Ne]3s23p6, and resonant excitation from the 3d orbital to the
5th shell is energetically not possible anymore implying a maximum charge state of
Xe36+, as observed in the time-of-flight spectrum.
It should also be mentioned that resonance-enhanced multiple ionization is not
limited to the 1.5 keV case (dashed line in figure 4.4), but is expected for 2 keV pho-
ton energy as well, which is indicated with dotted lines in figure 4.4. Nevertheless,
with the reduced photon flux and cross section at 2 keV photon energy and the max-
imum fluence of 86 µJ/µm2, the charge-state distribution ends already at q = 32
just before entering the photon-energy-specific REXMI region (see also figure 4.17).
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4.2.3 Ion Spectra of Krypton
Figure 4.7 – Krypton ion time-of-flight spectrum at 2 keV photon energy.
Figure 4.7 depicts the krypton ion time-of-flight spectrum integrated over a pulse
energy interval of 2.4 mJ to 2.6 mJ. The six stable isotope are distinguishable for low
charge states. Krypton has less stable isotopes than xenon and its isotopic distribu-
tion has a pronounced peak at mass 84Kr with 57% isotopic abundance. Therefore,
and because the krypton time-of-flight spectrum shows a maximum charge state
that is considerably lower than in the xenon spectrum, a deconvolution of the time-
of-flight spectrum is not necessary and integration of the 84Krq+ peak directly yields
the charge-state distribution shown in figure 4.8.
In figure 4.8 the krypton data is drawn as blue bars and the corresponding calcu-
lation as blue line. Krypton has been investigated at the same experimental param-
eters as xenon at 2 keV photon energy (λ = 0.6 nm), so the theory also assumes the
same parameters (80 fs pulse length, 2.5 mJ pulse energy with 35% beamline trans-
mission and a 3 µm x 3 µm FWHM of a circular Gaussian-shaped pulse). Again,
the shake-off process is included for 0+ and 1+, double Auger or Auger satellites
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Figure 4.8 – Krypton charge-state distribution at 2 keV photon energy (in blue).
are not considered. For comparison the xenon results are plotted in the background
(light red and black).
The experimental charge-state distribution peaks at Kr5+, then decreases for
higher charge states, but shows another local peak at Kr18+. The highest recorded
charge state is Kr21+. With respect to the overall shape, the krypton charge-state
distribution is closer to the Xe 1.5 keV than the Xe 2 keV case. The calculated
charge-state distribution has three peaks, at Kr4+, Kr8+ and Kr13+. The predicted
peak at 8+ in the theory line appeared for multi- as well as for single-photon ion-
ization and was attributed to the lack of relativistic effects in the calculations [166]
(spin-orbit splitting of the 2p shell could open more decay channels and smoothen
the 8+ peak). After the Kr13+ peak the ion yield constantly decreases. The highest
calculated charge state (in the depicted scale) is Kr18+.
4.2.4 Discussion of the Krypton Charge-State Distribution
At 2 keV photon energy, L-shell ionization for krypton is open and photoionization
of the krypton 2s and 2p shells have the highest cross section. Photoionization is
accompanied by shake-off processes and Auger decay. Single-photon ionization of
the 2s orbital leads via an Auger cascade to a charge state up to 10+ with the highest
yield for Kr7+ according to synchrotron measurements [112] and calculations [167].
An exemplary Auger cascade upon 2s photoionization in krypton is shown in table
4.3.
As the orbital binding energies increases during the ionization process, the 2s
ionization channel of krypton is closed at Kr+9 and direct 2p photoionization is
84
Chapter 4. Multiple Ionization of Heavy Atoms by Intense X-Ray FEL Pulses
Transition Name Lifetime
Kr+(2s−1)→Kr2+(2p−13d−1) LLM-Auger τ = 160 as
Kr2+(2p−13d−1)→Kr3+(3d−3) LMM-Auger τ = 560 as
Kr3+(3d−3)→ Kr4+(3d−24s−14p−1) MMN-Auger τ = 7 fs
Kr4+(3d−24s−14p−1)→ Kr5+(3d−14s−24p−2) MNN-Auger τ = 18 fs
Kr5+(3d−14s−24p−2)→ Kr6+(4s−24p−4) MNN-Auger τ = 155 fs
Table 4.3 – Exemplary Auger cascade upon 2s photoionization in krypton [68].
closed at Kr+13 at 2 keV photon energy (see dashed red arrow in figure 4.9). The
peak at q = 13 in the calculated charge-state distribution is mainly due to closing
of the direct 2p photoionization, where the photoionization cross section for further
ionization dramatically decreases after q = 13. The higher charge states beyond
q = 13 are generated by multiple-core-hole formation, within the current theoretical
model. At q = 13 the electronic configuration of krypton in the ground-state is
[Ne]3s23p63d5 so that M-shell ionizations may occur but with very low cross sections
compared to L-shell ionization at lower charge states [166]. That is why the theory
curve rapidly decreases after q = 13. In the experimental spectrum, however, charge
states up to q = 21 are observed.
The ground-state binding energies of the L, M, N, O and P shells for krypton ions
up to a charge state of 22+ are illustrated in figure 4.9. The purple area parallel to
the binding energies of the L-shell mark possible resonances at 2 keV photon energy.
At Kr9+, 2s direct photoionization is closed and resonant excitation from 2s into
Rydberg orbitals opens instead. Figure 4.9 illustrates that, as for xenon, resonance-
enabled X-ray multiple ionization (REXMI) can occur between Kr9+ and Kr20+
at 2 keV photon energy. Within the REXMI region, Auger decay is refueling the
ongoing ionization after resonant excitation. At 20+ the energy difference between
2p and 4s exceeds the available photon energy of 2 keV and resonant excitation is
stopped. Auger decay may remove another electron of excited Kr20+ resulting in a
maximum charge state of 21+. Again this simple model is in astonishingly good
agreement with the experimental results.
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Figure 4.9 – Krypton orbital binding energies as a function of the degree of ionization.
The dotted blue lines mark the resonances from 2s and 2p at 2 keV photon energy.
4.3 Ion Yield vs. Fluence: How Many Photons
are Involved in the Ionization?
4.3.1 Xenon at 80 fs Pulse Length
The minimum number of absorbed photons during the ionization process can easily
be estimated by summing up ground-state binding-energies of ionized orbitals: in
table 4.4 the sum is calculated for exemplarily charge states with the binding energies
taken from figure 4.5. This approach assumes that the total energy of an absorbed
photon is used for the ionization process, whereas in an actual photoionization a
significant fraction of the total energy is carried away by the photo- and Auger-
electrons. Hence, these numbers can just be regarded as lower limit for the number
of absorbed photons.
In the second chapter (2.2.3.1) multiphoton ionization was treated with pertur-
bation theory and it was derived that the multiphoton transition probability is a
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Charge state Sum of binding energies Divided by 1500 eV Divided by 2 keV
5 156 eV 0.1 0.1
10 804 eV 0.5 0.4
15 2252 eV 1.5 1.1
20 4610 eV 3.1 2.3
25 8064 eV 5.4 4.0
28 12185 eV 8.1 6.1
30 15785 eV 10.5 7.9
32 19734 eV 13.2 9.9
34 24041 eV 16.0 12.0
36 28794 eV 19.2 14.4
Table 4.4 – Minimum number of absorbed photons needed to create a given charge
state
function of the intensity to the power of n, where n is the number of absorbed pho-
tons (see equation 2.37). In the experiment the transition rate is measured by the
ion yield. To derive the number of photons, the detected ion yield is plotted against
the pulse energy measured by the GMD in a double logarithmic plot so that the
slope of the yield curves implies the number of absorbed photons.
To correlate pulse energy and ion yield, the time-of-flight spectrum is sorted with
respect to the pulse energy for every shot and plotted into a 2D graph with the
GMD value on the y- and the time-of-flight spectrum on the x-axis (figure 4.10 on
the left). Then a y-projection, within the time-of-flight window for a particular
charge state, yields its pulse energy dependence of that charge state; for charge
states with coalesced peaks a deconvolution factor is applied (see section 3.3.2.3).
The projection has to be divided by the pulse energy distribution to normalize
on the number of shots at certain pulse energy; here, the binning of both, projec-
tion (numerator) and distribution (denominator), has to be coarse enough to avoid
normalization artifacts.
Finally, the linearity of the GMD signal has to be verified by cross calibration with
the measured proton signal as discussed in section 3.1.3.3. For low pulse energies,
i.e. high gas pressures in the attenuator, the GMD was found to yield higher pulse
energies than estimated by means of the proton count rate and, thus, the pulse
energy has been recalibrated in this region. Saturation at pulse energies above
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Figure 4.10 – On the left: 2D graph with the GMD pulse energy value vs. time-of-
flight spectrum filled shot by shot. a) GMD pulse energy distribution of all shots; b)
y-projection of the 3D graph within the Xe33+ time-of-flight window; c) y-projection
divided by GMD distribution, i.e. the normalized ion yield for Xe33+, zoomed in and
in double-logarithmic scale. In the lower row the spectra are rebinned to 10-fold larger
bins to avoid flat y-projections, which lead to U-shaped artifacts in the normalized ion
yield.
2 mJ, as indicated by the FLASH GMD and the ASG intensity monitor (see section
3.1.3.5), has not been corrected for. A correction would move data points to higher
pulse energies (2.5 mJ to 3.5 mJ, for instance) and thereby flatten the slope of the
yield curves beyond ∼1.8 mJ. However, above 2 mJ the ion yields for all but the
highest charge state are already saturated anyways, such that a correction would
not affect the slopes of these yield curves which are only evaluated below saturation
occurs.
The pulse-energy-dependent ion yield of several exemplary charge states are de-
picted in figure 4.11 and compared to theory for a) 1.5 keV and b) 2 keV photon
energy. Both graphs have double logarithmic scales with the peak fluence on the x-
and the ion yield on the y-axis, so that the slope of a straight line yields the number
of absorbed photons. To guide the eye, lines with integer slopes are matched to the
data, from which the number of absorbed photons can be estimated. The lines are
attached to regions in the intensity dependence below the experimental ion yields
start to saturate due to target depletion.
The theoretically calculated ion yields in figure 4.11 are integrated over the
3-dimensional interaction volume defined by the intersection of two Gaussian pro-
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files, the circular Gaussian X-ray beam (3x3 µm2 FWHM) and the circular Gaussian
gas jet profile (4 mm FWHM). Due to the large detector acceptance of 80 mm, tails
of the Gaussian gas jet distribution, which reach far into the low-fluence part of the
FEL beam, are included in the calculation.
Error bars are calculated including error propagation from the standard deviation
of the individual ion yields at certain fluence and the total number of shots at this
fluence, which is used for normalization. The standard deviation of a count rate is
the square root of that count rate.
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Figure 4.11 – Experimental (data points) and calculated (solid lines) xenon ion yield
vs. peak fluence at a) 1.5 keV photon energy, and b) 2 keV photon energy. Integer
slopes are added to guide the eye.
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4.3.2 Discussion of the Ion Yields for Xenon
Synchrotron data provides information about the charge-state distribution upon
single-photon absorption. For xenon single-photon M-shell ionization, charge states
up to 11+ are reported [112, 113]. In these publications the charge-state distribution
peaks at 7+ where the ion yield is more than two orders of magnitude higher than
for 11+. Consistently, the Xe6+ yield curve follows a line with slope one. In average
the ionization to Xe9+ requires the absorption of two photons and, thus, is best
fitted by a line with slope two. The number of absorbed photons for Xe15+ is 3, for
Xe20+ 4, for Xe25+ roughly 5, for Xe28+ about 7; for 30+, 32+ and 36+ the slopes
suggest numbers of 10, 13 and 16, however, with large uncertainty.
Within that uncertainty the number of absorbed photons for photoionization at
1.5 keV and 2 keV photon energy is about the same. That is reasonable, as ionization
proceeds through M-shell photoionization at both energies with the L-shell far out
of reach even at 2 keV. Double ionization processes, which might be enhanced at
2 keV by the higher excess energy, are not considered in the calculations and the
experimental statistics is too low to resolve such rare processes.
The calculated yield-curves are in very good agreement with the experimentally
determined slopes as long as resonances play a minor role: they fit for all charge
states at 2 keV photon energy and up to q = 20 in the 1.5 keV case. For 1.5 keV
resonant excitation starts at q = 18 according to figure 4.5. With the very efficient
ionization through the REXMI pathway, the actual photoionization cross section
is higher than predicted by the theory. Thus, the experimental yield curves are
shifted to lower fluences, as soon as multiple ionization via resonant excitation plays
a role. The calculated yield curve for q = 28, in particular, is very much off, since 3p
photoionization is closed at q = 26 and further ionization in the theoretical model
can just proceed via Auger decay od multiple core-excited states.
The number of absorbed photons, derived from the yield curves, gets closer to
the estimated minimum in table 4.4 with increasing charge state. On one hand the
ionization potential is closer to the impinging photon energy at high charge states
and less energy is carried away by the photoelectron. Thus the minimum number of
absorbed photons in table 4.4 is closer to the actual number of photons required for
the ionization. On the other hand resonances may reduce the slope of experimental
yield curves, as discussed in section 2.2.3.1, so that the number of absorbed photons,
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derived from the yield curves, is reduced.
4.3.3 Krypton at 80 fs Pulse Length
As described for the case of xenon above, the minimum number of absorbed photons
for krypton is depicted in table 4.5. Accordingly, ionization by a single photon may
lead up to Kr10+, which also was the highest charge state created by L-shell pho-
toionization in synchrotron measurements [112]. The average charge state in these
experiments, however, was 6.7 for 2s photoionization and 5 for 2p photoionization.
Charge state Sum of binding energies Divided by 2 keV
5 183 eV 0.1
10 1000 eV 0.5
15 3003 eV 1.5
20 6392 eV 3.2
Table 4.5 – Minimum number of absorbed photons needed to create a given charge
state.
In figure 4.12, the experimental and calculated ion yields for selected krypton
charge states are plotted as a function of the peak fluence. The theory lines are 3D
volume-averaged as for xenon and normalized as in the charge-state distribution at
2.5 mJ pulse energy (figure 4.8).
4.3.4 Discussion of the Ion Yield of Krypton
While the experimental and calculated slopes fit quite well in general, some curves
differ in the absolute ion yield per shot and the position on the fluence axis, for
example Kr14+, Kr16+ and Kr20+.
Moreover, the experimental Kr6+ curves saturates later than predicted. As Kr6+
is created by single-photon ionization, the delayed saturation implies that areas
of low-fluence contribute more than assumed by the theory. The theoretical Kr9+
curve is higher for all fluences, probably due to the lack of relativistic effects in the
calculations (as discussed for Kr8+ in section 4.2.4). According to the slope in figure
4.12, Kr9+ is created by two-photon ionization.
At 2 keV, the 2s ionization channel of Kr is closed at q = 9 and 2p ionization
is closed at q = 12. Further ionization within the theoretical model is driven by
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Figure 4.12 – Experimental (data points) and calculated (solid lines) krypton ion
yield vs. peak fluence at 2 keV photon energy. Integer slopes are added to guide the
eye.
Auger decay into multiple core holes or valence ionization, which, however, has a
much lower cross section. In the actual experiment, resonances govern the ionization
process after closing of the direct L-shell photoionization and enhance the photoion-
ization dramatically. Thus, the experimental data is shifted towards lower fluences
due to higher cross sections as soon as resonant transition play a role in the pho-
toionization process, i.e. beyond Kr12+. From the slopes of the ion yield curves
the number of absorbed photons is 3 for Kr12+, about 4 for Kr14+ and about 6 for
Kr20+. As the slopes of the experimental and theoretical curves do not significantly
differ, the resonant transitions do not seem to be saturated, which would result in
a reduced slope in the experimental data (see section 2.2.3.1).
4.3.5 Photoionization of Krypton at 3 fs Pulse Length
Figure 4.13 depicts the time-of-flight spectra for krypton at 2 keV photon energy at
two different pulse lengths. To achieve pulses as short as 3 fs the accelerator had
to be operated in low-charge mode [77] (see section 3.1.1.2). Hence, the maximum
pulse energy was decreased from 2.5 mJ to 0.5 mJ. In order to compare data with
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long and short pulse lengths, the 80 fs pulse length beam was attenuated by gas
absorbers (see section 3.1.3.4) from the maximum pulse energy of 2.5 mJ down to
about 0.5 mJ. In figure 4.13 the short pulse data is drawn in red, the long pulse
data in black. Because the short pulse data was recorded with higher spectrometer
voltage, the time-of-flight spectrum is shifted to shorter times. To match short and
long pulse data, both data sets have their own time-of-flight axis (in red and black,
respectively).
Figure 4.13 – Krypton ion time-of-flight spectrum at 2 keV photon energy and 0.3
to 0.5 mJ pulse energy for 3 fs pulse length (red) and 80 fs pulse length (black).
In figure 4.14 the ion yields of the 3 fs measurement is plotted as a function of
pulse energy as stars together with the 80 fs data (transparent data points) and
theory curves from figure 4.14 (the same charge states as for the 80 fs data are
shown). As seen in the time-of-flight spectrum, figure 4.13, the ion yield per bin
in the short-pulse data is about twice as high as in the long-pulse data, since the
higher extraction voltage on the spectrometer compresses the time-of-flight peaks to
smaller time intervals.For the 3 fs data, the total time-of-flight peaks are integrated
to determine the ion yield while the bounds of integration for the 80 fs data do not
include the total time-of-flight peak. To account for the higher integrated ion yield,
the 3 fs yield curves in figure 4.14 are divided by a constant factor to match the
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80 fs data.
The calculated ion yield curves for 3 fs and 80 fs pulse length did not show any
significant difference in the investigated pulse energy range, so that only the 80 fs
ion yield curve is depicted in figure 4.14.
Figure 4.14 – Experimental (data points) and calculated (solid lines) krypton ion
yield vs. peak fluence at 2 keV photon energy. The data for 3 fs pulse length is drawn
as stars, the data for 80 fs pulse length as transparent dots. Integer slopes are added
to guide the eye. The 3 fs data was recorded at one pulse energy setting with a width
from 0.15 to 0.55 mJ. The pulse energy of the 80 fs data was reduced by the gas
attenuator from full 2.5 mJ pulse energy down to three pulse energies a, b and c.
4.3.6 Discussion of the Ion Yields for Krypton (3 fs Pulse)
The photoionization of krypton was measured at two pulse lengths to investigate
if it affects the photoionization pathways. When the pulse length is decreased but
the pulse energy is hold constant, the pulse intensity increases (see equation 3.7).
A higher intensity could, in principle, lead to direct two-photon absorption or to
saturation of resonant excitation. Direct two-photon absorption would enhance
the creation of highly charged states which cannot be reached with single-photon
ionization. Saturation of resonances would decrease the slope of the ion yield curves
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(sec. 2.2.3.1).
On the other hand, photoionization could be hampered in short pulses of high
intensity. When the Auger decay time into an inner-shell hole exceeds the pulse
duration, the cross section for total photoionization is reduced ("X-ray induced
transparency for K-shell holes" [19, 21]) and the creation of highly charged states is
suppressed.
In the experimental time-of-flight spectrum (figure 4.13), only charge states up
to Kr16+ are observed due to the lower pulse energy of 0.5 mJ as compared to Kr21+
at 2.6 mJ (figure 4.7). The most intense peak is Kr6+, which can be reached in one
photoionization step. The fluence-dependent yield curves in figure 4.14 show, that a
charge state up to 10+ can be reached by absorption of two photons of 2 keV photon
energy. With three photons, krypton can be ionized to Kr12+, but the total observed
ion yield of Kr12+ is already ten times lower than for Kr6+. The time-of-flight spectra
for short and long pulse lengths do not significantly differ and neither do the slopes
of the yield curves for 3 fs and 80 fs pulse length in figure 4.14. Apparently, the
intensity is still too low for any two-photon ionization or saturation of resonances to
occur. Moreover, no indication of X-ray induced transparency is observed, probably
because too many electrons are accessible in the L-shell and because the Auger decay
time into L-shell vacancies (see table 4.3) is too short.
The earlier saturation of Kr6+ and Kr9+ for the 3 fs pulses is probably due to
the higher spectrometer voltage, which causes high but narrow time-of-flight peaks.
These peaks can saturate the MCP-detector and merged peaks might be counted as
one peak by the DAQ (sec. 3.3.2.1).
For the 3 fs data, a pulse energy interval of 0.15 mJ to 0.55 mJ, as measured by
the LCLS GMD, is analyzed in figure 4.14. The width of this interval represents
the stochastic pulse energy distribution due to the SASE process. At 80 fs pulse
length a similar width around 0.3 mJ pulse energy is shown by the GMD. Here,
however, the data was cross-calibrated with the measured proton signal as discussed
in section 3.1.3.3. Due to this cross calibration, the pulse energy distribution of the
attenuated data decreased to a small width, illustrated as (b) in figure 4.14 (the other
data points at 0.15 mJ (a) and 0.5 mJ (c) were measured with a different attenuator
pressure). From the comparison of initial stochastic pulse energy distribution of the
FEL beam and the pulse energy distribution after attenuation, it seems that the
initial distribution is somehow lost because of the attenuation by the gas absorber.
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4.4 Fluorescence Spectra of Xenon:
Radiative Transitions During Ionization
The evidence for resonant excitations of electrons from orbitals which are closed
for direct photoionization at 1.5 keV photon energy is further substantiated by the
simultaneous measurement of emitted fluorescence radiation indicating which inner-
shell levels are depleted. In figure 4.15 a) the calculated fluorescence spectrum as
provided by S.-K. Son for 1.5 keV photon energy and 50 µJ/µm2, 25 µJ/µm2 and
10 µJ/µm2 fluence is shown. Neglecting resonances and, thus, with Xe26+ as the
highest charge state, theory predicts fluorescent decay from 5s,p to 4s,p,d yielding
lines between 100 eV and 400 eV as well as the 4p to 3d transition at around 700 eV.
This is compared to the experimental fluorescence spectrum in figure 4.15 b) with
fluences between 11 and 44 µJ/µm2. The spectra are normalize on the stray-light
peak, i.e. the number of incoming photons, and smoothened by a running average
over 35 eV.
Three general features occur for all fluences: electronic noise from the pnCCDs
and its readout electronics below 150 eV (masked area), an oxygen line around
500 eV from background gas and the stray-light peak at 1500 eV. In addition, three
clearly intensity-dependent Xe peaks appear centered at (i) 200 eV, (ii) 670 eV,
and (iii) above 800 eV indicated in figure 4.15 as yellow, blue and red shaded areas,
respectively. In contrast to the calculations, the low energetic 5s-to-4p,d transitions
(i) seem to contribute less to the overall spectrum, while the 5p-to-4s fluorescence
gives a significant onset to the oxygen Kα line and the 4p-to-3d line (ii) is dominating
at fluences from 18 to 41 µJ/µm2. To explain the unexpected high fluorescence yield
at 200 eV (i) and above 800 eV (iii), higher charge states than 26+ as well as 3p hole
creation after the direct 3d photoionization is closed - both missing in the theoretical
model - have to be considered.
In figure 4.15 c) the energy of seven radiative decay channels in xenon ions from
20+ to 36+ are depicted as a function of charge state. The transition energies are
calculated for ground-states. If other configurations were considered as well, the
lines would gain a width of about plus minus 10 eV. Transition energies between
shells increase with increasing charge state, while they decrease between subshells
as electron repulsion within the ionized subshell is reduced (second Hund’s rule).
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Figure 4.15 – Xe fluorescence spectra at 1500 eV photon energy. (a) depicts calculated
spectra for three fluences, (b) is the experimental spectrum and (c) shows fluorescent
transitions in charge states between Xe20+ and Xe36+, for detailed description see text.
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The solid lines are based on the non-relativistic Hartree-Fock-Slater method,
whereas the dashed lines were calculated with the Cowan-code including relativistic
effects [168]. According to these calculations in figure 4.15 (c), the fluorescence line
at 200 eV can be attributed to the 3d to 3p transition and the lines above 800 eV
to 4s to 3p or 4d to 3p transitions, respectively. The evidence of fluorescence decay
into 3p, which has a binding energy well beyond the available photon energy for
xenon ions above 20+, is a clear signature of resonant excitation.
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4.5 Tracing back the Xenon Ionization Pathways
An exemplary ionization pathway up to Xe36+ including the REXMI mechanism is
sketched in figure 4.16. Up to Xe19+, it is based on the Monte-Carlo-calculation
which was used for comparison with the experimental charge-state distribution in
figure 4.4. For charge states higher than 19+, resonances within a pulse energy
bandwidth of 15 eV (FWHM) are considered. The Gaussian-shaped pulse with a
duration of 80 fs (FWHM) is indicated in light grey. The ionization processes are
limited to 3p and 3d photoionization, fast Auger decays, and resonant excitation to
simplify the sketch. The numbers in front of some transitions indicate that several
resonances are included.
Figure 4.16 – Diagram of an exemplary pathway leading to Xe36+.
The 3p shell is photoionized first which is followed by a five-fold Auger cas-
cade. Double Auger decay in the first step after 3d photoionization is reported to
contribute with 10% [169]. Shake-off processes upon 3d or 3p photoionization of
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neutral xenon contribute with 17%, but become less likely for higher charge states,
e.g. for Xe6+ (after the Auger cascade of the first photoionization) the shake-off ra-
tio is just 5% [68]. In the beginning even direct 3d double ionization is energetically
possible. With increasing charge state, multi-electron ionization becomes negligible
and Auger cascades shorter, as the number of partner-electrons for Auger decay is
reduced.
At 18+ direct 3s ionization is closed for 1.5 keV photon energy and 3s can be
resonantly excited into Rydberg orbitals hereafter. According to the calculated time-
evolution of the charge state population shown in figure 4.17, charge state 18+ (thick
green line) is reached at about the middle of the 80 fs pulse leaving enough time for
further ionization enabled by transient resonances. In the 2 keV case, however,
transient resonances at 28+ (thick red line) and above are reached too late in the
pulse due to the lower cross section and, thus, cannot significantly contribute to the
ionization process.
Figure 4.17 – Population of xenon charge states as a function of time during an
80 fs (FWHM) X-ray pulse calculated at 1.5 keV and 2 keV for an X-ray fluence of
50 µmJ/µm2 without inclusion of resonances.
Above Xe20+ the Auger decay time of the 3d hole exceeds the inverse 3d pho-
toionization rate, resulting in multiple 3d holes. Direct photoionization of the 3d
orbital can proceed until Xe26+, but with multiple 3d holes Auger relaxation can
lead up to q = 28, as seen in the charge-state distribution (figure 4.4).
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Figure 4.18 – Calculated photoabsorption cross sections around 1.5 keV photon en-
ergy for a) Xe21+, b) Xe26+ and c) Xe31+. Resonances are calculated from the ground-
state configuration only. The photoabsorption cross sections for resonances and direct
photoionization are convolved with a 15 eV bandwidth of the X-ray beam (light green
line). The grey shaded area illustrates the photon energy distribution.
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The cross sections for photoabsorption at three exemplary charge states in an
energy window between 1460 eV and 1540 eV are shown in figure 4.18. All three
graphs have the same scales. Resonant bound-bound transitions starting at the
ground-state are included (dark green). The non-resonant photoabsorption cross
section and cross sections for resonances are convolved with a 15 eV (FWHM) band-
width and drawn in light green.
The step-size on the energy axis is 0.01 eV, but resonances can be even nar-
rower. Because both, height and width, of the resonances are necessary to evaluate
their strength, the overall strength of resonances cannot be directly read from the
non-convolved sketch. The density of resonances ought to smoothly merge to the
photoionization threshold of an orbital, here 3p and 3d (see section 2.2.2.3). In the
energy level diagram on the right, possible transitions are indicated with arrows of
1500 eV length and the most prominent lines are named.
The selection rule for the angular momentum quantum number explains, why for
example resonant excitation in xenon is possible between the 3p and 7s as well as
3p and 7d (for Xe26+ at 1487 eV and 1508 eV, respectively, see figure 4.18), but
forbidden between 3p and 7p.
The three exemplary charge states are the following:
• In a), at a charge state of 21+, direct 3d photoionization (red) is open and
direct 3p photoionization (blue) is within the bandwidth of the photon energy
(grey shaded area). Direct photoionization from 3d has the highest cross
section, followed by direct the one from 3p; direct 4s and 4p photoionization are
both negligible. Bound-bound-transitions between 3p and Rydberg states or
3s and the 7th and 8th-shell are possible as well. The broader width (compared
to the resonances in graph b) and c) for Xe26+ and Xe31+, respectively) is an
artefact of the calculations, where Rydberg states are not fully converged and
less accurate. The resonance just below the 3p ionization edge at 1507 eV is
attributed to the 3s to 8p transition, the resonance above the 3p-edge at 1529
eV to the 3s to 9p transition.
• For 26+ in b) direct 3p photoionization is closed, but direct 3d photoioniza-
tion is within the bandwidth. In the ground-state configuration 4s and higher
orbitals are not occupied at Xe26+, but valence-ionizations would be energet-
ically possible for excited states, albeit with a much lower cross section than
103
4.5. Tracing back the Xenon Ionization Pathways
resonant transitions. At photon energies lower than the 3d photoionization
threshold at 1509 eV an abundance of resonances into Rydberg orbitals is
present, which enables multi-step ionization processes in a wide range of pho-
ton energies. The 3p-7d transition at 1508 eV almost coincides with the 3d
ionization edge. Above the 3d-edge the 3s to 6p transition appears as isolated
resonance at 1521 eV.
• Finally, for Xe31+ in c) no direct inner-shell photoionization is in reach. Still,
however, further ionization is possible through Auger decay following three
strong resonances from 3p and 3d to the n = 5 and n = 6 shells.
The bandwidth-convolved absorption cross sections including direct and resonant
channels for all charge states between 21+ and 35+ are depicted in figure 4.19.
Here, the individual shapes of the curves are less important than the fact that there
is a significant photoabsorption cross section for all of these consecutive charge
states because of the resonances within the broad bandwidth. Only for 35+ the
cross section appears rather small on this scale (about 0.03 Mb at 1.5 keV photon
energy).
Figure 4.19 – Calculated photoabsorption cross sections around 1.5 keV photon en-
ergy for Xe21+ up to Xe35+. Resonances are calculated from the ground-state config-
uration only and are convolved with a 15 eV bandwidth of the X-ray beam.
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As indicated in the pathway sketch (figure 4.16), more than one resonant ex-
citation may occur before the excited state relaxes via Auger decay. In this way,
multiple resonances create highly excited states, where not only one, but several
Auger decays may follow. Charge states without resonances within the 15 eV band-
width of the photon energy may then not necessarily stop the ionization process,
but may appear only in multi-excited electron configuration during the charge-up





Multiphoton ionization in intense laser fields in the infrared, optical and ultraviolet
spectral ranges has revolutionized the understanding of strong-field light-mater in-
teraction and paved the way for various spectroscopic applications [26–28, 36]. The
advent of free-electron lasers allowed investigating multiphoton ionization by intense
laser radiation at photon energies reaching even beyond the ultraviolet regime, where
photoionization pathways are fundamentally different from the strong-field effects
observed with optical lasers. In the VUV and XUV spectral range of FLASH, mea-
surements have been performed on light atoms, such as helium, neon and argon
[170, 171], where significant contributions of non-sequential, direct two-photon pho-
toionization pathways were found. For heavy atoms such as xenon, non-sequential,
direct ionization by up to seven photons was discussed to explain the experimental
spectra with charge states up to Xe21+ [29–31, 159, 160]. At X-ray energies, a light
atom, neon [19, 20], has been studied in detail so far, but only negligible contribu-
tions from direct multiphoton photoionization were found in this case [20, 24, 25].
For heavier elements, the question arose if similarly high charge states as at FLASH
may occur even though direct multiphoton ionization is much weaker at X-ray en-
ergies.
To answer this question, two heavy elements, xenon and krypton, have been
investigated at the first X-ray free-electron laser operated world-wide, the LCLS. In
a pioneering measurement in 2009, surprisingly high charge states were found for
xenon irradiated with 1.5 keV photon energy. Simultaneously recorded fluorescence
spectra showed a sudden increase of the fluorescence yield when highly charged
ionic states were created. In order to quantify the charge-state distribution under
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improved conditions, ion time-of-flight spectra were measured in 2011 with higher
resolution and for a more comprehensive set of experimental parameters: The photon
energy was set to 1.5 keV and 2 keV, the pulse energy varied by five different gas
attenuator pressures and two pulse lengths could be compared. Additionally to the
xenon data, photoionization of krypton was measured.
Confirming the previous findings of 2009, a maximum charge state of Xe36+
was observed at 1.5 keV photon energy or 0.83 nm wavelength, respectively, and
6.3x1016 W/cm2 intensity. This maximum charge state compares to previous mea-
surements at other energies and intensities as follows: In strong laser fields (1.55 eV
photon energy or 800 nm wavelength and peak intensities up to 1018 W/cm2), the
highest observed charge state so far is Xe20+ [172]; at FLASH (93 eV photon energy
or 13.3 nm wavelength and an irradiance level up to 1016 W/cm2), charge states up
to Xe21+ have been reported [31]; and ionization by fast heavy-ion impact (highly
charged uranium, U75+, with 15.4 MeV/u kinetic energy) was demonstrated to yield
charge states up to Xe35+[173]. The charge state reported here thus represents the
highest ever observed for an individual atom exposed to a single pulsed electromag-
netic radiation.
For photoionization at 1.5 keV photon energy, a charge state of Xe36+ is unex-
pected on the basis of previous theoretical models. Considering sequential direct
single-photon single-electron ionizations only, a maximum charge state of Xe26+ is
anticipated, where the binding energy of 3d electrons increases to 1509 eV, thus
exceeding the available photon energy. In contrast to the reported photoionization
data on neon [19], sequential direct single-photon ionization alone can thus not ex-
plain at all the ionization process and additional pathways above Xe26+ have to be
considered.
Simultaneously measured fluorescence spectra show decay from higher states into
3d and 3p vacancies for charge states where direct photoionization of these orbitals is
already energetically closed. If direct photoionization is closed, inner-shell vacancies
can only be created by resonant excitation. Such a resonance has been discussed in
neon for one single charge state, the special case of K-shell excited Ne7+∗, where the
electron excited to the 5p valence orbital may be photoionized before it is emitted in
an Auger decay filling up the K-shell hole [20, 25]. In general, however, resonances
are rare for light atoms at X-ray energies and unimportant at photon energies far
above all absorption edges [19].
108
Chapter 5. Summary and Outlook
Theoretical analysis by Son and Santra of resonances and their cross sections for
xenon reveal an abundance of resonant states accessible at 1.5 keV photon energy
for charge states between 20+ and 36+. Hence, even beyond the limit for direct
photoionization of Xe26+, further ionization is enabled by densely spaced resonances,
which can be excited within a single broadband FEL pulse for several subsequent
high charge states created during the ionization process. The ionization of outer
valence and Rydberg states after multiple resonant excitation of several electrons
predominantly proceeds through Auger decays. While resonances in the optical
multiphoton regime can enhance non-sequential direct multiphoton ionization, a
direct photoionization of a resonantly excited state is negligible in the X-ray regime
due to a very small photoionization cross section for Rydberg and outer valence
states.
In contrast to the 1.5 keV case, photoionization at 2 keV photon energy but
otherwise the same experimental parameters only proceeds up to Xe32+, where the
ground-state ionization energy exceeds the photon energy. This qualitatively dif-
ferent behavior is due to the fact that at higher photon energy suitable resonances
appear at higher charge states, which are not reached effectively within a single shot
for pulse intensities used in the experiment.
Krypton at 2 keV photon energy illustrates another example of resonant excitation
during X-ray photoionization of heavy atoms. Here, photoionization starts with
direct single-photon ionization of the L-shell electrons. However, the binding energy
of the 2s state exceeds the available photon energy at a charge state of 9+ and
direct 2p photoionization closes at 12+ already. At this charge state, 14 electrons in
the M-shell are left which are energetically accessible by the photon energy but the
cross section for M-shell photoionization is very small. Instead, further ionization
proceeds through the resonant excitation of L-shell electrons and subsequent Auger
decay into L-shell vacancies. At Kr20+, the energy difference between 2p and 4s
states exceeds the available photon energy of 2 keV and resonant excitation ends.
Auger decay may remove another electron of excited Kr20+ resulting in a maximum
charge state of 21+, exactly as recorded in the experimental krypton charge-state
distribution.
In the comparison of krypton time-of-flight spectra and ion yield curves for 3 fs
and 80 fs pulse lengths (at the same pulse energy), no significant difference was
found. At relatively low pulse energy, the shorter pulse length apparently does
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not sufficiently increases the intensity to cause direct two-photon ionization or to
saturate resonances. For neon [19] and nitrogen [21], X-ray induced transparency
was reported for intense, short X-ray pulses. It occurs when the Auger decay time
is longer than the inverse photoionization rate and inner shell holes are not refilled
by Auger decay during the X-ray pulse, such that the photoabsorption is drastically
decreased. For krypton, no X-ray induced transparency was observed, probably
because of the ultra-short of Auger decay times (< 1 fs) and the greater number of
electrons available for photoionization.
The sudden increase of multiple photoionization for heavy atoms at high charge
states and in certain photon-energy ranges is predicted to appear for all systems
containing high-Z constituents. For imaging experiments, resonance-enhanced pho-
toionization should be avoided as increased radiation damage in the vicinity of heavy
atoms may appear. On the other hand, this highly efficient ionization process may
be used to efficiently create highly excited, dense plasmas of high-Z atoms. The
strength of resonance-enhanced multiphoton ionization can be varied by the FEL
pulse energy, photon energy, and bandwidth.
In this work, the fundamental principle of resonance-enabled X-ray multipho-
ton ionization (REXMI) has been demonstrated. Now, a designated experiment to
quantitatively investigate this photoionization pathway under newly available even
higher peak intensities and for higher photon energies is the next logical step.
With imaging experiments taking advantage of the recently commissioned 100 nm
focus at high photon energies (4 to 10 keV) at the coherent X-ray imaging (CXI)
beamline at LCLS, an investigation of the REXMI mechanism at these parameters is
most desirable. At 6 keV photon energy, for example, the xenon L-shell is accessible
for direct photoionization, but closes at Xe30+. At a peak intensity of 1022 W/cm2
(assuming 3 mJ pulse energy, 3 fs pulse length and 0.01µm2 focus size), however,
further ionization via the REXMI mechanism is expected to boost charge states up
to Xe45+ (see figure 5.1). A measurement under these experimental conditions will
clarify if the REXMI region can be reached with the increased intensity of the 100 nm
focus but at reduced photoionization cross sections at high photon energies, and thus
if resonance-enhanced ionization plays a role in radiation damage at experimental
parameters typical for many imaging experiments.
For the experimental setup, minor changes are suggested. The pnCCDs should be
placed facing downstream or perpendicular to the beam to avoid direct exposure to
110
Chapter 5. Summary and Outlook
Figure 5.1 – Xenon binding energy as a function of the ionization level calculated
with the Hartree-Fock method. The crossing of the dashed red lines with the outer
orbitals labeled "2s,p+6 keV" marks the possible occurrence of resonances from 2s and
2p states at 6 keV photon energy.
stray light from the beamline. In this geometry and at the closest possible distance
to the interaction zone allowed by the ion spectrometer, 59 mm, a pair of pnCCDs
will cover a solid angle of 1.21 sr compared to 0.37 sr achieved in the setup discussed
in this work. The ion spectrometer has to be operated at low extraction voltage to
gain sufficient time-of-flight resolution for highly charged states. To investigate the
influence of volume averaging on the final charge state distribution, one side of
the double-sided ion spectrometer should be equipped with a narrow slit aperture
limiting the detector acceptance in order to suppress signal generated outside the
focus. Machine data has to be continuously recorded to account for FEL fluctuations.
Furthermore, the LCLS GMD has to be calibrated for each scan of the pulse energy.
Preferably, the GMD is continuously cross-calibrated by a second intensity monitor.
In this thesis, it has been demonstrated that resonant bound-bound transitions
at high charge states lead to multielectron excitation. Accompanied by autoion-
ization processes, these resonances drastically enhance the overall photoionization,
even in regimes where direct inner-shell photoionization is still possible, and enable
further photoionization steps, when direct photoionization is closed. This is a novel
photoionization pathway unique to the X-ray regime and should be considered for
X-ray scattering and absorption experiments at high intensity light sources, where




Appendix to the Experimental Setup
A.1 Free-Electron Laser
A.1.1 Microbunching and SASE
Microbunching is based on the ponderomotive force which the light field exerts
on the electrons. It is dependent on the phase difference between the sinusoidal
electron trajectory and the oscillating light-field. The light field at frequencies ωl
and wavevector kl can be assumed as plane x-polarized electromagnetic wave co-
propagating in z with the relativistic electron beam
Ex(z, t) = E0cos(klz − ωlt+ ψ0) with kl = ωl/c = 2pi/λl (A.1)
The phase shift ψ0 against the individual electron trajectory accounts for the various
possible positions of an arbitrary electron within the bunch and will be discussed
below. Whether the electron gains or looses energy in this field is described by the
time derivative of the electron energy W
dW
dt
= ~v · ~F = −e · vx(t)Ex(t) (A.2)
With dW/dt < 0, the electron bunch looses energy and, obeying energy conservation,
the light wave gains energy. This is the case when both vectorial factors in the scalar
product point in the same direction.
Inserting the electric field (equation A.1), into the time derivative (equation A.2)





cos(kuz), the following expression is derived
dW
dt
= ~v · ~F = −e · vx(t)Ex(t) = −ecK
γ
cos(kuz)E0cos(klz − ωlt+ ψ0)
= −ecKE0
2γ




where ψ = (kl+ku)z−ωt+ψ0 is called the ponderomotive phase; the fast oscillating
term χ cancels out. The maximum energy transfer from the electron beam to the
light wave is hence given when ψ = ±n2pi. The energy transfer is continuous over
the entire undulator length when ψ is constant, which is only fulfilled at a certain
wavelength. Inserting the trajectory equation for z into the condition dψ/dt = 0,
this wavelength turns out to be undulator specific wavelength at θ = 0 (equation
3.3). So the spontaneous radiation in an undulator is indeed suitable to seed the
SASE process.
With this distinct value of the ponderomotive phase ψ, a longitudinal coordinate




≈ ψ + pi/2
2pi
λl (A.4)
where ζ0(ψ0 = −pi/2) = 0 sets the origin of coordinates at the phase of no energy
exchange between electron and light wave.
With the initial bunch-internal coordinate ζ, and the ponderomotive phase ψ0
at the time of entrance to the undulator and equation A.3 for the energy transfer
between the electron beam and the light wave, three cases can be distinguished as
seen in figure A.1: at ψ0 = pi/2 no energy is transferred between electron and light
wave, for ψ0 < pi/2 the electron looses energy to the field, and for pi/2 < ψ0 < pi it
gains energy from the field.
With an initial homogeneous distribution for ζ and ψ0 in the electron bunch,
the energy transfer between the electron beam and the light wave results in mi-
crobunching: Electrons with ζ > ζ0 lose energy to the field due to ψ0 < pi/2, so the
longitudinal velocity decreases, while their transversal amplitude (∝ 1/γ) increases;
for electrons with ζ < ζ0 vice versa. For both cases the absolute value of ζ and ψ0
decrease, hence the electrons converge to similar values of ζ and ψ0. As the electron
density is confined on a pulse length smaller than the wavelength, the radiation
becomes coherent. Thus, not only the intensity but the amplitude of the light fields
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is added. With ongoing microbunching the radiated power of coherently radiating
microbunches increases exponentially along the undulator length.
Figure A.1 – Energy exchange between electron and light wave1
However, lasing becomes saturated when further microbunching is hindered by
the internal Coulomb repulsion in the electron bunch, and when the electron energy
falls below critical energy required for constructive interference in the undulator
equation (equation 3.3). The region where increasing microbunching leads to an
exponential growth in the radiated power is called linear regime, in contrast to
the saturated regime where additional undulator length does not result in a higher
radiated power.
In summary, an electron beam with high peak current, small energy spread and
low emittance is sub-structured into microbunches due to electron-light-field inter-
actions in a long undulator. As a result, the electrons radiate in phase, and thus the
radiated power increases not only linearly with the number of radiating electrons
(as for synchrotrons, see figure 3.4) but quadratically, which gives an enhancement
of about nine orders of magnitude.
A.1.2 Seeding and Resonators
The SASE process starts up from spontaneous emission, which is generated stochas-
tically by the in space and time randomly distributed electron density of the elec-
tron beam. Each of these density fluctuations may radiate spontaneously and seed
a SASE process within the undulator bandwidth, where the wavelength fulfills the
resonance condition. Ultimately, the resulting radiation pulse consists of a large
number of independent wavepackets, which give rise to random and uncontrollable
spikes in the radiated temporal profile and frequency-domain spectra. Within one
1Source: P. Schmüser et al. Ultraviolet and Soft X-Ray Free-Electron Lasers, Springer-Verlag,
2010, Copyright (2010) by Springer-Verlag GmbH
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wavepacket, the radiation is transversely and longitudinally coherent, but the over-
all temporal coherence is smaller than anticipated from the electron bunch length
[174] (see section A.1.3). To make the SASE-FEL pulses fully coherent and free
from coherence and intensity spikes, several seeding schemes have been proposed,
where SASE is not seeded by stochastically spontaneous emission, but an external
temporally well defined and coherent light pulse. Optical lasers are best accessi-
ble, however, limited in the available wavelength. With high harmonic generation,
FEL have been seeded at deep UV [175], and recently pushed to the XUV-region
[176]. With HHG a technical issue comes up: the high-harmonic seed light has to
surpass the initial power level of the spontaneous radiation in the SASE-FEL. A
second approach is to built a multi-segment FEL, where the fundamental or the
higher harmonics (high-gain high harmonics HGHG) of the first undulator segment
is used to seed the SASE-process in the undulators downstream [177]. Both HGHG
and HHG schemes are planed for the XUV-FEL update FLASH 2 currently under
construction.
In contrast to high-gain, single-pass FEL-amplifier a good pulse-to-pulse stability
and temporal coherence is achieved in FEL-oscillator, where the FEL-light oscillates
in a resonator. In fact the first free-electron laser [178] and succeeding FELs at long
wavelength were equipped with an optical resonator, where infrared or microwave
light was amplified with low-gain in an undulator embraced by a pair of mirrors and
with a circulating electron beam passing numerous times [78]. A summary of various
FEL concepts of free-electron lasers can be found in reference [179], "Free-electron
lasers: Present status and future challenges".
A.1.3 Determination of the X-Ray Pulse Length
Among one of the first user runs at LCLS, L. Young and coworkers investigated the
photoionization of neon at various photon energies [19]. The K-shell ionization po-
tential of neon is 870 eV. Above that energy, at 1050 eV and 2000 eV photon energy,
and with a fluence of about 200 µJ/µm2, double core hole formation was observed in
electron spectra. Double core holes are created when the Auger lifetime exceeds the
inverse photoionization rate, in other words, the average time until the next pho-
toionization event at given beam parameters. For singly charged neon the Auger
decay into a 1s vacancy takes place at 2.4 fs time scale [180], but the Auger lifetime
is rapidly increased during the ionization process; at Ne7+, for instance, it already
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amounts to 23 fs. The Auger lifetime for double core holes is significantly shorter.
Due to the impact of Auger lifetimes on observable photoionization processes, the
"Auger clock" is a reasonable approach to estimate the X-ray pulse duration.
measured and calculated decay rates37–39. (We note that this is the first
observation of sequential two-photon production of hollow neon
atoms and that the yield, ,10%, is ,303 larger than the 0.3%
yield—observed in synchrotron radiation studies—that naturally
results from electron correlation in the 1s shell36.) The resulting ratios
of double-to-single core-hole formation for 1,050-eV X-ray pulses of
nominal duration 80 fs are shown in Fig. 5 together with simulations.
The simulations for 20 fs and 40 fs form a family from which the
observed double-to-single core-hole ratio can be used to estimate the
X-ray pulse duration. As is apparent, the X-ray pulse duration appears
much shorter than the nominal 80 fs, in agreement with the ion-charge-
state transparency data, Fig. 3a. Thus, two independent methods yield
the same result—that the nominal,80-fs mode of operation actually
produces X-ray pulses of shorter duration,,20–40 fs, similar to obser-
vations at the FLASH free-electron laser facility40. Our observations
provide a further example41 of how ultrafast electronic transitions
can be used to characterize X-ray free-electron-laser pulses.
Our observations also provide experimental evidence for the advan-
tageous radiation-hardening effect of using ultra-intense X-ray pulses,
and thus have positive implications for proposed single-molecule-
imaging experiments2. Intense, short X-ray pulses induce transparency
via photoejection of both 1s electrons to produce hollow atoms. The
hollow-atom configuration can be maintained through the ionization
process, as sketched in Fig. 3c. As hollow atoms are nominally trans-
parent, the damaging X-ray photoabsorption channel is decreased
relative to the imaging (coherent scattering) channel. To be quantitat-
ive, the photoabsorption cross-section, sphoto, for hollow neon is
decreased 20-fold for 1-A˚ radiation, that is, to 11 barns, to equal the
coherent scattering cross-section, scoh. This trend of increasing scoh/
sphoto holds for all hollow atoms. In hollow carbon, scoh/sphoto< 2 for
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Figure 3 | Intensity-induced X-ray transparency. a, Ratio of charge-state
yield for 230-fs to 80-fs electron bunch durations for 2,000-eV, 2.0-mJ X-ray
pulses (diamonds). Error bars of 610% are estimated for the observed
charge-state yields. Simulations for 80-fs and 20-fs X-ray pulse durations for
the short pulse are overlaid in green and red, respectively. The comparison
suggests that the pulse duration of the X-rays generated by the 80-fs electron
bunch is less than 80 fs. b, Average lifetimes of the single- and double-core-
hole states in neon as a function of charge state, from ref. 33. The lifetimes of
the single- and double-core holes increase with charge state. These increased
lifetimes give rise to a decreased absorption cross-section and hence an
intensity-dependent X-ray transparency. The double-core-hole lifetime
tracks the observed charge-state ratios. c, A scheme leading to high charge
states, for a flux density of 2,000X-ray photons per A˚2 per fs, corresponding
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Figure 4 | Electron spectra for inner-shell and valence photoelectrons and
Auger electrons created by X-ray pulses at a photon energy of 1,050 eV.
a, 1s photoelectrons directed along the X-ray polarization axis (h5 0u) with
a photoelectron spectrometer retardation voltage of VR 5 0V. b, Valence
and Auger electrons at h5 0u, with VR 5 790V. c, Valence and Auger
electrons at h5 90u, VR 5 790V. Auger electrons from double-core-hole
states, the signature of hollow atom formation, aremore cleanlymeasured at
h5 90u (as in c), as background from valence ionization is suppressed. The
strongest Auger peaks in the double-core-hole and single-core-hole regions
originate from the initial PPA and PA ionization sequences, and are used to
determine the double-core-hole to single-core-hole formation ratio.
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for biomolecular imaging is an X-ray pulse shorter than the hollow-
atom lifetime, such that scattering occurs before further electron or
nuclear dynamics. Experim nts on atoms are relevant for single-mole-
cule imaging bec use hard X-ray interactions are p ed minantly
ato ic. For example, plas a effects (such as enhanced absorption
via inv rse bremsstrahlung) scale as ln here n. 2 (ref. 42), and are
already unimpor an a 33 A˚ (ref. 19) and will b negligible at 1 A˚. In
additi n, collective effects, such as those resulting from the excitation
of giant resonances18, will also be unimportant at photon energies far
above all absorption edges.
Conclusions
Our results represent the first observations of photoabsorption
mechanisms and femtosecond electronic response in a prototypical
atom in the ultra-intense, short-wavelength regime accessed by the
LCLS. We find that sequential single-photon absorption dominates,
and that with this extreme fluence (105 X-ray photons per A˚2) any
process that is energetically feasible with a single photon is observed.
Thus, the target is continually changing during the course of the fem-
tosecond-durati n X-ray pulse. Atoms become transparent at high
X-ray intensity owing to the rapid ejection of inner-shell electrons—
a phenomenon we call intens ty-induced X- ay transparency. The
multiple Auger clocks that c e int play as the pul e progresses
through the atom cause shorter pulses with equal fluence to produce
less damage. This concept of multiple clocks extends the standard
notion in X-ray experiments of internal clocks on the femtosecond
timescale43. The transparency is observable in all atomic, molecular44
and condensed matter systems at high X-ray intensity. Because this
study was conducted on the well-characterized neon atom, q antitat-
ive comparison with theoretical simulation is possible, and from this
comparison we derive measures of LCLS pulse duratio and fl ence.
Finally, the successful modelling of the interaction of ultra-intense
X-ray radiation with a free atom using a straightforward rate equation
model foreshadows extension of this approach to more complex
material systems.
METHODS SUMMARY
The X-ray spectral and pulse characteristics were varied by controlling the
electron-bunch energy, charge and compression in the LCLS30,45,46. X-ray pulses
in the 800–2,000 eV range were focused by Kirkpatrick-Baez mirrors to an esti-
mated 1 3 2mm2 FWHM in a neon gas jet centred in the AMO (atomic, molecu-
lar and optical) instrument47. The X-ray pulse energy on target was calculated
using the pulse energy measured in upstream gas detectors22 corrected for the
reflectivities of five B4C mirror surfaces. Ion charge-state spectra were recorded
by a time-of-flight analyser. Electron spectra were recorded with five time-of-
flight analysers positioned at selected polar and azimuthal angles with respect to
the X-ray polarization and propagation directions. Ion charge-state yields were
corrected for microchannel plate detection efficiencies48. No evidence was
observed for charge-changing collisions in ion spectra, nor were space charge
effects observable in the electron spectra. A 1-mm slit in the ion-extraction plate
limited the length of the X-ray beam observed. The electron spectrometers
sampled an estimated length of 1.6 mm. Electron spectrometer efficiencies mod-
elled by Monte Carlo simulation showed good agreement with the measured
calibration spectra.
To calculate the atomic response to LCLS pulses, we extended the model
described in ref. 12. Using the Hartree-Slater method49, we determined the sub-
shell photoionization cross-sections for the electron configurations 1si 2sj 2pk of
Neq1. Radiative and non-radiative decay rates were taken from ref. 33. The cross-
sections and decay rates served as input parameters for rate equations for the
populations of the 1si 2sj 2pk configurations. We assumed that on average the
X-ray temporal pulse profile is Gaussian-shaped. The impact of the longitudinal
mode structure is small12 and was neglected. The charge-state distribution and
Auger yields were integrated over the interaction volume, assuming an elliptical
Gaussian beam profile.
Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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Figure 5 | The rati of double- to single-core-hole formation as a functi n
of X-ray pulse energy. Red filled circles show experimental data taken with
X-rays lasing from an electron bunch of 250 pC charge and 80 fs duration. A
gas attenuator was used to reduce the pulse energies. Error bars are statistical
(61s) for the Auger yields andmeasured shot-by-shot X-ray pulse energies.
Curves labelled 20 fs (green) and 40 fs (blue) are simulations of the double-
to-single core hole formation ratio for two X-ray pulse durations. The
comparison suggests that the 80-fs electron bunch generates an X-ray pulse
of shorter duration, ,20–40 fs.
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Figure A.2 – LCLS X-ray pulse length det rmination via doubl core hole cre tio 1.
On the left the ratio of charge-state yield for 230-fs to 80-fs electron bunch durations is
depicted in (a) (da a points and simulation in solid l nes at 2 keV, 2.0 mJ X-ray pul es)
and the lifetimes of single and double core hole states as function of neon charge state
in (b) (derived from [181]). On the right the ratio of Auger electron yield into single as
a function to the yield into double core-hole is shown for four pulse energies together
with simulated ratios at 20 fs and 40 fs pulse duration.
The pulse length could independently be retrieved from the io as well as from
the electron spectra. The ion yield decreases when long-lived single or even double
core holes occur, which effectively lower the probability for an additional photo
absorption. For 230 fs pulse length, such core holes can be refilled within the pulse
duration, but at nominally 80 fs the pulse length is in the order of the Auger lifetimes
and yields for the highest neon charge states ar dimi ished. A comparison of the
experimental and theoretical ratio of ion yields for 230 fs and 80 fs indicates that
the nominally 80 fs pulse length has ac u lly to be four times lower to explain th
decreased yield for Ne8+, Ne9+ and Ne10+ (see on the left in figure A.2).
This finding is confirmed by pulse length determination from electron spectra:
single and double core hole vacancies can easily be differentiated, as Auger electrons
1Source: L. Young et al., Nature 466, 56-61 (2010). Copyright by the Nature Publishing Group.
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from transitions into double core holes are significantly shifted towards higher kinetic
energies compared to those from decay into a single core hole. The ratio of double
to single core holes is specific for a certain pulse energy and pulse length. In the
calculation of this ratio, the radiative decay into core holes [182–184] has also be
considered. Then, the calculated ratios are compared to ratios derived from the
experimental Auger line intensities. Accordingly, the nominally 80 fs pulse duration
is found to be 40 fs or even less (see on the right in figure A.2).6
Figure 3. Neon Auger electron energy spectra as a function of the relative
delay time τδt between the NIR (τNIR = 100 fs) and the x-ray pulses (τel = 75 fs).
Around the relative zero point, the strong depletion and broadening of the main
line corresponds to LAAD.
the final kinetic energy U of an electron introduced into a moderate NIR field (with wavelength
λNIR) with an intensity INIR is given by
U =Ua − sin(φb) cos(θb)
√
8UaUp. (1)
φb is the phase of the NIR field at the instant of ionization, θb is the angle between the light
polarization and the initial velocity of the electron at birth and Ua is the initial kinetic energy.
Up is the instantaneous ponderomotive energy at the moment of birth:
Up[eV]= 9.33× 10−14× λ2NIR[µm2]× INIR[W cm−2]. (2)
For λNIR = 0.8µm and INIR = 1.2× 1012 W cm−2, Up results in 0.07 eV. This, when
substituted into equation (1), gives a maximum energy U ' 826 eV or, in other words, the
absorption of about 14 NIR photons from the field. This is in excellent agreement with the
experimental findings shown in figure 3. For a given intensity and wavelength of the NIR laser,
U scales with the square root of the initial kinetic energy Ua. Hence, compared with two-color
processes previously observed at extreme ultraviolet wavelengths, the large number of sidebands
observed here at low NIR intensity is a direct consequence of the high kinetic energy of the
Auger electron [10, 16].
In figure 4, several single-shot electron spectra, recorded at the nominal maximum temporal
overlap between the x-ray and NIR pulses, are shown. The strong shot-to-shot variation in the
LAAD component demonstrates clearly the timing jitter in the synchronization and highlights
the usefulness of the LAAD effect as a sensitive monitor of the temporal overlap of the pulses.
This is even more evident when the experimental line profiles are modeled with a simplified
analytical model based on the so-called soft-photon approximation (SPA), allowing us to
New Journal of Physics 13 (2011) 093024 (http://www.njp.org/)
Figure A.3 – LCLS X-ray pulse len th determination via sideb nds in a two col r set
up1 . The neon Auger electron energy spectra are drawn as a function of the relative
delay time (integrated in 50 fs steps) between the NIR (pulse length 100 fs) and the
X-ray pulses (electron pulse length 75 fs). Around the relative zero point, the highest
order of sidebands is observed.
Due to the high requirements on peak fluence for double core hole creation, and
the small angular acceptance of electron time-of-flight spectrometer (0.007 sr), the
above appr ach is impractical for sho -to-shot on-line di gnostic . By means of a
magnetic bottle electron spectrometer with an angular acceptance of approximately
0.8 sr and a relatively large focus spot of 60 µm diameter, Düsterer et al. demon-
strated a non-invasive technique to obtain the LCLS single shot pulse duration [89].
1Source: S. Düsterer et al., New J urnal of P ysics 13, 093024 (2011). Copyright by the
Institute of Physics
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To retrieve the pulse duration from the electron spectrum, Auger electrons follow-
ing X-ray inner shell ionization of neon were dressed with 100 fs long near-infrared
laser pulses, where their momentum vector was either increased or decreased in in-
teraction with the time-dependent laser field (due to the bandwidth of the incident
X-ray beam, which is transferred on the photo-electron energy, the small additional
momentum contribution cannot be resolved for photo electrons) . The number of
sidebands in the electron kinetic energy spectrum, spaced by the photon energy of
the NIR laser (1.55 eV, 800 nm), represent the number of absorbed optical photons;
the better the temporal overlap of the X-ray pulse and peak intensity of the laser
pulse is, the more sidebands are generated. Thus, in a scan of the delay between
X-ray and optical laser, the number of sidebands reveals the X-ray pulse length
[185]. At LCLS this two-color approach determined a pulse length (FWHM) of 120
fs for an electron bunch duration of 175 fs and 40 fs for nominally 75 fs long pulse,
respectively (figure A.3).
The determination of pulse length via sideband measurements in a two-color
setup is closely related to light field streaking cameras, which have become an es-
tablished diagnosis tool for attosecond HHG sources [186] and XUV FELs [187].
J. Phys. B: At. Mol. Opt. Phys. 44 (2011) 243001 Tutorial
compression scheme used and space-charge effects. This leads
to a linear energy chirp of the XUV pulses [1].
The average pulse duration of FELs can be measured
with autocorrelation experiments where the pulses are split
into two parts, which can be delayed with respect to one
another. At FLASH with such autocorrelation experiments,
pulse durations between 29 [30, 31] and 40 fs [10] were
measured. Furthermore, the autocorrelation measurements
confirmed the existence of short subpulses [10, 30].
Besides the pulse parameters, also the pulse arrival time
fluctuates at FELs which is mainly due to a fluctuation of
the arrival time of the electron bunches at the undulators.
For FLASH, the fluctuations are ∼400 fs full width half
maximum (FWHM) [32]. Due to these fluctuations,
averaged crosscorrelation experiments with visible lasers
mainly unravel the jitter and not the pulse duration of the
XUV pulses.
3. Streaking electrons with light
In light-field streak cameras, XUV pulses are collinearly
overlapped with an infrared streaking light field which is used
to accelerate photoelectrons. Let the linearly polarized light
field be given by Estreak(t) = E0(t) cos(ωstreakt + ϕ). The
momentum change of a photoelectron released at time ti due




Estreak(t ′) dt ′ = eAstreak(ti), (1)
where Astreak(t) is the vector potential of the streaking field
and e is the electron charge. The final momentum of the
electron is then p = p0 +p where p0 is the initial momentum
without streaking field. This leads to a final kinetic energy
Wkin. = |p|2/(2me) of





sin2  sin2 ϕi
√
8W0Up cos  sin ϕi, (2)
where  is the angle between the final electron velocity and
the polarization direction of the streaking field, ϕi is the
phase of the field at ionization time and W 0 is the initial




is the ponderomotive energy of the streaking field with me
being the electron mass. For a final drift velocity parallel or
perpendicular to the streaking field, equation (2) reduces to
Wkin.‖ = W0 + 2Up sin2 ϕi ±
√
8W0Up sin ϕi (3)
Wkin.⊥ = W0 − 2Up sin2 ϕi. (4)
For THz radiation, the second term of (3) and (4) is usually
negligible, and the electron energy measured perpendicular to
the THz field represents the unperturbed energy. If the XUV
pulse is short compared to the streaking field oscillation period
and the delay between the XUV and streak pulse is set such
that the XUV pulse coincides with a zero crossing of Astreak
(zero crossing of sin ϕi in equation (3)), the electron release
time is linearly mapped onto energy changes for electrons
measured parallel to the streaking field (see figure 2). The
Figure 2. Principle of light-field streaking. The XUV pulse
generates an electron wavepacket with identical temporal profile.
The electrons are accelerated by the electric field of the IR streak
pulse. The momentum change is given by the IR vector potential at
the ionization time. Thus, the XUV temporal profile is mapped onto
changes of photoelectron momenta.
measured streaked spectrum will consist of a mix of the
initial energy distribution and the streaked pulse structure.
If the initial energy distribution is constant in time and small
compared to the energy shifts due to streaking, the streaked
spectrum will directly represent the pulse shape. However,
XUV pulses from FELs often have a broad initial spectrum
and even a change of the spectrum over the pulse (chirp). In
this case, a complete reconstruction of the pulse shape from
only one streaked spectrum is not possible but a set of streaked
spectra is necessary [34]. For single-shot experiments, it is
difficult to take spectra at many different phases but it is easily
possible to take spectra in three directions, namely parallel,
antiparallel and perpendicular to the THz field. As discussed
in the following section, these three spectra are sufficient to
determine relevant temporal characteristics when the XUV
pulses are approximated with linearly chirped Gaussian pulses.
Streaking chirped pulses
For linearly chirped XUV pulses, the widths of streaked spectra
will depend on the sign of the streaking field. This is shown
in figure 3, where in the first case, the delay between a
positively chirped XUV pulse and the streaking field is set
such that the slope of Astreak is positive. In this case, the slow
electrons generated at the beginning of the pulse will be further
decelerated, while the fast electrons generated at the end of
the pulse will be accelerated. This leads to a streak spectrum
broader than for an unchirped XUV pulse of the same pulse
duration. If the slope of Astreak is negative, the streak spectrum
will be narrower than for the unchirped case. This can be
employed to measure the linear chirp rate of XUV pulses.
Experimentally, the change of sign can be realized either by
changing the delay between the XUV and streak pulse or by
measuring with two electron detectors, one parallel and one
antiparallel to the streaking field.
3
Figure A.4 – Pulse length determination by
light-field streaking1.
Here, the XUV or X-ray pulse photoion-
izes the target atom, where the tem-
poral profile of the generated electron
wavepacket resembles the photon pulse
shape. Then, the electrons are acceler-
ated by the electric field of the optical
streak pulse. Their momentum change
is given by the vector potential of the
dressing field at the ionization time (fig-
ure A.4).
By a simultaneous measurement of
the kinetic energy and angular distribu-
tion, the momenta can be recovered and
the temporal profile of the ionizing pulse
reconstructed. The main difference of the sideband and the streaking technique is




the frequency of the optical dressing laser: for sidebands a high frequency, i.e. high
photon energy, is desirable to distinguish the number of absorbed photons. Owing
to the optical pulse duration of several tenth of femtoseconds, the above sideband
approach is limited to pulse lengths of >40 fs. In contrast the maximum detectable
pulse length for light-field streaking cameras is governed by the sub-cycle oscillation
of the laser electric field: the X-ray pulse length has to fit into a half single cycle of
the dressing field to avoid ambiguity. So at 800 nm the longest pulse length measur-
able by streaking would be 1.4 fs, which is too small for the estimated pulse length.
For short electron pulses at the LCLS, low bunch charge mode, light-field streaking
has been applied with 2.4 µm wavelength, and the X-ray pulse length was found to
be less than five femtoseconds long [90]. To determine longer pulse lengths with the
streaking approach, the wavelength of the dressing laser has to be longer. At FLASH
terahertz radiation, which is available from a dedicated THz undulator downstream
of the XUV undulators (thus 9 ns delay to the XUV beam), was employed to deter-
mine the XUV pulse length to be 28 fs (FWHM) [188] and, recently, THz radiation
(strong IR-laser light frequency converted by a Lithium Niobate (LiNbO3) crystal),
was used for light field streaking at LCLS as well [91].
Instead of an additional optical laser, the FEL-light can be split to investigate
the pulse and coherence length in a two-beam single-color experiment. To date,
such autocorrelation measurements have been limited to FELs operating up to the
XUV region, where beam splitting and guiding optics are better available, but beam
splitters for the X-ray region based on moveable grazing incidence split-mirrors are
currently developed. Two classes of autocorrelation experiments, based on interfer-
ometer or pump-probe multiple-photon ionization, have been carried out at XUV-
FELs: At FLASH, a beam splitter and delay stage were employed to determine
the temporal (longitudinal) coherence length via interference patterns produced by
overlapping both partial beams under a small angle and recorded on a XUV sensitive
CCD-camera [92, 93]. Also at FLASH the temporal coherence and pulse length was
investigated by means of intensity autocorrelation, where the ion yield from nonlin-
ear processes occurring in atoms (two-photon double ionization of He [94, 95], and
four-photon four-fold-ionization of N2 [96]) indicate to which degree the two single-
color beams are overlapping; the same technique was employed at SCSS observing
the two-photon single ionization of He [97].
For synchrotron radiation, which is generated by spontaneous emission, the pulse
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length information is delivered in spectral intensity correlations. Its spectrum,
shaped by shot noise fluctuations, consists of spikes with widths inversely pro-
portional to the bunch length [189]. An intensity interferometry has successfully
been applied for pulse length determination of synchrotron radiation from a bend-
ing magnet [190] and from a wiggler [189]; the statistical temporal properties of
a FEL operating in the self amplified spontaneous emission mode are similar to
those of spontaneous emission, which can be described by a Gaussian process [79].
Consequently Hau-Riege et al. derived the pulse length from single shot spectra
measured in the Soft X-ray (SXR) experimental station, which is equipped with a
monochromator that can be used as spectrograph [116], and from an assumed pulse
shape function. They found the photon pulse length to be 70 fs for 300 fs, 60 fs for
150 fs, and 40 fs for 70 fs electron bunch length, respectively [88? ]. It should be
mentioned, that, vice versa, the averaged spectral shape and the coherence time can
be derived from the averaged pulse duration by the partial-coherence method [191];
with both, pulse duration and spectral data at hand, PCM helped to underpin the
pulse length measurements at XUV-FELs [96, 97].
A.2 The CAMP endstation
A.2.1 A Multi-Purpose Endstation
Before the experimental setup of the CAMP endstation is discussed, a list of ex-
periments performed so far should illustrate the "multi-purpose" as intended in the
initial design:
• simultaneous ion and fluorescence spectra of rare gas atoms [192]
• coulomb explosion imaging of molecular fragmentation
• (time resolved) imaging and ion spectra of X-ray excited clusters
• coherent diffractive imaging of bio-samples [13–16]
• aerosol morphology [85]
• diffractive imaging of oriented molecules in the gas phase
• time-resolved photoelectron diffraction in laser-aligned molecules
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• X-ray induced lattice and electron dynamics in graphite [88]
A.2.2 Vacuum System
Ultra high vacuum (UHV) is required for three reasons:
1. some technical devices require vacuum, e.g. the electron multipliers (MCP see
below) require a vacuum of below 10−5 mbar to avoid sparking
2. photon and ion absorption and scattering should be minimized
3. the target to background signal should be maximized
Vacuum can be reached by a variety of pumping techniques, which classify into three
classes: a positive displacement pump traps a fixed amount of air and displaces that
trapped volume into the exhaust. They are used to pump from atmospheric pressure
down to pre-vacuum (10−3 mbar). Pressurizing pumps work similarly by generating
a pressure gradient but do not spatially enclose a volume. That is why they hardly
work at atmospheric pressure. Turbo-molecular pumps, for instance, have open
rotors, but due to the high rotation speed, a ultra high vacuum down to 10−9 mbar
can be reached. Since gas can be absorbed on a surface, especially water, nitrogen
and oxygen are easily trapped on the cold surface of a cryo-pump, which further
improves an UHV. All three types of pumps were used in the discussed set-up.
A vacuum in the low 10−8 mbar region is required for any chamber connecting
to the AMO beamline. Because this pressure could not be reached in the main
experimental chamber of CAMP, differential pumping sections were placed between
the main chamber and the beamline. In total, three differential pumping sections,
separated by apertures of 5 mm diameter, were used to lower the pressure from
at maximum 10−6 mbar in the main chamber to the low 10−8 mbar region. The
pumping section was enclosed by two valves and a bellow between two of the sections
allowed to move the main experimental chamber for alignment on the actual beam
axis.
The vacuum was created by turbo-molecular pumps connected to the pre-vacuum
of several roughing pumps. The main chamber was pumped by four turbo-molecular
pumps each with a pumping speed of 700 l/s. The pnCCD detector require cryogenic
cooling and expose a large cold area, thus they resemble a cryo-pump; a dedicated
cryo-pump connected to a large copper surface was used as well. Because condensed
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air might rapidly evaporated during warm up and the resulting over-pressure might
pose a hazard to workers and equipment, burst discs which would relieve the pressure
were mandatory.
The vacuum was monitored by several vacuum gauges and could be analyzed by
a residual gas analyzer.
A.2.3 Estimating the Density and Temperature of the Gas
Jet
The gas pressure, skimmer opening-diameter and X1st skimmer are the dominating
parameters for the target density in the interaction zone. If all apertures and skim-
mers are aligned the pressure in the beam dump, which is a separated chamber to
pump the gas jet after passing the main experimental chamber, should increase lin-
early with the gas pressure. From the pressure in the beam dump, pdump, the target







Here NA is the Avogadro constant and Ldump the pumping speed in the jet dump
[193]. In contrast to the velocity of an ideal gas derived from the expansion-equation
3.9, the velocity v has to be corrected for the temperature Tend which was not













(T − Tend) (A.6)
The temperature Tend can be derived from the speed-ratio S, the ratio between the

















The temperature then becomes Tend = 2.5T/S2. The speed-ratio is empirically
determined for given gas pressure and aperture diameter, which can be found in
tables (e.g. [195]). This relation not only helps to derive the target density, but also
shows that the temperature Tend after expansion is proportional to the initial gas
temperature. Hence, to decrease the internal target motion for a better momentum
resolution in the interaction zone, the initial gas temperature should be lowered.
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A.2.4 Multi Channel Plate (MCP)
The ion yield is undetectable small and thus has to be amplified to a measurable
current. The amplifier has to resolve nanosecond-short timescales but also deliver
the spatial information to the attached position resolving detector. So even though
a simple electron multiplier provides sufficient time resolution, its spatial resolution
capability is limited by its relative bulky size. A multi channel plate (MCP) can be
considered as a dense array of thousands of micro-sized electron multiplier, resulting
in a spatial resolution determined by their diameter and center-to-center spacing.
In a MCP these micro-sized electron multiplier are semiconductor channels biased
with a voltage of about 1000 V between thin metal electrodes on both ends. The
channels are tilted around 8 degree to normal to assure that ions will hit the channel
walls and start a cascade of secondary electrons. The secondary emission process is
fed by the bias current flowing through the channel resistance (approx. 30 MΩ) due
to the voltage difference of front and back. As the secondary electrons are stripped
from this current, a so called strip-current fills up the electron-holes. It can be
measured as a positive pulse on the MCP.
A single plate yields 103 to 104 electrons, the common array of two plates in a
chevron (v-like) shape has a gain of 107.
Figure A.5 – Sketch of a MCP and its working principle.1
1Source: http://sales.hamamatsu.com/assets/pdf/catsandguides/MCPassy_
TMCP0001E08.pdf, Copyright by Hamamatsu Corporation.
124
Appendix A. Appendix to the Experimental Setup
The absolute detection efficiency, of a MCP is dependent on the impacting ion-
mass and its kinetic energy [109]. To enhance the MCP detection efficiency the
charged particles, which were accelerated in the electric field of the spectrometer,
are additionally accelerated in the electric field between a highly transparent thin
copper mesh and the MCP front-surface.
A.2.5 pn-Junction Charge Coupled Device (pnCCD)
There are many types of fluorescence detectors available, as a good reference, several
of them can be found in an electron-beam ion trap (EBIT), which is dedicated to
fluorescence spectroscopy of highly charged ions and has been employed at VUV and
X-ray FELs, FLASH [196] and LCLS: MCPs, semiconductor (Germanium) detec-
tor, grazing incident spectrometer and calorimeter. All these devices have specific
wavelength-dependent detection efficiencies and energy resolution. For instance,
semiconductor detectors have broadband detection efficiency but a low resolution
(the EBIT Germanium detector at LCLS1 ≈ FWHM 50 eV resolution), while graz-
ing incident spectrometer have high resolution but are limited to a small energy
region and tiny solid angle (for the EBIT spectrometer at LCLS 0.7 eV resolution,
60 eV working range). For CAMP, a large format semiconductor detector was used,
a pn-junction charge coupled device (pnCCD) [127, 145]. The key idea of CAMP
is to measure ion and electron spectra simultaneously with the fluorescence spec-
trum in each shot, so that a broadband large-solid-angle detection device was chosen
instead of a high resolving one.
The pnCCDs were designed for satellite missions where a wide range of elements
had to be identified by their Kα lines between few hundreds of electronvolts to tenths
of kilo-electronvolt [197]. Thus a broadband (100eV-25keV) optical to hard X-ray
detector was required. This energy range and a high quantum efficiency of above
90% (>400 eV) could be achieved by a large sensitive depth making use of the full
volume of the chip to the conversion of the incident X-rays into electron hole pairs.
The underlying technique is the sidewards depletion of a pnp-structure [127, 145,
198]: in a 450 µm thick high resistivity (up to 6 kΩ/cm) n-silicon-wafer with p+
contacts on both surfaces the pn junctions are reversely biased. The photo-effect
1Combined with the monochromator at the SXR beamline, the Germanium detector could be
used as counting detector. Then, the detector count rate during an energy scan by the monochro-
mator gives high resolving and fast fluorescence spectrum.
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transforms every 3.7 eV of the impinging X-ray energy into an electron-hole pair.
With an extraction field of 0.5 V/µm, the holes drift to the p+ -implanted back side,
while the electrons drift within few nanoseconds to the potential minimum inside
the n-type silicon (see potential-curve on the right in figure 3.14). The depth of
this minimum is set by the voltage difference of pnCCD back (X-ray entrance) and
front (electrical readout) side. With a negatively biased back side with respect to
the front side, the voltage is here chosen to set the potential minimum 7 µm under
the front side within an epitaxial layer1 with lower resistivity (40 Ω/cm). This
distance is close enough for the electrons to experience a potential well formed by
three transfer registers of two different voltage levels. Each potential well constitutes
one pixel. After millisecond-long integration time, the pixel-wise collected electrons
are transferred to the readout n+ anode by a simultaneous change of neighboring
register voltages. The benefit of the pnp-structure is that full depletion of the
silicon bulk is achieved at a voltage four times lower than the voltage needed to
deplete a simple diode of the same thickness. Hence the capacitance of the n +
anode can be kept very small, which yields a superior signal to noise ratio. Each
Of course, the pnCCD is also applied in other projects. A
few examples are the CAST experiment at CERN
searching for solar axions [3], multi-photon experiments
[4], transition radiation experiments [5], X-ray microscopy
[6] and electron-emission-channeling spectroscopy [7].
The further development of the pnCCD detector was
again motivated by an X-ray astronomy mission. Roentgen
survey with an imaging telescope array (ROSITA) is a
space telescope proposed by the Max-Planck-Institut fu¨r
extraterrestrische Physik [8]. It consists of seven Wolter
telescopes and seven assigned focal plane detectors.
Scientiﬁc goals are the detection of new sources in the X-
ray sky, and precise measurements of dark-energy and
dark-matter density of the universe. The ROSITA CCD
has been tailored according to the requirements of the
mission.
After an introduction into the frame-store pnCCD
concept, we present the X-ray performance of the new
device.
In addition to the application for X-ray experiments, the
frame-store pnCCD can be u ed for the detectio of ne r-
infrared and optical photons, e.g. as image sensor for
optical telescopes or in the ﬁeld of adaptive optics. W
describe the advantages of the frame-store pnCCD in this
wavelength band and what had to be modiﬁed in
comparison to its use as X-ray detector.
Finally, the concept of a special pnCCD type is
introduced which allows us to detect single optical
photons.
2. Concept of the frame-store pnCCD
The 3-phase frame-store pnCCD is a chip with a
thickness of about 450 mm, which is fully depleted by
reverse-biased pn-junctions on front and back sides (see
Fig. 1). Back illumination is necessary to obtain a thin and
homogeneous photon entrance window. The relatively
deep transfer of the signal electrons in a depth of about
7 mm allows large pixel sizes of 75 75 mm2, which were
speciﬁed for the ROSITA project. We minimized the read
capacitance to about 25 fF, and thus achieved a high
signal-to-noise ratio. For each CCD channel, an n-channel
JFET is integrated for on-chip signal ampliﬁcation. It is
connected by wire bond with a dedicated channel of the
analog signal processor. This parallel architecture enables
fast readout of the image, yielding a time resolution in the
millisecond range. CCDs for X-ray sp ctroscopy generally
have to be cooled to temperatures of about 100 1C in
order to keep the dark-current noise contribution small.
Otherwise, dark-current electrons, thermally generated in
the pix l, join the signal electrons resul ing in a deteriora-
tion of the energy resolution. Our recently produced frame-
store pnCCDs, however, an be operated at relatively hi h
temperatures of about 25 1C due to the following three
reasons:
(a) an optimization of the fabrication technology re-
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Fig. 1. Schematic cross-section through a frame-store pnCCD channel and to the right electric potential in the device vs. depth. The chip thickness of
about 450mm is fully depleted by reverse-biased pn-junctions on the front and back sides of the device. The signal charge is stored and transferred in a
depth of about 7mm below the front side. The frame store of the back-illuminated pnCCD is shielded against radiation. Each transfer channel is equipped
with an anode and a JFET for on-chip signal ampliﬁcation.
N. Meidinger et al. / Nuclear Instruments and Methods in Physics Research A 565 (2006) 251–257252
Figure A.6 – Schematic cross-section through a frame-store pnCCD channel. On the
right: electric potential in the device vs. depth.2 [199]
1A crystalline overlayer grown on a crystalline substrate with a preferred orientation of the
overlayer.
2Source: N. Meidinger et al. Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment 565, 251-257 (2006). Copyright
(2012) by Elsevier Ltd.
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transfer channel depicted in figure 3.14 is coupled to its own on-chip integrated JFET
readout amplifier, where the anode of the pnCCD line is connected to the p+ gate
of the n-channel junction gate field-effect transistor (JFET) for signal amplification.
The preamplified signal is then fed into a multichannel analog signal amplifier and
processor (CAMEX) [200], which performs an eightfold sampling of the pixel-signal
and the baseline to further improve the signal-to-noise ratio. It also offers to set one
of 16 gain settings. Gain 1 is the maximum gain setting optimal for high resolution
spectroscopy, in gain mode 1/2n additional capacitors are used in the CAMEX
chips so that the gain decreases but the dynamic range increases, which enables
counting of scattered X-ray photons at high flux for best imaging. Up to this point,
all channels are processed in parallel which ensures a high readout speed of up to
200 Hz. Eventually, each of the 16 CAMEX chips performs a multiplexing of all
amplified and processed 128 channels to one data stream, which is rapidly (10 MHz)
transferred to a 14-bit analog-digital converter and processed by the computer based
data acquisition system. For X-ray FEL experiments with additional optical pump
or alignment lasers, the pnCCD entrance window was coated with aluminum layer for
suppression of optical light contamination; to avoid deposition of target-fragments, a
thin foil (e.g. 3 µm polyimide) was used in front of the pnCCD surface [157]. Details
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