Abstract: We prove that Gaussian states saturate the p → q norms of the one-mode quantum-limited attenuator and amplifier. The proof starts from the majorization result of De Palma et al., IEEE Trans. Inf. Theory 62, 2895 (2016), and is based on a new logarithmic Sobolev inequality. Our result extends to noncommutative probability the seminal theorem "Gaussian kernels have only Gaussian maximizers" (Lieb, Invent. Math. 102, 179 (1990)), stating that Gaussian operators saturate the p → q norms of Gaussian integral kernels. Our result also implies that the p → q norms of the thinning are saturated by geometric probability distributions. Moreover, the multimode extension of our result would imply the multiplicativity of the p → q norms of quantum-limited Gaussian channels.
Introduction
Given p, q ≥ 1, let us consider a Gaussian integral kernel G from
where G(x, y) is a Gaussian function on R m+n , i.e. the exponential of a quadratic polynomial. The norm of G is
In the seminal paper "Gaussian kernels have only Gaussian maximizers" [1] , E. H. Lieb proved that under certain fairly broad assumptions on G, p and q, this operator is well defined, and the supremum in (2) is attained on a Gaussian function f . This result permits to determine the norm of G and has countless applications, such as straightforward proofs of the Brascamp-Lieb convolution inequality, the Hausdorff-Young-Titchmarsh inequality for Fourier integrals and Nelson's hypercontractivity theorem [1] , a proof Entropy Power Inequality and of the Brunn-Minkowski Inequality (see e.g. [2] , Section 17.8), and Lieb's solution [3, 4] of Wehrl's conjecture [5, 6] , stating that coherent states minimize the Shannon differential entropy of the Husimi function.
In noncommutative probability functions on R n with n even are replaced by operators acting on the Hilbert space H of an n/2-mode Gaussian quantum system, i.e. the irreducible representation of the canonical commutation relations of the ladder operators
The L p norm is replaced by the Schatten p norm [7, 8] , defined as the l p norm of the singular values of the operator:
Integral kernels are replaced by linear maps acting on the operators on H. For any p, q > 1, the p → q norm of any such map Φ is [8] C p→q (Φ) := sup
Gaussian quantum channels [9, 10] are the noncommutative counterpart of Gaussian kernels. They model in the quantum regime the attenuation and the noise that unavoidably affect any electromagnetic communication through metal wires, optical fibers or free space [9] [10] [11] [12] [13] [14] [15] .
This paper extends Lieb's result to the two building blocks of one-mode phase-covariant quantum Gaussian channels: the one-mode quantum-limited attenuator and amplifier. We prove for these channels that for any 1 < p < q the supremum in (5) is achieved by a quantum Gaussian operator (Theorem 1 and Theorem 2), i.e. an operator proportional to the exponential of a quadratic polynomial in the ladder operators (3). So far this result was known only for p = 1 [10] . This follows from the proof of the Gaussian majorization conjecture [16] [17] [18] , stating that for any phase-covariant quantum Gaussian channel the output generated by the vacuum input state majorizes the output generated by any other positive operator with unit trace. Our proof starts from a recent majorization result on one-mode quantum Gaussian channels [19] , that reduces the problem to input states diagonal in the Fock basis. The key point of the proof is a new logarithmic Sobolev inequality (Theorem 3), that provides an upper bound to the derivative of the norms of the output of the attenuator with respect to the attenuation coefficient. Let us mention that integration of logarithmic Sobolev inequalities to obtain bounds on p → q norms was first introduced by L. Gross [20] , see also [21] for related (but not optimal) results
One-mode quantum-limited Gaussian channels have Gaussian maximizers 3 in noncommutative probability. Moreover, we prove that for any 1 < q < p the p → q norm of both the quantum-limited attenuator and amplifier is infinite and it is asymptotically saturated by a sequence of Gaussian operators converging to the identity. The same sequence asymptotically saturates the p → p norm for any p > 1.
The noncommutative counterparts of probability distributions on R n are quantum states, i.e. positive operators with unit trace. The von Neumann entropy of a quantum stateρ is the Shannon entropy of the probability distribution associated to its eigenvalues, i.e.
A Gaussian operator that is also a quantum state is a Gaussian quantum state. Gaussian quantum states minimize the output entropy of the one-mode quantum -limited attenuator among all the input states with a given entropy [19, 22] . The same property is conjectured for any one-mode phase-covariant quantum Gaussian channel [23, 24] , but the proof technique of [22] does not work. The best bounds on this constrained minimum output entropy follow from the quantum Entropy Power Inequality [25] [26] [27] , that is however saturated only in trivial cases and it is not sufficient to prove the conjecture. Our results permit to prove the conjecture in a completely different way. This will be the subject of a forthcoming paper.
The restriction of the one-mode quantum-limited attenuator to input operators diagonal in the Fock basis is the linear map acting on discrete classical probability distributions on N known in the probability literature under the name of thinning [19] . The thinning has been introduced by Rényi [28] as a discrete analogue of the rescaling of a continuous real random variable. The thinning has been involved with this role in discrete versions of the central limit theorem [29] [30] [31] and of the Entropy Power Inequality [32, 33] . In analogy to (5), for any p, q > 1 the p → q norm of the thinning T λ is
where x = {x n } n∈N is a sequence of complex numbers and
is its l p norm. Our result implies that for any 1 < p < q the supremum in (7) is achieved by some geometric probability distribution on N. Moreover, for any 1 < q < p the supremum in (7) is infinite and is asymptotically saturated by a sequence of geometric probability distributions with the ratio converging to 1. The same sequence asymptotically saturates the p → p norm for any p > 1.
In section 2 we introduce the one-mode quantum-limited attenuator and amplifier. The main results are stated in section 3 and proved in section 4, section 5 and section 6. The relation with the thinning is discussed in section 7. The conclusions are in section 8.
Theorem 1 (p → q norms). For any 1 < p < q and any 0 < λ < 1 the p → q norm of E λ is saturated by a thermal Gaussian stateω (that depends on λ, p and q), i.e. for any operatorX with X
For any p > 1 and any 0 < λ < 1 the p → p norm of E λ is asymptotically saturated by thermal Gaussian states with infinite temperature, i.e. for any operator X with X
For any 1 < q < p and any 0 < λ < 1 the p → q norm of E λ is infinite and is asymptotically saturated by thermal Gaussian states with infinite temperature:
Proof. See section 4.
The same property holds also for the one-mode quantum-limited amplifier:
Theorem 2. For any 1 < p < q and any κ > 1 the p → q norm of A κ is saturated by a thermal Gaussian stateω (that depends on κ, p and q), i.e. for any operatorX with X
For any p > 1 and any κ > 1 the p → p norm of A κ is asymptotically saturated by thermal Gaussian states with infinite temperature, i.e. for any operatorX with
For any 1 < q < p and any κ > 1 the p → q norm of A κ is infinite and is asymptotically saturated by thermal Gaussian states with infinite temperature:
Proof. See section 6.
The main step to prove Theorem 1 is the proof of its infinitesimal version, given by the following logarithmic Sobolev inequality:
Theorem 3 (Logarithmic Sobolev inequality). For any 0 < a < 1, any 0 < w < 1 and any positive operatorX with finite rank
where
Proof. See section 5.
Theorem 3 can be rephrased in this simpler way:
Corollary 1. For any p > 1 and any positive operatorX with finite rank
whereω is the thermal Gaussian state such that
Proof. Follows from Theorem 3 with a = 1/p and 0 < w < 1 chosen such that
4. Proof of Theorem 1 4.1. 1<p<q. The starting point of the proof is the recent result of Ref. [19] , that links the p → q norms to the notions of passive states. The passive states of a quantum system [36] [37] [38] [39] [40] [41] minimize the average energy for a given spectrum. They are diagonal in the energy eigenbasis, and their eigenvalues decrease as the energy increases.
Definition 1 (Fock rearrangement). LetX be a positive operator with eigenvalues in decreasing order
We define its Fock rearrangement asX
IfX coincides with its own Fock rearrangement, i.e.X =X ↓ , we say that it is passive [36] [37] [38] .
The result is the following:
Theorem 4. For any p, q ≥ 1 the Fock rearrangement of the input does not decrease the q norm of the output, i.e. for any operatorX with X p < ∞ and
Proof. Follows from [19] , Theorem 34 and Remark 20.
Lemma 1.
It is sufficient to prove Theorem 1 for positive operators.
Proof. From [42] , Theorem 1, we can restrict toX Hermitian. From [42] , Eq.
(2), we have
, where X is the absolute value ofX.
and the claim follows.
Lemma 2. It is sufficient to prove Theorem 1 for positive passive operators.
Proof. From Theorem 4, the passive rearrangement of the input does not change its p norm and increases the q norm of the output, i.e. for anyX ≥ 0 with X
Lemma 3. It is sufficient to prove Theorem 1 for positive passive operators with finite support.
Proof. Let us suppose that
One-mode quantum-limited Gaussian channels have Gaussian maximizers 9 for any positive passiveX with finite support. For any n ∈ N let
be the projector onto the first n + 1 Fock states, and letX be a generic positive passive operator with X p < ∞. SinceX is diagonal in the Fock basis we have
and
We then have from the dominated convergence theorem
i.e. lim
Since E λ is a positive map and preserves the set of Fock-diagonal operators, we also have
Fatou's lemma implies
i.e.
Finally, the hypothesis (40) applied toP nX implies
Theorem 1 follows integrating the logarithmic Sobolev inequality (30).
Lemma 4. For any positive operatorX with finite rank
Proof. Follows from an explicit computation.
Lemma 5. Let us fix T > 0 and 0 < w 0 < 1. For any 0 ≤ t ≤ T , let w(t) be such thatω
and let a(t) satisfy
with µ(w, a) as in (31) . Then for any 0 ≤ t ≤ T and any positive passive operator X with finite rank e
Proof. We have with the help of Lemma 4 and of the differential equation (53) for a(t)
Tr (e tLω w0 )
where we have used the logarithmic Sobolev inequality (30) withX replaced by e tLX . Inequality (54) then follows integrating (55) between t = 0 and t = T .
The claim then follows from
Proposition 2. For any 1 < p < q and any T > 0 there is 0 < w 0 < 1 such that the solution to (53), with a(0) = 1/p and w(t) given by (52), satisfies a(T ) = 1/q.
Proof. We can extend the function (w, a) → µ(w, a) to w = 1 with µ(1, a) := 0. This extension is continuously differentiable for 0 < w ≤ 1 and 0 < a < 1. We then have a(T ) = a(0) = 1/p for w 0 = 1. Since 0 < 1/q < 1/p, by continuous dependence of solutions of differential equations with parameters, e.g., Theorem 3.1 in [43] , it is sufficient to show that there exists some 0 < w 0 < 1 such that a(T ) = 0.
We have for 0 < a < 1 and 0 < w < 1
The function a → φ(w, a) is increasing for w ≤ e −2 . Indeed,
Moreover, the function w → φ(w, a) is increasing for w ≤ e a a−1 . Indeed,
Since µ(w, a) < 0, a(t) is decreasing, hence a(t) ≤ a(0) = 1/p. From (17) w(t) is decreasing, and w(t) ≤ w 0 . Then, choosing w 0 ≤ e −2 and w 0 ≤ e 1 1−p we have w(t) ≤ e −2 and w(t) ≤ e 1 1−p for any t > 0. Then,
Since lim w→0 φ(w, 1/p) = −∞ for any p > 1, for sufficiently small w 0 we will surely have a(T ) = 0.
p=q>1.
With the same proof used in the case 1 < p < q, we can restrict tô X positive passive with finite support. Integrating (32) with a = 1/p between t = 0 and t = − ln λ we get
We can compute for any 0 < z < 1
We have for ǫ → 0
and using (17)
4.3. 1<q<p. We have using (17) and (63) lim
Proof of Theorem 3
Lemma 6. It is sufficient to prove Theorem 3 for passive operators.
Proof. From Theorem 4, the passive rearrangement of the input does not decrease the output norms, i.e.
SinceX andX ↓ have the same spectrum, the two sides of (66) coincide at t = 0.
Since the left-hand side of (30) is invariant upon rescalingX, we can assume
i.e.X 1/a is a quantum state.
Definition 2 (Connected support).
Given N ∈ N, we say that the sequence {x 0 , . . . , x N } has connected support iff x n > 0 for n = 0, . . . , N ′ , and x N ′ +1 = . . . = x N = 0, where 0 ≤ N ′ ≤ N can depend on x (N ′ = N means x n > 0 for n = 0, . . . , N ). We call P N the set of these sequences satisfying the normalization condition 
where for n = 0, . . . , N
The claim then follows from an explicit computation.
One-mode quantum-limited Gaussian channels have Gaussian maximizers 13 We relax the passivity hypothesis, and consider all the operators as in (70) with x ∈ P N .
In fact, let us consider the functional
whereX is as in (70) with constraints
where we have used Lemma 7. Since F 0 is continuous on P N , it admits a global maximizer
(N ) satisfies the Karush-Kuhn-Tucker (KKT) [44] necessary conditions for the maximization of F 0 with the constraints (74). We then introduce the Lagrangian
Let 0 ≤ N ′ ≤ N be as in Definition 2.
Lemma 8. One has x
(N ) n > 0 for any n = 0, . . . , N .
Proof. If N ′ < N , the KKT dual feasibility condition associated to
Since 0 < a < 1, x (N )
hence the left hand side of (77) reduces to (
For n = 0, . . . , N we make the variable change p n = x 1/a n . From the constraint (74), p is a probability distribution on {0, . . . , N }. The Lagrangian in the new variable is
where we have defined
The KKT stationarity conditions read
for n = 1, . . . , N − 1. Actually, the same equation holds true for n = 0 in the form
and for n = N in the form
or equivalently we may define p Lemma 9. For any N ∈ N, any 0 < a < 1 and any probability distribution p on
and the claim (32) follows.
Proof. Let us define E := N n=1 np n . If E = 0, then p 0 = 1 and p 1 = . . . = p N = 0, and the left-hand side of (89) vanishes. We can then suppose E > 0. Since the function z 1−a − 1 is concave, Jensen's inequality implies
where in the last step we have used the concavity of z 1−a again.
For n = 0, . . . , N we define 
We compute
We notice that both functions are monotone decreasing, and
Then, (92) can be recast as
Lemma 10. For any 0 < a < 1 the function z → ν(z, a) is strictly increasing and maps (0, 1) into (−∞, 0).
Proof. We have to prove
which reduces to the inequality
We have equality in (97) for z = 1, and the derivative of the left-hand side with respect to z is
hence the inequality follows. For the second part, it is sufficient to notice that lim z→0 ν(z, a) = −∞ and lim z→1 ν(1, a) = 0.
Proof. Let us first assume thatz < z
0 , a from Lemma 10. We then have from (95) with n = 1 2 z
thus z
is strictly decreasing. We will prove by induction that z
n−1 for n = 1, . . . , N . This yields a contradiction for n = N since z 
Since z 2 h ′ (z) is strictly decreasing, we have z
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n−1 for n = 1, . . . , N . The claim is true for n = 1. We can assume from the inductive hypothesis z
Proof. The claim is true for n = 0. The inductive hypothesis is
We then have lim k→∞ p
, where we have used the inductive hypothesis and Lemma 13.
Proof. We have
is decreasing in n, we also have
We have lim k→∞ z
≤ (1 +z)/2 for sufficiently large k, and since p
The sums
< ∞, and from the dominated convergence theorem we have
where we have used Lemma 14.
Proof. The function −x ln x is increasing for 0 ≤ x ≤ 1/e. Let us choose n 0 such that ((1 +z)/2) n0 ≤ 1/e. Recalling (119), the sums
are dominated for any k ∈ N by − ∞ n=n0 n 1+z 2 n ln 1+z 2 < ∞. Then, from the dominated convergence theorem and Lemma 15 we have
(1 −z)z n (ln (1 −z) + n lnz) = S(z) . Proof. We can rewrite
For any 0 ≤ z ≤ 1 we have
and from (119) the sums in (123) are dominated by 2 ∞ n=1 n 1+z 2 n < ∞.
Then, from the dominated convergence theorem and Lemma 15 we have
Since P N ⊂ P N ′ for any N < N ′ , the sequence F p
is increasing. We then have for any N ∈ N and any probability distribution p supported on {0, . . . , N }
and the claim follows sinceωz 
Proof of Theorem 2
With the same argument we used for the attenuator, we can reduce toX positive, passive and with finite support. In the proof we will repeatedly use Theorem 5 (Hölder's inequality). For any two commuting positive matriceŝ A andB and any p > 1
where 
whereω is the Gaussian state that saturates the q ′ → p ′ norm of E 1/κ according to Theorem 1 (1 < p < q implies 1 < q ′ < p ′ ). Then,
