We present a theoretical investigation of the voltage-driven metal insulator transition based on solving coupled Boltzmann and Hartree-Fock equations to determine the insulating gap and the electron distribution in a model system -a one dimensional charge density wave. Electric fields that are parametrically small relative to energy gaps can shift the electron distribution away from the momentum-space region where interband relaxation is efficient, leading to a highly non-equilibrium quasiparticle distribution even in the absence of Zener tunnelling. The gap equation is found to have regions of multistability; a non-equilibrium analogue of the free energy is constructed and used to determine which phase is preferred.
I. INTRODUCTION
Insulator to metal transitions (IMTs) driven in thermal equilibrium by variation of temperature, strain or chemical composition are of long-standing interest in condensed matter physics 1 . Recently, attention has shifted to non-equilibrium transitions driven by application of strong optical [2] [3] [4] [5] [6] [7] , terahertz 8, 9 or dc 10-15 electric fields. Two broad classes of transition mechanisms have been addressed in the literature: virtual electronic transitions causing changes in the Hamiltonian ("Floquet engineering") and real electronic transitions, changing the electron distribution function. Typically, important effects occur when the non-equilibrium drive is comparable to some important energetic or lattice scale; for example, when Hamiltonian parameters are changed enough to drive a system through a T = 0 phase transition, or a large enough number of valence band carriers are excited over the gap, or atomic positions are displaced by a significant fraction of the lattice constant.
In an interesting recent experiment, Maeno and collaborators 16, 17 reported that in Ca 2 RuO 4 18,19 , modest electric fields F ∼ 40 V/cm can suppress the metal insulator transition temperature from T IM T = 356 K to substantially below room temperature. One might expect that the main effect of an applied dc field would be to enable carriers to tunnel across a band gap, and that the critical electric field required to drive an IMT would have to be strong enough to produce a large number of real excitations, i.e. to be of the order of the energy gap divided by some suitable atomic-scale length. For example, a non-equilibrium dynamical mean field analysis of a current-driven Mott insulator 20 found important effects when applied fields F were large enough that the voltage drop across one unit cell ∼ eF a was comparable to the Mott gap.
From this point of view, the value of the critical field required to drive the transition in Ca 2 RuO 4 is remarkably small: the electronic energy gap of the insulator is ∆ ≈ 0.2 − 0.6 eV so the experimentally applied field ∼ 40 V/cm corresponds to a length L = ∆/F ∼ 10 5 lattice constants. Landau-Zener tunnelling 21, 22 leads to an excitation rate proportional to e −∆ 2 /W eF a where W is a measure of the bandwidth, and thus to a field scale ∆ 2 /W ea which is parametrically smaller (in the limit of small gap) but still set by fundamental atomic-scale energies. In the Ca 2 RuO 4 case inserting W ∼ 1.5 eV into the Zener formula would yield a length L ∼ 10 4 lattice constants. The results of Refs.
16,17 therefore motivate further investigation into alternative mechanisms for non-equilibrium metal-insulator transitions.
In this paper we analyse a mechanism by which an applied electric field can change an electronic distribution function without directly exciting carriers over a gap. The key point is that interband relaxation is strongly dependent on position in momentum space, so that an electric field can shift carriers away from points of rapid relaxation, leading to a population imbalance that is set by comparing the electric field to a relaxation time, rather than an energetic scale. The resulting effects are power law, not exponentially small, in the field strength. To investigate this issue we use a Boltzmann equation plus mean field analysis of a one dimensional model of spinless fermions with a charge density wave instability 23 . The field-induced renormalization of the critical temperature can be large, eventually pushing the linear instability to density wave order down to zero temperature. However the destabilization of the density wave state is weaker, leading to a bistable behavior, characterized by the coexistence of both metallic and gapped stable phases. We emphasize that our work is not intended to specifically model the experiments of Refs. 16, 17 ; rather it is a theoretical study of an alternative mechanism, motivated by the key features of the experiments of Maeno et. al.
The rest of this paper is organized as follows: in section II we present the model we study, analyze the scattering mechanisms and write the Boltzmann equation, which we solve in section III; in section IV we report the results for the gap and in section V we study the stability of the phases. Section VI provides a summary, conclusions, and prospects for future work. Appendices provide technical details.
II. MODEL A. Hamiltonian and kinetic equation
We study a model of a single band of spinless fermions moving on a one-dimensional lattice of lattice constant a with energy dispersion ε k ; we assume the band is half filled and that the fermions are subject to an interaction that leads to a commensurate (period π/a) site-centered charge density wave of amplitude ∝ ∆.
We define the electron annihilation operator on site j as c j , and write the mean field hamiltonian in the Fourier basis appropriate to the doubled unit cell as:
are the occupations of states k in the valence/conduction band.
In equilibrium at T = 0, n v = 1, n c = 0 and perfect nesting of 1D band structures means that at k = Q/2 = π/2, ε k = ε k+Q ; thus the logarithmic divergence of the sum in Eq. (3) at ∆ → 0 implies the existence of a solution with ∆ = 0. As T is increased, n v decreases and n c increases, eventually leading (within mean field theory) to a second order transition at a temperature T C set by G. Because this is a one dimensional system, beyond mean-field effects will convert the transition to a crossover between a high-T short ranged correlated state and a low T state described by an exponentially large, although finite, correlation length. This physics is not relevant to the considerations of this paper.
We now consider how an applied electric field changes the distribution functions and thus the solution of the gap equation. To this end we write and solve Boltzmann transport equations for conduction and valence band occupation n c/v k . The crucial ingredients of a Boltzmann equation are the acceleration of the carriers by the applied field F , a momentum relaxation process (which we consider to come from energy-conserving scattering with rate τ −1 ), an interband scattering that changes the num- ber of particles in each band (rate Γ I ), the Landau-Zener tunneling (rate Γ Z ) and an intraband energy relaxation process (rate Γ E ). Not notating the dependences of the Γ on the distribution functions, we have
The Boltzmann equations (4)- (5) are coupled nonlinear equations and the general solution is complicated. To simplify the equations without losing essential features we assume particle-hole symmetry in the electron dispersion and scattering amplitudes, and restrict to steady state: the time derivatives vanish, n v = 1 − n c and the two equations can be collapsed to one. For notational simplicity we choose the origin of k to coincide with the gap minimum, assume ε k = −2t sin k, define the Fermi velocity v F = 2t and normalize all energy scales to the hopping term t.
We exploit the symmetry under k ↔ −k to separate the odd and even parity parts of the distribution, defining
and rearrange the equations to make the physically interesting limit Γτ 1 more transparent, obtaining
Here we have neglected the dependence on the momen-tum of the elastic scattering rate, defined the dimensionless electric field E = eF aτ /(2 ) and normalized the even/odd part of the i-th scattering rate
If all of the Γ 1 τ and the electric field is not too large, Eq. (7a) implies n o = −E∂ k n e and Eq. (7b) becomes
B. Scattering processes
In this subsection we specify important features of the inelastic scattering processes (sketched in Fig. 1 ). Details are provided in Appendix A.
We take the interband process Γ I to arise from scattering involving a bosonic mode (photon or optical phonon) and calculate it using the standard Fermi golden rule
Here b is the Bose distribution function at energy
We have assumed that the interband scattering is essentially vertical (momentum conserving); this is clearly justified in the case of optical emission and is a reasonable approximation for optical phonons when the phonon energy ω is much smaller than the bandwidth so that the process is only important for electrons in a range δk ∼ ω/v F 1 of the gap minimum. We recast Eq. (9) using the definitions and approximations of section II.A
This form will be used in our subsequent analysis. In Eq. (10) the matrix element A k , which is hidden in the coefficient γ b , plays a crucial role. On physical grounds we expect A k to drop rapidly as k is shifted away from the gap: for optical emission the probability is A 2 k ∼ ∆ 2 /E k , while when the conduction-valence band energy difference becomes greater than ω, the multiple phonon emissions required for downscattering lead to a rapid suppression: in other words, interband relaxation is only efficient for carriers with energies near the conduction band minimum (valence band maximum). This is important because in equilibrium the "upscattering" (second term in Eq. (9)) and "downscattering" (first term) processes cancel, as can be verified by substituting the appropriate distribution functions in Eq. (9) . At low T upscattering is controlled by the probability of finding a thermally excited boson of the correct energy while downscattering is constrained by fermion occupancies. Out of equilibrium the field F sweeps carriers away from the conduction band minimum/valence band maximum (gap) into regions where the interband relaxation is less efficient, leading to changes in population even without Zener tunnelling.
We now study the energy relaxation term Γ E : we imagine that the system is in contact with a reservoir held at temperature T with which it can exchange energy in very small increments δE; this leads to an intraband scattering mechanism whose rate is evaluated with the Fermi golden rule (see Appendix A for more details):
where γ R is a dimensionless rate (which includes the exchanged energy δE normalized to t) and ∂ E is the derivative with respect to the conduction band energy. Notice that γ E,e vanishes if n is the Fermi-Dirac distribution.
Finally we briefly address Landau-Zener tunneling: it promotes electrons from valence to conduction band with a rate proportional to e −π∆ 2 /(2teF a) ; thus it is exponentially small in ∆ and for the values of electric field considered here it is relevant only for ∆ 0.005.
C. Final form of Kinetic Equation
Substituting the expressions for the interband and energy relaxation into Eq. (8), neglecting the Zener tunnelling term and introducing v ≡ ∂ k E k , we have
In equilibrium, the left hand side of Eq. (12) vanishes if n is the Fermi-Dirac distribution n F D , as detailed balance requires. Eq. (12) is the basis for our subsequent analysis.
III. BOLTZMANN EQUATION ANALYSIS
Even though Eq. (12) cannot be solved analytically, progress can be made in particular limits:
Zero gap case. Let us first assume ∆ = 0 so there is no CDW order. In this case the interband scattering is irrelevant and for energies near the Fermi level v = v F , so that we have
The solution is a thermal distribution with an effective temperature T ef f given by
reflecting the balance between Joule heating of the electrons (v 2 F E 2 ) and energy dissipation into the reservoir (γ R ). This Joule heating leads to a suppression of the linear instability to CDW order, which now occurs at the reduced value
T C is suppressed to 0 when ∆ > T case. For ∆ = 0, Eq. (12) has an interesting structure: its right hand side conserves the particle number in the conduction band while its left hand side (interband transitions) does not; this means that the steady state solution must be such that the average over energies of the left hand side of Eq. (12) vanishes. When ∆ > T , γ Z is negligible and we expect the contribution from γ b to be small and vanish rapidly for E ∆. Thus we set the left hand side of Eq. (12) to zero and neglect the quadratic terms, finding
As shown in detail in Appendix B, Eq. (16) determines n e up to a multiplicative constant, which can be found by requiring that the upscattering and downscattering terms in Eq. (12) balance:
In the low T limit the integrals are confined to E ∼ ∆; in this region n e ∼ b 1/2 ∼ e −∆/T . The consequence is that n e (see Fig. 2 ) is of the order of e −∆/T multiplied by a factor depending on energy, temperature and field
An inspection of Eq. (16) at E ∆ shows f ∼ e −(E−∆)/T ef f so that the distribution function is pseudothermal, spread over a wider energy range ∼ T ef f and comprises more particles than in equilibrium; however at E − ∆ ∆, f 1, implying that for small energies n e is less than its equilibrium value. Because the gap equation (3) weights more low energies, the increase in n e (relative to equilibrium) at high energies can be compensated by the decrease at low energies leading to a small net reduction of the gap, in particular at low ∆. This follows from the weak coupling model considered here; the gap decrease would be larger if the CDW were not driven by a low energy instability.
Moreover, Eq. (18) implies that any modification to the gap equation (3) will be exponentially small in ∆/T , making an insulating phase ∆ T hard to destabilize even at high E; on the other hand, the instability of the metal phase is suppressed to very low temperatures for
This leads to a bistability region in a range of T and E, characterized by a coexistence of insulating and metal phase.
∆ < T case. When the gap is non-zero but smaller than the temperature, the terms that are quadratic in n e cannot be neglected in principle and no analytic solution is obtainable. However we expect the occupation in this regime to be a crossover between the Fermi-Dirac distribution with effective temperature T ef f and the solution given by Eq. (18).
IV. NUMERICAL RESULTS
We solve numerically Eq. (12) in the general case, choosing reasonable values for ω/t ∼ 0.1 and γ R , γ b (∼ 10 −3 , 10 −4 ). We then substitute n e into Eq. (3) and selfconsistently solve for ∆(T ), which is plotted for different E (Fig. 3) . When E 2 /γ R 1 no appreciable change occurs by increasing the electric field, consistently with the run-away heating regime appearing when T ef f is of the order of the bandwidth.
We observe the bistability predicted in section III: for a given E there exists a range of temperatures T C (E) < T < T 1 (E) for which a stable high ∆ insulating phase coexists with a stable metal ∆ = 0 phase. Notice that the gapped phase and the metal phase are not analytically connected through a stable phase: thus any switching between the two phases occurs with a jump in ∆, which corresponds to a first order phase transition. The value of T 1 (E) decreases as E increases, but is limited from below by T 1∞ = T 1 (E → ∞): even at high E ∼ 0.1 the insulating state survives for T < T 1∞ , see Fig. 3 .
At low E, we also observe the appearance of a stable low ∆ phase (which is not insulating, being characterized by ∆ T ) for T 2 (E) < T < T 3 (E); T 3 (E) can be larger or smaller than T 1 (E) and the difference T 3 (E) − T 2 (E) decreases with E until it vanishes. This phase is caused by the previously mentioned effect that a n e (E ∼ ∆) < n F D has on the gap equation at low ∆.
V. STABILITY ANALYSIS
To study the stability of the different phases, we multiply Eq. (3) by ∆ obtaining
We interpret the left hand side of Eq. (19) as the derivative with respect to ∆ of a nonequilibrium "free energy" and integrate it (in practice the integral is performed numerically) obtaining
The stationary points of F solve the gap equation: the minima correspond to stable solutions and the maxima to unstable ones.
In Fig. 4a we plot F for three values of T both in equilibrium and out of equilibrium. At T < T C and E = 0 we observe the usual behavior of the equilibrium free energy of a system below its critical temperature; by increasing E, the metal phase becomes locally stable, a local maximum appears at intermediate values of ∆ (corresponding to the unstable middle branch of Fig. 3 ) and the free energy of the high ∆ phase increases. For T < T (E) the insulating phase is "energetically favored" compared to the metal phase, so it is globally stable; for T (E) < T < T 1 (E) the metal phase is "favored" and the insulating phase becomes only locally stable, eventually disappearing at T > T 1 (E); the temperature T (E) is defined by F[∆(T ), T , E] = 0.
We observe that this energy functional implies that there may be hysteresis when the system is tuned through the transition. For example, consider the system to be initially in the insulating phase below T (E), with E strong enough to exclude a stable low ∆ phase. On heating, the insulating phase becomes metastable for T (E) < T < T 1 (E) and a sufficiently strong perturbation can make the system switch to the metal phase; if no perturbation occurs, the phase transition occurs at T = T 1 (E). If the system is now cooled down, it remains in the metal phase down to T = T (E) and below this temperature the metallic state is metastable and the system could switch back to the insulating phase under a suitable perturbation. A similar hysteresis cycle occurs at fixed T by varying E (Fig. 4b for the free energy) . A detailed study of the dynamics of the phase switching requires an analysis of nucleation processes which is beyond the scope of this paper. 
VI. SUMMARY AND CONCLUSIONS
In summary, we have shown that a nonequilibrium drive may change the distribution function of a correlated insulator by sweeping carriers from regions of rapid interband relaxation to regions where the relaxation is less efficient. The ratio between electric field strength and a suitable relaxation rate affects the properties of the resulting distribution, which has much more weight at high energies, but less at the low energies that dominate the gap equation, and is still exponentially small in ∆/T ; despite the parametrically large change in distribution function, the gap magnitude is only weakly affected by the field at T ∆. Therefore the electric field is less effective in destabilizing the gap than Joule heating is in stabilizing the metallic phase, leading to a region of bistability, in which both the zero gap and large gap phases are locally stable, and thus to a first order transition in the presence of the field.
The results presented here were motivated by the experiments on Ca 2 RuO 4 , but the physics we find may be different. In particular in the model studied here the stabilization of the metallic phase is due to Joule heating of the electrons and the insulating phase is affected less by the field. The electron temperature has not been directly measured in Ca 2 RuO 4 , but Joule heating of the entire sample was found not to be significant and the experimental consensus is that the involved physics is not a heating effect, but rather a non-equilibrium destabiliza-tion of the insulating phase.
Many other correlated insulating states exist and the broad pseudothermal conduction band distribution we predict should be observable in photoemission experiments conducted under conditions of current flow.
Interband optical phonons assisted scattering. The optical phonons have a constant dispersion relation ω oph (k) = ω ∼ 0.1. This interband scattering occurs for ω > 2∆ and is qualitatively similar to that mediated by photons, but the transitions are not exactly vertical. Nevertheless, ω is small and the scattering is limited to a tiny region around the gap (|k| ω/2); we neglect variations of n k within this region and treat the scattering as vertical. Analogously we have up and down-scattering
where Γ opt 0 ∼ 10 10 s −1 . Elastic scattering. We imagine that this scattering arises from interaction with acoustic phonons, which have a linear dispersion ω aph (k) = v s |k| (very similar results would be obtained if the scattering came from randomly positioned weak impurities). The sound velocity is typically low v s v F so that the phonon energy is negligible compared to the typical electron energy and thus the scattering conserves energy and occurs between states with opposite momentum. The matrix element of the transition contributes τ b ∝ τ 0 ∂ k k to the scattering time 
In Eq. (A5) Γ
Z is the total scattering rate 21, 22 . In calculating γ Z,0 in Eq. (A6), we observed that the tunneling occurs preferentially near the gap and modeled this behavior by assuming a gaussian dependence on the energy E 2 k = ε 2 k + ∆ 2 and normalizing the k-dependent part. Intraband energy relaxation. This intraband energy relaxation mechanism couples electrons to an external bath of bosons at temperature T (for example phonons), enabling the exchange of a small quantity of energy δE between electrons at a rate Γ R .
We consider a state with momentum k and energy E k scattering with states at momentum ±(k +q 1 ) and ±(k − q 2 ) that satisfy energy conservation: E k+q 1/2 = E k ± δE. We calculate the even and odd part of the scattering rate, expanding for small q 1/2 and using b ≈ T /δE:
