The existence of irreversible demand is tested, whereby price increases induce a different absolute magnitude of quantity change than price decreases. Irreversibility is potentially likely in retail food settings for storable products that are consumed regularly and can affect pricing strategy performance. If irreversibility exists, the subsequent research question for storable product demand is whether loss aversion effects dominate stockpiling effects, or vice versa. A two-period theoretical model is developed, which predicts more elastic responses to downward price movements via stockpiling, but empirical tests on secondary data are needed to evaluate offsetting loss aversion effects. A variant of the Rotterdam demand model is developed to allow differential response to price increases and decreases. The model is applied to scanner data of short periodicity (weekly in this case), which are necessary to measure meaningful demand responses to food price changes. The products selected are U.S. cheeses and table spreads that are storable over multiple weeks. The results suggest that stockpiling dominates loss aversion. One potential cause of this behavior may be that marketers asymmetrically provide consumers with more reference price information when lowering prices, but not when raising prices. When stockpiling effects dominate, given the typically price-elastic store-level demand for food products, high-low pricing strategies should produce higher revenue. Regarding measurement of average demand response, reversible demand models applied to weekly data may overestimate own-price elasticities.
Introduction
Food retailers often expect consumers to resent price increases more than they rejoice over price declines (Kahn & McAlister, 1997) . This phenomenon, termed loss aversion, causes an irreversible demand curve that is more elastic given price increases, thereby justifying a retail price-smoothing strategy during periods of wholesale price volatility. The loss aversion hypothesis extends to the policy arena, as well, where price support programs are occasionally justified by their ability to stabilize retail prices (e.g., Barker, 1998) . Incomplete price transmission slows the liquidation of excess supplies and dilutes expansion signals during periods of excess demand. On the demand side, Dunn and Heien (1982) concisely demonstrated that consumers should prefer the more volatile prices resulting from complete price transmission, and Maynard (2000) demonstrated that price volatility did not systematically depress fluid milk demand. Ferris (1998) noted that few treatments of irreversible demand exist in the economics literature, particularly on a theoretical level. The classic models of duopoly predict that firms may face kinked demand curves (Kreps, 1990; Friedman, 1983) , but in this study evidence of irreversibility exists in aggregate data. The alternative to emphasize firm strategic behavior is to focus on consumer behavior. Putler (1992) provided a conceptual foundation for irreversible demand rooted in utility maximization. Putler (1992) assumed that consumers compare observed prices with reference prices, perceiving a gain if the observed price is lower than the reference price, and perceiving a loss if the observed price exceeds the reference price. The assumption allows a consumer's utility to depend not only on consumption of goods, but also on the circumstances under which they were purchased. The importance of reference prices to consumers is an example of a framing effect whereby one's evaluation of a stimulus is context-specific (Kahneman, Slovic, & Tversky, 1982) . A risk-averse consumer derives greater disutility from a reference price loss than the utility derived from an equivalent reference price gain; this phenomenon is termed as loss aversion. Putler (1992) derived a generalized Slutsky equation that decomposes the effect of an own-price change into substitution, income, and reference price gain/loss effects:
Materials and Methods
where x denotes Marshallian demand, h denotes Hicksian demand, m denotes income, I equals one if the observed price exceeds the reference price and zero otherwise, and g and l refer to reference price gains and losses, respectively. The first term on the right-hand side of the Slutsky equation reflects both the traditional substitution effect and reference price effects:
The generalized Slutsky equation illustrates that an own-price demand elasticity may depend on both observed prices and reference prices. Furthermore, Putler's maintained hypothesis (1992) of loss aversion implies that demand is more elastic in response to price increases relative to price decreases. Putler (1992) rejected the hypothesis of symmetric gain and loss terms in a translog model of egg demand, but was unable to reject the hypothesis using an alternative demand specification. Estimated own-price demand elasticities of -0.78 given price increases versus -0.33 given price decreases supported the argument that loss aversion influences consumer choice. Mayhew and Winer (1992) developed a multinomial logit model to isolate and measure the influence of internal reference prices, which the consumer bases on past experience, and external reference prices, which the marketer supplies in the purchasing environment (e.g., point of purchase displays). The results supported the hypothesis that internal reference price losses loomed larger in consumers' minds than internal reference price gains. The study also concluded, however, that external reference price effects were more pronounced than the impact of internal reference prices. Mazumdar and Papatia (2000) found evidence that consumers of liquid detergents, toilet tissue, and ketchup used both internal and external reference prices, despite the fact that each of these products commands minuscule budget shares and may have lengthy interpurchase times.
Consumer use of reference prices in combination with risk aversion is not the only potential source of asymmetric demand responses. Unless otherwise specified, theoretical demand models reflect a temporal separability assumption. Under this assumption, consumers maximize utility subject only to a current-period income constraint. Previous behavior or expected future behavior does not appear as determinants of current demand. If a food demand analysis relies on monthly, quarterly, or annual data, the temporal separability assumption is probably innocuous. With the current accessibility of weekly scanner data, however, the assumption may not be warranted for storable products.
If one expects higher prices in the future, one can stockpile a storable food product for later consumption and avoid paying the higher price. If the consumer expects lower prices in the future, however, one must still pay the high current price if any consumption is to occur in the current period. A two-period model formalizes the intuitive notion that intertemporal substitution can elicit irreversible demand responses that are more elastic when prices decrease (note that the opposite occurs if loss aversion is the dominant influence).
Suppose a consumer receives a paycheck every two weeks and shops for groceries each week, substitution across goods does not affect the central result concerning temporal substitution, so it considers only one good for the sake of clarity. Similarly, ignore factors such as discounting from one week to the next, and aversion to the risk of food spoilage. The good may be purchased in the first week and consumed in the second week. It assumes that the consumer spends her entire paycheck within each two-week period (i.e., only relax the temporal separability assumption within the two-week period under consideration). The consumer's problem is to choose in week one the quantity to be purchased in each week (q1, E(q2)), and the quantity stored between weeks one and two (s) so as to maximize the sum of utility (u) from weekly consumption given a bi-weekly budget constraint (m) and prices in each week (p1, E(p2)), where E() denotes the expectation operator:
Assigning multipliers of λ 1 , λ 2 , λ 3 , and λ 4 to the budget constraint and to the non-negativity constraints on s, q1 and E(q2), respectively, the first-order conditions are:
, λ 4  0 where u'() denotes the first derivative of the utility function with respect to consumption.
The only solutions considered are those where the budget constraint binds (i.e., λ 1 > 0), and solutions where positive purchases occur in the first week (i.e., λ 3 = 0). Similarly, solutions in which E(q2) = s = 0 (i.e., both λ 4 > 0 and λ 2 > 0) are trivial. Rearrangement of the first-order conditions implies:
If the consumer stockpiles the good for later consumption (s > 0), then λ 2 must equal 0. This solution can only occur when p1  E(p2). If the consumer makes any purchases in the second period (E(q2) > 0), then λ 4 must equal 0. This solution can only occur when p1  E(p2). The model does not specify how the consumer would choose a unique combination of E(q2) and s, when p1 = E(p2). One could incorporate a reasonable decision rule into the model by recognizing discounting, storage constraints, risk of spoilage, etc., but for the purposes of exploring irreversible demand, only response to price movements is considered.
This simple model predicts that data of short periodicity (e.g., weekly) may reflect intertemporal substitution in the form of more elastic responses to temporary downward price movements relative to temporary price increases. Downward price movements may induce the consumer to stock up for the future, but price increases will not induce a corresponding "stocking down" effect. More formally, a downward price movement that causes p1 to be less than E(p2) will elicit a demand response equal to the positive income effect plus the quantity stored for later use. An upward price movement that causes p1 to exceed E(p2) will elicit a demand response consisting only of the negative income effect.
Empirical tests can suggest which of the alternative explanations of irreversible demand, loss aversion, or intertemporal substitution, are dominant for a particular food product or category. If loss aversion is the dominant influence, a stable and everyday-low-price (EDLP) strategy is appropriate, particularly if the response to price increases is elastic and the response to price decreases is inelastic. If intertemporal substitution is the dominant influence, a high-low pricing strategy featuring occasional deep discounts is more likely to be appropriate. Wolffram (1971) proposed a method for segmenting an independent variable into increasing and decreasing phases to test the hypothesis of reversibility. Houck (1977) suggested an equivalent but more convenient approach that, along with Wolffram's method (1971) , has been used to study supply relationships and asymmetric price transmission across market levels (e.g., Heien, 1980; Ward, 1982; Kinnucan & Forker, 1987; Lass, Adanu, &Allen, 1999) . Given a dependent variable y and an independent variable x, Wolffram (1971) suggested the following segmentation:
where t = 0, ..., T and Δx j = x j  x j-1 . The function is irreversible if one can reject the null hypothesis that α 1 = α 2 . Unbeknownst to Wolffram (1971) and Houck (1977) , Farrell (1952) proposed an equivalent approach years earlier. Farrell (1952) 
Logging both sides and letting Y t = ln(y t ) and X t = ln(x t ) yields:
Substituting recursively for Y t-1 and all subsequent lags of Y produces:
which is identical to Houck's equation (4). Farrell (1952) acknowledged weaknesses in the model. Constant parameters impose permanent irreversibility, implying that if a good's price rose and then returned to its previous level, the quantity demanded would differ from its original level in perpetuity. He speculated about demand functions that are reversible in the long-run and irreversible in the short-run. Vande Kamp and Kaiser (1999) addressed this problem, adapting Wolffram's model (1971) by parameterizing each of the lagged terms that comprise the segmented variable:
where t = 0, ..., T. One imposes long-run reversibility by setting α 1,i = α 2,i for all i > n. After algebraic manipulation, the model reduces to a convenient form for estimation: (1971) and Houck (1977) . Farrell (1952) used a differential model that probably mitigated non-stationarity.
Vande Kamp and Kaiser (1999) found evidence of asymmetric advertising influences on fluid milk demand. In this study, a similar empirical model provides insight into the dominance of loss aversion versus intertemporal substitution in U.S. consumer demand for cheese and table spreads. Cheese and table spreads were selected for the empirical analysis as representative products with short-run storability (two to four months) and moderate price volatility.
Adapting the Vande Kamp and Kaiser model (1999) to an irreversible demand application warrants further discussion of how to empirically represent price expectations, which are considered synonymous with internal reference prices. In this study, assuming that consumers follow a specific process in forming price expectations was deemed overly restrictive and arbitrary. Following prior studies, the less restrictive assumption is made that consumers form price expectations and internal reference prices from recent observed prices, in this case prices from the current week and three previous weeks. Mayhew and Winer (1992) distinguished between internal and external reference prices. External reference price gains were measured as the discrepancy between the posted price and the price actually paid after discounts. A consumer's internal reference price was assumed to equal the price paid in the previous period. Putler (1992) used a weighted average of the previous five weekly prices. Kalwani, Yim, Rinne, and Sugita (1990) found that the two definitions of internal reference price produced little difference in model fit. Mayhew and Winer (1992) defined internal reference price gains as max{Δp t , 0} and reference price losses as min{Δp t , 0}, and estimated empirical models in which the right-hand side was essentially identical to the Vande Kamp and Kaiser model (1999). Putler (1992) and Mayhew and Winer (1992) interpreted a price increase as implying that p t > E(p t ), and interpreted a price decrease as evidence that p t < E(p t ). The hypothesis of loss aversion finds support, if quantity demanded is more responsive to price increases than price decreases.
A test of intertemporal substitution as a competing explanation for irreversible demand requires a definition of the expected future price, E(p t + 1 ). Following Putler (1992) , future price expectations are assumed in this study to be weighted averages of current and past prices. Accordingly, a price decrease would imply p t < E(p t + 1 ) and may motivate stockpiling of a storable product. Thus, if a model of irreversible demand suggests that the quantity demanded is more responsive to current and past price increases, the hypothesis of loss aversion would appear more credible. If the quantity demanded appears more responsive to current and past price decreases, temporal substitution would appear dominant.
The Vande Kamp and Kaiser model (1999) can be readily extended to a single-equation, double-log demand model by replacing the dependent variable y it with the logged quantity demanded, lnq t , and by replacing the regressor x t with the logged own price, lnp it . Logged cross prices lnp ji,t , logged total expenditures lnm t , and other demand shifters Z t may be added to the model as needed, and in fact Vande Kamp and Kaiser (1999) used a double-log demand specification to investigate asymmetric advertising responses:
One would, however, prefer to use a complete demand system that offers a flexible functional form and allows testing and imposition of Engle aggregation, homogeneity, and symmetry. Here a Rotterdam model is developed that allows short-run irreversibility without imposing long-run irreversibility.
The Vande Kamp and Kaiser (1999) model culminates in the equation: 
where I superscripts denote that a term x t  s only appears in the model with the value
Conversely, D superscripts indicate that a term x t  s only appears in the model with the value x t  s if Δx t  s < 0.
In the case of x t  n  1 , the relevant first difference is Δ x t  n . A generalized form of the Vande Kamp and Kaiser (1999) model in levels is:
where q i,t denotes the quantity demanded of the i th good, own-price effects p i, t  s are assumed to be potentially irreversible over n lags, p j  i, t denotes the vector of prices for substitutes and complements, and m t denotes income. Upon differentiation, dp i, t  s may be segmented into increasing and decreasing phases such that dp i, t  s I = max{dp i, t  s , 0} and dp i, t  s D = min{dp i, t  s , 0}. Other demand shifters may be included in the model, as well.
Demand functions may be specified for all goods of interest, and a complete system may be specified by including an "all other goods" equation. Alternatively, a conditional demand system may be specified under the assumption of weak separability. The demand system requires a flexible functional form for estimation purposes. Following the development of the Rotterdam model (Theil, 1965; Barten, 1964) , totally differentiates the demand system, multiply each term by p i,t /m t multiply and divides each term except dm t by the variable for which it is differentiated (e.g., multiply and divide the dp j,t term by p j,t ), denote the expenditure share of the i th good as w i , and simplify: 
Given that income is the sum of expenditures on all goods, the term d lnm t can be decomposed as follows:
The terms can be distributed and simplified to yield the irreversible Rotterdam model: In this study, the irreversible Rotterdam model is estimated to test hypotheses regarding the existence and direction of asymmetric short-run demand responses. The primary advantage of the Rotterdam model is its flexible functional form that reduces the likelihood of misspecification bias. However, the Rotterdam model is insufficient to achieve the third objective of this study, identifying the contribution of reference price effects to the apparently inflated elasticities often obtained from weekly scanner data. Unlike the Rotterdam model, the irreversible double-log model produces separate estimates of conventional own-price effects and reference price effects, and is therefore estimated and compared to a reversible double-log model.
The price and quantity data used in this study are weekly scanner data collected by Nielsen and purchased by the International Dairy Foods Association. The data set covers the period from the week ending July 20, 1996 to the week ending October 31, 1998. The data are now considered obsolete for business purposes, which increase their availability for research purposes, and consumer behavior is unlikely to have changed substantially regarding the research questions addressed in the present study.
Weekly quantity data exist for seven categories of cheese (excluding cream cheese) and two categories of table spreads sold in U.S. grocery stores with over two million in annual sales. The cheese categories are chunk/loaf, sliced, grated, shredded/crumble, spread/snack, cubed, and all other forms. The table spread categories are butter and all other spreads, which will be termed margarine for the sake of clarity. Nielsen gathers data from a sample of more than 4,800 stores representing more than 800 retailers in 50 major markets, and uses the weekly sample data to estimate total quantities sold at the national level. National average weekly prices in dollars per pound accompany the quantity data. Monthly U.S. personal consumption expenditures were obtained from Bureau of Economic Analysis news releases (U.S. Department of Commerce, 1996 Commerce, -1998 , interpolated to reflect weekly values, and treated as a proxy for income. Prices and expenditures were deflated by the Consumer Price Index (Bureau of Labor Statistics, 1999), which was also interpolated to reflect weekly values. Table 1 provides descriptive statistics of the quantity, price, and expenditure data. Chunk cheese and sliced cheese are the dominant varieties in terms of sales volume, while cubed cheese is the lowest-volume product form. Price volatility is modest in most cases, with cubed cheese exhibiting the most volatile cheese price and by far the most volatile quantity. Butter and margarine quantities tended to be more volatile than cheese quantities, and butter prices were the most volatile of the products considered.
The irreversible Rotterdam model was estimated as a conditional demand system (i.e., total expenditures was defined as expenditures on cheese and table spreads). Regressors were appropriately logged and differenced, and included segmented own-price terms for the current week and two previous weeks, substitute prices, total expenditures (reflected in the Divisia volume index), a cosine seasonality variable equaling one in summer and negative one in winter, and a dummy variable representing the seven major holidays. The choice of lag length for the irreversible terms was based on statistical significance of the segmented variables in initial estimation, and on the need for parsimonious models to mitigate multicollinearity (a common problem in irreversible demand analysis). Engle aggregation, homogeneity, and Slutsky symmetry restrictions were tested and imposed when not rejected. Irreversible terms were weighted equally in performing the homogeneity and adding-up tests. 
Multicollinearity was assessed using the rule of thumb that condition index values exceeding 30 signal severe multicollinearities.
A conditional Rotterdam demand specification was chosen over a complete demand system due to the uniformly superior performance of the conditional system in specification tests. The conditional demand system was free of heteroskedasticity at a 0.05 level and did not even require correction for autocorrelation. Regarding multicollinearity, the highest condition index value in the conditional system was 7.8, whereas several models exceeded 100 under the complete demand specification due to correlation between the Divisia volume index and the price of "all other goods". The conditional system also produced cross-price coefficients that were more consistent with theory and expectations.
To determine whether reference price effects contribute to inflated elasticities estimated from weekly data, reversible and irreversible double-log demand models were estimated for each product, using the seemingly unrelated regressions estimator to exploit contemporaneous correlation. The reversible model without segmented terms is hypothesized to confound reference price effects with the conventional demand response to price levels. If so, the irreversible model would produce significantly less negative estimates of the unsegmented own-price terms, and the segmented own-price terms would be significant. Unlike the differential Rotterdam model, several of the double-log models in levels required data transformations to correct for autocorrelation and heteroskedasticity (sliced cheese prices were successfully used as weights in each case).
Regarding initial expectations, one might predict the strongest evidence of irreversibility in products that meet four criteria. Firstly, consumers' awareness of prices encourages reference price formation that motivates loss aversion and stockpiling incentives. Consumers are most likely to be familiar with prices of products that are frequently purchased and packaged in consistent sizes. Chunk cheese, sliced cheese, and table spreads appear most likely to fit this criterion. Secondly, storability affects stockpiling incentives. None of the products considered here require substantial storage space, and all of the products carry expiration dates well beyond the one-to three-week decision making period reflected in the empirical models. Thirdly, importance of the product in consumers' daily diets positively affects stockpiling incentives and constrains loss aversion. Products such as grated, cubed, and snack cheese most likely fail the third criterion, as they are least likely to be frequently purchased. Fourthly, products that are more heavily merchandised are more likely to exhibit irreversible demand due to stockpiling incentives. In all cases except snack cheese and margarine, demand was own-price elastic for both upswings and downswings, and in five cases, the current-period elasticity exceeded an absolute value of two. All expenditure terms were positive and significant, and 26 of the 31 significant cross-price terms were positive. While cheese and butter consumption vary seasonally, the differential model used in this study did not return significant seasonality coefficients in any equations. The holiday dummy variable, however, was significant and positive in four cheese equations and in the butter equation, as expected. Current-period own-price terms were significant at a 0.05 level for both upswings and downswings in all equations except snack cheese, and all were of the expected sign. Tables 2 and 3 show that current-period response to price decreases was more elastic than response to price increases in eight of the nine equations, and in four equations (chunk cheese, sliced cheese, other cheese, and margarine) the difference was statistically significant at a 0.05 level. Recall that risk averse consumers basing decisions on reference prices would react more strongly to price increases, stockpiling behavior (intertemporal substitution) manifests itself through stronger responses to price decreases. The predominance of significant downward price response terms relative to upward price response terms implies that stockpiling incentives outweigh reference price effects in explaining short-run U.S. cheese and table spread demand. The Rotterdam model includes lagged segmented own-price terms extending one week and two weeks into the past. Two of the once-lagged upswing terms were significant and five of the once-lagged downswing terms were significant. Only two of the 18 twice-lagged price terms were significant, suggesting that consideration of further lags would be unproductive and highlighting the likely failure of monthly data to reflect asymmetric reference price effects. Retailers would naturally be interested in the total response to price changes over a period of time, as indicated by the sum of current and lagged responses to a price change. Tests of the hypothesis that the sum of upswing coefficients equaled the sum of downswing coefficients were rejected in the case of chunk cheese (F = 4.93), other cheese (F = 22.59), butter (F = 14.23), and margarine (F = 11.86) . In all four cases, the total response to downward price movements exceeded the response to upward price movements, again suggesting that stockpiling behavior dominated loss aversion in these products. Demand for grated, shredded, snack, and cubed cheese appeared to be reversible, perhaps because consumers buy these forms of cheese less frequently, are unlikely to form reference prices, and have little incentive to stockpile perishable specialty items. Table spreads are less perishable than most cheeses and table spread prices (especially butter prices) are more volatile than those of most cheeses. The stronger evidence of stockpiling incentives in the table spread models is thus consistent with expectations.
Results and Discussion
The Rotterdam model suggests that demand for cheese and table spreads is substantially more own-price elastic than previous studies indicated (e.g., Boehm, 1975; Haidacher, Blaylock, & Myers, 1988; Heien & Wessells, 1988; Huang, 1993; Pitts & Herlihy, 1982) . Weekly data often appear to produce more elastic estimates than do monthly, quarterly, or annual disappearance data. Bailey and Gamboa (1999) surveyed dairy demand elasticities and found, for example, fluid milk elasticities ranging from -0.04 (estimated from annual data) to -0.81 (estimated from weekly data). Capps and Nayga (1990) found that intertemporal substitution was a primary cause of relatively elastic short-run beef demand estimates and reported weekly own-price elasticities ranging from -1.8 to -8.8 for selected beef products. Other reasons to expect more elastic estimates in this analysis include disaggregation across product forms (Glaser & Thompson, 2000) and exclusive emphasis on supermarket sales, unlike commercial disappearance data that include purchases through the hotel, restaurant, and institutional sector.
The double-log model based on the Vande Kamp and Kaiser (1999) empirical model assumes a functional form that allows one to isolate reference price effects from the remainder of the demand response to a price change. Although the Rotterdam model offered a flexible functional form and appeared to be a superior model specification, the double-log model is useful in determining if reference prices contribute to unexpectedly elastic estimates. Accordingly, Table 4 shows the reversible portion (i.e., β 1 in equation 1) of own-price elasticity estimates produced by double-log demand models with and without segmented irreversible price terms. Full results are available from the author upon request and resemble the Rotterdam results in that stockpiling incentives appear to dominate loss aversion.
With the exceptions of shredded cheese (where the difference between the two estimates was insignificant) and cubed cheese (the product form with by far the lowest market share), controlling for reference price effects resulted in significantly less elastic demand responses to price changes, for example, the results suggested that 76% of the total demand responses in chunk cheese were attributable to the price level itself, while the remainder were attributable to the magnitude of price changes in recent weeks. Price levels accounted for 60% of sliced cheese demand response and 68% of margarine demand response, but accounted for only 10% and 14% of the demand response in grated cheese and butter, respectively. Even after controlling for reference price effects, most of the cheese and table spread products appear to be characterized by elastic demand. Remaining explanations for the disparity with previous studies might reasonably appeal to the reliance on disaggregated product data that ignore consumption in the hotel, restaurant, and institutional sector. 
Conclusions
This analysis highlights issues of importance to demand modelers and to retail food marketers. Different forces can cause demand to be irreversible. Moreover, the direction of irreversibility depends on which force is stronger. In this study, two potential causes were considered: loss aversion and stockpiling incentives. Loss aversion causes demand to be more elastic when price increases, but stockpiling causes demand to be more elastic when price decreases. In this study, stockpiling incentives appeared to exert a stronger influence on supermarket demand for butter, margarine, and the most commonly-purchased product forms of cheese.
The dominance of stockpiling behavior over loss aversion implies that retailers should not pursue a strategy of price smoothing in cheese and table spreads, but rather they should pass along price fluctuations as they occur. Given the increasing price volatility in dairy products resulting from declining dairy support prices and increasingly global markets (Marchant & Neff, 1995) , the opportunity cost of an inappropriate pricing strategy is greater now than in the past. Farther up the marketing stream, faster and more complete price transmission across market levels would clear markets faster and send more timely signals to producers, processors, and wholesalers.
Loss aversion and stockpiling behavior each require that consumers maintain reference prices. Mayhew and Winer (1992) referred to internal reference prices as those based on past experience and stored in the consumer's memory, while external reference prices are supplied by the marketer in the purchase environment. The informational requirements of maintaining a schedule of internal reference prices for many products are formidable. Dickson and Sawyer (1990) asked 802 shoppers to name the price of items they had placed in their shopping carts 30 seconds earlier. Over 20% of the shoppers could not even hazard a guess and only 56% of the shoppers' guesses were within 5% of the actual price. Perhaps it is unrealistic to expect consumers to maintain internal reference prices for any, but the most frequently purchased items. Informational constraints may limit the influence of loss aversion, where the burden is entirely on the consumer to discern price increases.
In the case of stockpiling behavior, however, merchandizing may provide consumers with external reference prices where none existed before. Dickson and Sawyer (1990) found that 29% of shoppers chose items promoted at a special price, although their price estimates were no more accurate than the sample as a whole. Marketers willingly provide consumers with information about price decreases. Asymmetric information appears to be one reasonable explanation for the finding that stockpiling behavior dominates loss aversion. The results of this study are consistent with Mayhew and Winer's finding (1992) that external reference price effects (which are associated only with price decreases) dominate internal reference price effects (which are associated with both price increases and decreases).
Both causes of irreversibility may coexist in approximately equal measure, so that demand does not appear to be irreversible. Grated cheese demand exhibited this behavior. Individual irreversibility terms were statistically significant, but the upward influence was not statistically different from the downward influence. The double-log reversible model estimated a short-run elasticity of -1.1, while the irreversible double-log model estimated a short-run upswing elasticity of -0.8 and a short-run downswing elasticity of -1.5. The important difference among the models is that the irreversible model expresses the influence of a change in price levels as an own-price elasticity of only -0.2 (see Table 4 ). In other words, the irreversible model ascribes most of the short-run demand response to the magnitude of a price change from its previous level, not to the magnitude of the price level itself. One of the study's objectives was to identify explanations for the tendency of weekly scanner data to produce highly elastic demand estimates. While many of the elasticity estimates from this application remain relatively high even after isolating the influence of loss aversion and stockpiling, irreversibility appears to be one component of the difference between elasticities estimated from weekly scanner data versus monthly disappearance data.
Identifying the causes of disparate elasticity estimates is critical in establishing the credibility of demand analysis among public and private decision makers. When presented with several drastically different elasticity estimates, many stakeholders tend to disregard all of them, discount the value of demand analysis grounded in economic theory, and rely more heavily on analyses that may rest on a weaker conceptual foundation but are sensitive to clients' need for a clearly-stated answer. The results of this study, along with Capps and Nayga (1990) , offer a basis on which it selects elasticity estimates obtained from data consistent with stakeholders' decision making needs.
Regarding directions for future research, the hypotheses tested in this analysis could be more reliably studied using household-level data that include information about product merchandising. With such data, one could determine the extent to which consumers rely on advertising and promotion to form reference prices. Store-level scanner data would also be useful in assessing the impact of a store's pricing strategy on the nature of irreversible demand. Partch (1993) found greater price awareness among patrons of every-day low price (EDLP) supermarkets than among shoppers at stores using a high-low pricing strategy. One would expect loss aversion to be more prevalent in EDLP stores, where the informational requirements of maintaining reference prices are not as great. Finally, it would be useful to test if the results from this study hold true for other products, with an emphasis on frequency of purchase, storability, and merchandising practices as hypothesized determinants of the direction of irreversibility.
