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Abstract-One approach to improving software productivity is the development and reuse of general software for a given application area to avoid development of code. Frequently, for a particular application a partial system that supports only a subset of the capabilities of a general program system is sufficient.
The problem of constructing partial systems is addressed, where the program of a partial system is obtained by selecting only those code segments of the complete program that implement the capabilities needed. A heuristic for determining fragments of a program system, which can serve as the building blocks for the programs of partial systems, is presented.
The notion of "B-program" is introduced: a B-program contains in addition to the fragments themselves for each fragment substitute code and control information specifying the set of partial systems the fragment is relevant for. A representation of B-programs as a string is given, such that generating a partial system consists in scanning this string and selecting substrings.
A formal model for this type of program generation is developed: a B-program is viewed as an ordered tree with the substrings of the complete program as its leaves and the fragments as its nonleaf vertices; a "relevance" mapping indicates for each fragment vertexf, whether or not f is relevant for a particular partial system; a mapping a associates with each fragment f its substitute. Generation of a partial system is defined in terms of preorder traversal of a subtree of the B-program.
B-program reduction is dealt with: transformations for the elimination of superfluous vertices are presented, the issue of uniqueness and the problem of constructing a minimal reduced B-program are discussed.
Index Terms-Code fragments, code selection, customizing, general software, generic systems, program generation, program tailoring, reuse of software.
I. INTRODUCTION
O NE approach to improving software productivity is the reuse of software to avoid development of code (cf. [5] , [10] , [25] ). Reuse of software entails the design and implementation of general software systems ("reusable functional collections," "generic systems" [6] ), which perform frequently used, common, and repetitive data processing tasks. Typical examples are operating systems, compilers, database management systems, and mathematical subroutine packages.
By definition, general software systems have to provide services for as wide a spectrum of applications of the respective application area as possible. Generality, how- ever, cannot be accomplished without cost; such systems necessarily tend to become comprehensive and complex program systems, which often occupy a significant part of systems, compilers, database management systems, and mathematical subroutine packages. For a particular application, in general an often small subset of the features provided by a program system P would suffice, so that the immediate use of P is at best wasteful and uneconomical, at worst impossible altogether, e.g., due to efficiency problems or limited resources. In order to avoid or at least reduce these problems it is desirable to employ instead of a general program system P "versions" of P that provide exactly those features called for by the application at hand and consist only of the software components of P supporting them. This is one of the motivations for "SYSGEN" options of operating systems and research into families of operating systems [11] , [12] , [15] , [17] or formal languages ("language contractions" [16] ) ; the use of versions of a database management system that provide only subsets of the capabilities supported by the complete database management system is discussed in [13] .
This work addresses the problem of adapting a given program system P to the specific needs of an application through eliminating from P features not used by that application.
It is assumed that 1) program system P is given as a string over some alphabet and 2) the versions of P can be characterized
• functionally in form of a list of "algorithms" of P to be supported by a version, where we will rely on the intuitive notion of an algorithm as a set of one or more pieces of code required for the execution of some function provided by P.
• quantitatively in terms of the values of "system parameters, " where a system parameter of P is thought of as a substring of the program of P representing, e.g., the value of a variable, size of a buffer, and determines the degree, to which a function of P can be executed.
Program adaptation at least conceptually requires two steps; see Fig. 1 (a more detailed discussion can be found in [26] ):
• Selection of the parts of the complete program implementing the algorithms required and their integration -into the program of a partial system of P.
• Replacement of the system parameters in the pro- gram of a partial system. This yields the source program of a version of P.
As is elaborated in [26] program adaptation by means of code selection entails generation of source programs according to the scheme of Fig. 2 , unless we consider language-or machine-specific techniques:
• component B-program ("base program") comprises the substrings of the complete program necessary for the generation of partial systems. It can be viewed as a representation of the set of versions of the complete system.
• utility selector selects the strings of the B-program relevant for the version to be generated, integrates them into the program of a partial system and produces a source program by replacing the system parameters. The source program is processed as usual [18] with the control programs V COMP and V LINK.
--• component V_DES contains a description of the version to be generated; it serves as the selector control program.
An implementation of program adaptation along these lines is described in [14] .
The focus of this paper is on the generation of partial systems, i.e., program generation by means of code selection. Section II introduces and investigates the properties of the constituents of B-programs. Section III deals with the construction of B-programs; an implementation of B-programs as an expansion of the complete program is presented. Section IV develops a formal model for the generation of partial systems, B-program "reduction," i.e., the problem of constructing for a given B-program an equivalent, smaller B-program is treated. This paper is a concise version of [26] ; a more detailed discussion in particular of topics of Sections II and III and an explanation of the example system of Fig. 3 can be found there.
II. CONCEPTS FOR THE GENERATION OF PARTIAL SYSTEMS
Let T denote the set of partial systems of program system P and E the set of strings over the alphabet of the programming language P (and thus the programs of the partial systems) is written in. We adopt the convention that the empty string, denoted: NIL, is element of E (cf. [4] ).
A B-program contains the building blocks for the programs of the partial systems of T. In particular, it must make available the substrings of the complete program implementing the algorithms of P that are to be provided by these partial systems. To this end the notion of "fragment" is introduced. Intuitively, fragments designate the parts of the complete program, which are required as building blocks for the programs of the partial systems in T. As is discussed in [26] , a building block may be a program unit, single statements of a program unit, or even a substring of a statement. Also, [26] demonstrates that rather than thinking of a fragment as a simple substring of the complete program it is essential to provide for nested fragments. This leads to the following definition.
Definition 1:
• • A relevance expression is a relevance or a Boolean expression with relevances as operands. The Boolean operators are defined for relevances in the obvious way, e.g.,
As is discussed in [26] , code removed from the complete program must be replaced by "substitute" code: substitutes among others specify the actions of a partial system, when it is called to perform a function of the complete system that it is not intended to implement. The definition of substitute code is an act of programming and, therefore, is the responsibility of the system designer or programmer.
Substitute code, which must be a string of E, must be associated with each fragment [26] . This association is expressed as a mapping F~E:
The mapping a: F~E associates with each fragment j the substitute a(l) oi ], Note that due to NIL E E a substitute a(l) may be the empty string. Remark: Definition 3 says that each fragment is assigned exactly one substitute. However, in [26] employing nested fragments it is shown that this does not necessarily exclude the possibility of having n > 1 substitutes for a given substring of the complete program.
The "semantics" of a fragment can informally be described as follows:
• If fragment I is not relevant for a partial system, then for the generation of the program of that partial system I together with all fragments nested in I and the strings comprised by them are replaced with ot f ),
• Otherwise, the substrings comprised by Ibecome part of the program of the partial system, and the subfragments of I are processed in the same way as I.
According to the first statement, fragments nested in a fragment that is not relevant for t E T do not contribute in any way to the program of t: With g E F nested in I Pf(t) == 0 implies Pg(t) == 0 for eacht E T.
III. B-PROGRAMS, GENERATION OF PARTIAL SYSTEMS
The problem of determining a set of fragments, a , 'fragmentation, " is addressed and a heuristic is presented. A representation of a B-program as an expansion of the complete program and the generation of partial systems is sketched. The informal discussion of this section I == denotes the identity of mappings.
provides the rationale for the formal treatment in the subsequent section.
A. Determining Fragmentations: A Heuristic
Since a partial system should contain only relevant parts of the complete system, in particular no unreachable executable statements or declarations of unreferenced data objects (e.g., variables, arrays), the subsequent method for identifying fragments relies heavily on flow analysis [8] of the complete program. We use the following terminology:
• Often it will be the case that certain algorithms of the complete system must be provided by any partial system: an algorithm that is irrelevant for some partial system is called an "optional algorithm."
• We say that a fragment (with executable code) is executed if at least one statement of the fragment is executed.
The method consists of four steps, the program system of Fig. 3 is used for illustration purposesr'
Step 1: For each program unit u of the program system, define a fragment comprising u.
Explanations:
• Step 1 provides the means to select subsets of the program units of the complete program. Program units local to other program units give rise to nested fragments.
If we apply this rule to the example system, we obtain the fragments 1-22 as shown in Fig. 3 .
• Identification of these fragments requires only a syntactical analysis of the complete program and, thus, is amenable to automation.
Step 2: For each fragment with statements that 1) implement an optional algorithm or 2) the execution of which leads to the execution of an optional algorithm define subfragments comprising these statements.
Explanations:
• The purpose of this step is to make available as building blocks parts of program units that either implement or invoke directly or indirectly an optional algorithm (for details see [26] ).
• This is a recursive process in that it may be necessary to apply step 2 to fragments defined according to this step. Examples:
1) Fragment 4 of step 1 (program unit STRTGY) contains code implementing algorithms "build seq. search qss" and "calculate tid" and a call to program unit RE-TRIEVE TID_LIST, which implements a third algorithm. When STRTGY is invoked, control is transferred to exactly one of the alternatives of the "outer" CASEstatement, thus, at first subfragments 1 and 2 of fragment 4 are introduced, where fragment 4.2 comprises the code of algorithm "calculate tid" and the call to RETRIEVE-TID LIST. Since with each execution of fragment 4.2 exactly one of these pieces of code is executed, step 2 2Program lines belonging to a fragment are marked with the name of that fragment in-depending on the degree of nesting-one or several columns at the left margin; e.g., the lines of code of Fig. 3 with" 1" in the leftmost column, i.e., program unit DBMS, form fragment 1.
405 must be applied also to fragment 4.2, yielding fragments 4.2.1 and 4.2.2.
2) Execution of any alternative of the CASE-statement of fragment 1 leads to the execution of at least one algorithm supporting the respective operation. Thus, step 2 is applied to fragment 1 and yields the subfragments 1.1 through 1.6.
3
• Obviously, in-depth knowledge of the internal design of the system and the "meaning" of program statements is indispensable for this step, syntactical analysis of the complete program alone is insufficient. For instance, introduction of subfragment 1 of fragment 2 requires knowledge of the tasks performed by program unit OPEN IF.
• In general, the set of subfragments of a fragment f introduced due to step 2 contains subsets X(f), such that with the execution of f exactly one fragment of X(f) is executed. Fragments with this property are called X-fragments off; the other subfragments introduced in this step are called O-fragments.
The sets of X-fragments of the example system:
The O-fragments: 2.1, 5.3, 8.3, 9.1, 10.3.
Step 3: For each fragmentfwith statements that can be executed only when subfragments of f are executed, define fragments comprising these statements.
Step 4:
1) For each fragment f with declarations of data objects that are referenced only by statements of subfragments of f define fragments comprising these declarations.
2) For each global data object define a fragment comprising its declaration.
Exp lanations:
• After the definition of 0-and X-fragments in general additional "derived" fragments must be introduced in order to obtain partial systems without superfluous code (cf. [26] ): step 3 completes the fragmentation of executable code, in step 4 fragmentation of definitional statements is done.
Example (see also [26] ): In Fig. 3 , step 4 leads to fragment 22.1 with the declaration of the global data object INDEX TABLE.-• Both step 3 and step 4 are iterative processes. They require only flow analysis of the complete program. Program analyzers ( [2] , [23] ) that provide information on the "basic blocks~, [8] of a program system can at least aid with performing these steps, cf. [26] . 
PI(t), Pl.o(t), P1.0.3(t), PI.O.4(t), PI.O.6(t), PI.I(t), PI.2(t),
\II. CJ:. ) 
Since the method of Section III-A produces no overlapping fragments, a B-program constructed in this way:
• is a sequence of blocks, where the third component of a block, the "fragment component," itself may be a sequence of 1) substrings of the complete program and 2) blocks (cf. definition 1).
• contains the complete program in form of substrings, where any substring of the complete program appears in the B-program at most once, i.e., duplication of code does not occur. The process of generating the program of a partial system t, can, then, in principle be thought of as selecting and concatenating substrings of a B-program.
Starting with the first block, the blocks of the B-program are evaluated as follows: the relevance value of the fragment is determined. In case the fragment is not relevant for t, the substitute component of this' block is appended to the program text produced so far (the empty string is assumed as the initial value of the program to be generated); otherwise the fragment component is "processed" :
• if it is a substring of the complete program, this string is appended to the program text generated so far.
• if it is a list of substrings and blocks the substrings are appended to the program text generated so far and the blocks are evaluated: for each of these blocks the relevance value is determined, . . . , etc.
Example: Fig. 5 shows the program of partial system t_ins (cf. [26] ). It is the result of applying this procedure to the B-program of Fig. 4 , when the following relevance values and only these are equal to 1 for t == t_ins: ments in step 2, with these fragments the optional algorithms of the complete system and, thus, to a large extent the set of partial systems are specified.
2) The fragments available with steps 1 and 2 can be viewed as an "initial solution" for a fragmentation, which is iteratively refined in steps 3 and 4. This refinement process is based on flow and syntactical analysis of the complete program only, semantic properties are not taken into account here. It, therefore, leads to a "finest" fragmentation for a given set of X-and O-fraglnents in that any additional decomposition of the fragments constructed does not increase the set of partial systems.
3) As is demonstrated in [26] , this method will in general lead to "superfluous" fragments in that fragments can be deleted from F without altering the set of partial systems (cf. Section IV).
4) Since this method works "top-down," there can be no "overlapping" fragments: a substring of the complete program that is element of some fragment cannot be element of any other fragment; also, each fragment has at most one enclosing fragment.
B. Construction of B-Programs, Generation of Partial Systems
A B-program must meet at least the following requirements: 1) itmust in some form contain the complete program of P, since it must be possible to generate the original complete system; 2) it must include a description of the fragmentation of P; 3) it must be possible to determine for each partial system t and fragmentfthe relevance value PI(t) and substitute a(f).
We assume that the relevances and substitutes are given:
• as has been pointed out above substitute code must be provided by the system designer or programmer. This task cannot be automated, cf. [26] .
• the construction of the relevances is dealt with in [24] .
For the construction of a B-program requirement 1 suggests to start out from the complete program of P and expand it by adding for each fragment f a description of the substring comprised by f, its relevance Pr, and its sub- Note that "nested blocks" correspond to nested fragments! 
Pl.s(t), P2(t), Ps(t), PS.l (r), PS.3(t), P6(t), P6.1 (t),

P8(t), P8.I(t), P9(t), Pll(t), P12(t), PIS(t).
Note that due to the one-to-one correspondence of fragments and blocks, the order of the fragments without enclosing fragment and the order of the components of each fragment determine the order in which the substrings of the complete program are concatenated to form the programs of the partial systems; i.e., being a list (and not just a simple set) is an essential property of a fragment (see definition 1).
A detailed presentation of the implementation of B-programs as an expansion of the complete program and the pertaining algorithm for the generation of partial systems is given in [14] .
IV. A FORMAL MODEL FOR THE GENERATION OF PARTIAL SYSTEMS
A B-program from above can be viewed as an instance of an "abstract B-program," such that generation of par- 
The nesting of fragments and the association of substrings with fragments can be expressed as a relation S on the set F + Q:
4A list L is written using angular brackets:
denotes the ith element of list L. 5 A tree (P, S) is an ordered tree, if for each k E P the set of successor vertices SUCC(k) is a list: for each vertex k and x E SUCC(k), y E SUCC(k) we have x $ y or y $ x.
Throughout this paper -s denotes the order defined on the vertices of each of the successor sets. PRED(k) denotes the set of the predecessors of k.
The ith successor of k . i.e., the ith element of list SUCC(k), is denoted
we have:
For k E P with predecessor k' v(k) denotes the" index" of k in the list SUCC(k'):
v is a mapping P ---. {i 11 $ i $ maxkEP ISUCC(k)l}, it is called the index mapping of the ordered tree (P, S). that a(r), since r is always relevant, can be any arbitrary value.
• B3 does not imply that a partial system necessarily contains code of the complete system: All successors of the root of (P, S) may be fragments, which are not relevant for some partial system t such that t is composed only of the substitutes of tqe successors of the root. In particular, definition 4 accommodates the extreme case of the empty string as program of a partial system.
The B-programs of Section III are instances of abstract , B-programs: they satisfy property B 1; the mapping p represents the set of relevances of a B-program: p(t, f) : == Pr(t); and B2 is the property of nested fragments of Section II. They are special cases of abstract B-programs:
• Definition 4 allows for fragments f and g of a B-program with p(t, f) == -, p(t, g) for all t E T, i.e., the relevance of/may be the "negation" of that of g: Pf == -'Pg.
• This can express the fact that the complete system provides capabilities, which cannot coexist in a running system (cf. "restrictive characteristics" [7] ).
• The root of an abstract B-program can have as successors elements of F as well as Q.
• The set Q of definition 4 may contain elements representing identical strings or strings with common substrings such that a substring of the complete program may appear as element of more than one fragment, i.e., for the implementation of a B-program code may be duplicated.
Example: Fig. 6 shows the ordered tree (F + Q, S) of the abstract B-program based on the fragmentation of Fig.  3 : rectangles represent the elements of F, circles stand for the elements of Q; the name of a leaf representing the substring qi is the index i, the name of a nonleaf vertex is the name of the corresponding fragment; the left-to-right ordering of the successors of a vertex f in Fig. 6 depicts the order es defined on the successor set SUCC(f).5 Generation of a partial system consists of the "evaluation" of a subset of the vertices of the B-program, where evaluation of a vertex x for t E T, denoted pet, x), is defined as follows:
B. Program Generation
. _ [detennine p(t,x) :
• Let BP == (P, S, a, p) be a B-program, P == F + Q, r the root of (P, S), and t E T.
The subtree (P t , s., of (P, S) with
is called the subtree of BP relevant for t.
• SUCCt(x) denotes the set of successors of vertex x with respect to (P t, St):
Example: Fig. 7 depicts the subtree relevant for t_ins. The following statements are an immediate consequence of property B2:
SUCCt(x) == 0).
• x is a leaf of (P t, St) => (x E Pt F and pet, x) == 0) or
Theorem 1: For the generation of a partial system t algorithm GPS evaluates exactly the vertices of the relevant subtree (P t, St) . To this end (P t, St) is traversed in preorder.
Proof: The first part of this theorem follows immediately from the remarks to definition 5 and algorithm GPS. (P t , St) is traversed in preorder [3] , [9] : root r is evaluated at first; immediately after evaluation of a nonleaf vertex x of (PI' St) the successors of x are evaluated in the order~defined on SUCC(x). Remark: The order~defined on the successor sets" is embodied in < BP in the following sense:
It follows immediately from theorem 1 that for each t E T the string GPS(t, BP) is the concatenation of
• the leaves q E Q of (P t , St).
• the substitutes of the vertices f E F that are leaves of
Furthermore, with x), X2' X3 E E (remember NIL E E!):
• qh q2 E Q*P t , qt <sp q2 => GPS(t, BP) == xtll qt, II x 21 1q211 x 3 .
•
i.e., the order in which the substrings of the complete 
R1: IP'I < IPI·
R2: GPS(t, BP) == GPS(t, BP') holds for each t E T.
with P' == F' + Q'
With m == ISUCC(g)1 and n == ISUCC(f)\:
is derived from BP as follows ( Fig. 9) : Transformation 2: Let BP == (P, S, (J, p) be a B-pro-
S':==S-{(x,Y)I(X,Y)ES, x==f
For each t E T:
C. Reduced B-Programs
It has been noted that constructing fragmentations according to the scheme of Section III can lead to superfluous fragments. In terms of abstract B-programs: an abstract B-program with a smaller number of vertices can be employed for the generation of the same set of partial systems. We present three operations on B-programs for transforming a given B-program BP into a reduced B-program BP'. These' 'transformations' explicitly refer to the order :5 defined on the successor sets of BP and BP' in terms of the index mappings v and v' of BP and BP', respectively. Also, SUCC(f) and PRED(f) denote the successors and predecessors of a vertex f with respect to the ordered tree of B-program BP, and not that of BP'.
T1.2:
is derived from BP as follows (Fig. 8 ): 
For each t E T:
Transformation 3: Let BP = (P, S, a, p) be a B-pro- gram, P = F + Q, and j e F and u, v E Q with
lICf):
is derived from BP as follows:
vex):
Explanation: In analogy to transformation 2, two neighboring leaves with a common predecessor are merged into a single new leaf vertex, the only predecessor of which is the predecessor of the leaves being merged. Since the other vertices and edges remain unchanged (up to renaming), (P', S') is a tree again.
The successors off' in (P', S') are ordered as follows:
Remark: From the definitions of v', it follows immediately that these transformations are order-preserving in the following sense:
Ph P2 E P*P', PI < BP P2~PI < BP' P2· Theorem 2: Let BP' = (P', S', a', p') be the result of applying one of the three transformations to B-program BP = (P, S, a, p) . Then: 1) BP' is a B-program, and 2) BP' is a reduced B-program with respect to BP. Proof: 1) As has been pointed out with each transformation, (P', S') is an ordered tree, i.e., Bl holds for BP'. By For each t E T:
/.~~':l..,,- . Notice thatf' is the only predecessor in (P', S') for each of these vertices and that the other vertices and edges remain unchanged (up to renaming). The graph (P', S'), thus, is a tree again. Due to the definition of v' the order of the vertices relative to each other remains unchanged. In particular, the successors of f' and h' in (P', S') are ordered as follows
With the explanation to transformation 1, it is straightforward to see that • the first and last iteration statements of both columns, respectively, are equivalent;
• the second iteration statement of the left column (EVAL(t, f'» is equivalent to
END which in tum is equivalent to EVAL(t, g) of the right column. This concludes the proof of the theorem for transformation 1.
h) Transformation 2: In analogy to a), it must be shown that EVAL(t, h) and EV AL(t, h') are identical. Because of T2.2 and with the explanations concerning the successors of h, it is sufficient to proof that execution of the sequence < EVAL(t, f), EVAL(t, g) > is equivalent to the execution of EVAL(t, f').
, nothing is to be shown.
With the explanations concerning the successors of f' in (P', S') , the equivalence follows in analogy to a) directly from the definition of EVAL.
virtue of the definitions of o' and a' BP' satisfies also properties B2 and B3. Thus, BP' is a B-program.
2) Each transformation replaces two vertices with a single new vertex, i.e., IP'I = IPI -1. The remainder of this proof shows for each transformation that GPS(t, BP) = GPS(t, BP') holds for each t E T (the notation is the one used with the specification of the respective transformation) . a) Transformation 1: Because of theorem 1, it is sufficient to show that the result of EV AL(t, f) (GPS applied to BP) is identical to EVAL(t, f') (GPS applied to BP'), i.e., the strings appended to PROG are identical.
Due to Tl.2 there are two cases to be considered:
, nothing is to be shown here. EV AL(t, f'):
END EVAL(t, f): 
D. Reducing B-programs
Given a B-program, it is natural to try to find a minimal reduced B-program, i.e., a reduced B-program with a minimal number of vertices:
• The smaller the number of fragments of the complete program, the less additions (delimitors, relevances, substitute code) are made to the complete program and the easier it is to read and understand the B-program. This is an important aspect, when maintenance of the program system implies immediate manipulation of the B-program.
• Reducing a B-program is a means to speed up the process of generating partial systems (cf. [26] ).
Reducing B-programs by means of transformations 1-3 is a multistep procedure as the following examples demonstrate: I 1) Fig. lO(a) shows the subtree of an abstract B-program [26] . If fragments D 1 and E 1 have the same relevance as their enclosing fragment 8, i.e., P8 == PDI == PEI' then transformation 1 can be applied twice resulting in two vertices being removed [ Fig. 10(b) ]. Now it is possible to apply transformation 3 twice to eliminate another two vertices via merging leaves of vertex 8', which leads to the subtree of Fig. 10(c) .
2) The fact that in Fig. 3 STRTGY is invoked if and only if FIND is executed implies P3 == P4. Therefore, the B-program of Fig. 6 can be reduced by means of transformationsZ and 3; see Fig. 11 . Provided that only transformations 1-3 are employed, we can show that there is a unique minimal reduced Bprogram and that the order, in which these transformations are applied for its construction, is irrelevant. Proof: The proof is by induction on the number of vertices of B.
Inductive Hypothesis: The statement of the theorem holds for B-programs with n-vertices, n~2.
Basis: n = 2, this case is vacuous.
Inductive
Step: Assume the inductive hypothesis is true for B-programs with up to n vertices.
B is a B-program with n + 1 vertices; let there be m1 pairs of vertices that can be merged with one of the transformations; i.e., the reduction sequences for Bare Therefore, B L k =::: B 2 ,) and k == j hold. This proves the statement of the theorem also for m > 1.
D
As an immediate consequence we have shown the following.
Corollary: Provided that only transformations 1, 2, and 3 are employed for reducing a B-program B, there exists exactly one (up to renaming) minimal reduced B-program BOlin with respect to B. BOlin is obtained by applying these transformations in any order.
Caveat: Transformations 1-3 provide means for removing superfluous fragments, which may be introduced with the method of Section III-A. We are not aware of other operations for B-program reduction that can formally be specified in terms of B-programs only. This, however, is not meant to say that there are no other techniques which could lead to reduced B-programs smaller than the minimal B-program BOlin of the corollary.
In fact, as the example below illustrates, since transformations 2 and 3 merge only vertices that are immediate neighbors, it is possible to arrive at smaller reduced Bprograms, if changing the order of the vertices is allowed. Since the order of the vertices of a B-program determines the order of the substrings of the complete program (see Section IV -B), not every arbitrary reordering of vertices is allowed. Rather, it will be necessary to introduce the notion of "permissible reordering": intuitively, reordering vertices is called to be permissible if and only if the corresponding changes in the order of the substrings leave the complete program semantically unchanged, i.e., program execution must not be affected by rearranging the respective textual components of the complete program. A precise definition of what constitutes a "permissible reordering" seems to be dependent on the programming language the complete program is written in.
Example: Let the order of the program units in [26]) this B-program can further be reduced by means of transformations 2 and 3.
V. CONCLUSIONS
A special instance of reuse of software-construction of program systems out of parts of an existing software system-has been dealt with. The motivation for this work is the fact that for a particular application frequently only a subset of the capabilities provided by a general program system is relevant, such that partial systems are sufficient in many situations. A formal model for the generation of partial systems of a software system has been presented. The notion of the B-program has been introduced. It offers two types of building blocks for the program of a partial system: substrings of the program of the software system and substitutes. They are considered uniformly as strings over some alphabet. Generation of partial systems consists in traversing a tree and concatenating strings associated with the vertices visited.
This model is a generalization of conditional compliation, preprocessing techniques as the' 'compile-time operations" of [22] and various mechanisms employed in "customizing systems" (see, e.g., [7] , [19] ). Also, a Bprogram can be viewed as a "metaprogram" in the sense of [20] and [21] .
The ideas and concepts of this formal model have been tried and put to work in a system for the generation of partial systems of a database management system [13] , [14] . A generation run has four steps: 1) it is checked, whether the partial system to be generated is a correct one, i.e., whether the description passed to the generator (V_DES of Fig. 2 ) satisfies the constraints characterizing the set of partial systems [24] .
2) generation of control programs (cf. Section I, Fig. 2).
Remarks:
• Reordering of vertices of B-program can be viewed as a fourth transformation, which in essence consists only in defining a new index mapping u' , i.e., the ordered trees (P, S) and (P', S') are isomorphic [3] .
• Such a "reordering-transformation" would entail a generalization of definition 6.
Condition R2 could no longer be interpreted as postulating the equality of the program texts GPS(t, BP) and GPS(t, BP'). Rather, it had to denote the equivalence of the "behavior" of these two programs at runtime; given the same input both programs must produce identical results.
• If reordering is allowed as a fourth transformation, then the order, in which these four transformations are applied, becomes essential for the construction of a minimal reduced B-program. This is illustrated in Fig. 13 , where we assume P2 == P3:
-Immediate application of transformation 2 yields a reduced B-program with 11 vertices [ Fig. 13(b) ] that cannot be further reduced.
- 3) the actual source program generation. 4) production of a load module: compilation and linking according to the respective job control program generated in step 2.
This program generator exploits the fact that our model makes no specific assumptions as to the nature of "code": in [14] it is shown that not only step 3, but also the first two steps can be viewed as instances of the problem of generating a partial system; consequently these subtasks, too, are implemented using the selector utility. The program generator, therefore, contains several B-programs: 1) a B-program representing the constraints characterizing the set of partial systems; 2) a B-program representing the set of control programs for the linker and translator utilities each; 3) the B-program representing the set of partial systems of the database management system itself. A general purpose macro processor has been employed for the implementation of algorithm GPS and serves as the selector utility.
We have presented a heuristic method for the systematic construction of a B-program for a given software system. In principle this task cannot be automated (cf. [26] ); rather human interaction is required. Subtasks amenable to computerization have been pointed out.
Future research should be in the area of computer-aided construction of B-programs; tools supporting or even automating the following subtasks should be developed:
• given a set of X-and O-fragments, derivation of a fragmentation for the software system at hand based on an analysis of the syntactical structure as well as data and control flow.
• definition and administration of substitutes.
• determination of fragments with identical relevances (cf. also [24] ).
• B-program reduction, in particular construction of a minimal B-program.
It would be interesting to see to which extent such tools become language-dependent (the task of B-program reduction is independent of programming languages, if only transformations 1-3 are employed!). Also, research is needed to develop ways of ensuring that the partial systerns that can be generated from a given B-program are syntactically and semantically correct. We suspect that with the method of Section III-A for the determination of a fragmentation the syntactic correctness of partial systems is a consequence of the syntactic correctness of the complete program. As to semantic correctness, since partial systems~re composed of parts of an existing software system a "natural" approach would be to try to reuse the efforts and means for the validation and verification [1] of the complete system. Another problem is that of verifying that the partial systems that can be generated are free of superfluous code.
Clearly, .investigations along these lines entail a precise and formal specification of the procedure of determining fragments.
