This paper is concerned with the stability and convergence of fully discrete Galerkin methods for boundary integral equations on bounded piecewise smooth surfaces in R 3 . Our theory covers equations with very general operators, provided the associated weak form is bounded and elliptic on H , for some 2 ?1; 1]. In contrast to other studies on this topic, we do not assume our meshes to be quasiuniform, and therefore the analysis admits locally re ned meshes. To achieve such generality, standard inverse estimates for the quasiuniform case are replaced by appropriate generalised estimates which hold even in the locally re ned case. Since the approximation of singular integrals on or near the diagonal of the Galerkin matrix has been well-analysed previously, this paper deals only with errors in the integration of the nearly singular and smooth Galerkin integrals which comprise the dominant part of the matrix. Our results show how accurate the quadrature rules must be in order that the resulting discrete Galerkin method enjoys the same stability properties and convergence rates as the true Galerkin method. Although this study considers only continuous piecewise linear basis functions on triangles, our approach is not restricted in principle to this case. As an example, the theory is applied here to conventional \triangle-based" quadrature rules which are commonly used in practice. A subsequent paper 14] introduces a new and much more e cient \node-based" approach and analyses it using the results of the present paper.
Introduction
Boundary element methods are popular in numerical engineering and physical sciences for the solution of classical partial di erential equations on geometrically complicated and/or in nite domains. Their advantages are well-documented ( 2] 
, 4], 6], 16] 17]).
From the implementation point of view, the main computational tasks which arise from these methods are, rstly, the sti ness matrix assembly process, which requires the computation of (iterated) integrals with singular, nearly singular and smooth integrands over at or curved surfaces and, secondly, the solution of the resulting algebraic systems, which are usually fully populated and often unstructured.
For the second task, the construction of e cient solvers has been the subject of intense recent activity and iterative methods based on multi-grid/multi-level techniques and related preconditioners have been widely reported. Complementary to these are fast techniques for handling dense matrices using panel clustering 19 On the other hand, work on the assembly of the sti ness matrices has tended to concentrate on the speci c problem of computing singular integrals 36], 29], 20], 3], 11], while less has been done on the nearly singular or smooth (far eld) integrals which form the bulk of the sti ness matrix. Since the process of matrix assembly can dominate the overall solution time in some applications, the generation of e cient methods for the rst task remains an important problem.
This paper is the rst of a series of two which have the overall aim of reducing the complexity of the sti ness matrix assembly process, while still preserving the stability and convergence properties which are known when the integrals in the sti ness matrix are computed without error. (Note that in practice numerical integration is almost always necessary.) The second paper in the series 14] (see also 13], which gave a preliminary discussion) presents a new quadrature scheme which considerably reduces the number of kernel evaluations required for the numerical integration of the sti ness matrix. (As we shall see later, the number of kernel evaluations is a reasonable measure of the complexity of the matrix assembly algorithm.)
The present paper provides a general theory of quadrature approximation in boundary element methods which (a) extends existing analysis to non-quasiuniform meshes; (b) covers, as a special case, conventional quadrature approaches which are commonly used and (c) provides a convenient framework for the analysis of the new quadrature method to be presented in 14] .
The inclusion of non-quasiuniform meshes is especially important and novel here; the class of equations which we can analyse includes those on non-smooth boundaries which normally require locally re ned meshes for good resolution of the solution. In this context it does not make sense to require the meshes to be quasiuniform. However there are technical problems with removing the quasiuniformity, since this property is normally required for the standard inverse estimates often used in the analysis (e.g., 1], 31], 37]). One of the key contributions of this paper is the proof of new estimates, valid for non-quasiuniform meshes, which play the rôle of inverse estimates in the stability and convergence theory.
At the end of this section we shall give an overview of the contents of this paper. Before that, we explain and motivate the type of boundary element method which we include in our study.
The rst question which usually arises in the application of boundary elements is the choice of discretisation method. Galerkin (\weighted residual") methods have a strong theory based on variational arguments, but they require double integration (one from the integral operator itself and one from the inner product arising in the variational form). Collocation (\point-matching") is cheaper since it requires only one level of integration, but for some problems (e.g., hypersingular equations) its implementation may not be obvious. Moreover, despite considerable work on this topic, the gap between the theory of Galerkin and collocation methods remains huge, especially in 3D. In the present work we consider methods which are based on approximating the Galerkin formulation. Then (in contrast to collocation theory) we can include a very wide class of integral equation reformulations of boundary value problems for second order elliptic partial di erential equations in three dimensional domains with piecewise smooth boundaries which may contain corners or edges. The key starting point to our analysis is the fact that singular Galerkin integrals (i.e., those which involve integration across a singularity) can be computed to arbitrary accuracy, and using relatively few kernel evaluations by transformation techniques (see, e.g., 29], 20]). So our quadrature analysis need only cover the nearly-singular and non-singular integrals which comprise most of the Galerkin matrix entries. This means that the stability question (usually a sticking point for collocation theory) can be settled by perturbation arguments applied to the standard Galerkin theory and thus we are able to obtain very general results. Interestingly, the new quadrature approach introduced in the subsequent paper 14] ts into this approximate Galerkin framework but its computational complexity is comparable to that of the collocation method.
The second question which arises is the choice of the nite element space. Here we restrict the discussion to the standard continuous piecewise linear functions on triangular surface meshes. This is not a fundamental restriction but, since considerable generality is obtained in this work with respect to integral equations, surfaces and meshes, we feel that to aim for further generality would impede the clarity of the presentation and reduce the utility of the paper.
To give the avour of the type of result which we shall prove, suppose the rst-kind integral equation with the single-layer potential kernel arising from Laplace's equation is solved on a smooth closed bounded surface by the Galerkin method with continuous piecewise-linear basis functions. Then the Galerkin method is stable and converges with order O(h 5=2 ) (where h is the mesh diameter) in the energy norm H ?1=2 . Our results show that, provided Nh 2 is bounded above as h ! 0 (where N is the number of nodes in the mesh) then, in order to preserve the stability and this convergence rate, we should compute the entries of the Galerkin matrix using quadrature rules which have degree of precision 2 in the far eld (i.e., when the supports of the corresponding basis functions are well-separated) and the degree of precision should increase only logarithmically in h when the supports of the basis functions are closer together. On the other hand, for the double layer potential and for the hypersingular equation on such a surface, only degree of precision 1 is required in the far eld to preserve the stability and convergence properties of the Galerkin method in the energy norm. As we shall see below, the results mentioned here are only a sample and we can in fact analyse a much wider class of equations than Laplace's equation and also problems on non-smooth boundaries approximated using locally re ned meshes, even those for which Nh 2 is unbounded above.
The layout of this paper is as follows. In x2 we state in detail the assumptions which we shall make on the surfaces, integral equations and meshes and give some elementary deductions from these assumptions. In x3 we obtain the generalisation of standard inverse estimates to non-quasiuniform meshes and then in x4 we give our stability and consistency theory for approximate Galerkin methods. Numerical experiments are postponed to the end of 14], where we compare the performance of standard quadrature and our new quadrature method on some three-dimensional model problems.
Assumptions and elementary results
We shall consider integral equations of the form 35] ). For simplicity we avoid using a special notation for the integral in this case. Equation (2.2) will be solved by writing it in its weak form and applying a discrete Galerkin method with continuous piecewise linear basis functions. In the following four subsections we will describe the assumptions which we shall make on ?, k, the weak form of (2.2) and the meshes which will be used in the discretisation.
The surface ?
We assume that ? consists of a nite number of smooth surface pieces joined together at non-cuspoid corners and edges. (e x) C 2 < 1:
With this description of ? we can now make precise our assumptions on k.
Properties of the kernel function
Throughout the paper j j denotes the Euclidean norm in R 3 .
We will make the following assumptions on the kernel k of (2.1). If : ? ! S 2 := fx 2 R 3 : jxj = 1g is any vector eld, its is easily shown that with S as in (2.10), the derivative of S(x ? y) in the direction (y) has the form . For simplicity, we restrict here to the situation (2.14) but emphasize that the proposed approach can directly be applied to this more general situation.
Meshes on ?
We assume that? is triangulated by a family of conforming triangular meshes e The quantity h which parametrises the mesh sequencesT h and T h is h = maxfh : 2 T h g: Various quantities like N; N( ) and N depend on h, but we suppress this dependence in the notation.
For any triangle 2T h or T h we let j j denote its area. We assume that the meshes T h are shape regular in the sense that there exists a constant C 4 (2.20) In additon, we shall let T h ( p ) (respectivelyT h (~ p )) denote the set of triangles of T h (respectivelyT h ) which are in supp p (respectively supp~ p ).
Quadrature rules
The key ingredient of the discrete Galerkin method which we shall discuss in Section 4 is the introduction of a class of quadrature rules for integrals of the form \Standard" methods for (2.22) would now simply split it into a sum of integrals over the triangles inT h (~ p ) and apply a triangle-based rule of appropriately high order to each. This approach -while being adequate -may not be best possible, since it ignores the fact thatF is in fact smooth over the union of several~ 2T h (~ p ). In factF is smooth over all of supp~ p unlessx p lies on the boundary of one of the faces? l . To exploit this fact (and this is crucial to our new approach in 14]), let us consider then a more general approach than the usual triangle-based method for (2.22 Then, since we have assumed that F 2 C 1 pw (?), it follows thatF is smooth in each of the terms on the right-hand side of (2.23). Our approach exploits this by considering quadrature rules for each of these terms which are exact whenF is restricted to?`is a polynomial of a speci ed degree. This includes -as a special case -the triangle-based approach described above, but is more general. In particular it allows for the possibility that~ p can be treated as a weight function in each of the terms in (2.23), which is the starting point for the new quadrature approach which we shall introduce in 14].
Let us now give more detail of our approach to computing (2.23 Since the parameters and in (2.26) and (2.27) in some sense characterise the generalised nature of the quadratures being considered here, we explicitly carry them through the analysis in this paper (see also Notation 2.6 below). 
To complete this subsection, recall that the quantity we actually want to compute is (2.21 
Elementary estimates
Here we gather some elementary results which follow from the assumptions in xx2.1{ 2.5. First we introduce a notational convention which will be used throughout the paper. Notation 2.6 We will often be concerned with estimates on various quantities which depend on the meshes T h through parameters such as 2 T h ; p 2 N; h or h p and on the constants and arising in the quadrature estimates (2.26), (2.27) 46) is not equivalent to quasiuniformity, since even if (2.46) holds the meshes can become more re ned in some regions than in others (see also the discussion at the end of x4). In more extreme cases N may be asymptotically greater than O (h ?2 ) . Our estimates cater for all these eventualities by carrying N and h as separate parameters which are constrained to satisfy (2.45) but not necessarily (2.46). Our estimates can be reduced to estimates involving h only in the special case when (2.46) holds.
In the remainder of this subsection we obtain the following estimates for the rules (2.24), (2.32) and (2.33). Before doing so we we need to introduce the following notation. For each p 2 N, and`2 f1;:::Lg, let B p;`d enote the smallest starlike region containing the sets (supp~ p ) \?`and fe x j , j 2 J p;`g . For any n 2 N and any functionF :? ! R , set jFj n;1;B p;`= max j j n sup
where is a multiindex of order j j and D is the corresponding di erential operator with respect to local coordinates on?`. Since h p > 0 for all p 2 N, it follows that h > 0 on ? and thus h t H 1 is uniquely de ned for all t 2 R. For the rest of this section, the range of t will be restricted to a compact set in R. Note that I and h t both depend on h, but this is suppressed in the notation. In this context, the symbols ., &, and = are understood as in For the proof of (3.2), rst observe that, for any p 2 N( ), (de ned in (2.18) Now, noting that r(h t IV ) = (rh t )(IV ) + (h t )(rIV ) ;
we can use the triangle inequality and (3.9), (3.3) and then (3.1) and (3.8) : (3.10) Our second result compares the value of this weighted`2 norm for any V 2 R N with the L 2 and H 1 norms of h t IV for various t. Lemma 3.2 For all t in a compact set R and V 2R N , h t IV L 2 = kVk`2 ;t ; (3.11) and kVk`2 ;t . h t IV H 1 . kVk`2 ;t?1 : (3.12) Proof. First we prove (3.11). Note rst that
and by (2.39), (2.40) both these sums are equivalent to kVk 2 2 ;t . So (3.11) follows by summing both sides in (3.1) over 2 T h . Similarly, summation of (3.2) yields the right-hand inequality in (3.12). Since L 2 is embedded in H 1 , the left-hand inequality in (3.12) follows directly from (3.11).
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Lemma 3.3 For all t in a compact set R, s 2 0; 1], and V 2 R N , kVk`2 ;t . h t IV H s . kVk`2 ;t?s : (3.13) Note that equivalence ( = instead of .) holds only for s = 0.
Proof. By (3.11) step uses (3.11) ). Also, from (3.12), h t+2s IV H s . kVk`2 ;(t+2s)?s = kVk`2 ;t+s (3.17) Combining (3.16), (3.17) with (3.15) yields the left-hand inequality, at least for V 6 = 0. But this is trivially true when V = 0, completing the proof.
2 By putting t = 0 in Lemmata 3.3 and 3.4 we obtain the main result of this section: k(x; y) q (y) p (x)dydx ; (4.3) where, from now on, ( ; ) denotes the L 2 inner product on ?. Then (4.2) can be written as the system of linear equations: X q2N ( M p;q + K p;q ) U q = F p ; p 2 N ; (4.4) where (assuming f 2 L 2 ) F p = (f; p ) ? = (f; p ).
The assembly of the equations (4.4) requires computation of M, K and the load vector F, with the most time-consuming part being the computation of K. The computation of the sparse matrix M is relatively straightforward, so we shall restrict attention here to the computation of K, although the method we propose can also be used to compute F.
As described in the introduction, we shall consider only the approximation of K p;q in the nearly singular and nonsingular cases. Case I: p;q h p;q ; (4.5) Case II: p;q < h p;q : (4.6) When p and q satisfy Case I, x remains bounded away from y in the double integral (4.3), and we can expect to be able to approximate (4.3) well by the quadrature rules introduced in x2.5 (although we may expect that a higher degree of precision will be needed when x p is moderately near x q compared to the case when x p and x q are far apart). Case I is much more common than Case II: For example, in the case of a uniform mesh, it is easily seen that, for h su ciently small, there exists (close to 1)
such that there are O (N 2 ) pairs (p; q) satisfying Case I but only O (N) pairs (p; q) satisfying Case II. In this paper we shall discuss only the computation of K p;q in Case I. This restriction to Case I can be made without loss of generality since in Case II the quadrature can be performed via a triangle-based approach analogous to that in Example 2. In Theorem 4.4 we shall obtain bounds on the quantity appearing in (4.10), allowing us to deduce in Theorem 4.6 (and using (4.11)) conditions under which the solution of the discrete Galerkin system (4.8) has the same rate of convergence as the solution of the true system (4.1). As a prerequisite we rst prove Lemma 4.3 below, which gives an estimate for the error in individual entries of K. 2 ( h p;q ) dp;q+1 ?(dp;q+1+ )
where C 7 = B dp;q+1 C 5 C ?1 1 C dp;q+1 6
(1 + C 1 =C 2 ), and where is the stability constant appearing in assumption (2.26) , is the parameter in (2.27) and and B m are as in Employing the properties of k given in (2.8), together with the stability estimate in Corollary 2.9, and the fact that 1, we obtain the result. and since log h p;q < 0, a short calculation shows that h dp;q? p;q dp;q+1+ p;q : (4.18)
Now we are ready to estimate a(V; W) ?ã(V;W fh 2 q jV q jg h dp;q+1 p;q ?(dp;q+1+ ) p;q fh 2 p jW p jg; (4.19) where the bound (4.15) is obtained from (4.17). To estimate (4.19), we note that (4.18) implies that h dp;q+1 p;q ?(dp;q+1+ ) p;q In practice, for each particular problem, the parameter should be chosen in order to ensure that the error in the second term inside the braces in (4.29) balances the rst. The size of the rst term in the braces will be determined by various factors such as (a) the smoothness of ?, (b) the smoothness of u, and (c) the ability of the mesh T h to accommodate any lack of smoothness of u. Here we shall restrict ourselves to giving three applications of Corollary 4.6 under the assumptions that u is su ciently smooth and the mesh sequence satis es (2.46). Note that quasiuniformity is su cient but not necessary for (2.46). Indeed it is easy to construct, by a priori formulae, meshes which satisfy (2.46) but which are highly non-quasiuniform -see, So we can take = 1=2 and d p;q = 1 for far eld pairs.
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