The problem of finding the trajectory for an aerospace vehicle moving between two fixed points is investigated using Calculus of Variations (CV), which can provide necessary and sufficient conditions for trajectories that optimize a cost index. Within the framework of a systematic study aimed at tackling analytically the trajectory generation problem, this paper presents applications of the CV to find trajectories that optimize kinetic energy, energy consumption, and fuel consumption considering several environmental conditions. 
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I. Introduction
alculus of variations is the branch of mathematics concerned with finding extrema of functionals. Although the first systematic studies in this field are dated back to the eighteenth century, a new interest raised in the last forty years leading to great advances in the area of optimization 1, 2 . The problem of finding the optimal trajectory for a spacecraft or aircraft moving between two given fixed positions can be tackled by the theory of the Simplest Problem of Calculus of Variations (SPCV), also known as the Fixed End Problem. With the advent of the computer era several approaches to this problem, which involve selecting arbitrary parameterizations for the trajectories and searching for purely numerical solutions, have been attempted 2 . The main disadvantage of these techniques is that the selected parameterizations often have no relevance to the performance index of interest. Calculus of Variations
II. Historic and Scientific Context
It is commonly assumed that the roots of the calculus of variations date back to 1638 when G. Galilei addressed the problem of finding the trajectory that minimizes the time of descent of a point mass moving between two given points placed at different height under the effect of the gravitational acceleration (brachistochrone problem 5 ). The first systematic solution to this problem was found by Johann and Jakob Bernoulli.
The general approach to this class of problems aimed at minimizing a cost index was established by Euler and Lagrange in the second half of the 18 th century and it still constitutes the basis for most of the contemporary optimization problems. Further contributions were then brought by Legendre (1786), Jacobi (1838), Weierstrass (1927) and Caratheodory (1935) , which were crucial in assessing the theory of the SPCV and constituted the cornerstones for the general problem of calculus of variations formulated by Bolza 3, 4 and its solution in presence of constraints known as Pontryagin's minimal principle 5 (1960s) . Among the most recent and relevant contributions in finding necessary and sufficient conditions to the constrained problem of calculus of variations it is worth to mention the works of Zeidan 6 (1994) and the one of Loewen and Rockafellar 7 (1996) .
III. Mathematical Background
Among the piecewise smooth functions ‡ (PWS)
where x 1 and x 2 are given. The function   x  will be further referred to as the state vector. We define the cost index § 
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A value t c is said to be conjugate to t 1 , if t 1 < t c < t 2 and if there is a nonzero solution As before, the Jacobi Necessary Condition states that there cannot be a value t c conjugate to t 1 such that t c <t 2 . Again, the Strengthen JNC imposes that there cannot be a value t c conjugate to t 1 such that
The sufficient conditions (S1-S3) previously presented remain unaltered 11 . Further advances in Calculus of Variations lead to more general necessary conditions provided by Pontryagin's minimal principle. As such, these conditions are not enough to establish whether a trajectory is truly a minimizer for American Institute of Aeronautics and Astronautics the assigned cost index but they are useful to determine a set of candidate minima; just in some particular cases these conditions become sufficient as well.
Next we describe one version of Pontryagin's minimal principle 3, [12] [13] [14] 
subject to (17) .
It is worth to stress that, in this version of Pontryagin's principle, the integrand of (18) does not contain the independent variable t explicitly and the cost index is assumed to depend on   u  only. Moreover,
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or equivalently as
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IV. Applications -Cost Indices Optimization
In this section we shall illustrate applications of the previous theory. Specifically, we shall examine the optimal trajectory for the kinetic energy, consumed energy, and fuel consumption of an aerospace vehicle schematized as a point of constant mass. Several environmental conditions will be considered: constant gravity (the vehicle moves in a constant gravitational vector field), constant gravity with aerodynamic forces (the constant gravity model is improved considering also aerodynamic forces acting on the vehicle), radial gravity (the vehicle moves in the gravitational field generated by a central massive point mass under Keplerian assumptions ‡ ‡, 16 ) and radial gravity with aerodynamic forces (the radial gravity environment is improved considering aerodynamic forces). A measure of the kinetic energy can be defined as 15 : ‡ ‡ A central massive body is assumed to be reduced to a point mass and to generate a gravitational field. The mass of the vehicle moving in this field is assumed to be negligible with respect to the mass of the central body. American Institute of Aeronautics and Astronautics
A. Optimization of the Kinetic Energy
We want to find the trajectory that minimizes (24) for given initial and final positions   1 1 r t r
T T f t x t x t v t v t x t x t
where I is the identity matrix. Therefore, if a solution is found, it is regular. From E1 we have
which leads to
where k 1 and k 2 are real constant vectors determined using the given initial and final positions. All the integration constants are reported in the Appendix. The strengthen LNC condition has already been proved in (25). In conclusion, Jacobi's equation (12) becomes
Therefore we have that It is easy to see now that the S1 condition is verified. Thus we have proved that   * x  in (27) provides a weak local minimum for (24). Moreover, S2 condition also holds: the integrand of (24) is regular while the E1 and the strengthen JNC hold. Hence (27) provides a strong local minimum for (24). Lastly, because the integrand in (24) is convex, according to S3, the unique optimal solution found in (27) is a global minimum for the index considered 3 . Note that all of the above apply regardless of the environment considered. However the propulsion system must deliver different forces to ensure that the total acceleration is zero, as required for the globally optimal trajectory. Since for aerospace vehicles the dominant effects are the gravitational and aerodynamic ones and the superposition principle holds, we can write For aircraft a simple model for the aerodynamic force,   a F  , can be obtained as 
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For satellites moving in a radial gravitational field an inverse distance square gravitational field is appropriate. If we fix the origin of the inertial reference frame at the center of the massive body generating the gravitational field, 
where  is the gravitational constant.
Satellites, especially those in Low Earth Orbit 18 (LEO), are subject to external forces due to the impingement of molecules of air on their surfaces. Commonly this effect is known as aerodynamic drag and is modeled as in (31) with C L/S =0 17 . In this case
B. Consumed Energy Optimization

First formulation
Another common performance index is the consumed energy that can be expressed as
We want to minimize (36) for given initial and final positions,   v t v 
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which easily leads to   
where the constants k 5 , k 6 , k 7 and k 8 are determined imposing the boundary conditions. The strengthen Legendre Necessary Condition holds because
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, and therefore
From the analogy between (41) and the integrand of (36) it follows that any secondary extremal   c   must be a cubic polynomial in t.
Imposing as boundary conditions that   , t t . In addition, it has been proven in (40) that the integrand of (36) is regular and therefore from S2, if the JNC is verified, (39) provides a strong local minimum for (36) on   1 2 , t t .
In conclusion, if S1 is verified, because of the convexity of the integrand of (36), according to S3 (39) also provides a global minimum for the consumed energy cost index.
Clearly, the control acceleration that must be delivered by the propulsion system for various environmental conditions can be computed as discussed for kinetic energy optimization (see (30) -(35)).
Second formulation
One can remark that defining the consumed energy as a function of the total acceleration incorporates effects which are not related to the propulsion system such as gravity and aerodynamic forces. Thus, for a different formulation of the consumed energy optimal control problem we introduce another index     
