Abstract Several recent studies have shown that the upper part of words is more important than the lower part in visual word recognition. Here, we examine whether or not this advantage arises at the lexical or at the letter (letter feature) level. To examine this issue, we conducted two lexical decision experiments in which words/pseudowords were preceded by a very brief (50-ms) presentation of their upper or lower parts (e.g.,
The front end of any computational model of visual word recognition has to specify in detail not only the word level, but also the letter and letter feature levels. For the sake of parsimony, current implementations of these models assume that each letter feature is equally important in activating letter representations-usually employing the simplified uppercase font designed by Rumelhart and Siple (1974; see, e.g., Coltheart, Rastle, Perry, Ziegler, & Langdon, 2001; Davis, 2010; Grainger & Jacobs, 1996; McClelland & Rumelhart, 1981) . Here, we study the validity of this assumption by examining the role of the upper/lower parts of words and pseudowords.
In his influential book The Psychology and Pedagogy of Reading, Huey (1908 Huey ( /1968 claimed that "the upper part of a letter or word is obviously more important for perception than is the lower half" (p. 65). As an illustration, Huey presented a text in which only the upper part of the words was kept and another text in which only the lower part of the words was kept (see Fig. 11 in Huey, 1908 /1968 . Although no data were reported, it is evident that the text in which only the upper part of words was kept was easier to read than the text in which only the lower part of words was kept. To explain the bias for the upper part of words, Huey argued that "it is due to . . . the words being better differentiated there than below" (p. 65).
1 However, this reasoning does not shed much light on the locus of the effect. The bias for the upper part of words could occur (1) at the letter level (e.g., there could be more critical information at the top of the letters), (2) at the lexical level, based on individual letters (e.g., in terms of an interaction of letter representations and lexical representations), or (3) at the lexical level on the basis of whole-word representations that are used by the lexical system-not based on individual letters (i.e., the word shape hypothesis). To our knowledge, only two (recent) studies have examined this issue in visual word recognition Perea, Comesaña, Soares, & Moret-Tatay, 2012) . Blais et al. employed an image classification technique, the bubbles technique, with lowercase words.
2 Blais et al. found that "the upper portion of the letters contains more significant voxels than the lower portion. . . . 94 % of the significant pixels falling on letter extensions were located on the ascenders, further supporting the bias for the upper part of words" (p. 6). Likewise, Perea et al. (2012, Experiment 2) found that masked repetition priming effects were greater when the primes (in lowercase) preserved their upper part than when the primes preserved their lower part (e.g., greater than ; the repetition priming effects were 43 and 24 ms, respectively). Furthermore, the magnitude of masked repetition priming for the primes that preserved their upper part was close (only 5 ms slower) to that of intact primes ( ). Perea et al. (2012) also examined whether this advantage occurred with uppercase words. Again, they found greater effects when uppercase primes preserved their upper part than when uppercase primes preserve their lower part (e.g., greater than ; the repetition priming effects were 36 and 15 ms, respectively); nonetheless, the size of the repetition priming effect was smaller than with lowercase primes. Taken together, the findings from Blais et al. and Perea et al. (2012) , using different languages and tasks, reveal that there is an advantage for the upper part of the words during visual word recognition.
The critical question under study in the present article is whether the advantage for the upper part of words occurs at the letter (letter feature) level or whether its locus is at a higher processing level-the lexical level, in particular. The rationale of the present series of experiments is the following: If the advantage for the upper part of words has its locus at the letter (or letter feature) level (e.g., on the basis of the peculiarities of the Roman alphabet), one would expect this advantage to appear not only for the upper part of words, but also for the upper part of letters or the upper part of pseudowords. However, using the bubbles technique (i.e., the same technique employed by Blais et al., 2009 ), Fiset et al. (2008 failed to find any bias for the upper part of lowercase or uppercase letters. Similarly, Fiset et al. (2008) showed that even across time, there is no bias for the upper part of single letters. Blais et al. concluded that "intriguingly, this bias for the upper portion of the letters appears to be restricted to the case where letters are presented within the context of words" and "letter representations may be slightly different for isolated letters and for letters in words" (p. 6). To further explore this issue, in the present article, we examine whether the advantage for the upper part of words can also be obtained with (orthographically legal) pseudowords (i.e., letter strings rather than isolated letters). If the advantage for the upper part of letter strings occurs for both words and pseudowords, this would support the view that the "bias for the upper part of words" occurs at an early letter (or letter feature) level. This outcome would imply that models of visual word recognition should be modified to assign more weight to the upper part of letters. Alternatively, if the advantage for the upper part of letter strings occurs for words but not for pseudowords, the effect would not occur at a letter (or letter feature) level but, rather, at the lexical level. At the theoretical level, this outcome would suggest that both the lower and the upper portions of letters are equally important in activating letter representations, as predicted by the front end of current models of visual word recognition (or the data with isolated letters from Fiset et al., 2008) . We should note here that the experiments of Blais et al. and Perea et al. (2012) were not designed to examine the effects with pseudowords. First, Blais et al. did not employ pseudowords in their experiment. Second, Perea et al. (2012) did use pseudowords in their masked priming experiments but failed to obtain any priming effects with pseudowords. Nonetheless, masked repetition priming effects for pseudowords tend to be small and inconsistent (see Forster, 1998; Perea, Gomez, & Fraga, 2010) . Note that the presence of masked priming effects for words, but not for pseudowords, is the basic reason why masked priming effects are assumed to be lexical (see Forster, 1998; Forster & Davis, 1984) .
To study whether the advantage for the upper part of words has a lexical or a letter (letter feature) origin, we employed the lexical decision task (i.e., "does the letter string form a word or not?") combined with a delayedsegment technique. The delayed-segment technique is parallel in nature to the delayed-letter technique employed by Pollatsek (2001, 2002) and Carreiras, Gillon-Dowens, Vergara, and Perea (2009) . The only difference is that instead of delaying the presentation of one or two letters for a brief period, we delay either the upper or the lower part of the letter string. More specifically, in the delayed-segment technique, the stimulus is preceded by a brief (50-ms) presentation of its lower or upper part, as illustrated in Fig. 1 . As in the delayed-letter technique, we also include a baseline, nondelay condition in which the letter string is preceded by itself. Importantly, unlike masked 2 This technique employs Gaussian blobs (i.e., bubbles) as windows to partially allow the participant to see a target stimulus that is mostly masked by a gray mask. The locations of the bubbles are randomly selected on a trial-by-trial basis; they also vary within a trial such that the stimulus's parts available to the participants vary through time (see Fig. 1 in Blais et al., 2009). priming lexical decision experiments, the effects obtained with a delayed-letter technique occur for both words and pseudowords (see Carreiras et al., 2009 ). Thus, the letter/ segment technique may be more sensitive than masked priming for capturing the effects with pseudowords in a lexical decision experiment.
Overview of the experiments
We conducted two lexical decision experiments with a delayed-segment technique. The main goal was to examine the nature of the advantage for the upper part of words in visual word recognition. If the advantage for the upper part of letters occurs with words, but not with pseudowords, this would strongly suggest that this advantage is not due to the letter (letter feature) level but, instead, occurs later in processing. We also examined whether the effect of delay would be modulated by word frequency. Perea et al. (2012) found a comparable priming advantage for the upper part of words for high-and low-frequency words in a masked priming technique. If one uses the additive-factor logic method (Sternberg, 1998) , the additivity between priming and frequency suggests that the bias for the upper part of words may occur quite early in processing. We believe that it is important to examine whether this pattern of additivity also occurs when the delayed-segment technique is used.
Experiment 1
In Experiment 1, we added an extra manipulation. In their masked priming experiments, Perea et al. (2012) found an advantage for the upper part of words not only for lowercase words, but also for uppercase words. Importantly, the effects were greater for lowercase words than for uppercase words. In order to shed more light on the nature of the advantage for the upper part of words, and also evaluate the potential similarities/differences between the masked priming and the delayed-segment techniques, we believe that it is important to examine whether the same pattern holds with the delayed-segment technique.
Method
Participants Twenty-four psychology undergraduates at the University of Minho (Portugal) participated in the experiment in exchange for course credit (mean age 0 21 years, SD 0 4.2). All of them were native speakers of European Portuguese and had normal or corrected-to-normal vision.
Materials We selected a set of 240 words from the European Portuguese database (Soares et al., 2010) . Half of the words were of high frequency (M 0 129.8 occurrences per million, range 0 51.8-249; mean number of letters 0 5.8, range 0 5-8; mean number of orthographic neighbors 0 1.7, range 0 0-9), and the other half were of low frequency (M 0 3.1 occurrences per million, range 0 0.18-13; mean number of letters 0 5.8, range 0 5-8; mean number of orthographic neighbors 0 2.0, range 0 0-8). In order to avoid orthographic marks, none of the words had diacritics (i.e., words like língua [language]). For each word in lowercase/uppercase, we created three potential segments: (1) The word was preceded by itself for 50 ms (baseline nondelay condition; e.g., ); (2) the word was preceded by itself for 50 ms, except that the lower part of the word was missing (delay-lower condition;
); and (3) the word was preceded by itself for 50 ms, except that the upper part of the word was missing (delay-upper condition;
). The criterion for deciding the upper versus lower part of the letter strings was defined in terms of y-coordinates and, more specifically, on the basis of the horizontal line of the lowercase letter "e" in 18-point Courier New font (i.e., the upper/lower portion of each word was defined as just above/below this line). We also created a set of 240 pseudowords of five to eight letters (M 0 5.8) for the purposes of the lexical decision task. These pseudowords were A given word/pseudoword is briefly (50 ms) preceded by itself, its upper part, or its lower part Procedure Participants were tested individually in a soundproof booth. DMDX software was employed to present the stimuli and collect the responses (Forster & Forster, 2003) . On each trial, a fixation point ("+") appeared at the center of the screen for 500 ms. This fixation point was followed by a word or a pseudoword that remained on the screen until the participant's response or until 2,500 ms had elapsed. On one third of the trials, the lower part of the stimuli was delayed for 50 ms (delay-lower condition; e.g., ); on another one third of the trials, the upper part of the stimuli was delayed for 50 ms (delay-upper condition; e.g., ); and on the other third of trials, the entire stimulus was preceded by itself for 50 ms (baseline condition;
) (see Fig. 1 ). Response times were measured from the onset of the target stimulus. Participants were told that they would see a string of letters on the screen, and they were asked to press the "yes" button if they thought the letter string was a real Portuguese word and press the "no" button if they thought the letter string was not a word. Participants were instructed to make this decision as quickly and as accurately as possible. Each participant received a different, randomized order of trials. Before the experimental phase, there were 20 practice trials with the same manipulation as that on the experimental trials. The experimental session lasted for around 15-20 min.
Results and discussion
Incorrect responses (5.8 % and 7.2 % of word and pseudoword trials, respectively) and lexical decision times less than 250 ms or greater than 1,500 ms (less than 0.6 % and 1.7 % of word and pseudoword trials, respectively) were excluded from the latency analyses. The mean lexical decision times for correct responses and error rates are displayed in Table 1 . For both word and pseudoword trials, the critical comparison is the delay of the lower part versus the delay of the upper part. Nonetheless, for the sake of completeness, we also include the nondelayed conditions in the analyses of variance (ANOVAs). Specifically, for word trials, ANOVAs based on the participant (F 1 ) and item (F 2 ) response latencies and error rates were conducted on the basis of a 2 (word frequency: low, high) × 2 (case: lowercase, uppercase) × 3 (segment delay: no delay, delay-upper, delaylower) × 6 (list: 1, 2, 3, 4, 5, 6) design. The statistical analyses for pseudoword trials were the same as those for word trials, except for the absence of word frequency as a factor. List was included as a factor in all the statistical analyses to partial out the variability caused by the counterbalanced lists (see Pollatsek & Well, 1995) . The main effect of delay was also significant, F 1 (2, 36) 0 33.89, MSE 0 822, p < .001; F 2 (2, 448) 0 28.56, MSE 0 5,344, p < .001, and this effect was greater for lowercase words than for uppercase words, as deduced from the interaction between delay and case, F 1 (2, 36) 0 7.65, MSE 0 591, p < .003; F 2 (2, 448) 0 6.34, MSE 0 5,216, p < .003. More specifically, for lowercase words, we found a significant effect of delay, F 1 (2, 36) 0 9.70, MSE 0 598, p < .001; F 2 (2, 454) 0 4.71, MSE 0 5,075, p < .01. This effect showed that response times to lowercase words were longer when the upper portion of the words was briefly delayed (e.g., ) than when the lower portion was briefly delayed (e.g., ) (a 14-ms difference), F 1 (1, 18) 0 8.66, MSE 0 518, p < .01; F 2 (1, 227) 0 5.16, MSE 0 5,215, p < .025, and when there was no delay (a 22-ms difference), F 1 (1, 18) 0 25.80, MSE 0 440, p < .001; F 2 (1, 227) 0 9.31, MSE 0 4,614, p < .004. In contrast, the advantage for the nondelayed condition over the condition in which the lower portion of the words was briefly delayed was not significant (8 ms), F 1 (1, 18) 0 1.87, MSE 0 836, p 0 .19; F 2 < 1. For uppercase words, we also found a significant effect of delay, F 1 (2, 36) 0 32.63, MSE 0 814, p < .001; F 2 (2, 450) 0 26.58, MSE 0 6,139, p < .001. This reflected the fact that lexical decision times were longer for words in which their upper part was briefly delayed than for the words in which their lower part was briefly delayed (a 15-ms difference), F 1 (1, 18) 0 5.72, MSE 0 930, p < .03; F 2 (1, 225) 0 4.18, MSE 0 6,348, p < .05, and for the words in the nondelay condition (a 46-ms difference), F 1 (1, 18) 0 71.92, MSE 0 709, p < .001; F 2 (1, 227) 0 50.28, MSE 0 5,808, p < .001. In addition, unlike lowercase words, the advantage for the nondelayed condition over the condition in which the lower part was briefly delayed was sizable (31 ms), F 1 (1, 18) 0 29.08, MSE 0 804, p < .001; F 2 (1, 225) 0 23.77, MSE 0 6,413, p < .001. The other interactions did not approach significance.
The ANOVA on the error data reflected only a main effect of word frequency: Participants committed more errors to low-frequency words than to high-frequency words, F 1 (1, 18) 0 66.51, MSE 0 75.2, p < .001; F 2 (1, 228) 0 45.04, MSE 0 555.1, p < .001.
Pseudoword data The ANOVA on the lexical decision times revealed that pseudowords were responded to more rapidly when presented in lowercase than when presented in uppercase, F 1 (1, 18) 0 30.64, MSE 0 1,472, p < .001; F 2 (1, 234) 0 36.76, MSE 0 8,798, p < .001. In addition, the effect of delay was significant, F 1 (2, 36) 0 11.35, MSE 0 633, p < .001; F 2 (2, 468) 0 8.53, MSE 0 7,418, p < .001. This reflected the fact that lexical decision times were shorter in the nondelay condition than when the lower part of the pseudoword was briefly delayed (21 ms), F 1 (1, 18) 0 19.41, MSE 0 562, p < .001; F 2 (1, 234) 0 14.41, MSE 0 7,332, p < .001, or the upper part of the pseudoword was briefly delayed (21 ms), F 1 (1, 18) 0 21.00, MSE 0 508, p < .001; F 2 (1, 234) 0 11.18, MSE 0 7,416, p < .002. Importantly, unlike for the word data, there were no trends (less than 1 ms) toward a difference between the two delayed-segment conditions, both Fs < 1. Finally, there were no signs of an interaction between the two factors, both Fs < 1.
The ANOVA on the error data revealed only a significant interaction between case and delay, F 1 (2, 36) 0 5.02, MSE 0 11.3, p < .015; F 2 (2, 468) 0 4.66, MSE 0 121.3, p < .02. This interaction reflected a nonsignificant trend for an effect of delay for lowercase pseudowords, F 1 (2, 36) 0 2.60, MSE 0 17.2, p 0 .088; F 2 (2, 468) 0 3.02, MSE 0 148.2, p 0 .050, but not for uppercase pseudowords, F 1 (2, 36) 0 1.41, MSE 0 11.1, p 0 .26; F 2 (2, 468) 0 1.17, MSE 0 134.7, p > .30.
The results of the present experiment are clear. First, words are responded to faster when they are briefly preceded by their upper portion than when they are briefly preceded by their lower portion, regardless of word frequency. Second, this advantage occurs for both lowercase and uppercase words, although the size of the effect is greater for lowercase than for uppercase words (see Perea et al., 2012 , for a similar finding with the masked priming technique). Third, we found an overall advantage for lowercase stimuli, which was diminished for high-frequency words, thus replicating the study of Perea and Rosa (2002) . And fourth, and more important, the advantage for the upper part of letter strings does not occur for pseudowords. It is important to stress here that the delayedsegment technique is sensitive to the effects with pseudowords (i.e., the nondelay condition produced shorter response times [on average, 21 ms] than did the other two conditions).
As an anonymous reviewer pointed out, it is important to show that the presented findings cannot be explained as a difference in the amount of information in the upper part of words versus pseudowords. For instance, one could argue that that some letters may be more easily recognized by their upper part, whereas other letters may be more easily recognized by their lower part. Thus, it might be possible, in principle, that the letters that are more easily recognized by their upper part were more frequent in words than in pseudowords. Although the selection of materials was made independently of the manipulation, we believed that it was important to test this possibility. To that end, we computed the number of times each letter appeared in the materials for words and for pseudowords and conducted a test of independence. Results showed that the distribution of the letters across lexical status was approximately similar, as deduced from the value of the test, χ 2 (23) 0 31.0, p > .12; note that if we exclude the infrequent letter "ç" (0.39 % of the letters in the experiment, and with an expected value of 5 in the chi-square test), the p value was greater than .22. In other words, the distribution of the different letters across words and pseudowords is comparable. Thus, the lack of a bias for the upper part of pseudowords cannot be attributed to some uncontrolled differences between the letter distributions of words and pseudowords.
In sum, the present experiment has revealed that the advantage for the upper part of letter strings occurs for words, but not for pseudowords. This offers empirical support for the argument proposed by Blais et al. (2009) regarding the "lexical" nature of the advantage of the upper part of words. But before we examine the implications of this finding, we believe that it is important to replicate it. Experiment 2 was parallel to Experiment 1, except that we employed a new set of stimuli. In addition, given that the effects of delay were greater for lowercase words than for uppercase words, we used only lowercase stimuli.
Experiment 2

Method
Participants Twenty-four participants from the same population as that in Experiment 1 took part in the experiment (M 0 20.1 years, SD 0 1.5). None of them had participated in Experiment 1.
Materials We selected the 240 words and 240 pseudowords of five-to-seven letters employed by Perea et al. (2012) . Half of these words were of high frequency (M 0 119 per million), and the other half were of low frequency (M 0 11.6 per million) (see Perea et al., 2012 , for further details and the list of stimuli). The manipulation was the same as in Experiment 1, except that all the stimuli were presented in lowercase. We created three lists of counterbalanced materials.
Procedure The procedure was the same as that in Experiment 1.
Results and discussion
Incorrect responses (4.0 % and 6.1 % of word and pseudoword trials, respectively) and lexical decision times less than 250 ms or greater than 1,500 ms (less than 0.9 % and 3.5 % of word and pseudoword trials, respectively) were excluded from the response time analyses. The mean lexical decision times for correct responses and error rates are presented in Table 2 . The statistical analyses were parallel to those in Experiment 1, except for the absence of case as a factor.
Word data The ANOVA on the response times showed that, on average, response times to high-frequency words were 39 ms shorter than the response times to low-frequency words, F 1 (1, 21) 0 105.4, MSE 0 523, p < .001; F 2 (1, 234) 0 56.67, MSE 0 6,303, p < .001. The main effect of delay was also significant, F 1 (2, 42) 0 35.18, MSE 0 588, p < .001; F 2 (2, 468) 0 60.12, MSE 0 2,000, p < .001. As in Experiment 1, this reflected the fact that response times to words were longer when the upper part of the letters was briefly delayed than when the lower part of the letters was briefly delayed (a 29-ms difference), F 1 (1, 21) 0 29.29, MSE 0 629, p < .001; F 2 (1, 234) 0 58.86, MSE 0 1,894, p < .001. In addition, we found an advantage for the nondelay condition over the condition in which the upper part of the letters was briefly delayed (a 43-ms difference), F 1 (1, 21) 0 100.67, MSE 0 395, p < .001; F 2 (1, 234) 0 102.13, MSE 0 2,274, p < .001, and the condition in which the lower part of the letters was delayed (13 ms), F 1 (1, 21) 0 5.42, MSE 0 742, p < .03; F 2 (1, 234) 0 14.43, MSE 0 1,831, p < .001. The interaction between the two factors did not approach significance, both Fs < 1. The ANOVA on the error data reflected only a main effect of word frequency: participants committed more errors to low-frequency words than to high-frequency words, F 1 (1, 21) 0 47.92, MSE 0 15.1, p < .001; F 2 (1, 234) 0 19.37, MSE 0 186.4, p < .001.
Pseudoword data The ANOVA on the lexical decision times revealed that the main effect of delay was significant, F 1 (2, 42) 0 24.58, MSE 0 333, p < .001; F 2 (2, 474) 0 31.26, MSE 0 3,258, p < .001, which reflected the fact that lexical decision times were shorter in the nondelayed condition than in the condition in which the lower part of the pseudowords was delayed (35 ms), F 1 (1, 21) 0 35.26, MSE 0 425, p < .001; F 2 (1, 237) 0 53.45, MSE 0 3,586, p < .001, and in the condition in which the upper part of the pseudowords was delayed (27 ms), F 1 (1, 21) 0 37.18, MSE 0 233, p < .001; F 2 (1, 237) 0 31.66, MSE 0 3,114, p < .001. Finally, there was a nonsignificant 8-ms difference between the two delayed conditions, which (if anything) go in the reverse direction to the findings with word stimuli, F 1 (1, 21) 0 2.52, MSE 0 339, p > .12; F 2 (1, 237) 0 4.99, MSE 0 3,075, p < .03.
The ANOVA on the error data revealed only an effect of delay, F 1 (2, 42) 0 3.43, MSE 0 5.32, p < .05; F 2 (2, 474) 0 3.13, MSE 0 58.3, p < .001. This reflected a small inhibitory trend in the nondelayed condition (1.5 %), relative to both the condition in which the lower part of the pseudowords was delayed, F 1 (1, 21) 0 4.29, MSE 0 6.4, p 0 .051; F 2 (1, 237) 0 4.16, MSE 0 65.8, p < .05, and the condition in which the upper part of the pseudowords was delayed, F 1 (1, 21) 0 7.30, MSE 0 3.8, p < .015; F 2 (1, 237) 0 4.70, MSE 0 58.3, p < .04.
The present experiment successfully replicated the main finding of Experiment 1 with a new set of stimuli: The advantage of the upper part of letter strings occurred for words, but not for pseudowords. Furthermore, as in Experiment 1, this advantage was independent of word frequency.
General discussion
The results of present lexical decision experiments with a delayed-segment technique reveal a number of findings. First, response times for words preceded by their upper part are shorter than the response times to words preceded by their lower part (note that this occurred for low-and highfrequency words). Second, this advantage for the upper part of words is not restricted to lowercase words but also occurred, to a lesser degree, with uppercase words. And third, and more important, this advantage for the upper part of the letter strings was completely absent for pseudowords.
The main question at stake in the present article was whether the advantage for the upper part of words is lexical (as Blais et al., 2009, suggested) or whether the advantage occurs at the letter (letter feature) level. The results of the two experiments are clear. As in previous research Perea et al., 2012) , we found an advantage for the upper part of the words-this time with the delayed-segment technique. More important, we failed to obtain any signs of a parallel advantage for the upper part of the pseudowords. Given that the delayed-segment technique is sensitive to the effects for pseudowords (i.e., the baseline condition leads to shorter response times than do the two segment-delayed conditions), the most parsimonious explanation of the present data is that the advantage for the upper part of words does not occur at the letter or letter feature level but, rather, at a lexical level. Furthermore, this finding is consistent with previous evidence, which failed to find an advantage for the upper part of isolated letters Fiset et al., 2008) . Thus, these findings suggest that there is no need to assign more weight to the upper part of letters in the front end of the models of visual word recognition.
What is the locus of the advantage for the upper part of letters in words? The advantage for the upper part of words is similar for low-and high-frequency words, both in the present experiments with the delayed-segment technique and in the Perea et al. (2012) experiments with the masked priming technique. If we apply the additive-factor logic method (Sternberg, 1998) , this may be taken to suggest that the effect of delay in the present experiments reflects an early word-encoding processing, before word frequency starts playing a role. This is an intriguing finding, since one might have argued that in an interactive model of visual word recognition (e.g., McClelland & Rumelhart, 1981 ), feedback from the word level to the letter level would benefit high-and lowfrequency words more. Indeed, there were some hints of an interaction in Experiment 1 (but not in Experiment 2), and a longer delay (e.g., 200 ms) would have presumably made the interaction more apparent. A potential explanation for the observed bias for the upper part of words is that whole-word representations (not based on individual letters) are employed by the lexical system; the idea here is that that upper part of the word may provide more "whole-word" shape information than does the lower part (see, e.g., Beech & Mayall, 2005) . This option seems unlikely, though. In Experiment 1, the effect of case (i.e., the difference between uppercase and lowercase words) was greater for the infrequent words than for frequent words (see Perea & Rosa, 2002 , for a similar finding). In models that assume that lexical access can be achieved on the basis of whole-word shape (e.g., Allen, Wallace, & Weber, 1995) , the effect of case should have been greater for high-frequency words (i.e., the words that might benefit more from fast access to a "whole-word shape" route) than for low-frequency words. Furthermore, the bias for the upper part of words was not limited to the upper part of lowercase words; it also occurred, albeit to a lesser degree, for uppercase words (see also Perea et al., 2012 , for a similar pattern of data in masked priming). Thus, on the basis of the present results, we can discard the possibility that word shape is responsible for the bias for the upper part of words (for further evidence against the "whole-word shape" hypothesis, see also Paap, Newsome, & Noel, 1984; Pelli, Farell, & Moore, 2003; Perea & Rosa, 2002) .
The most parsimonious account of the present findings is that the bias for the upper part of words comes from the interaction of letter representations and lexical representations. That is, although the results do depend on letter-level representations, they are evident only when these representations interact with lexical representations (see also , for a similar proposal). A similar case occurs in the fixation locations of words versus pseudowords, as shown by Auclair and Chokron (2001) : For words, fixation locations are between the beginning and middle of words (i.e., the so-called optimal viewing position), whereas this pattern of fixation location is much less clear for pseudowords. As in the present data, the effect observed for words can be partially due to the interaction of letter activation levels with stored weights between letters and words. In contrast, this effect would be absent for pseudowords, for which there are no stored representations.
3 Finally, the differences between the pattern of data with lowercase and uppercase stimuli suggest that the front end of future implementations of models of visual word recognition should specify in detail how lowercase and uppercase words are processed (note that most current models of visual word recognition employ the simplified uppercase font created by Rumelhart & Siple, 1974) . Therefore, the present data can be used to constrain the parameters used by the computational models of visual word recognition once a realistic set of letter features is implemented.
At the methodological level, the delayed-segment technique may be a useful addition to the paradigms for experimentation in cognitive psychology. In experimentation on lexical access, the cognitive processes that underlie the masked priming technique and the delayed-segment techniques may be quite similar (i.e., they may tap early encoding processes). However, there is an important difference. Unlike the masked priming technique, the delayed-segment technique provides reliable effects not only for both words, but also for pseudowords. Furthermore, the delayedsegment technique is not limited to alphanumeric studies (e.g., it can be used with symbols, pictures, etc.), and it can be extended to briefly present the mid-segments versus the vertices of letters, and so forth. Finally, the delayed-segment technique may also provide useful temporal information when combined with other dependent variables (e.g., eye movements during reading, ERP waves, etc.).
In sum, the present experiments have shown that the advantage for the upper part of letter strings in visual word recognition is specific to words; that is, it is absent for pseudowords. This dissociation implies that the "bias for the upper part of words" does not occur specifically at the letter (letter feature) level. Further research is necessary to consider in finer detail the perceptual processes involved in feature extraction during visual word recognition and reading.
