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$1. INTRODUCTION 
Let Sp,( Z) be the group of integral 4 x 4 matrices preserving the symplectic form 
0 I 
( > 
_ I 0 . 
Let r(2) be the principal congruence subgroup of level two, i.e. the subgroup consisting of 
matrices congruent to the identity matrix modulo 2. 
Let S, be the Siegel space of degree 2, 
S2 = {ZEM,(C)IZ = tZ, ImZ > 01. 
The symplectic group Sp,( Z) acts on S2 on the right by Z + (ZB + D)- ‘.(ZA + C) where 
an element of Sp,( Z) is written as a block matrix 
( > 
z : . (The center of Sp,( Z), of order 2, 
acts trivially, so the action factors through PSp,( Z).) In this action the only isotropy groups 
that appear are of orders 2, 3, and 5. Thus the quotient .M1 = S,/Sp,( Z), called the Siegel 
space of degree 2 and level 1, is a V-manifold (i.e. a manifold with finite quotient singularities), 
and its cohomology, except for 2, 3, and Qorsion, is that of the group Sp,( Z). 
Similarly, in the action of r(2), the only isotropy groups that appear are of order 2. Here 
the quotient vfc, = S,/r(2), the Siegel space of degree 2 and level 2, is a non-singular manifold 
and its cohomology, except for 2-torsion, is that of the group I(2). 
Closely related to these groups is the mapping class group M(2,O) of a closed Rieman 
surface of genus two. 
The space S, contains the subspace of diagonal matrices H, = 
K >I 
: t Imz, > 0, 
2 
Im z2 > 0 
1 
. Under the quotient map S2 + Ai, this subspace projects onto a complex surface 
X “1, the open Humbert surface. By the Torelli theorem, the complement A’; = A, -%‘y of 
%‘y in A1 may be regarded as the moduli space of non-singular algebraic curves of genus 2. 
This last space can also be obtained as the quotient of Teichmuller space under the action of 
M(2,O) (see [173). Just as before, the only isotropy is of order 2,3, and 5 so the cohomology of 
A; is that of M(2,O) except for 2, 3, and Qorsion. 
From its definition, the space A2 is a branched cover of the space A1 with the group 
G = Sp,( Z)/r(2) = Sp,( z/2). Rather than studying .A1 directly, we study the equivariant 
topology of A,. 
THEOREM 5.2.1. Let F be afield of characteristic not equal to 2. Then rank (#(r(2): F)) 
= 1, 0, 1, 14, 16 for i = 0, . . . ,4 and is 0 for i > 4. 
In fact we have computed H*(r(2), IF) as a representation space of G, but the result 
is too complicated to summarize in this introduction (see 5.2.2). To compute the cohomology 
H*(Sp,( E); IF), there is a Hochschild-Serre spectral sequence relating it to 
H*(G, H*(r(2); IF)). 
COROLLARY 5.2.3. Let IF be afield of characteristic not equal to 2, 3, or 5. Then 
(a) rank (Hi(Spq( Z): F)) = 1, 0, 1 for i = 0, 1, 2 and is 0 for i > 2 
(b) rank (H’(M(2,O): F)) = 0 for i > 0. 
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This result can also be deduced from Igusa’s paper [ 111. 
To study the quasi-projective variety AZ, we use a smooth compactification JZ~, known 
as the Igusa compactification [lo]. Geometrically, & can be interpreted as the coarse 
moduli space of stable curves of genus 2 with level 2 structure. The rational cohomology of 
this space was determined by van der Geer [8] and Lee and Weintraub [16]. In fact, as 
pointed out to us by N. Hitchin, the results in [2] can be used to improve our previous result 
and determine the integral cohomology as well. In this paper, we compute the homology of 
the “boundary” a = ./Zz -_&, and the relative homology of the pair (AT, a) which by 
Alexander duality is the cohomology of -K,. 
The action of G on A2 extends to an action on A$, and we denote by & the quotient 
J? f/G. Then & : is the coarse moduli space of stable curves of genus 2. 
THEOREM 4.1.1. The space AI is simply-connected and H'(.Mf : H) is free abelian of rank 
1, 0, 16, 0, 16, 0, 1 for i = 0, . . . , 6 and is 0 for i > 6. 
THEOREM 5.1.1. L.-et IF be a field of characteristic not equal to 2, 3, or 5. Then 
rank (H’(A:: F)) = 1, 0, 2, 0, 2, 0, 1 for i = 0, . . . , 6 and is 0 for i > 6. 
The space A:, and similar spaces, have also been analyzed by Mumford [18]. 
Henceforth we let & = AZ, A* = 4;. 
This paper is arranged as follows: In section 2 we describe the components of the 
boundary and the Humbert surface, and their mutual intersections. We use this knowledge in 
section 3 to complete the homology groups H*(d) and H*(d u &‘) as representation spaces of 
G. In section 4 we apply this knowledge, and the results of [ 163, to determine the groups and 
maps in the homology sequence of the pair (A*, C? u #‘) as G-representations. In section 5 we 
apply our results to obtain information about the Siegel modular space of degree 2 and level 
1. As it requires a considerable amount of notation to describe the representations which 
appear in cohomology we shall not attempt to more precisely describe our results here, but 
rather refer the reader to the appropriate sections for details. Finally, in section 6 we study the 
relationship between ~?f and various other interesting spaces. 
$2. SPECIAL SURFACES IN aV* 
2.1. In this section we discuss the boundary a = A* -JZ andX, the Humbert surface. Each 
of these is a union of components, and so we must discuss the indexing of the components, 
what each component looks like, and how the different components intersect. Much of what 
we have to say is not new, so we shall be brief and refer the reader to the appropriate sources 
for more details. 
The components of the boundary and their incidence relations are given by a 
combinatorial design called the Tits building (see [ 15, section 2.21). Let V be the free module 
of rank 4 over Z equipped with the symplectic form 2 given, in the standard basis, by 
/o OllO\~ 
Let v = V@ h/2. Also, let 
9, = {IE PI1 # 0) 
8, = {h = 1, A I,EA’ Plh #O and A(I,,l,)=O}. 
9, (9,) is called the set of based isotropic lines (planes) in l? (Note that 41, I) = 0 as I is 
symplectic, and for any two lines 1, I’ in an isotropic plane h, A(l, 1’) = 0.) 
Finally, let Ppo = {(I, h)(lE 9,, hE s,, 1 c h}. 
The Tits building T(v) is the graph whose vertices are the elements of 9, u gz and 
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whose edges are the elements of B,-,, with a vertex I E 8, joined to a vertex h E 8, by an edge 
iff (I, h)E 9,. 
(Were we considering level n instead of level 2 we would form v = V@ H/n. The 
construction of the Tits building is similar but not a direct generalization-level 2 has some 
simplifying features. Again, see [ 153 for details.) 
It is obvious that gpl contains 15 elements, and not hard to see that the same is true of 9,. 
Indeed, there is a duality-every (isotropic) line I is contained in three isotropic planes h and 
every isotropic plane h contains three (isotropic) lines. For example, I = (l,O, 0,O) is 
containedin(l,O,O,O)r\ (0,1,0,0),(1,0,0,0)~ (0,0,0,l),and(1,0,0,0)~ (O,l,O,l)while 
h = (LO, 0,O) A (0, LO, 0) contains (LO, 0, 0), (0, 1, 0, 0) and (1, LO, 0). Then the symplectic 
group Sp( 8), which is isomorphic to Sp,( Z/2) (and is the mod 2 reduction of Sp,( Z)) acts 
transitively on both 9, and 9, by left multiplication, so the same holds for any isotropic line 
and plane. In the following we shall generally discuss the situation at, for example, a typical 
line, with the situation at other lines being obtained by taking the translate under the 
symplectic group. 
As observed by van der Geer [8, p. 3233, there are six setsf, , . . . f6 of five lines no two of 
which are contained in the same isotropic plane (one of these is { (0, 0, 1, l), (0, 1, LO), 
(0, 1, 1, I), (LO, 0, O), (190, 1, O))), and these sets are permuted by Sp(P), giving 
an isomorphism of Sp,( Z/2) with &, the symmetric group on six elements. (Similarly, 
there are six sets of five isotropic planes, no two of which contain the same line, 
one being {CO, O,O, 1) A (LO, 1, O), (O,O, LO)” (0, l,O,O), (070, 1, l)A (1, l,O,O), 
(0, 1, 0, 1) A (LO, 0, 0), (0, 1, 1, 1) A (0, 0, 0, 1)}, which are permuted by Sp( r).) 
2.1.1. Notation. Let a group G act on a space X, X x G -+ X. If B c X, we denote by P(a) its 
stabilizer, 
P(a) = {g EGlug = a}. 
We have the group G acting on S2. The boundary components of _4’* are Kummer 
modular surfaces D(I), I E 8,. They are constructed as follows: 
Note that the line I = (1, 0, 0,O) in V has stabilizer 
where the entries * are determined by the condition that the matrix be symplectic. 
The boundary component corresponding to 1 mod 2 E v is the compactified quotient 
of the action of P(I) on { Im z > 0) x C by 
(z, w)+ ((zb+d)-‘(za+c), (zb+d)-‘(z+mw+m’)). 
The quotient, before compactification, is called the openKummer modular surface, denoted 
D”(I). (Its analogue for level n > 2 is called the open elliptic modular surface of level n.) For 
any n, there is obvious projection of this surface onto the curve (Imz > 0)/r,(n), where 
I,(n) = {(z ~)ES.&(Z)~(~ i) z (i i)modn}. For n > 2, the fiber is an elliptic 
curve. For n = 2, however, the fiber is a projective line P’(C). This difference arises because 
1 
for n = 2, I contains the element r) = -1 
i ) 
1 of order 2, and this element acts 
-1 
trivially on the base but non-trivially on the fiber. In fact, if the fiber before dividing out by the 
action of this element is regarded as the elliptic curve whose equation (in Legendre normal 
form) is y2 = x(x - 1) (x - A), this element acts by the involution y -P - y. The quotient of the 
curve by this involution is P’(C). Note that there are four sections of the bundle given by the 
four points of order two in the group law on the curve--O, 1, co, A-and these are the fixed 
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points of the involution, so the open Kummer modular surface has these four sections as well. 
We see that the ends of the open Kummer (or elliptic) modular surface correspond to the 
cusps of (Imz > 0)/T,(n) (so for n = 2 there are three of them). In case n > 2 the curve is 
compactified by attaching an “n-gon” at each cusp. Topologically, a neighborhood of a cusp 
may be described by the plumbing diagram 
-2 
-2./L-2 
:I \ 
\ i 
-Z-’ -2 
where each node represents a 2-sphere and each line a transverse intersection. In our case of 
interest, n = 2, a neighborhood of a cusp is given by the plumbing diagram 
-! -! 
(Note that in either case the general fiber is homologous to the sum of the 2-spheres in 
each exceptional fiber.) 
It is further the case that the four sections of the open Kummer modular surface 
mentioned above extend across the cusps (a similar statement holds for n > 2). 
The Kummer and elliptic modular surfaces are also described in [22], which we 
particularly recommended to the reader for the clarity of its description. 
We have that d = JP -A = u D(I). The different copies of D”(I) are disjoint. The 
patterns of intersections of ’ the D(I) are given by the Tits building: 
D(4) n D(4) # 0 0 4 A I, E 8,) in which case the intersection is a projective line in a cusp of 
each, and D(li) n 0(/J n D(&) # 0 o I, A I, = I, A I, = I, A I, = hi g2, in which case the 
intersection is a single point in a cusp of each. 
The center of Sp,( Z) acts trivially on S,, so we consider the action of PSp,( Z). 
The action of PSp,( Z) on S, is not free-S, has points fixed by elements of PSp,( E) of 
orders 2, 3, and %-and the quotient is not a manifold. 
In the action of I on S, there are again points fixed by elements of finite order. This 
, however, any such element of r is conjugate to the element of order two time. 
rl= . It is easy to check that the fixed point set of q is 
2.2. We now consider the Humbert surface &‘. We begin by considering the open Humbert 
surface JP = JF n_4?. 
H, = K ‘I 0 f*)-} = { (2 8)l Im (zi) > 0, Im (z2) > 0 . I 
(As this fixed point set has complex codimension one the quotient is still a manifold.) 
One can further check that the stabilizer of H, in the action of PSp,( Z) on S, is given by 
where the non-trivial element of ~72 is , which acts by switching zi and z2, 
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and otherwise the action is given by 
(2 ~~)_((zlb+d~l(zl~+C:zz~,+~)P’ (zZ&+c.)) 
We then define the open Humbert surface Z” in _M by 
X?’ = { ZE S, IZ is fixed by a conjugate of q in PSp,( Z)}/lY 
.%‘” is a union of disjoint components HI, with each one isomorphic to 
{Imz, > 0)/I,(2) x (Imz, > OJ/T,(2). 
We now describe the indexing of the components Hi: Clearly, since H, is connected, they 
correspond to 
{conjugates of q in PSp.+( Z)}/{congugates of q in I} 
= (PSp,( h)/r)/centralizer of q in PSp,( q/r 
= Sp,( H/2)/centralizer of q in Sp,( H/2). 
But it is easy to check that the centralizer of r] is the mod 2 reduction P of the subgroup 
P(H,) of PSp,( h). P is isomorphic to (SL,( Z/2) x SL,( E/2)) K Z/2, of order 72, so JV has 
720172 = 10 components. 
The key point is not merely to count the components, but to understand how Sp,( Z/2) 
acts on them. Here we make an observation that seems new: Let 6 be the an-isotropic plane 
(LO, 0,O) A (O,O, 1, 0), and 6l its orthogonal complement with respect to the symplectic 
form, 6’ = (0, 1, 0,O) A (0, 0, 0, 1). Let A be the unordered pair A = (6, S’). 
2.2.1. P is the stabilizer of A, P = P(A). 
In fact, the first factor in the semidirect product stabilizes the ordered pair (6,6*),and the 
second factor switches 6 and b*.) Thus the action ojSp,J Z/2) on the components of .#‘” is given 
by (H,“)g + H&, where Ag is given by the standard action of Sp,( Z/2) on P = (H/2)4. 
This point appears to have been previously overlooked. The Humbert surface has been 
previously investigated as each of its components is the zero-set of a theta-function, but 
beginning with the pioneering work of Igusa [12] and continuing to this day (see [S]) the 
components have been indexed by the “even characteristics” with the transformation law for 
characteristics being a rather artificial one. 
LX? is the union of the compactifications H, of each Hi, and each compactification is the 
obvious one-H 1 is isomorphic to 
Umz, > 0)/r,(2) x {Imzz > 0)/r,(2) 
= (P’(C)- IO, 1900)) x (P’(C)- IO, 1, co}) 
included in the standard way in H, = P’(C) x P’(C). 
Then H, n D(l) # 0 iff Io6 or 6’, where A = (6,s’). Clearly each A contains six such 
lines, so each H, intersects ix boundary components (the intersections being the six copies of 
P’(Q))in H, - Hi), and it is not hard to see that each line I is contained in four such pairs A, so 
each D(I) intersects four components of &‘, the intersections being the four sections of D(I) 
mentioned above. 
The boundary components, components of the Humbert surfaces, and intersections 
among these are discussed also in [23], who concentrates on a level n > 2, and in [83, who 
concentrates on level 2 but discusses the indexing from the point of view of the symmetric 
group rather than the symplectic group. (Note that our Fig. 1 below is an elaboration of a 
figure appearing in [8, p. 3221.) 
2.3. We now present hree figures which represent he geometry of the situation in a Kummer 
modular surface, near a cusp, and in a component of the Humbert surface. In all of these 
pictures a line or curve represents acopy of P’ (C), and the intersection of two lines represents 
a transverse intersection point (with intersection number + 1) of the two projective lines. 
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A! = I (I,O,b,Ol A (O,O,l,O), 10, r,o,o, A CO,O,O,l,i 
A~'(t1,0,0,0~hiO,I,~,0~,(0,1,0,0~h(1,0,0,l~~ 
A3 ’ !rI,o,o,orAro,o,l,Il,rl,l,o,olh~0,0,0,I~I 
A~.((~,o,0,0~A~0,l,I,I~,(l,~,0,0)/\~~,0,0,~)~ 
Fig. 1. 
Figure 1 represents the situation at D( 1, 0, 0,O). The line labelled S1OOO~O1OO, for example, 
represents the projective line which is the intersection D(1, 0, 0,O) n D(0, 1, 0,O). The HAI 
represent he sections D n HAi (these are all disjoint but of course cannot be drawn that way). 
The line T represents a general fiber (not over a cusp). 
PROPOSITION 2.3.1. (a) D(1, 0, 0, 0) is simply-connected. 
(b) H,(D(l, O,O, 0)) isfree ofrank 5. 
A basis is given by 
tHA, Y &00,0100~ %300,000,~ &300.0101~ %00. ,100 1 
with self intersections (H,J2 = - 1, (S,,,0,r)2 = - 1. 
Praof: This follows from van Kampen’s theorem and a Mayer-Vietoris argument. To 
determine the self-intersection numbers, .note that all the Sl,oo,l have the same self- 
intersection umber, as there is an automorphism of D( 1, 0, 0,O) taking any one to any other, 
and similarly for the HAi. Note also that T2 = (Slm,oloo + Slm, I ,oo)2 = 0 as Tmay be pushed 
off itself, yielding (St,,)2 = - 1. 
Given our basis, we may write 
+ 7. hmO,0001+ 6. &00,0101~ 
Taking intersections with the classes Slooo,, then shows 
HA* = HAM + ~(hm,om + &~,I~oo) + %m,o101 
Then the relations (HA,)’ = (Hh,)2 and H,, . HA1 = 0 (as they are disjoint) yield a = - 1 
and (HAi)’ = - 1. 
Figure 2 represents the neighborhood of the cusp indexed by the isotropic plane h 
= (1, 0, 0,O) A (0, 1, 0,O). Three Kummer modular surfaces meet in pairs at this cusp, the 
intersections being as indicated, and six components of the Humbert surface pass through the 
projective lines in the cusp. 
Finally, Fig. 3 represents the intersection of the component H,, with the boundary. 
Topologically, HA, is S2 x S2, with each of the horizontal lines representing the generator of 
H,(S2 x S2) given by the first factor, and each of the vertical lines representing the generator 
given by the second factor. 
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4 A5 
A4 2% A6 
sooo, I loo D(l,l,O,O) SOlcm, I loo 
Neighborhood of h * ~1,0,0,0~~l0,1,0,0) 
A, -A4 OS ObOvC 
A~.~(l,I,0,0)h(0,0,I,O),(0,1,0,0)h(0,0,1,1)~ 
A6 *i ( I, I ,0,0)h(0,1, l,o), to,l,o,O)AI I,o,l, 1 ): 
Fig. 2. 
D ( I ,O,O,Ol 
Dl O,O,l ,O) . 
DIl,O,I,O) 
Di0,I,0,0) Dl0,0,0,1) D~O,I,O,I) 
74 ’ A, OS ObOVt 
Fig. 3. 
53. THE HOMOLOGY OF THE BOUNDARY AND THE HUMBERT SURFACE 
3.1. We can now compute the homology of the boundary, H,(a), as a representation space of 
SP, ( w. 
3.1.1. Notation. If H is a subgroup of Sp,( Z/2) and R a representation of H, we shall use 
Ind,,(R) to denote IndS,p4(z/2)(R). 
We denote the trivial representation ofdimension n by nr (or by 7 if n = 1). When we do 
not care to specify it more precisely, we denote a representation of dimension n merely by n. If 
S is a subrepresentation of R, we denote the quotient by R-S. 
Recall that [Sp,( H/2): P(l)] = [Sp4( Z/2): P(h)] = 15, 
[Sp4( Z/2): P(A)] = 10. Also [P(l): P(1, h)] = [P(h): P(1, h)] = 3. 
Throughout, except where explicitly stated, our results are valid over an arbitraryfield of 
characteristic # 2. 
THEOREM 3.1.2. The homology of the boundary is given by: 
Ind,(,, (7) of dimension 15 *= 4 
0 *= 3 
H, (2) = IndpCn (7) + Jnd,(g (4 of dimension 30 *=2 
H, (Tics building) of dimension 16 * = 1 
7 of dimension 1 *= 0 
Proof. We decompose S as the union (where N denotes neighborhood) 
d= uN(h)u uDO(l). 
h I 
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N(h) retracts onto the cusp at h, so is homotopy equivalent o a wedge of three copies of 
S2. D”(I) is just the trivial S2 bundle over S2 - 3 points. Their intersection is 45 copies of a 
space homotopy equivalent o S’ x S2. We then have the Mayer-Vietoris sequence (with the 
groups given by the entries beneath them): 
0 + H,(Z) + H,( n) f: H,( u D”(I)) + HJ( u N(h)) + HJii) 
IndP(nP) Indp(o(2) + 0 
4 
+ H2( n) + H2( uD”(I)) + H2( u N(h)) --f H2(d) (3.1.3) 
In‘b(h, (3) In+, (4 + Indp(/,, (3) 
-H,(n)~H,(uD”(I))+H,(uN(h))~H,(d) 
IndP(n (3) IndP(, (2) + 0 
+ H,(n)> H,(uD”(I))+H,( UN(h)) + H,(d) 
Indpcl, h) (7) In&,, (7) + In&(h) (7) 
First we note that the stabilizer of a component of the intersection is P(I, h), and since the 
component has homology of rank 1 in dimensions 0 through 3, on which P(I, h) acts trivially, 
SO Hi(n) = Indpu, h) (7) = Ind p(n(3) = Indpth)(3) for i = 0, 1, 2, 3. 
The map i, onto H,(D”(I)), for a fixed 1, is just the map H,(.s(S2-3 points)) A H,(S’ - 3 
points), where E denotes the union of the ends, which is part of an exact sequence 
0+~+3+2+0 
so i, is part of an exact sequence 
0 + Ind,,, (7) -+ IndptO (3) 2 Ind,,, (2) + 0, 
i.e. Ker (iI) = IndpcO (7) and coker (iJ = 0. Thus H,(d) = Ker (i,J. 
Now C? is connected, so Ho(a) = 7 and we see H,(a) has rank 16. However, we may in fact 
identify H,(a) with H,(T( P)), r( r) the Tits building of p = (h/2)4, on which Sp,( Z/2) acts in 
a natural way. For we may compute Ker (i,-J as follows: For each component of u D”(l), take a 
point. For each component of u N(h), take a point. For each component of n connect the 
points representing the components of u D”(I) and u N(h) it intersects. Then Ker (iO) is H, of 
this complex. But the above is precisely the description of the Tits building! 
The computation of i, is exactly the same as that of i, , so we have that i, is onto and H4(8) 
= Ker (i3) = IndptO (7). Indeed, H4(8) is generated by the fundamental homology classes of 
the 15 boundary components D(I). 
Thus it remains to compute i,. 
We claim i,: H,(n) + H2( u D”(I)) + H2( u N(h)) + H,( u N(h)) is an isomorphism fir 
characteristic not equal 2, whence the homology is as claimed. 
Consider the situation at a typical cusp: 
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Here the /Ii represent he generators of H, of the components of the intersection ear this 
cusp, and the ai the generators of H, (cusp). Recall that the general fiber in a D(I) is 
homologous to the sum of the two 2-spheres in the singular fiber. Thus the matrix of the 
inclusion is 
which has determinant 2, and hence is an isomorphism. 
Remark 3.1.4. The representation of Sp,( Z/2) on H,(T( r)) is known as the Steinberg 
representation St, and is the unique irreducible 16-dimensional representation of this group. 
We can further identify the representation Ind,,, (r): 
P~oposrrio~ 3.15. 7?ze representation Ind ret,(‘) maps onto the trivial l-dimensional 
representation 7 of Sp,( Z/2), onto an irreducible 5-dimensional representation F of Sp4( Z/2), 
and onto an irreducible 9-dimensional representation N of Sp,( Z/2). 
In characteristic greater than five, it is the direct sum of these representations. 
Proof. (see [16]) We may map to the trivial representation by sending each 1 to 1. 
We may map to a 6-dimensional representation by sending 1 tofi, +fi, wherefi, andfi, are 
the two 6-tuples of van der Geer (see 2.1) containing 1. The representation contains a trivial 
representation and an irreducible 5-dimensional representation F. The image of 1 is clearly not 
contained in the trivial representation. 
We may map to a lo-dimensional representation by sending 1 to Ai, + . . . + Ai, where Ai, 
are the four pairs of anisotropic planes containing 1 (see 2.2). Again, this representation 
contains a trivial representation and a 9-dimensional irreducible representation N, and the 
image of 1 is not contained in the former. 
Remark 3.1.6. There is a similar decomposition of the 15-dimensional representation 
Indp(h,(r) into 7 + F’ + N, F’ another 5-dimensional representation, not equivalent o F, in 
characteristic greater than 5. 
COROLLARY 3.1.7. The 45-dimensional representation I&(1, h)(T) splits, in characteristic 
greater than five, into 7 + F + F’ + N + N + St. 
Note that the subspace of H@(l)) acted on trivially by P(1) has rank 2-in the notation of 
Fig. 1 it is generated by T and HA, + HA, + HA, + HA,. 
COROLLARY 3.1.8. The map I&~/J (H2(D(l))P(‘)) + Hz(a) is an isomorphism. 
Proof. The fixed classes T map to coker (i2) and the fixed classes CHA, map to Ker (ii). 
3.2. We now compute H,(Z uZ) as a representation space of Sp,( Z/2). 
THEOREM 3.2.1. The homology of d u&f’ is given by: 
Indpcn (7) + ItiP (7) of dimension 25 * = 4 
Rer (jz) of dimension 26 * = 3 
H,(? uX) = 7 + Zndp~l~ (7)-t Ker ( jI) of dimension 40 + = 2 
0 *= 1 
T of dimension 1 *= 0 
where jI and j, are maps in (3.2.2). (ker (j,) and ker (j,) are further identt$ed in Corollary 
3.2.3.) 
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Proof. We have the obvious Mayer-Vietoris decomposition of 2 uX, giving the exact 
sequence: 
0 + H&) + H&@) + H4(? u X) 
Indptn (5) + IndplA) (r) 
+ H&n X) + Hs(d) + H3(%) + HJ(Z UX) 
0 0 +o 
--) HZ@ nsq i: H&J)+H2(%) + H&3 u3q (3.2.2) 
Ind P(A) (6) Ind ~(1) (25) + Id P(A)(2) 
jH,(dn~)i:Hl(d)+H,(~)_)Hl(du~) 
Ind P(A) (4) Hi(T(I%+O 
-+ Ho@ AZ) : Ho(a) + Ho(X) + Ho@ u%) 
Ind p(A)@) 7 + hi P(A) (2) 
Here H,(d) is given by (3.1.2), H,(Y) = Ind p(A) H,(HA), and HA is topologically S2 x S2, 
and H,(d nX) = IndP(A) (H,(d n Ha)) which is given by Fig. 3. (Recall that in Fig. 3 each line 
stands for a copy of S2. Also, Hl(c? n HA) is isomorphic to the first homology group of the 
schematic in Fig. 3, with generator paths around the four small squares in that schematic 
(oriented clockwise, for definiteness.) Label these generators 0i 1, 012, t122, O2 1 clockwise from 
the upper left.) By comparison with figure 1 it is clear that Hz(d n X) may also be descri bed as 
Indp(n (4), but the description given is more convenient. 
Clearly H4(d u&') is as claimed, and is generated by the fundamental classes of the 
components of the boundary and Humbert surfaces. 
Now d u&Y is connected, so Ho(d UA?) = r, and j,: Ho(d uX) + Ho(d) is clearly an 
isomorphism. 
We claim ji is an epimorphism. Since HI(d) is an irreducible representation of Sp,( Z/2), 
the Steinberg representation, it suffices to show jt is not the zero map. But ji(0tt) is the 
following loop in the Tits building: 
h(01ooA 1000) D(lOOO) 
D(OlO0) 
--\ 
A(1000 A 0001) 
h(OO10 A 0100) D(OOQ1) 
D(OO10) h(OOO1 A 0010) 
Thus H,(Z u.S)= 0. 
Now we must consider the mapj,: 
j,: H,(Z nX)+ Hz(d)+H2W) 
hd P(I) (6) -, hi P(I) (25) + hd P(A) (2) 
We shall showj, is onto the second summand, but has cokernel7 + Indp(c)(t) on the first, 
thereby establishing the theorem. 
That j2 is onto the second summand is clear from Fig. 3, and it is also clear that the kernel 
of H2(? n.2) -+ H,(Z) is IndptA, (4) when 4 denotes the subrepresentation of H2(d n HA,) 
generated by cl1 = D( l,O,O,O)- D(O,O,l,O), iI2 = D(O,O,l,O)-D(l,O,l,O), <21 = D(O,l,O,O) 
- D(O,O,O,l), and iz2 = D(O,O,O,l) - D(O,l,O,l) in the notation of Fig. 3. 
Now consider H2(ii n,Y) + H2(d). Restricting to a single boundary component, we see 
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that in fact in the map 
the left-hand side is invariant under the stabilizer P(l), and its image in H@(I)) has rank 1. 
The invariant class is given by the sum of the four sections (as characteristic # 2), and so 
jl(a nX) is contained in the subspace Ker (i1) c H*(a) (in the notation of Corollary 3.1.8). 
Thus coker (i2) = Ind p(l) @) is contained in coker ( j2). 
Thus to completely determine coker (jJ it suffices to determine the image of 
Ker (HZ@ n%‘) + H&f)) in the summand ker (il) of Z-Z@). 
Wt:haveseenin3.1.4thatker(i,)splitsasr+F+N.Theclasses111,121,112,122allmap 
to zero in 7, but map non-zero into F and N, hence onto these summands. Hence the cokernel 
of the map into ker (i,) is 7, and so coker (j,) is as claimed. 
COROLLARY 3.2.3. Assume the characteristic is greater thanjve. 
(a) ker (id = I&P(A) (4,) - St 
(W ker ( .b) = I&P(A) (4b) - N - F 
(Note the representations 4, and 46 are not equivalent.) 
Proof. (a) This is immediate as we have shown j1 is onto. However, we shall further 
identify the representation “4,” of P(A) in the statement of the corollary. 
The action of an element of P(A) can be calculated by finding the effect of that element on 
the generators 8,, ,8,,, fl12, 622. For example, choose A as in Fig. 3 and consider the elements 
of P(A) 
Then we have the following table, where the intersection of row 8ij and column gk is the value 
of %9k 
91 92 Q3 
(b) This is immediate from the sequence 
0+k&(j~)+H2(dn~)-*H2(~)+H2(%‘)+coker(j2)+0 
which we have shown is 
0 -) ker ( j2) + Indp(A, (6) -) Ind ~(0 (27) + Ind p(A) (2) + 7 + Ind ~(0 (7) * 0 
and from 3.1.5 which identifies Ind pI1) (7). As in part (a) we may calculate the representation 
“4; by finding the effect of g E P(A) on the generators il 1, . . . , iz2. We may form a table as 
in (a) 
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Finally observe that in (a) trace (g2) = 0 while in (b) trace (g2) = 2 so the representations are 
indeed inequivalent. 
Remark 3.2.4. The situation in characteristics 3 and 5 is very similar to the situation in 
characteristic greater than 5, except hat representations of Sp,( Z/2) in characteristics 3and 5 
are not semi-simple, so we cannot split off summands. Thus our argument does not enable us 
to identify H,(d US) as a representation space of Sp,( Z/2) in these characteristics. 
Nevertheless, it does show that rank H,(d uX) is independent ofthe characteristic, as long as 
the characteristic is not 2. Thus we also have: 
COROLLARY 3.2.5. The homology H,(d US) has no odd torsion. 
$4. THE (CO)HOMOLOGY OF J? AND .K* 
4.1. We begin with some results about the (co)homology of the Igusa compactilicationM* of 
JZ, and of A” = J?* - (a uX) = J@ -.X0. First we consider .M*: 
THEOREM 4.1.1. The space&* is simply-connected and Hi(YK* : Z) isfree abelian of rank 
1, 0, 16, 0, 16, 0, lfor i = 0, . . . , 6. 
We defer the proof of this theorem to the end of (4.1). 
THEOREM 4.1.2. As representation spaces of Sp4(Z/2), Hz(.M*:C) and H*(.M*:C) are 
isomorphic to 25 + F + N.The map induced on homology by the inclusion d + .#’ has cokernel 5 
in dimension 4 and is a epimorphism in dimension 2. 
Proof. This is theorem 10.1.5 of [16], combined with the observation that the hyperplane 
section is dual to the chern class cl&#*), and hence is acted on trivially by Sp,( Z/2). 
Now we turn to A”. As we shall soon see, the space JZ” is closely related to the space of 
colored braids of five strands. We recall the result of Arnold [ 11, (also described in [4]) on this 
space: 
THEOREM 4.1.3. Let B(n) be the space of colored braids of n strands. Then the integral 
cohomology of B(n) is isomorphic to the integral cohomology of the space 
S’ x (S’ v 9) x (9 v S’ v S’) x . . . x (S’ v s’ v . . . VP) 
when the last factor is the wedge of n - 1 circles. 
COROLLARY 4.1.4. (a) The Poincare polynomial of B(n) is given by 
n-l 
P(t) = fl (1 + it) 
i=l 
(b) H*(B(n): Z) is torsion-free. 
THEOREM 4.1.5. (a) The Poincare polynomial of A” is given by 
P(t) = fi (l+it) 
i=2 
(b) H’(&” : iZ) is torsion-free. 
Thus H’(_.M*“: h) = H, H9, Z26, Z2* for i = 0, . _ . , 3 and is zero for i > 3. 
Proof. We have shown in [16,8.3.1] that JZ” is the moduli space for non-singular 
Riemann surfaces of genus 2 with level 2 structure. We summarize the argument: A Riemann 
surface R of genus 2 is hyper-elliptic with six Weierstrass points. A level 2 structure is an 
ordering of these six points, and the Riemann surface R with level 2 structure is determined by 
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these ordered six points (Ai, AZ, . . . , A,), which are six arbitrary, but distinct, points in P’(C), 
modulo the action of PG&(C), the group of analytic automorphisms of P’(C), 
{(&9 *. . , A,)) E (P1(C))6 -A/PC&(C) = .L 
where A is the union of the diagonals li = ii. 
Under the action of PG&(C) we may send one of these points, say 16, to co, and so 
&V == {(A,, . . . , I,) E a=’ - A}/P( 03) (4.1.6) 
where P(co) is the stabilizer of the point co. 
Then R is given by y2 = (x-Ai)(x-&) . . . (x - 1,) where the li are unique up to the 
action of P( 00). Under the action of P(o0) we may send A4 to 0 and 2s to 1, thereby specify- 
ing I,, A2 and ;1s uniquely, whence the Riemann surface R is given by the equation 
YZ = x(x - 1) (x - 1,) (x -12)(x - 1s). Thus J?‘” has the alternate description 
A” = (P’(C)-{O,l, CO})~-A = (a=-{0, 1})3-A (4.1.7) 
Now the space B(n) ofcolored braids with n strands (which isan Eilenberg-Maclane space 
for the group of colored braids with n strands) is precisely the space 
B(n) = {(z,, . . . , Z,)E C-A} 
so from 4.1.6 we see we have a fibration 
P(co)-+B(5)-+Jz”. * 
The group P(W) is homotopy equivalent o S’ and rr,(&‘“) acts trivially in H*(P(oo)) 
(permuting points in C does-not change the winding number of a curve around co), so 4.1.5 
follows from 4.1.4 by an easy spectral sequence argument. (Alternatively, the proof of 4.1.4 in 
[A] may be modified to prove 4.1.5 directly, using the description of & in 4.1.7.) 
Proof of 4.1.1. As indicated in the introduction, the rational cohomology of A* was 
computed in [S] and [16]. Now we show that A* is rational. It then follows that .H* is 
simply-connected, and by [2] that H3(Y/l*; Z) is torsion-free. Poincare duality and the 
universal coefficient theorem then imply that Hi@?*; Z) is torsion-free for all i. 
Recall that a projective variety is rational if it contains a Zariski open set which is 
isomorphic to a Zariski open set in projective space. Note ( P1)3 is rational as ( P’ - { a~})~ is 
C3, which is also P3 - P*. The variety A* contains A” as a Zariski open set, and by (4.1.7) 
AL is isomorphic to a Zariski open set in ( P’)~, and hence p3. 
Remark 4.1.8. We have referred to [163 throughout this paper. In [16] we passed to 
“characteristic p” and used the Weil conjectures to compute the rational cohomology of.M*. 
The other results of [16] used here are all proved in characteristic zero. The determination of 
the cohomology in [8] is done via complex analytic methods, and that alluded to in remark 
6.1.4 via symplectic geometry. Thus by using one of these latter two methods we may live in 
the world of characteristic zero throughout, and make this paper independent of the Weil 
conjectures. 
4.2. We now discuss the interrelation of the spaces ~3 US, .M*, and M”. 
LEMMA 4.2.1. There is a long exact sequence 
. . . + Hi(i’ Vi@) -) Hi(A!*) -) H6-‘(A”) + Hi-,(8 US+?) + . . . 
Proof. This is just the long exact sequence of the pair (Jt*, d UP) together with the 
Alexander duality isomorphism Hi(JLt*, 2 u%) = H6-‘(A’“). 
THEOREM 4.2.2. Let F be afield of characteristic not equal to 2. The inclusion 0” US -+ JZ* 
induces epimorphisms 
Hi(S Up I F) + Hi(~* : F)jor i = 2, 4. 
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Proof. This follows directly from 3.2.1, 4.1.1, 4.1.5, and 4.2.1. 
COROLLARY 4.2.3. As representation spaces of Sp,( Z/2), 
I 
N i=l 
Hi(.,+V : C) = Indp(~, (4,) - N -F i = 2 
IndP(A) 6) - St i=3 
Proof. The proof of 3.1.5 shows Ind p(A) (T) = r + N; then the corollary is immediate from 
3.2.1, 3.2.3, and 4.2.2. 
4.3. In this section we consider mod 2 homology. We observe here that the situation is 
definitely different in characteristic two than it is in characteristic zero. 
LEMMA 4.3.1. Let X be a space satisfying one of thefollowing conditions: 
(i) X is 4-dimensional and H1(X : Z) is free abelian. 
(ii) X is a simply connected 6-dimensional manifold. 
Let di(X) = rankz,z (Hi(X : H) @ H/2) - rank, (Hi(X : H) @C). 
Then (a) di(X) = Ofor i # 2, 3 
and (b) d2(X) = d,(X). 
Proof. A straightforward application of the universal coefficient heorem (and Poincare’ 
duality). 
THEOREM 4.3.2. (a) dz(a) = 5 
(b) d2(d*) 2 d2(d u%‘) 2 5. 
Proof. First note that d, 8 uti, and .&* all satisfy the hypotheses of 4.3.1. 
(a) Examining the proof of 3.1.2, wherein H,(d) is calculated, the only change comes in 
calculating the map iz. With H/2 coefficients, a (rather lengthy) computation shows that i2 is 
no longer an isomorphism, but rather has kernel and cokernel of rank 5. 
(b) Examining the proof of 3.2.1, wherein H,(d ~2) is calculated, we see again that the 
crucial step is to calculate the map 
_& : Hz(a n&Y: Z/2) + H2(d: h/2) + H&B? : Z/2). 
However, the mod 2 reduction map Hz(d u%‘: Z) + Hz(d u c%? : z/2) is onto, whence it 
follows that rank z/z (image (j2)) I rank z (image (j,)), which shows that dl(d uZ) 2 5. 
Now consider a portion of the exact sequence of 4.2.1 with H/2 coefficients: 
0 + HI(JT- : Z/2) + H4(d v.x: Z/2) -+ H&M* : Z/2) --r . . . 
Since, by4.1.5, H*(d”)is torsion free, the universal coefficient heorem gives the ranks of the 
groups in the sequences: 
O-+9 + 25+d,(a us)- 16+d,(JK*) 
whence dJ(JK*) 2 d3(d uZ), as claimed. 
$5. APPLICATIONS TO GROUP COHOMOLOGY 
5.1. We now consider the action of the congruence subgroup of level one, i.e. the full 
symplectic group Sp,( Z). 
We let JKi denote the quotient SJSp,( Z), and JK: its compactification. Since JZ~ is the 
quotient of-&* by G = Sp,( Z/2) = Sp,( Z)/F(2), and G permutes the boundary components 
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of A* transitively, A: has only a single boundary component 8,. G acts transitively on the 
components of the Humbert surface in_&?* as well, so its quotient, the Humbert surfacesi in 
AK:, has only one component as well. We let _Mi; = .& -d, v %i, so .& = flfG. ’ 
Just as&” is the moduli space for non-singular Riemann surfaces of genus 2 with level 2 
structure (see 4.1.5), Ai; is the moduli space for non-singular Riemann surfaces of genus 2 
(with no additional structure). 
Observe that A: (resp. My) is a compact (resp. open) rational homology manifold. 
Our previous results give an easy calculation of the homology of these spaces. 
THEOREM 51.1. Let F be afield of characteristic not equal to 2, 3, or 5. 
(a) Hi(&V;l : IF) = 0 for i # 0 
(b) Hi(d:: F) has rank 1, 0, 2,0, 2, 0, 1 for i = 0, . . . , 6 
(c) Hi(C?l u Z1 : [F) + Hi(~: : F) is an epimorphismfor i = 2, 4. 
Proof. In general, if a space X is acted on by a finite group G, and IF is a field of 
characteristic prime to the order of G, 
Hi(X/G: IF) = Hi(X : E)‘. 
Thus (a) follows from 4.2.3. (By using Frobenius reciprocity and the explicit description of 
the representations 4, and 4* in 3.2.3, it is easy to check that they have no fixed subspace). 
Also, (b) follows from 4.1.2 and (c) from 4.2.2. 
5.2. The above results enable us to easily compute the cohomology of r(2), the principal 
congruence subgroup of level 2, the full symplectic group Sp,( h), and also the mapping class 
group M(2,O) of a Riemann surface of genus 2 (with no punctures). 
THEOREM 5.2.1. Let F be ajield ofcharacteristic not equal to 2.Then rank (H’(l’72)): F) = 1, 
0, 1, 14, 16for i = 0,. . . ,4 and is Ofor i > 4. 
Proof. We may compute the cohomology of r(2) by finding a contractible space on which 
it acts freely and computing the cohomology of the quotient. Now r(2) acts on the 
contractible space SZ with quotient A. While the action is not free, the only elements which do 
not act freely are of order 2, so H*(M) = H*(r(2)) except (possibly) for 2-torsion. Just as in 
(4.2.1) we have an exact sequence 
. . . -Hi(a)-,Hi(~*)-,H6-i(~),Hi-r(d)~ . . . 
The result then follows from 3.1.2, 4.1.1, and 4.1.2. 
COROLLARY 5.2.2. As representation spaces of Sp,( Z/2), 
i=2 
kfi(r(2):a=)= iv:F i=3 
St i=4 
ProoJ. These representations are identified in 3.1.4 and 3.1.5. 
COROLLARY 5.2.3. Let F be a jield of characteristic not equal to 2, 3, or 5. Then 
(a) rank (H’(Sp,( Z): IF)) = 1, 0, 1 for i = 0, 1, 2 and is Ofor i > 2. 
(b) rank (H’(M(2,O): F)) = Ofor i > 0. 
Proof. Part (a) is immediate from 5.2.2 (compare 5.1.1). 
Part (b) is simply a restatement of 5.1.1 (a), as.& is the quotient of the Teichmuller 
space for a surface of genus 2 (which is contractible) by the group M(2,O) (which acts freely). 
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Remark 5.2.4. In a private communication, J. Hurrelbrink has written down a presen- 
tation of the group Sp,( Z), from which it is easy to compute Hi(Sp,( h)). It turns out that 
1 
Hi (Sp4( Z): Z) = HI (PSp,( Z) : H) = Z/2, with the matrix 1 
i 1 
1 representing the 
-1 
nontrivial element. It is not hard to show that the commutator subgroup of T(2) is l-(4,8) (see 
[12] I. section 1) from which it readily follows that 
H,(I-(2): Z) = (z/2)4 + (Z/4)6, HI(Pl-(2): Z) = ( z/C2)3 + (‘z/4)6. 
Remark 52.5. F. Cohen and J. Milgram have recently done extensive computation on the 
torsion of the cohomology of the mapping class group M(2,O). H. Glover and G. Mislin have 
also investigated torsion in the cohomology of mapping class groups. 
5.3. Heretofore we have considered the Igusa compactification. We now turn to the Satake 
compactification [21], a singular compactification of which the Igusa compactification is a 
“blow-up”. 
The Satake compactification S$Spt,( Z) of degree g Siegel space modulo the symplectic 
group was studied in [S], where its rational cohomology was computed in dimensions 
I g - 1. This is a stable computation, and for g = 2 we complement it by an unstable 
computation her-we compute H’(S2/Sp4( Z) : Q) for all i. 
Denote S2/Sp4( Z) by 2,. The spaces & and d%1 are discussed in [ 151. As we have seen 
there, .& is a blow-up of 2i, i.e. there is a projection map n: _&r + 2, with the following 
properties: 
5.3.1. (a) XI& is a homeomorphism 
(b) Let 8, =A:- &i, o*, =_&i -./Zi. Then n:d, -+a, 
can be identified with the projection map from the complex surface o’,, viewed as a singular 
fibration, onto its base, the Riemann surface ai, which is the compactification of S1/Sp2( H), 
i.e. the Riemann sphere with one cusp. 
(c) ~1%‘~ is a homeomorphism. Denote n(Zi) c 2, by 2,. 
(d) 3Ep, n d, is a section in d, (viewed as a singular fibration), so n(Zi n 2,) = JI?~ n aI 
= 1. a 
LEMMA 5.3.2. (a) X1 = s1 is homeomorphic to P2(C). 
Assume char (IF) + 2, 3, or 5. 
(b) Hi(d L : F) has rank 1, 0, 2, 0, 1 for i = 1, . , 4 
(C) Hi(dl ‘4% , : F) has rank 1, 0, 2, 0, 2for i = 1, . . . , 4. 
Proof. (a) Analogously to the description of HA in (2.2), it can be seen that X1 is P’(C) 
x P’(C)/t, where t is the involution t(zt, z2) = (22, zi), which is well-known to be P2(C). 
(b) As in 5.1.1, Hi(t?l : iF) = Hi(D(r): F)“” which is as claimed. 
(c) This is immediate from Mayer-Vietoris, since d L n X’ 1 = P’(C) is a non-trivial class 
in both Hz(d,) and H2(%1). 
THEOREM 5.3.3. Let F be a jield of characteristic not equal to 2, 3, or 5. 
(a) The homology of the Satake compactifcation J?, is given by 
r~nkH~(~~:F)=1,0,1,0,1,0,1fori=O ,..., 6 
(b) The projection R:&: + 2, induces an epimorphism on homology with coeficients in F. 
(c) The inclusion 9, +-k, induces an isomorphism on homology with coeficients in F in 
dimensions at most jour. 
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Proof. Let N beadeleted regular neighborhood of d, uX’, inA:. By 5.3.1, x:&f -2, 
induces a map of Mayer-Vietoris sequences 
. . . + Hi(N) + Hi(&;))+Hi(ai Uc%?,) -t Hi(zAf) + Hi-l(N) + . * . 
II II ! 
. . . -Hi(N)~Hi(~;:)+Hi(~,)~ H-(A ) H!(N) 1 i + l 1 + ... 
The theorem then follows from 5.1.1 and 5.3.2 by direct computation. 
COROLLARY 5.3.4. (compare [S, theorem 4.21). The cohomology ring H*(sI : F) is 
isomorphic to the cohomology ring H* ( P3( C) : F). A generator c c H2(.#, : IF) is given by the 
dual of the Humbert surface $1, 
Proof. That the cohomology ring is as claimed is a consequence of the Lefschetz theorem. 
(This can also be seen directly from the proof of 5.3.3.) That the class c may be chosen as 
indicated follows from 5.3.3 (compare 4.1.2 and 4.2.2). 
Finally, if we let s2 denote the Satake compactification SJT(2), we may compute the 
cohomology of x2 in a manner similar to the above. The answer is as follows: 
THEOREM 5.3.5. Let 6 be afield ofcharacteristic not equal to 2. The homology of the Satake 
compactification X2 is given by 
rank Hi(~2 : ff) = 1, 0, 1, 0, 1, 0, 1 for i = i, 0, . . . , 6. 
The group Sp,( iZ/2) acts trivially on the homology ofx2. 
5.4. In (2.1) we gave an identification of Sp4(Z/2) with &. Under the identification, the 
representations F, N, and St of sections 4 and 5 are the representations of & with Young 
diagrams [Sl], [42], and [321] respectively. 
66. CONNECTION WITH GEOMETRIC INVARIANT THEORY 
The modular space A* is also related to another interesting variety which appeared 
recently in the work of Deligne and Mostow [7]. As they observe, the latter variety is 
constructed by means of Mumford’s geometric invariant theory. We will explain the 
connection in this framework. Our identification of these spaces will lead us to investigate 
their relationship with a third space, one first considered in the 19th century-the Segre cubic 
threefold. 
In this section, we will adopt the notation of [7]. 
Let S denote the set { 1,2,3,4,5,6}, and let Ps denote the space of functions {y(s)},,s of S 
to P’ = p’(C). There is a natural action of PGL2(C) on the space P’ induced by the linear 
fractional transformation of PGL2(C) on P’. The subspace of injective functions can be 
identified with ( P’)~ - A, and its quotient with the moduli space JZ” of nonsingular curves 
with level 2 structure. By a stable point (resp. semi-stable point) of P’, we mean a point 
1y(s);,Es* with the property that no more than two (resp. three) elements in Shave the same 
image, i.e. 
max _E p’ SES ,,,= (i) < l (resp. I I). i 
Since card (S) = 6, the group PGL2 operates freely on the subspace of stable points, and its 
quotient space QS, is a quasi-projective variety. To compactify Qn, we consider the space of 
semi-stable points. For each semi-stable but not stable point {y(S)j,,s, we have a partition of 
S into two sets of three elements S1 and S2 such that y(S,) n y(S2) = 0 and J’ is constant on S1 
or S2. Define a relation - via 
J - J’ if and only if 
6.1.1. y and J“ are stable, and they have thk same PGL,-orbit 
TOP 24:4-c 
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6.1.2. y and y’ are semi-stable but not stable, and they have the same partition 
The quotient space Qsn of semi-stable points module this relation is a projective variety, and 
contains QJt as a Zariski open set. In fact, Qcusp = QSS, - Qs, consists of ten isolated singular 
points. To desingularize this variety, we blow up these points and obtain a nonsingular variety 
QL 
PROPOSITION 6.1.3. Let Q$ be dejined as above. Then it is isomorphic to the Iyusa 
compactiJication .fU*. 
Remark 6.1.4. By using this isomorphism, the cohomology of&Y*, except for 2-torsion, 
can be derived by the method of Kirwan in [13]. 
6.2. This section is devoted to the proof of Proposition 6.1.3. 
The Igusa compactification&Z* of&? may be constructed by desingularizing, or “blowing 
up”, the Satake compactificationx of&. (For a careful discussion ofd#, and of the “blow- 
up” procedure, we refer the reader to 1163.) 
In order to prove 6.1.3 we shall first construct a birational transformationf:Y@ -+ Qssr. 
To begin, we identify QSS, with a classical object, Segre’s cubic threefold. Given six ordered 
points pi with projective coordinates pi = (xi: yi) in P’, i = 1, . . . , 6, we let the symbol (ij) 
denote the expression (xiyj - Xjyi). From these symbols we form six projective invariants A, B, 
C, D, E, F. The first invariant A is given by the sum 
A = (15)(13)(46)+ (51)(42)(36)+ (14)(35)(26)+ (43)(21)(56)+ (32)(54)(16). 
As for theotherinvariants B, . . . , F they are obtained by permuting the numbers 1, . . . ,6 in 
A according to the following formulas: 
(12): (AD) (BE) (CF) (23456): (ADBFE) 
Also, an odd permutation changes the sign of A, . . . , F. (For example, (23456) takes A to 
D = (36)(14)(52) +(61)(53)(42) +(15)(46)(32) +(54)(31)(62) + (43)(65)(12), while (12) takes A 
to -D.) 
The map 4: (Pi,..., p6) --) (A: E : C: D : E : F) defines a map from QSSI to @. (The 
condition that A, . . . , F not all be zero is precisely the condition that (pi, . . , ps) be semi- 
stable. In that case the projective coordinates of the image are invariant under the action of 
PC&, and, more generally, under the identification of (6.1.1) and (6.1.2).) The six invariants 
are not independent however, and they satisfy the equations A + B + C + D + E + F = 0, 
A3+B3+C3+D3+E3+F3 =O. 
From this it follows that QSJf is isomorphic, under the above mapping, to the threefold in 
P5 defined by the homogeneous equations 
(6.2.1) 
known as Segre’s cubic threefold (see [6, p. 1141). 
In the classical literature, this variety also arises in another manner. Recall that the 
projective dual (or reciprocal) of a hypersurface XN- ’ c PN is obtained as follows: Consider 
the tangent planes T, at regular points x in X. Since the tangent plane is a hyperplane in PN, it 
represents a point in the dual projective space bN, and as x traces through all the regular 
points in X, its image traces through a quasi-projective va_riety in b”. This quasi-projective 
variety can be completed to a projective variety X, and X is the projective dual of X. 
Since Segre’s time it has been known (see, e.g. [20, p. 1151, where it is already stated 
without comment) that applying this procedure to the symmetric quartic threefold defined by 
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the equations 
jlxizo 
4(~lx~)-(i&:)’ = 0 
(6.2.2) 
yields Segre’s cubic threefold. (This subject is discussed extensively in [3, chapter VI.) (Note 
from 6.2.1 and 6.2.2 that each of these varieties is codimension 1 in P5 c @‘.) 
We have observed that Segre’s cubic threefold, defined by 6.2.1, can be identified with Qlsr, 
and van der Geer [S] has shown that the quartic threefold defined by 6.2.2 can be identified 
with the Satake compactification J?, so we obtain a birational transformation 
In fact, [8, section 63 shows that this transformation is defined’on the regular partA of2 
(i.e. away from the fifteen boundary components), and it can be thought of as obtained by 
blowing down each component of the Humbert surface in the interior A to a point. 
Alternately, we may consider the Igusa compactification .M*. Note that the Satake 
compactification 2 is a hypersurface in ilp5 defined by a single function F(xi, . . . , x5) = 0. 
The derivatives dF/axi, on the one hand define the coordinate functions of the projective dual, 
and on the other hand generate the ideal I = ( dF/dxl, . . . , dF@x5 ) that defines the 
boundary components d. Since&* is defined by blowing ups along d (i.e. algebraically the 
monoidal transformation of2 with respect o the ideal I), it follows thatylifts to a morphism 
from.,@* to the projective dual Qssr. On the other hand, it is not difficult to see that the normal 
bundle of the Humbert surface in JZ* is negative ([8, p. 3333). Hence, by a theorem of 
Grauert, [9, p. 3413, we can blow down the ten components of the Humbert surface in&* to 
points to get a complex analytic spaces. Then, from the definitions, we have the mappingjin 
the following diagram: 
(6.2.3) 
As isclassically known (see [3, p. 1511) the Segre threefold defined by 6.2.1 has ten singular 
points, namely the point (l,l,l,- l,- 1, - 1) and its image under the permutation of its 
coordinates by the symmetric group x6. They are the images under 4 of the ten cusp points in 
Qssr. For example, the point (l,l,l, - 1, - 1, - 1) corresponds to the partition of (1,2,3,4,5,6) 
into the two subsets { 1,2,3) and {4,5,6i, which gives a cusp by 6.1.2. By symmetry, it is easy to 
check that these ten points are precisely the images under3 of the ten components of the 
Humbert surface. 
As Qs,, is irreducible we have thatfis a surjection, and shall show thatlis an injection. We 
have analyzedjon the image of_M in.,&; it remains to analyzejon the image a of a = Jt* -JZ 
in 2. 
There are fifteen planes Pij in Segre’s cubic, whose equations are x,(~) + x,(~) = x,(~) 
+x a(5) = xc(3) + &7(6) = 0, Q E & (see [6, p. 1401). Points in these planes Pij (and it is easy to 
check that they are indeed all isomorphic to P’) are in one-to-one correspondence with the 
images under 4 of points with (ii) = 0, i.e. with pi = pj. Again from considerations of 
symmetry, each of these fifteen planes must lie in the image of a boundary component of 2 
under the mappingf 
Let D be a component of S, and ij its image in z. b is obtained from D by blowing down the 
intersection of D with the Humbert surfaces. Referring to proposition 2.3.1 and Fig. 1, it is 
easy to see that d is isomorphic to P*. Then the map f: b + Pij (for appropriate 0) 
is completely determined by its degree, and from local ConsiderationsJhas degree one, and 
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so is an isomorphism. Thusfis a bijection on each component of ?. and it is easy to see that this 
implies3 is a bijection on 2, and hence on ,k. 
As it is defined by 6.2.1, the variety Qssr is a hypersurface in p4 with isolated singularities, 
and hence it is normal. Let 3-l denote the inverse off. On the regular part of Qs,, this 
map_? ’ is holomorphic. From the definition ofa normal variety (see [14,3. l]), a holomorphic 
function on the regular part can be extended to the entire space. Since QISt is normal, it follows 
that for every holomorphic function g on-K*, the composite g 1-l is holomorphic. In other 
words,3 is biholomorphic. As it is a bijection, it is then an isomorphism.’ 
_& is obtained from .M* by blowing down the Humbert surfaces to points, while Qz, is 
obtained from Qsa by blowing up its singular points to obtain a nonsingular variety. Since 
blowing up and blowing down are reciprocal operations, this implies there is an isomorphism 
f*: JP -+ QL, as in diagram 6.2.3, and the proof is complete. 
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