We present a novel dehazing and low-light enhancement method based on an illumination map that is accurately estimated by a convolutional neural network (CNN). In this paper, the illumination map is used as a component for three different tasks, namely, atmospheric light estimation, transmission map estimation, and low-light enhancement. To train CNNs for dehazing and low-light enhancement simultaneously based on the retinex theory, we synthesize numerous low-light and hazy images from normal hazy images from the FADE data set. In addition, we further improve the network using detail enhancement. Experimental results demonstrate that our method surpasses recent state-of-theart algorithms quantitatively and qualitatively. In particular, our haze-free images present vivid colors and enhance visibility without a halo effect or color distortion.
Introduction
Dehazing is a fundamental pre-processing step for improving the performance of numerous computer vision applications in out-door environments (e.g., object tracking and detection for autonomous driving, and scene understanding) because most computer vision algorithms are extremely sensitive to illumination and weather conditions. Dehazing algorithms have shown remarkable improvements, owing to the recent deep-learning development. Despite the great success in deep learning approaches, dehazing still has many challenges; for example, dehazing in lowlight environments. Traditional dehazing algorithms can be categorized into two groups: Those that use additional information, e.g., the image depth or a 3D model from numerous sensors and multiple images [27, 36, 40] , and those that use a single image for dehazing [19, 12] . Convolutional neural network (CNN)-based dehazing approaches have recently emerged and successfully obtained highly accurate results [38, 6, 29] . Low-light enhancement is also an important task, which can be used together with dehazing as pre-processing steps to improve the performance of highlevel vision algorithms. For example, a multi-scale retinex method [37] enhances the color image based on the retinex theory. LightenNet [30] , MSRNet [42] , and LLNet [32] have been developed to enhance the illumination, using deep learning methods. While dehazing and low-light enhancement have gained a large amount of attention, their deep-learning-based approaches have difficulty gathering training data for supervised learning. For example, for dehazing problems, it is very challenging to obtain pairs of hazy and haze-free images for the same scenes simultaneously. In addition, it is difficult to obtain the ground-truth of hazy images that contain low-light pixels at the same time. To alleviate this problem, we synthesize training data by generating ground truth (i.e., weakly illuminated hazy) images given hazy images. In this paper, we deal with a composite of hazy and lowlight images, and conduct dehazing and low-light enhancement in a unified framework. Images of outdoor scenes frequently contain simultaneous hazy regions and low-light areas. Thus, our unified approach is more capable of handling real-world images. In addition, traditional algorithms tend to reduce the images' brightness in the dehazing process, which can even degrade image quality. Therefore, dehazing and low-light enhancement tasks should be considered at the same time, as in our approach. As a unified framework, we present a dehazing algorithm based on the illumination map. The illumination map estimated by the proposed deep network is utilized to obtain the atmospheric light and transmission for dehazing, and to adjust the image brightness for both dehazing and low-light enhancement. Fig.1 shows the motivation of our method. Conventional dehazing methods using low-light enhancement as preprocessing or post-processing induce oversaturation problems in bright areas (e.g., tower or river) and cannot solve dehazing and low-light enhancement problems simultaneously, as shown in Figs.1(b) and (c). In contrast, our LED 2 Net can perform dehazing and low-light enhancement concurrently, and can alleviate over-saturation problems.
The contributions of our method are threefold.
• We present a unified framework, LED 2 Net (Low-light Enhancement and Dehazing with Detail Network), for dehazing and low-light enhancement. In our method, dehazing is performed based on the illumination map.
• The illumination map is recycled for various uses, namely, atmospheric light estimation, transmission estimation, and low-light enhancement. The illumination map prevents the dehazing from darkening images and from saturating light areas. It simultaneously enhances the low-light regions.
• We present a novel dataset based on retinex theory, which enables us to simultaneously deal with haze and low-light in training. Fig.2 shows the procedure of our method.
Related works
Dehazing: Dehazing algorithms have considerably progressed in the past few years. Recently, single-image-based dehazing has gained popularity, compared to the method using additional information [27, 36, 40] . The latter has several advantages because the methods can utilize additional information for dehazing, which cannot be acquired from the images. However, these approaches have not been actively studied because the necessary additional information is frequently unavailable. Dehazing algorithms based only on a single image [19, 12, 13] employ a dark channel prior [19] and show impressive dehazing results. The dark channel was used for haze features [44, 24] . Tang et al.
proposed a random-forest-based regression model for dehazing, using multiple haze-relevant features [44] . [38] . In AODNet [29] , the atmospheric scattering model was reformulated and an end-to-end trainable model for both dehazing and object detection was proposed. Ling et al. generated synthetic haze images by considering the light wavelength of each color channel [31] . Ren et al. [39] proposed a novel fusion-based method based on three inputs from white balancing, contrast enhancing, and gamma correction. Zhang and Patel [47] removed hazy regions using dense connection and pyramid modules. Contrary to theses methods, our method performs dehazing and low-light enhancement in a unified framework based on the illumination map. Low-light Enhancement: Retinex based methods [41] enhance images by dividing them into illumination and reflectance components. High dynamic range algorithms (e.g. multi-exposure image fusion [3] and single-image contrast enhancer [7] ) improve images by using multiple exposure images. Dong et al. observed that inverted low-light images look similar to hazy images and presented a low-light enhancement method using the haze model [11] . Recently, deep learning based methods, e.g. MSRNet [42] and LLNet [32] , have made significant improvements in low-light image enhancement. LightenNet [30] directly obtains the illumination map by using CNN architectures, whereas the method in [41] indirectly estimates the illumination using gradients and color constancy. Most traditional algorithms that use the illumination map typically aim to estimate the color constancy [22] , perform image rendering in out-door environments [21] , or enhance low-light images [16] . Contrary to these methods, our method utilizes the illumination map for various tasks, namely, atmospheric light estimation, transmission estimation, and low-light enhancement.
Proposed Method
The haze model is defined by Koschmieder et al. [28] , as follows:
Figure 2: Overall procedure of the proposed method. Our method estimates the illumination map with a novel deep neural network. The estimated illumination map is used for both dehazing and low-light enhancement, Then we enhance details using the proposed detail network. Please refer to supplemental materials for more details on the proposed architecture.
where I, J, A, and t indicate a hazy image, a haze-free image, atmospheric light, and the transmission, respectively. Then the haze-free image is obtained by solving (1) for J:
We observe that many low-level vision tasks are interrelated; hence, recent super resolution [10] , retinex [30] , and dehazing [6, 31] algorithms have adopted deep neural networks with similar architectures. These deep neural networks typically consist of feature extraction, non-linear mapping, and reconstruction layers. In this context, our method adopts one of the weak illumination-enhancement approaches, LightenNet [30] , for dehazing, because it has achieved great success in solving low-level vision problems [10, 30, 6, 31] . Our method produces the illumination map based on residual blocks with side convolution and then refines the map into elements for three different tasks:
• The illumination map is transformed into pixel-wise atmospheric light through identity mapping, because the illumination itself is the atmospheric light. Then, we add global atmospheric light to pixel-wise atmosphere light that contains relatively local information.
• The illumination map is used for transmission estimation, because the illumination can be considered as the degree of light reaching an observer. The inverted low-light images have properties similar to hazy images, which is experimentally verified by [11, 16] . For example, LIME [16] utilizes the illumination of low-light images as the transmission. We observe that the proposed inverted hazy regions look like illumination images. Thus, we obtain the inverted transmission map from the illumination map.
• The illumination map is used for low-light enhancement [30, 16] . We use the illumination map for the aforementioned two different tasks, but it can be re-used for the low-light enhancement. The illumination can improve weakly illuminated regions while maintaining the clear illuminated area. Therefore, it does not cause saturation and color distortion.
Dehazing Based on the Retinex Theory
Dehazing algorithms and the retinex theory are interrelated. Dong et al. [11] used the haze model for low-light enhancement, because the inverted dark regions of low-light images typically have high brightness values, like hazy regions. Adrian et al. [14] proposed a way of solving the dehazing problem directly using retinex. LIME [16] also inverted low-light images to estimate the illumination. In contrast to these methods, our method inverts hazy images I intoÎ = 1 − I. Then the inverted haze-free imageĴ is obtained using (2):
whereÎ(x) is the inverted hazy image. The haze-free image J can be recovered by 1 −Ĵ. GivenÎ, our dehazing method aims to find A and t based on the illumination map L, in which L, A, and t are obtained by illumination map estimation step, atmospheric light estimation step, and transmission estimation step, respectively. Then, our low-light enhancement method improves the image brightness by the 
Illumination Map Estimation Step
Illumination estimation is a major theme in low-light enhancement literature. Recently, LIME [16] and LightenNet [30] have shown impressive accuracy in illumination estimation. According to the retinex theory, an image can be divided into illumination and reflectance components, which can be considered a clear illuminated image and a weakly illuminated image, respectively:
whereÎ(x), R(x), and L(x) indicate the weakly illuminated image, the clear illuminated image, and the illumination map, respectively. As shown in (4), if the illumination map is estimated from an observed image, a clear illuminated image can be obtained by removing weakillumination regions. To obtain an accurate illumination map, we present a deep neural network consisting of four residual blocks and sidelobe layer, which is from each residual block. The sidelobe layer helps generate more fruitful features in the structure of iterative residual blocks. The initial illumination map has one channel and is normalized to have values between 0 and 1. Because the illumination map should be locally smooth and must maintain the edge information, we refine the illumination map by applying the guided filter [20] and using relative total variation filtering [46] . The guide image for guided filtering is the minimum channel of the input image.
Atmospheric-light Estimation Step
Atmospheric light and the transmission are key factors for solving the dehazing problem. In traditional approaches, the atmospheric light is obtained by finding the maximum value of the dark channel, as in He et al. [19] , or by using quad-tree searching [26] and its variants. However, inaccurate transmission or atmospheric light estimation can cause a color distortion and degrade the quality of hazefree images. To solve these problems, we present a simple but robust estimation method for the transmission and atmospheric light. Because the illumination represents the light in the atmosphere, our method uses the illumination to obtain the atmospheric light based on the retinex theory.
Conventional dehazing algorithms [19, 26, 43] assume that the atmospheric light is the same through the entire image; Kim and Kwon [24] disagree with this assumption and estimate the pixel-wise atmospheric light. Unlike these methods, we argue that the atmospheric light has both local and global ingredients, which respectively correspond to the illumination and the global airlight. From a physics point of view, the illumination has a different local value because it is generated as the global airlight is reflected in a different way by particles in the atmosphere. Then, the atmospheric light is a combination of the illumination (i.e. local ingredient) and the global airlight (i.e. global ingredient):
whereL(x), G, and L(x) indicate the refined atmospheric light, the global atmospheric light, and the illumination, respectively. In (5), G is obtained by taking the maximum value of the illumination. Fig.3 shows dehazing results based on the proposed atmospheric light. Conventional approaches (e.g., MSCNN [38] and our LEDNet only with global atmospheric light) can not accurately dehaze nighttime hazy images and produce over-saturated results, as shown in Figs.3(b) and (c), in which images contain hazy regions, local light sources, low-light areas, concurrently. In contrast, the proposed LEDNet with local atmospheric light preserves local details after dehazing.
Transmission Estimation Step
As mentioned before, the illumination indicates the light reaching observers as the global airlight is reflected by particles in the atmosphere. Therefore, the illumination has been utilized as the transmission in Dong et al. [11] and LIME [16] . Our method also substitutes the illumination for the transmission. The transmission can be easily obtained by 1 − L(x), like that the transmission was estimated by inverting the dark channel, as in the He's method [19] . Then, (3) can be modified as follows:
where the atmospheric light and the transmission are replaced byL(x) and 1 − L(x), respectively. To prevent excessive haze removal, the maximum value of the denominator is empirically set to τ . In all experiments, τ is fixed to 0.5.
Low-light Enhancement Step
Because hazy regions have relatively high intensity values, the overall brightness typically decreases after removal of the hazy regions. Furthermore, during the dehazing process, dark areas (e.g. haze-free areas) can become darker because dehazing algorithms are globally and uniformly applied to a whole image. This problem can be solved by increasing the overall brightness of images. However, in this case, the hazy regions can be insufficiently removed. To deal with this problem, we utilize the illumination map obtained by the illumination map estimation step:
whereL is obtained by applying the gamma correction to the illumination mapL(x). In (7), λ adjusts the degree of improvement of the low-light regions, which is empirically set to 0.5. We can measure improvement by E as follows:
where J is an estimated haze-free image. By using J(x) in (8), the result E enhances the brightness of dark regions, while maintaining values of bright regions.
Detail Enhancement Step
In this step, we use the residual learning to preserve details during dehazing and low-light enhancement. We add a skip connection to the VDSR [25] network to better reflect the detail of the original: F = E +αD, where, the final outputs obtained by the weighted linear combination of outputs of detail enhancement step, D, and initial results obtained by LEDNet, E. α was set to 0.7.
Implementation Details
Training Data Generation: For training, supervised deep learning methods requires a large amount of data along with corresponding ground-truth. In case of haze removal and low-light enhancement problems, the data must be obtained in the out-doors and it is not trivial to collect images that contain hazy areas and low-light regions, simultaneously. Furthermore, it is more difficult to obtain their corresponding ground-truth. Therefore, many studies attempt to construct training datasets by synthesizing haze or low-light onto a clear image. Unlike previous approaches that synthesize low-light onto clear images, our method synthesizes low-light onto hazy images and thus a synthetic image contains hazy areas and low-light regions, simultaneously.
We synthesize low-light onto an inverted hazy image using (4) based on the retinex theory. Fig.5 shows our data generation scheme. For this, L(x) in (4) is replaced with a constant value L, which is randomly selected among nine values [0.1, 0.2, ..., 0.9]. Then, We generate n × n randomly illuminated patches for 200 inverted hazy images from the FADE dataset [9] . In experiments, n was set to 32. To make the illumination map locally smooth, 16 pixels are overlapped to generate a patch. Training and Parameter Setting: We use approximately 400, 000 patches for training, which are sufficient to train several deep networks. The parameters of each layer are learned using the Mean Squared Error (MSE) as a loss function:
where N is the training batch size,Î is the corresponding patch, and F (·) is the mapping function. The ADAM optimizer is used to find the optimal Θ in (9) that minimizes L. To train it quickly, the filter weights of each layer are initialized from a random Gaussian distribution with a 0.001 standard deviation, and the filter biases are set to 0.
We initialize the learning rate to 10 − 5 and updated it by a decay factor 0.9 every five epochs. Based on the parameters above, LEDNet in trained for 15 epochs with a 512 batch size. We conduct the experiments on a workstation with an NVIDIA GeForce GTX TITAN XP GPU. The network is implemented by using Matlab 2018a. The training loss quickly converged in only 30 minutes.
Detail network was trained using the IAPR TC-12 dataset [15] . Because we need to pay attention to the detail of hazy-free images, we separately conducted the learning process for clear images without combining the illumination network. For stable learning, we added skip connection to the VDSR network.
Experiments
Our method (LED 2 Net) was compared with eight stateof-the-art dehazing algorithms: non-deep learning based methods [13, 4, 48] and deep learning based methods [38, 6, 29, 47, 39] . For the qualitative comparison, we used the dataset provided by Fattal [13] and real-world datasets. We utilized the visibility level descriptor (VLD) [17] and four image quality evaluation methods [35, 34, 45, 9] , which are no-reference quantitative evaluation metrics.
Ablation Study
To evaluate each step composing LED 2 Net, we conducted the ablation test, for which LEDNet l and LEDNet d were additionally implemented. LEDNet l denotes the proposed LEDNet only for low-light enhancement w/o detail network. LEDNet d indicates the proposed LEDNet only for dehazing w/o detail network. LEDNet produced three different images based on the illumination map. The first is a low-light enhanced image. The second is a haze-free image, and the last is an image obtained by conducting both dehazing with low-light and detail enhancement. Fig.4 shows intermediate results for each step. The first row shows the image mainly used for HDR, in which low-light and clearly illuminated areas exist at the same time. The second row is the image widely used for dehazing, in which overall regions are hazy and most dehazing algorithms lose the data after dehazing. As demonstrated in Fig.4(b) , LEDNet l improved visibility of the low-light image. However, it failed to remove hazy regions, while even making the regions more hazy as the average brightness increased. In Fig.4(c) , LEDNet d removed hazy regions and presented the vivid color in hazy images. It also enhanced the brightness of some dark areas in low-light images, with the help of the increase in the contrast after dehazing. However, LEDNet d caused information loss in dark areas. To solve two different problems of dehazing and low-light enhancement simultaneously, we present a unified network called LED 2 Net. As shown in Fig.4(d), LED 2 Net improved the contrast and the brightness of dark areas in low-light images. In addition, LED 2 Net produces haze-free images with enhanced details, while maintaining the vivid color. Fig. 6 shows comparisons of LEDNet and LED 2 Net including detail enhancement. LED 2 Net in Fig.6 (f) preserves more details than LEDNet in Fig.6 (e).
Results on Real-world datasets
We have experimented with real-world datasets because characteristics of indoor-synthetic haze and real-world haze are very different. Fig.7 shows experimental results of the Fattal dataset [13] . The algorithms used in comparison produced accurate dehazing results without a halo effect, the most problematic artifacts after dehazing. However, although the color-line produced natural images in terms of color restoration, saturation occurred in sky and bright areas. Red rectangles highlighted the areas where saturation and color distortion occur. At the first row, sky regions saturated, while white river and white house turned yellow and distorted. In addition, black artifacts occurred in the lower-left building. In DehazeNet, MSCNN, and AODNet hazy regions were clearly removed, but areas with the low brightness become darker and lost image details. Yellow rectangles highlighted the areas where the brightness is insufficient after dehazing. Haze-line and DCPDN have unnatural results. In contrast to the aforementioned methods, LED 2 Net obtained accurate haze-free images, while improving the brightness of low-light regions. Moreover, LED 2 Net avoided saturation and color distortion problems in most areas. [38] (c) DehazeNet [6] (d) CAP [48] (e) AOD-Net [29] (f) DCPDN [47] (g) GFN [39] (h) LED 2 Net. Fig.8 shows the dehazing results for another real-world dataset. MSCNN accurately removed hazy regions in Fig.7 , while it failed to remove many of haze regions in this dataset, as shown in Fig.8 . GFN produced good dehazing results in most images, but it lost local details of the images at the third row. The proposed LED 2 Net removed hazy regions properly, while recovering appropriate brightness and preserving details. Fig.9 shows low-light enhancement results of LIME and LED 2 Net with different parameters. For this experiment, we utilized the low-light images. LIME [16] is a state-ofthe-art algorithm for low-light image enhancement based on the illumination. Because LIME originally aims to solve the low-light image enhancement problem, it produced good results in most images. On the other hand, LED 2 Net was not developed only for low-light image enhancement. Nevertheless it improved the low-light image quality in terms of the vivid color and unveiled low-light. At the first row, LIME enhanced the brightness of the front leaves significantly, assuming that areas close to a viewpoint should have high values the illumination. However, the results are unnatural. At the second row, LIME has overly high values like hazy image. In contrast to LIME, LED 2 Net produced relatively natural results. Using a large value of λ results in a large amount of improvement for low-light regions. Fig.10 shows the results of recently released image enhancement dataset [23] . LED 2 Net can be also used for the image quality enhancement as well as dehazing and low-light enhancement.
No-Reference Image Quality metric
There is typically no ground-truth in dehazing problems. Thus, synthesized ground-truth, peak signal-to-noise ratio (PSNR), and structural similarity (SSIM) have been widely used to evaluate dehazing methods. However, these metrics have difficulty in accurately measuring qualitative improvements [5] . Recently, to alleviate this problem, no-reference image quality evaluation has been proposed, which are naturalness image quality evaluator (NIQE) [35] , blind/referenceless image spatial quality evaluator (BRISQUE) [34] , and perception based image quality evaluator (PIQE) [45] . In this paper, we used the aforementioned metrics based on no-reference image quality evaluation and the conventional metrics, VLD [17] (i.e., e : edge, σ : contrast, and r : saturation) and FADE [9] (i.e., haze density measurement). The best method has the largest values of e and r, and the smallest values of other metrics.
As reported in Table 1 , LED 2 Net and GFN preserved many edges after dehazing, in which they had larger values of e. Although CAP and DCPDN produced the smallest values of σ, the qualitative improvement was not significant. On the other hand, MSCNN and our LED 2 Net had small values of σ, while they qualitatively looked better. In terms of FADE, GFN, DehazeNet, and the proposed LED 2 Net showed the best performance. In addition, LED 2 Net produced the best perceptual quality images and thus is the best method in terms of NIQE, BRISQUE, and PIQE.
Discussion
To demonstrate the effectiveness of the proposed LED 2 Net, we evaluated several dehazing methods in terms of various no-reference evaluation metrics. Nevertheless, these metrics are still insufficient to qualitatively measure the quality of haze-free images and there is not fundamentally accurate measurement for dehazing. In addition, the illumination of real-world images is completely different from the illumination of synthesized haze images. Our LED 2 Net typically performed well in removal of the realworld illumination. However, it had difficulty in removing the synthesized illumination. On the contrary, other methods produced unnatural results in real-world images.
Conclusion
In this paper, we proposed a unified framework called LED 2 Net for dehazing and low-light enhancement based on the illumination map. We use the illumination map for three different tasks: atmospheric light, transmission, and low-light enhancement. In addition, detail enhancement was performed by the detail network. LED 2 Net allows hazeremoval and low-light enhancement to proceed simultaneously. Our haze-free images contain vivid colors and unveil dark regions after dehazing. In particular, the visibility of weak illumination areas of hazy and low-light images was significantly improved. Experimental results show that LED 2 Net surpasses other state-of-the-art methods not only for dehazing but also for low-light enhancement.
