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Abstract
In this thesis, we study some congruences on the odd prime factors of the class number
of the number fields.
We say that a finite Galois extension L/K is Galois solvable if the Galois group Gal(L/K)
is solvable.
The main result studied is:
Let L/Q be a finite algebraic extension with [L : Q] = 2α0 × N1, where N1 > 1 is odd.
Suppose that there exists a field K ⊂ L with [K : Q] = 2α0 and with L/K Galois solvable
extension. Let h(L) be the class number of L. Suppose that h(L) > 1. Let p be a prime
dividing h(L). Let rp be the rank of the p−class group of L. If p ×
∏rp
i=1(p
i − 1) and N1
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Introduction
Algebraic number theory is a major branch of number theory which studies algebraic
structures related to algebraic integers.
This is generally accomplished by considering a ring of algebraic integers O in an alge-
braic number field K/Q, and studying their algebraic properties such as factorization, the
behavior of ideals, and field extensions.
The focus of algebraic number theory is to extend the properties of the natural numbers
to more general number structures: algebraic number fields, and their rings of algebraic
integers.
These structures have most of the standard properties that we associate with ordinary
whole numbers, but some subtle properties sometimes fail to generalize. One particular
property that fails to generalize and can be problematic is that of unique factorization.
The notion of prime in the regular whole numbers can be viewed as two different ideas.
First is the notion of being irreducible in the sense that a prime has no factors other than
1 and itself. The second being that if p is a factor of a product ab then it must be a factor
of either a or b.
It turns out that in certain number fields these ideas do not concide.
In an integral domain a prime is always irreducible but the reverse is not always true, as
a result unique factorization into irreducibles breaks down.
The factorization of ideals in such rings turns out to be more satisfactory: every ideal is
a unique product of prime ideals.
The extent to which factorization in these rings is not unique can be measured by the
group of ideal classes (fractional ideals modulo principal ones). This group of ideal classes
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is called the class group and its order: called the class number turns out to be of cru-
cial importance in the theory of numbers and many deep and delicate results are related
to its arithmetic properties.
For instance unique factorization holds in a ring of integers if and only if the class number
is 1. In general the larger the class number the more non-unique the factorization !!.
Class field theory has deep roots in the history of mathematics, going back to Gauss,
Kummer and Kronecker. The term ”class field” was coined by Heinrich Weber in his
book on elliptic functions and algebraic numbers [8] which appeared in 1891. It was
Hilbert [3] who in 1898 proposed to establish class field theory as the theory of arbitrary
abelian extensions of algebraic number fields. Although Hilbert himself discussed unrami-
fied abelian extensions only, i.e., what today is called the ”Hilbert class field”, it is evident
from his introductory remarks that he clearly envisioned the possible generalization to the
ramified case. And Takagi, giving class field theory a new turn, succeeded in completing
Hilbert’s program to its full extent [9],
The class number hK of an algebraic number field K is a basic object in Class field theory,
extensively studied since the 19th century. Yet, little is known of its values in general.
As we said before, one may consider it to measure the failure of the unique factorization
in the ring of integers.
There does not exist a practical method to compute hK in general, but an efficient al-
gorithm exists, for instance, for quadratic fields and for some other fields of very small
degree.
The class number hK can be computed for extensions with small degree and discriminant,
however computations take a very long time for higher extensions.
In our thesis, we are going to give a survey on some congruences on prime factors of class
number of algebraic extensions.
In the first chapter we give some preliminaries on basic topics and concepts in abstract
algebra, especially on groups, rings and field extensions in order to remember some of
most wanted definitions and theorems such as normality, separability, solvability, Galois
extensions, and others.
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The subject of class number is one of the most deep, difficult and advanced topics in
class field theory, which is emerged from algebraic number theory, and in order to put the
reader in the mood of this subject, and understand its terms we have given in the second,
and the third chapters the basic and wanted definitions, theorems and results of algebraic
number theory and class field theory briefly or detailed according to its importance and
utilization in our thesis.
Finally we study a paper of Roland Queme on some congruences of prime factors of class




In this chapter we study some basic concepts in Abstract algebra. It consists of two sec-
tions, in the first one , we mention some basic definitions and theorems in Group, Ring
and field theory, that are necessary needed for understanding this thesis.
In the second section we define extension fields, and give some important related theorems
and results needed for our research.
The definitions and facts in this chapters are taken from ”Thomas W. Hungerford, AL-
GEBRA, Graduate Texts in Mathematics.” [17].
1.1 Groups, Rings, Modules and Fields
Definition 1.1.1. [17]
• A semigroup is a nonempty set G together with a binary operation on G which is
1. associative: a(bc) = (ab)c for all a, b, c ∈ G;
a monoid is a semigroup G which contains a
2. (two-sided) identity element e ∈ G such that ae = ea = a for all a ∈ G.
• A group is a monoid G such that
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1. for every a ∈ G there exists a (two-sided) inverse element a−1 ∈ G such that
a−1a = aa−1 = e.
A semigroup G is said to be abelian or commutative if its binary operation
is
2. commutative: ab = ba for all a, b ∈ G.
• A nonempty subset H of a group G that is closed under the operation in G is said
to be a subgroup of G, and denoted by H ≤ G if H is itself a group under the
operation in G.
Definition 1.1.2. [17] If a, b ∈ G, N ≤ G, then
• a is right congruent to b modulo N (a ≡r b mod N) if ab−1 ∈ N .
• Na = {na : n ∈ N} is called the right cosset of N in G.
Theorem 1.1.1. If N is a subgroup of a group G, then the following conditions are
equivalent.
1. Left and right congruence modulo N coincide (that is, define the same equivalence
relation on G);
2. every left coset aN of N in G is a right coset Na of N in G;
3. aN = Na for all a ∈ G;
4. for all a ∈ G, aNa−1 ⊂ N , where aNa−1 = {ana−1|n ∈ N};
5. for all a ∈ G, aNa−1 = N .
Proof. See [17] page 41.
Definition 1.1.3. [17]
• A subgroup N of a group G which satisfies the equivalent conditions of Theorem
(1.1.1) is said to be normal in G (or a normal subgroup of G); we write N  G
if N is normal in G.
6
Theorem 1.1.2. If N is a normal subgroup of a group G and G/N is the set of
all (left) cosets of N in G, then G/N is a group of order [G : N ] under the binary
operation given by (aN)(bN) = abN .
Proof. See [17] page 42.
• If N is a normal subgroup of a group G, then the group G/N , in (Theorem (1.1.2)),
is called the quotient group or factor group of G by N . If G is written additively,
then the group operation in G/N is given by (a + N) + (b + N) = (a + b) + N .
• If H ≤ G, then gHg−1 is a subgroup of G called the conjugate subgroup of H
by g.
Definition 1.1.4. [17]
• Let G be a group. The subgroup of G generated by the set {aba−1b−1 : a, b ∈ G}
is called the commutator subgroup of G, and it is denoted by G′.
• The elements aba−1b−1; (a, b ∈ G) are called commutators.
Theorem 1.1.3. If G is a group, then G′ is normal subgroup of G and G/G′ is
abelian.
Moreover, if N is a normal subgroup of G, then G/N is abelian if and only if N
contains G′.
Proof. See [17] page 102.
• Let G be a group and let G(1) = G′, then for i ≥ 1, define G(i) by G(i) = (G(i−1))′,
G(i) is called the ith derived subgroup of G. This gives a sequence of subgroups
of G, each normal in the preceding one G  G(1)  G(2)  ........
Actually each G(i) is a normal subgroup of G.
• A group G is said to be solvable if G(n) = 〈e〉 for some n.
i.e if G has a normal series 〈e〉 = G(n)  G(n−1)  ........  G(0) = G.
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Remark 1.1.1. Abelian group are solvable.
Proof. See [17] page 103.
Definition 1.1.5. [17]
• Let G be a group and X a subset of G. Let {Hi : i ∈ I} be the family of all subgroups
of G which contain X. Then
⋂
i∈I H is called the subgroup of G generated by the
set X and denoted by 〈X〉. The elements of X are the generators of the subgroup
〈X〉 . If X = {a1, ......an}, we write 〈a1, ....., an〉 in place of 〈X〉. If G = 〈a1, ....., an〉,
ai ∈ G, G is said to be finitely generated.
• If a ∈ G, the subgroup 〈a〉 is called the cyclic (sub)group generated by a.
• The order of an element a in a group G(denoted by |a|) is the least positive n such
that an = 1, if no such n exists, |a| = ∞.
• Let p be a prime number, the group G is said to be a p-group if the order of each
element of G is a power of p.
• If G is a finite group, then G is a p−group if and only if | G |= pr for some positive
integer r.
• If | G |= prm for some positive integer m, where p  m, then a subgroup P of G of
order pr is called a Sylow p-subgroup of G.
Thus P is a p − subgroup of G of maximum order.
Definition 1.1.6. [17]







Gn is the set of all n tuples for which the i
′th compo-
nent is an element of Gi, and the operation is componentwise.
Theorem 1.1.4. Every finitely generated abelian group G is (isomorphic to) a finite
direct sum of cyclic groups, each of which is either infinite or of order a power of a
prime p.
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Proof. See [17] page 76.
Definition 1.1.7. [17]
• A ring is a nonempty set R together with two binary operations (usually denoted
as addition (+) and multiplication) such that:
1. (R, +) is an abelian group;
2. (ab)c = a(bc) for all a, b, c ∈ R (associative multiplication);
3. a(b + c) = ab + ac and (a + b)c = ac + bc (left and right distributive laws).
If in addition:
4. ab = ba for all a, b ∈ R, then R is said to be a commutative ring.
If R contains an element 1R such that
5. 1Ra = alR = a for all a ∈ R, then R is said to be a ring with unity.
• Let R be a ring and S a nonempty subset of R that is closed under the operations
of addition and multiplication in R.
– If S is itself a ring under these operations, then S is called a subring of R.
– A subring I of a ring R is a left ideal provided
r ∈ R and x ∈ I implies rx ∈ I;
– I is a right ideal provided
r ∈ R and x ∈ I implies xr ∈ I;
– I is an ideal if it is both a left and right ideal.
Example 1.1.1. For any ring R , {0} and R are ideals of R.
Definition 1.1.8. [17]
• A commutative ring R with unity IR 	= 0 and no zero divisors is called an integral
domain.
A ring D with unity ID 	= 0 in which every nonzero element is a unit is called a
division ring.
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• A field is a commutative division ring.
Definition 1.1.9. [17]
• Let X be a subset of a ring R. Let {Ai|i ∈ I} be the family of all [left] ideals in R
which contain X. Then
⋂
i∈I Ai, is called the [left] ideal generated by X. This
ideal is denoted (X). The elements of X are called generators of the ideal (X). If
X = {x1, x2, . . . , xn}, then the ideal (X) is denoted by (x1, x2, . . . , xn) and said to
be finitely generated.
• An ideal (x) generated by a single element is called a principal ideal.
• A principal ideal ring is a ring in which every ideal is principal.
• A principal ideal ring which is an integral domain is called a principal ideal do-
main.
Remark 1.1.2. [20] Let I and J be ideals of R, then
1. I + J = {a + b : a ∈ I, b ∈ J} is the smallest ideal containing both I and J .
2. I ∩ J is an ideal.
3. The set {ab : a ∈ I, b ∈ J} is not in general an ideal of R.
4. IJ = {a1b1 + a2b2 + ....... + anbn : a1, ......an ∈ I, b1, .......bn ∈ J} is an ideal of
R.
Definition 1.1.10. [17]
• Let R be a ring, a (left) R-module is an additive abelian group A together with
a function R ×A −→ A (the image of (r, a) being denoted by (ra) such that for all
r, s ∈ R and a, b ∈ A:
1. r(a + b) = ra + rb.
2. (r + s)a = ra + sa.
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3. r(sa) = (rs)a.
If R has an unity element 1R, and
4. 1Ra = a for all a ∈ A, then A is said to be a unitary R-module.
If R is a division ring, then a unitary R-module is called a (left) vector space.
Example 1.1.2. Every additive abelian group G is a unitary Z-module; see [17],
page 169
• Let R be a ring, A an R-module and B a nonempty subset of A. B is a submodule
of A provided that B is an additive subgroup of A and rb ∈ B for all r ∈ R, b ∈ B.
• If X is finite, and X generates the module B, then B is said to be finitely gener-
ated.
• If X = φ, then X clearly generates the zero module.
• If X consists of a single element, X = {a}, then the submodule generated by X is
called the cyclic (sub)module generated by a.
• Finally, if {Bi : i ∈ I} is a family of submodules of A, then the submodule generated
by X =
⋃
i∈I Bi is called the sum of the modules Bi.
• If the index set I is finite, then the sum of B1, . . . , Bn is denoted B1 + B2 + . . . Bn.
Definition 1.1.11. [17]
• Let S be an extension ring of a ring R and s ∈ S. If there exists a monic polynomial
f(x) ∈ R[x] such that s is a root of f (that is, f(s) = 0), then s is said to be
integral over R.
If every element of S is integral over R, then S is said to be an integral extension
of R.
Theorem 1.1.5. Let S be an extension ring of R and let R′ be the set of all elements
of S that are integral over R. Then R′ is an integral extension ring of R which
contains every subring of S that is integral over R.
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Proof. See [17], page 397.
• If S is an extension ring of R, then the ring R′ of Theorem (1.1.5) is called the
integral closure of R in S.
If R′ = R, then R is said to be integrally closed in S.
Definition 1.1.12. [17]
• Let D be an integral domain. A polynomial f(x) from D[x] that is neither the zero
polynomial nor a unit in D[x] is said to be irreducible over D if, whenever f(x) is
expressed as a product f(x) = g(x)h(x) , with g(x) and h(x) from D[x], then g(x)
or h(x) is a unit in D[x].
• A nonzero nonunit element of D[x] that is not irreducible over D is called reducible
over D.
• In the case that an integral domain is a field F it is equivalent and more convenient
to define a nonconstant f(x) ∈ F [x] to be irreducible if f(x) cannot be expressed
as a product of two polynomials of lower degree.
Definition 1.1.13. [17] Let R and S be rings then a function f : R −→ S is
• Homomorphism of rings if
1. f(a + b) = f(a) + f(b).
2. f(ab) = f(a)f(b). for all a, b ∈ R.
• Monomorphism of rings if f is homomorphism injective.
• Epimorphism of rings if f is homomorphism surjective.
• Isomorphism of rings if f is homomorphism, injective and surjective.
• Monomorphism of rings R −→ S is sometimes called an embedding of R in S.




• A field F is said to be an extension field of K (or simply an extension of K)
provided that K is a subfield of F , and we write E/F .
• Let F be an extension field of K.
– An element u of F is said to be algebraic over K provided that u is a root
of some nonzero polynomial f ∈ K[x].
– If F is an extension field of K, and u ∈ F is algebraic over K, then the quotient
field K(u) is the field of rational functions in u over K; i.e. K(u) = {f/g ; f, g ∈
K[u]}.
– If u is not a root of any nonzero f ∈ K[x], u is said to be transcendental
over K.
– F is called an algebraic extension of K if every element of F is algebraic
over K.
– F is called a transcendental extension if at least one element of F is tran-
scendental over K.
Example 1.2.1. Let Q,R and C be the fields of rational, real, and complex
numbers respectively. Then i ∈ C is algebraic over Q and hence over R; in
fact, C = R(i).
It is a nontrivial fact that π, e ∈ R are transcendental over Q; see, for instance,
I. Her- stein [7], so R is transcendental extension of Q
Theorem 1.2.1. [17] If F is an extension field of K, and u ∈ F is algebraic over K, then
K(u) ∼= K[x]/(f), where f ∈ K[x] is an irreducible monic polynomial of degree n > 1
uniquely determined by the conditions that f(u) = 0 and g(u) = 0 (g ∈ K[x]) if and only
if f divides g.
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Proof. See [17] page 234.
Definition 1.2.2. [17]
• Let u ∈ F be algebraic over K. The monic irreducible polynomial f of Theorem
(1.2.1) is called the irreducible (or minimal or minimum) polynomial of u.
The degree of u over K is degf = [K(u) : K].
• A quadratic field is an algebraic number field K of degree two over Q.
• Let F be a field and f ∈ F [x] a polynomial of positive degree, f is said to split
over F (or to split in F [x]) if f can be written as a product of linear factors in
F [x]; that is, f(x) = uo(x − u1)(x − u2) . . . (x − un) with ui ∈ F .
• Let K be a field and f ∈ K[x] a polynomial of positive degree. An extension
field F of K is said to be a splitting field over K of the polynomial f if f
splits in F [x] and F = K(u1, . . . , un) where u1, . . . , un are the roots of f in F . i.e.:
K = F (u1, . . . , un) which is the smallest field containing F, u1, . . . , un.
Example 1.2.2. The only roots of x2−2 over Q are √2 ,−√2 and x2−2 =
(x − √2)(x + √2). Therefore Q(√2) = Q(√2,−√2) is splitting field of x2 − 2
over Q.
• An algebraic extension field F of K is normal over K (or a normal extension)
if every irreducible polynomial in K[x] that has a root in F actually splits in F [x].
Definition 1.2.3. [17]
• Let F be a field and f ∈ F [x] be a polynomial, if c is a root of f with multiplicity 1,
then it is said to be simple root. If c has multiplicity m > 1, c is called a multiple
root.
• Let K be a field and f ∈ F [x] an irreducible polynomial. The polynomial f is said
to be separable if in some splitting field of f over K every root of f is a simple
root.
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• If F is an extension field of K and u ∈ F is algebraic over K then u is said to be
separable over K provided its irreducible polynomial is separable.
Example 1.2.3. x2 + 1 ∈ Q[x] is separable since x2 + 1 = (x + i)(x − i) in C[x].
• If F is an extension field of K and every element of F is separable over K, then F
is said to be a separable extension of K.
Definition 1.2.4. [17] If E/F is an extension, then the Galois group Gal(E/F ) is the
set of F− automorphism of E where σ is F− automorphism of E, if σ : E −→ E is an
automorphism such that σ(x) = x ∀ x ∈ F.
Example 1.2.4. Let C be the field of complex numbers, Q be the field of rational numbers,
R be the field of real numbers, and F be any field. Then
• Gal(F/F ) is the trivial group that has a single element, namely the identity auto-
morphism.
• Gal(C/R) has two elements, the identity automorphism and the complex conjugation
automorphism.
Remark 1.2.1.
• It is a well-known property of fields that their only ideals are the zero ideal and
the whole field itself. Therefore, the kernel is 0, so any embedding of fields is a
monomorphism.
• Moreover, F is isomorphic to the subfield σ(F ) of E. This justifies the name em-
bedding of fields.
Definition 1.2.5. [17] AutKF is the group of all K − automorphisms of F which is the
Galois group of F over K
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Definition 1.2.6. [17] Let F be an extension field of K such that the fixed field of the
Galois group AutKF is K itself. Then F is said to be a Galois extension (field) of K
or to be Galois over K.
Example 1.2.5. The field K = Q(i) , the rationales adjoined by the imaginary number
i , over Q , is a Galois extension.
Theorem 1.2.2. [17] (Fundamental Theorem of Galois Theory) If F is a finite
dimensional Galois extension of K, then there is a one-to-one correspondence between the
set of all intermediate fields of the extension and the set of all subgroups of the Galois
group AutKF (given by E −→ E ′ = AutEF ) such that:
1. The relative dimension of two intermediate fields is equal to the relative index of the
corresponding subgroups; in particular, AutKF has order [F : K];
2. F is Galois over every intermediate field E, but E is Galois over K if and only
if the corresponding subgroup E ′ = AutEF is normal in G = AutKF , in this case
G/E ′ is (isomorphic to) the Galois group AutKE of E over K.
Proof. See [17] page 246.
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Chapter 2
Number Fields And Rings Of
Algebraic Integers
This chapter is about fundamental concepts in Algebraic number theory.
It consists of two sections, in the first section, we define the number field,and give some
related definitions and theorems, and some illustrative examples.
We have also defined the norm, the trace, and some examples and proprieties.
In the second section, we define the ideals of the ring of algebraic integers which plays
a fundamental rule in algebraic number theory, we introduce some related theorems and
results needed for the next chapters.
2.1 Number fields
Definition 2.1.1. [12]
• A number field F = Q(θ) is a finite (and hence algebraic) field extension of the
field of rational numbers Q.
Thus F is a field that contains Q and has finite dimension when considered as a
vector space over Q.
• θ is called a generator of F
17
Example 2.1.1. The smallest and most basic number field is the field Q of rational
numbers.






















) : A0, A1 ∈ Q} is a number field.
Definition 2.1.2. [12] A number α in a number field K/Q is called an algebraic integer
if α is the root of a monic polynomial with coefficients in Z.
Remark 2.1.1. All algebraic integers are algebraic numbers. However the converse need
not be true.
Proof. If α ∈ K/Q is an algebraic integer, then there exist a polynomial f(x) = anxn +
. . . + a0 such that an, . . . , a0, not all zero, are in Z and f(α) = 0, so an, . . . , a0 not all
zero, are in Q, that is α is an algebraic number.





is an algebraic number but not an algebraic integer.
Proof:













is an algebraic integer. Then there exists a monic
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2 .3n−i = 0
So x = 0 and y = 0, but 3 | 0, so 3 | x and 3 | y
Case(1)
If n is even , then y = bn2
i−1
2 .3n−n + bn−22
i−1
2 .32 + . . . + b02
n
2 .3n, but bn = 1, 3





2 .3 + . . . + b0.2
n
2 .3n−1), and since 3 | y, and 3 | 3(bn−2.2n−42 .3 + . . . +
b0.2
n
2 .3n−1), then 3 | 2n−22 which is impossible.
Case(2)
If n is odd then, x = bn2
n−1
2 .3n−n + bn−22
n−3
2 .32 + . . . + b12





2 .3 + . . . + b1.3
n−2), but 3 | x, 3 | 3(bn−2.2n−32 .3 + . . . + b1.3n−2). So
3 | 2n−12 , which is impossible.




is not an algebraic integer.
Example 2.1.3. The only algebraic integers in the field of rational numbers are the
integers.
Definition 2.1.3. [4]
• Let K/Q be a number field. If φ1, φ2, . . . , φr are linearly independent over Q, and
for any α ∈ K, α = Σri=1Aiφi, then {φi, i = 1, . . . , r} is said to form a basis for K
over Q.
• Let K/Q be a number field with [K : Q] = n. Then, an integral basis of K is a set
of algebraic integers φ1, φ2, . . . , φn such that every algebraic integer α of OK ”where
OK is the set of algebraic integers in K/Q” has a unique representation of
the form α = Σnj=1ajφj, aj ∈ Z, and so every integral basis is also a basis.
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Definition 2.1.4. [20] Let a and b be elements of a group G. We say a and b are
conjugate in G (and call b a conjugate of a) if x−1ax = b for some x in G.
Remark 2.1.2. [4]
– If θ is a generator of an algebraic number field K, and θ is of degree n, then
K is said to be of degree n over Q, or in symbols, [K : Q] = n.
– In fact, K is an n-dimensional vector space over Q, with a basis 1, θ, θ2, ..., θn−1.
– Every element of K is of the form α = f(θ), f ∈ Q[x], degf ≤ n − 1, and this
representation is unique.
– If we replace θ successively by its conjugates, we obtain the n field conjugates
α(j) = f(θ(j)) of α.
Lemma 2.1.1. [2] Let R be a subring of a commutative ring S with unity and let s ∈ S.
Then the following are equivalent :
• s is integral over R.
• R[s] is a finitely generated R-module; where R[s] is the ring of all R−linear combi-
nations of powers of s.
Proof. See [2] page 692.
Proposition 2.1.2. [10] Let K be an extension field of Q,then the set OK of algebraic
integers of K forms a ring.
Proof. Since algebraic integers are the elements of a field K, then the commutative, asso-
ciative in addition and product, left, and right distributive properties in definition (1.1.7)
holds immediately for them. So, to prove that the set of algebraic integers form a ring,
we need to establish the other properties for the set of algebraic integers.
Proving that OK is closed under addition, and multiplication :
Let s and t be an algebraic integers in OK , then s and t are integral over R = Z. Thus,
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by lemma (2.1.1) both R[s] and R[t] are finitely generated modules by {s, s2, . . . , sn}, and
{t, t2, . . . , tm} respectively, i.e
R[s] = Rs + Rs2 + . . . + Rsn
R[t] = Rt + Rt2 + . . . + Rtm
and so R[s, t] = Rst + . . . + Rs
itj + . . . + Rsntm
But 1 ∈ R, then R[s, t] is a ring containing s + t, and st that is also a finitely generated
R-module. Hence, whenever s, and t are integral over Z, then so are s + t, and st. Thus,
s + t, and st belong to the set of algebraic integers OK whenever s, and t belong to it.
Proving the existent, and uniqueness of additive identity:
Take a polynomial P (x) = xn + an−1xn−1 + an−2xn−2 + ....... + a2x2 + a1x , a′is ∈ Z.
Clearly, P (x) ∈ Z[x], and P (0) = 0. Thus, α = 0 is an algebraic integer.
Proving the existence, and uniqueness of additive inverse:
Let α ∈ K be an algebraic integer. So it is a zero for a monic polynomial P (x) =
xn + an−1xn−1 + an−2xn−2 + ....... + a2x2 + a1x + a0 , a′is ∈ Z.
Therefore, P (α) = αn + an−1αn−1 + an−2αn−2 + ....... + a2α2 + a1α + a0 = 0
• Case(1), when n is odd, take a polynomial
Q(x) = xn + (−1)nan−1xn−1 + (−1)n−1an−2xn−2 + .......... + (−1)2a1x + (−1)a0. So
it is clear that Q(x) ∈ Z[x].
Now, Q(−α) = −αn −an−1αn−1 −an−2αn−2 − .......−a2α2 −a1α−a0 = −P (α) = 0.
• Case(2), when n is even, take a polynomial
T (x) = xn + (−1)n−1an−1xn−1 + (−1)n−2an−2xn−2 + .......... + (−1)a1x + (−1)a0. So
it is clear that T (x) ∈ Z[x].
Now, T (−α) = αn + an−1αn−1 + an−2αn−2 + ....... + a2α2 + a1α + a0 = P (α) = 0.
So, in both cases, (−α) is a root of a monic polynomial with coefficients in Z. Thus (−α)
is an algebraic integer. That is, for any algebraic integer α, there exists a corresponding
algebraic integer (−α) such that α + (−α) = (−α) + α = 0.
So, we have proved all the properties of a ring (definition (1.1.7)), for the set of algebraic
integers. Therefore, the set of algebraic integers OK form a ring.
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Theorem 2.1.3. [15] Let f(X) = Xn + A1X
n−1 + ...... + An, (Aj ∈ Q) be an irreducible
polynomial over Q. Then f(X) = 0 has n distinct roots in C.
Proof. Suppose that α is a repeated root of f(X) = 0. Then f(X) = (X−α)2g(X) where
g(X) ∈ C[X]. Thus f ′(X) = (X − α)2g′(X) + 2(X − α)g(X), and so f(α) = f ′(α) = 0.
Let h be the greatest common divisor of f and f ′. Then h = uf + vf ′ for some
u, v ∈ Q[X]. Thus h(α) = u(α)f(α) + v(α)f ′(α) = 0. But since h|f and f is
irreducible, then h = 1 or h = f . Since h(α) = 0, then h = f . But then f |f ′ which is
impossible since the leading term of f ′ is nxn−1. Therefore f has no repeated roots as
desired.
Note [4] Let f(x) = xn + A1x
n−1 + ...... + An, (Aj ∈ Q) be an irreducible polynomial
over Q, then
• The n−roots of f(x) = 0 are all distinct and will be denoted by α = α1, α2, ......., αn.
• The algebraic numbers αj’s ”not necessarily integers” are called conjugates of α.













The later two roots are conjugate elements in the field K = Q(
√−3).
Definition 2.1.5. [18] Let Q(α) be an algebraic number field for some algebraic number
α and let α1, ......, αn be the conjugates of α, then the fields Q(αj)
′s, 1 ≤ j ≤ n are all
isomorphic to Q(α) each being generated by an element with minimum polynomial f , via
the isomorphism σj : Q(α) → Q(αj) by setting σj(g(α)) = g(αj) where g ∈ Q[x].
Now, if β ∈ Q(α), we define the norm
N(β) = Πnj=1σj(β) ,
and the Trace
T (β) = Σnj=1σj(β)
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Remark 2.1.3. [18] Since the σj preserve addition,and multiplication, then the following
properties are almost immediate:
• N(βγ) = N(β)N(γ) for all β, γ ∈ Q(α).
• N(cβ) = cnN(β) for all c ∈ Q, β ∈ Q(α).
• T (β + γ) = T (β) + T (γ) for all β, γ ∈ Q(α).
• T (cβ) = cT (β) for all c ∈ Q, β ∈ Q(α).
• N(0) = 0, N(1) = 1.
• If β 	= 0 then 1 = N(1) = N(β).N(1/β) so that N(β) 	= 0.
Note 2.1.4. The norm N(β), and trace T (β) depends on the field Q(α) as well as the
number β.
If we wish to be strict, we should use the notation NQ(α)/Q(β), and TQ(α)/Q(β) instead.
Proposition 2.1.5. [18] Given a number field K = Q(α), If α is an algebraic number
and β ∈ OK for K = Q(α), then we have T (β), N(β) ∈ Z.
Proof. See [15], page 12.
Example 2.1.5. [15]”How to find OK”
Proof. Consider a quadratic field which is a number field of the form Q(
√
m), where
m ∈ Q, but √m 	∈ Q.





m) for any nonzero r ∈ Q.
So m is not divisible by the square of any prime number.
Now when m > 0, then Q(
√
m) is a real quadratic field, and when m < 0, then Q(
√
m)
is an imaginary quadratic field.
We want to compute OK whenever K = Q(
√
m) is a quadratic field.
Let β = a + b
√
m ∈ K with a, b ∈ Q. Now, suppose that β ∈ OK , then N(β), T (β) ∈ Z,
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then
T (β) = 2a ∈ Z, N(β) = a2 − mb2 ∈ Z
⇒ [T (β)]2 − 4N(β) = m(2b)2 ∈ Z.
So 2b ∈ Z, otherwise 2b would have a power of prime p ∈ P divides its denominator,
which implies that p2 | m which is impossible because m is square free.









m), c, d ∈ Z ”where a, b need not belong to Z”
But 4N(β) = 4(a2 − mb2) = (2a)2 − (2b)2m = c2 − d2m, so c2 − d2m ≡ 0 mod 4 but
1. m is square free, so m 	≡ 0 mod 4
2. Odd squares are congruent to 1 mod 4
3. Even squares are congruent to 0 mod 4
So, by above we have either
1. c and d are both even
so, a, b ∈ Z that is OK = {a + b
√
m, a, b ∈ Z} = Z[√m].
or
2. c and d are both odd, m ≡ 1 (mod 4) and then m = 4t+1 but c2−md2 ≡ 0(mod 4)
that is c2 − (4t + 1)d2 ≡ 0(mod 4), which implies that c2 ≡ d2(mod 4). Thus
c ≡ d (mod 2).




, c, d ∈ Z, c ≡ d (mod 2)}.
Now, since c ≡ d mod 2, then
2 | c − d,so c − d = 2t, t ∈ Z , that is c = 2t + d




, t, d ∈ Z}




, t, d ∈ Z}

















For example For instance, if K = Q[
√
7], then the integers of K are given by
OK = Z[
√
7] ”since 7 	≡ 1 mod 4”. The maps σj’s are given by
σ1(p + q
√









7) = p2 − 7q2
and
T (p + q
√
7) = 2p
Definition 2.1.6. [18] Suppose that K is a number field, and OK is the ring of algebraic
integers, then:
• A unit in OK is an element β ∈ OK such that 1β ∈ OK .
• The set of units of OK is denoted by µ(OK).
Proposition 2.1.6. [18] The set µ(OK) forms a group under multiplication.
Proof. See [18] page 77.
Theorem 2.1.7. [18] Suppose that K is a number field, and let β ∈ OK, then β ∈ µ(OK)
if and only if N(β) = ±1.
Proof. Suppose that β ∈ µ(OK), then there exist u ∈ OK such that βu = 1, so by
remark (2.1.5) N(β).N(u) = 1, but N(β), N(u) ∈ Z by proposition (2.1.3), so we
have N(β) = ± 1.
Conversely, if N(β) = ± 1, then N(β) = Πnj=1σj(β) = ± 1, where the σ′s are the
monomorphisms K → C. One factor, say σ1(β), is equal to β, all the others are integers.
Put u = ± σ2(β) . . . σn(β) which is an algebraic integer since each σj(β) is an algebraic
integers, therefore βu = 1. Hence β is a unit.
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Example 2.1.6.
1. For Z = OQ the only units are ±1.
2. If β = 1 +
√
2 ∈ K = Q(√2), then
N(β) = Π2j=1σj(β) = g(α1)g(α2) = (1 +
√
2)(1 −√2) = −1.
So β is a unit, but β > 1, so βm → ∞ as m → ∞ and also if m is a positive integer, then
βm ∈ µ(OK), so µ(OK) is infinite.
Note N(1 +
√
2)m = [N(1 +
√
2)]m = (−1)m = ±1.
2.2 Ideals Of Rings Of Algebraic Integers
Definition 2.2.1. [18] Suppose that K is a number field, and β, γ ∈ OK , with β 	= 0 we
say that β | γ, (β divides γ or γ is divisible by β) if γ
β
∈ OK , otherwise, we say β  γ.
Theorem 2.2.1. [15] Suppose that K is a number field, and let γ, β ∈ OK, if β | γ, then
N(β) | N(γ) as integers.
Proof. Suppose that β | γ, then there exist δ ∈ OK such that γ = βδ, and so N(γ) =
N(β)N(δ), but N(β), N(δ) ∈ Z, thus N(β)|N(γ).
Definition 2.2.2. [18]
• suppose that K is a number field, and let γ, β, and δ ∈ OK , then we say that β is
irreducible if:
1. β 	= 0
2. β is not a unit, and
3. if β = γδ, with γ, δ ∈ OK , then either γ or δ is a unit ”we say here that β
associate to δ and γ”.
Remark 2.2.1.
1. For β ∈ OK , if N(β) is a prime number, then β is irreducible.
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Proof. If N(β) = p, then
(a) β 	= 0.
(b) β is not a unit because N(u) = ±1 for any u ∈ µ(K).
(c) If β = γ.δ, then N(β) = N(γ)N(δ),
but so N(γ)N(δ) = P ⇒ either N(γ) or N(δ) equal to 1, that is either γ
or δ is a unit, thus β is irreducible.
2. But if β is irreducible, then N(β) needn’t be prime.
Example 2.2.1.
For K = Q(i), OK = Z[i], so 3 is irreducible in OK , but
N(3) = σ1(β)σ2(β) = (3 + 0.i).(3 + 0(−i)) = 3.3 = 9
”since the conjugate of 3 + 0.i in Q(i) is 3 + 0(−i).” So N(3) = 9 is not prime.
• suppose that K is a number field, and let γ, β, and δ ∈ OK , then we say that β is
a prime if:
1. β 	= 0
2. β is not a unit.
3. If β | γδ, with γ, δ ∈ OK , then either β | γ or β | δ.
Theorem 2.2.2. [18] Let K be a number field, if β is a prime element of OK, then β is
irreducible in OK .
Proof. Let β be a prime element of OK , and suppose that β = γδ with γ, δ ∈ OK . Then
β | γδ, and sine β is prime, then β | γ, or β | δ, say that β | γ, so δ = β/γ is a unit.
Therefore β is irreducible.
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Remark 2.2.2. In general integral domains, it’s not necessary that every irreducible is
prime e.g.
In Z[
√−3], we have 2 as an irreducible element, because
N(2) = (2 + 0
√−3)(2 + 0√−3) = 4
so if 2 = x.y, x, y ∈ Z[√−3], neither x nor y is a unit, then N(2) = N(x).N(y) ⇒ 4 =
N(x).N(y).
So N(x) = 2, N(y) = 2 otherwise one of them say N(x) = 2, which means that there
exist a, b ∈ Z s.t a2 + 3b2 = 2 which is impossible.
So if 2 = x.y, then either x or y is a unit that is 2 is irreducible
But 2 is not prime, because 2 = (1+
√−3)(1−√−3) but 2  (1+√−3) and 2  (1−√−3),
other wise 2 = (1 +
√−3)(a+ b√−3) = (a− 3b) + (a+ b)√−3 ⇒a− 3b = 2 and a+ b = 0
which is impossible in Z or 2 = (1 − √−3)(a + b√−3) = (a + 3b) + (a − b)√−3 ⇒
a + 3b = 2 and a − b = 0 which is impossible in Z.
Then 2 is irreducible but not prime in Z[
√−3] which is OK for K = Q(
√−3).
Definition 2.2.3. [4]
• Let OK be the ring of algebraic integers in some number field K of degree n over
Q, and let αj ∈ OK(1 ≤ j ≤ k). The set a = {λ1α1 + ..... + λkαk} obtained when
the λ′js range independently over OK is said to be an ideal of OK .
• The set of elements {α1, α2, ........, αk} of OK above are called generators of the
ideal a, in symbols, a = (α1, α2, ........, αk).
Definition 2.2.4. [4] Two ideals a and b of OK are said to be identical ”i.e a = b”, if
they consist of the same set of generators.
Remark 2.2.3. [4]
• The set {0} consisting of the only element zero is an ideal. It will be denoted by o,
but unless specific mention is made to the contrary, we shall always assume tacitly
that any ideal a under consideration is not o.
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Also the whole ring OK is clearly an ideal. For uniformity of notation we shall
denote it by i when we want to consider it as an ideal.
• The generators of a given ideal are by no means unique. In particular, one may
suppress among them or add to them any integer α0, where α0 is not ”linearly
independent” of the others, that is which can be represented as a sum α0 = Σiλiαi
with αi generators of a, λi ∈ OK . Also without changing the ideal one may add or
subtract from any generator products of any other generator by integers of the ring.
Theorem 2.2.3. [4]Let OK be the ring of algebraic integers in some number field K over
Q, and let a and b be ideals of OK, if the ideals a = (α) and b = (β) are principal, then
they are equal if and only if the generators α and β are associates, i.e. their ratio is a
unit in OK .
Proof. See [4] page 220.
Definition 2.2.5. [4] Let OK be the ring of algebraic integers in some number field K
over Q, and let a and b be ideals of OK , if the ideals a = (α1, α2, . . . , αm) and b =
(β1, β2, . . . , βk) we call product of a and b the ideal c generated by all products αiβj.
Example 2.2.2. (1 −√−5) ∗ (2, 1 + √−5) = (2(1 −√−5), 6) in Q(√−5).
Theorem 2.2.4. [4] The multiplication of ideals is commutative and associative.
Proof. See [4] page 220.
Note 2.2.5. We shall denote product of ideals by themselves as powers.
For instance, a.a = a2, a . . . a = am, a0 = (1) = i = OK .
Definition 2.2.6. [4] Let OK be the ring of algebraic integers in some number field K
over Q, and let a, b, and c be ideals of OK , if a = b.c, we say that a has the factors b
and c, and that b and c divide a; in symbols, b | a, c | a.
Example 2.2.3. In OQ(
√−5), (1 −
√−5) ∗ (2, 1 + √−5) = (2(1 −√−5), 6), so we have
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• The ideal (2(1 −√−5), 6) has the factors (1 −√−5), and (2, 1 + √−5).
• And so (1 −√−5), and (2, 1 + √−5) divide (2(1 −√−5), 6).
Theorem 2.2.6. [4] If K is algebraic number field, a = (α) and b = (β) are principle
ideals in OK, then
1. b | a ⇔ β | α;
and for all ideals a, b, c, and d we have.
2. a | b, b | c ⇒ a | c;
3. a | b ⇒ ad | bd;
4. i | a;
5. a | a
Proof. See [4] page 221.
Definition 2.2.7. [4] We say that an algebraic integer α is divisible by an ideal a if
and only if the principle ideal (α) is divisible by a, that is , if and only if a | (α).
Theorem 2.2.7. [4] Let OK be the ring of algebraic integers in some number field K over
Q, and let a = (α1, α2, ........, αm) and b = (β1, β2, ....., βk) be ideals of OK, If a | b then
a ⊃ b ( that is, each integer of b belong to a).
Proof. Suppose that a | b for the ideals a and b of OK , then there exist an ideal c =







t=1 λtγt); for λ
′s ∈ OK ;
and thus β ∈ a. Therefore a ⊃ b.
Corollary 2.2.8. [4]Let OK be the ring of algebraic integers in some number field K over
Q, and let a be an ideal of OK, then a | i ⇒ a = i.
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Proof. Suppose that a | i, then by Theorem (2.2.7) a ⊇ i, but a ⊆ i for any ideal a in OK .
Therefore, a = i.
Definition 2.2.8. [4] An ideal p 	= i in the ring of algebraic integers OK is said to be a
prime ideal if it has no other factors except p itself and i.
Theorem 2.2.9. [4] Every ideal a(	= 0) in the ring of algebraic integers OK has a basis.
Proof. See [4] page 221.
Theorem 2.2.10. [4] There exist only finitely many ideals containing a given integer
a ∈ Z.
Proof. Let a = (α1, α2, . . . , αm) be an ideal containing a ∈ Z. Then by Remark
(2.2.3), a = (α1, α2, . . . , αm, a).
If (φ1, φ2, . . . , φn) is an integral basis, then αj = aj1φ1 + aj2φ2 + . . . + ajnφn; (ajk ∈ Z).
And by division algorithm, there exist qjk ∈ Z, rjk ∈ Z such that ajk = aqjk + rjk
with 0 ≤ rjk < a.
Hence if we set
∑n
k=1 rjkφk = βj, then by Remark (2.2.3) we obtain that a = (β1, β2, . . . , βm, a),
in which a is fixed and each βj may take only finitely many values, namely those of the
sums
∑n
k=1 rjkφk, with 0 ≤ rjk < a.
Also by Remark (2.2.3), we need to keep only the independent elements as generators,
and it follows that there can exist at most n such elements if the degree of the field is n.
Hence m ≤ n and the total number of ideals a = (β1, β2, . . . , βm, a) that may contain
a ∈ Z is indeed finite.
Theorem 2.2.11. [4] An ideal a in the ring of algebraic integers OK has only a finite
number of factors.
Proof. Let a be an ideal, α ∈ a, and let λ ∈ OK be the product of all conjugates
of α, then we have λα ∈ a, and Nα = λα, that is Nα ∈ a; hence if b | a, then
Nα = a( ∈ Z) belongs also to b.
However, by Theorem (2.2.10), the number of ideals containing a given (a ∈ Z) is finite.
Therefore, the number of factors of a is finite as desired.
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Theorem 2.2.12. [5] For each ideal a there is an ideal b different from 0 such that ab
is a principal ideal.
Proof. See [5] page 80.
Theorem 2.2.13. [4] Let OK be the ring of algebraic integers in some number field K
over Q, and let a and b be ideals of OK. For γ ∈ OK, if (γ) is a principle ideal, and
(γ)a = (γ)b then a = b.
Proof. Suppose that (γ) is a principle ideal, and (γ)a = (γ)b, then for every α ∈ a,
γα = γβ for some β ∈ b, i.e. for any integer α ∈ a, there corresponds an integer
β ∈ b such that α = β. Thus a ⊆ b.
Similarly we get that b ⊆ a. Therefore a = b.
Theorem 2.2.14. [4] (Cancelation law) Let OK be the ring of algebraic integers in
some number field K over Q, and let a, b and c be ideals of OK not equal to o, then
ca = cb implies that a = b.
Proof. By Theorem (2.2.12), we can find an ideal d such that dc = (c). Hence ca = cb
implies that dca = dcb that is (c)a = (c)b, therefore by Theorem (2.2.13), we get that
a = b as desired.
Theorem 2.2.15. [4] Let OK be the ring of algebraic integers in some number field K
over Q, and let a and b be ideals of OK, if a ⊃ b, then a | b.
Proof. Suppose that a ⊃ b, then ca ⊃ cb for any ideal c. Choose c so that ca = (d)
which exist by Theorem (2.2.12). Then each element of cb is a multiple of d, and so
cb = (d)(γ1, γ2, . . . , γr) = ca(γ1, γ2, . . . , γr). Thus by Theorem (2.2.14), we get that
b = a(γ1, γ2, . . . , γr), which implies that a | b as desired.
Remark 2.2.4. [4]
1. The Theorem (2.2.15) is the converse of Theorem (2.2.7).
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2. In more general situation it is convenient to make a distinction between the concept
of maximal ideal, prime ideal and irreducible ideal; but these objects coincide in
the present setting. The three conceptually distinct properties which an ideal may
have:
(a) To have no factors, except i and itself( irreducibility);
(b) To divide at least one factor if it divides a product of two integer of OK(primarily);
or
(c) Not to be contained properly in any other ideal except i (maximality), go
together for ideals in algebraic number fields. Either an ideal has all three, or
none of them. This is the reason why we did not define formally irreducible,
prime and maximal ideals, but only prime ideals, which we characterized by
property (a).
Proof. See [4] page 225.
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Chapter 3
Factorization Of Ideals And The
Class Number
There are infinitely many algebraic number fields in which the uniqueness of factorization
of integers fails.
We will prove here two fundamental theorems of ideal theory in number fields: every
non-zero proper ideal in the ring of integers of a number field admits unique factorization
into a product of non-zero prime ideals. And the number if ideal classes in each field of
algebraic numbers is finite.
3.1 Unique Factorization Of Ideals In Algebraic Num-
ber Fields
Definition 3.1.1. [17]
• A partially ordered set is a nonempty set A together with a relation R on A×A
(called a partial ordering of A) which is reflexive, transitive and antisymmetric.
If R is a partial ordering of A, then we usually write a ≤ b in place of (a, b) ∈ R.
• Let (A,≤) be a partially ordered set; an element a ∈ A is maximal in A if for every
c ∈ A, a ≤ c =⇒ a = c.
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Lemma 3.1.1. [6] A ring R is Noetherian if and only if every non-empty set of ideals
has a maximal element with respect to inclusion.
Proof. See [6] page 5.
Definition 3.1.2. [17]
• A ring R is left [resp. right] Noetherian if R satisfies the ascending chain
condition (ACC) on left [resp. right] ideals; that is for every chain a1 ⊆ a2 ⊆ a2 ⊆ . . .
of left [resp. right] ideals of R, there is an integer n such that ai = an for all i ≥ n.
• R is said to be Noetherian if R is both left and right Noetherian.
Definition 3.1.3. [17]A Dedekind domain is an integral domain R in which every ideal
(	= R) is the product of a finite number of prime ideals.
Remark 3.1.1. Every P.I.D. is Dedekind domain, but the converse need not be true. ”e.g
Z[
√
10] is a Dedekind domain which is not a P.I.D.”
Proof. See [17] page 407.
Definition 3.1.4. [11] Let A be an integral domain, there is a field K ⊃ A, called the
field of fractions of A, with the property that every c ∈ K can be written in the form
c = ab−1 with a, b ∈ A and b 	= 0.
Example 3.1.1. The field of fraction of the ring of integers is the field of rationales.
Definition 3.1.5. [17] Let R be an integral domain with fractional field K, and let I be
R−submodule of K. We say that I is a fractional ideal of R if rI ⊂ R for some nonzero
r ∈ R. We call r a denominator of I.
Note 3.1.2.
• Every ordinary nonzero ideal I in an integral domain R is an R−submodule of R,
and of course rI ⊂ I ⊂ R, and hence a fractional ideal of R.
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Z is not contained in Z,
1
2
Z is Z−submodule of Q,
2(1
2
Z) = Z ⊂ Z or 4(1
2
Z) = 2Z ⊂ Z.
Therefore the collection 1
2
Z of rational numbers is a fractional ideal but not an ideal
in Z.
Theorem 3.1.3. [17] If R is Noetherian with K its quotient field, and I is a fractional
ideal of R, then I is a finitely generated R-submodule of K.
Proof. See [16] page 157.
Theorem 3.1.4. [17] The following conditions on an integral domain R are equivalent:
1. R is a Dedekind domain;
2. every proper ideal in R is uniquely a product of a finite number of prime ideals;
3. the set of all fractional ideals of R is a group under multiplication;
4. R is Noetherian, integrally closed and every nonzero prime ideal is maximal.
Proof. See [17] page 406.
Note 3.1.5.
• If I1, . . . , In are ideals of a ring R, the product
∏n
i=1 Ii is the set of all finite sums∑∞
i a1i a2i . . . aki where aki ∈ Ik, k = 1, 2, . . . , n.
• The product ∏ni=1 Ii is an ideal in R contained in each Ij.
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Theorem 3.1.6. [17] If p is an ideal in a ring R, such that p 	= R and for, all a, b ∈ R,
ab ∈ p ⇒ a ∈ p, or b ∈ p, then p is a prime ideal.
Conversely, if p is a prime ideal, and R is commutative, then p satisfies that for all
a, b ∈ R, and ab ∈ p, then a ∈ p or b ∈ p.
Proof. See [17].
Proposition 3.1.7. [6] If p, pi are all prime ideals in OK and
n∏
i=1
pi ⊆ p (3.1.1)
then there is a k ≤ n such that pk ⊆ p.




i=1 pi ⊆ p
But p is prime and OK is a commutative ring, so there is a k ≤ n such that pk ∈ p,
contradicting the method by which the pi were selected. Therefore, there is a k ≤ n such
that pk ⊆ p.
Lemma 3.1.8. [16] Let p be a nonzero prime ideal of the Dedekind domain R, and let
p−1 = {k ∈ K|kp ⊆ R}, where K is the field of fractions of R
Then R ⊂ p−1.
Proof. See [16] page 157.
Lemma 3.1.9. [6] Let p be a nonzero prime ideal of the Dedekind domain R, then p−1
is a fractional ideal and pp−1 = R.
Proof. From definition of p−1, we get that p−1 is an R-submodule of K.
Now let r be a nonzero element of p, and x ∈ p−1, then rx ∈ R, and so
rp−1 ⊆ R ..............(∗)
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Thus p−1 is a fractional ideal.
Now by (∗), pp−1 ⊆ R, so pp−1 is an integral ideal of R.
By Lemma (3.1.8) R ⊂ p−1, so pR ⊂ pp−1, but also pR = p, and pp−1 ⊆ R, so we have
p ⊆ pp−1 ⊆ R. But p is prime ideal and R is a Dedekind domain, so by Theorem (3.1.4)
p is a maximal ideal which implies that pp−1 = p or pp−1 = R. If pp−1 = R, we have
done.
So assume that pp−1 = p, and let x ∈ p−1, then xp ⊆ pp−1 = p. Now by induction, we
get that xnp ⊆ p for all n = 1, 2, . . .
So for any nonzero element r of p, we have rxn ∈ xnp ⊆ p ⊆ R, so R[x] is a fractional
ideal. But R is a Dedekind domain, so by Theorem (3.1.4) it is Noetherian which implies
by Theorem (3.1.3) that R[x] is a finitely generated R-submodule of K, so by Lemma
(2.1.1), x is integral over R, and since R is a Dedekind domain then by Theorem (3.1.4),
R is integrally closed, which implies that x ∈ R. Therefore p−1 ⊆ R which contradicts
Lemma (3.1.8). Therefore pp−1 = R.
Theorem 3.1.10. [1] In a commutative ring with unity, any proper ideal is contained in
a maximal ideal.
Proof. See [1] page 382.
Lemma 3.1.11. [1] Let R be a Noetherian commutative ring, and let a and p be ideals
in R with p prime. If ap = a , then a = 0.
Proof. See [1] page 433.
We come now to the fundamental theorem of ideal theory in number
fields.
Proposition 3.1.12. [6] Every nonzero, proper ideal of a Dedekind domain can be uniquely
factored into nonzero prime ideals, and this factorization is unique except for order.
Proof. Let I be the set of nonzero proper ideals of the Dedekind domain D that do not
factor into prime ideals.
38
Assume I is non-empty, then by Lemma (3.1.1), there is a maximal element m ∈ I, which is
contained by Theorem (3.1.10) in a maximal ideal p in D, so m ⊆ p, =⇒ mp−1 ⊆ pp−1,
but m ⊆ mp−1.
So, and by Lemma (3.1.8), and (3.1.9) m ⊆ mp−1 ⊆ pp−1 = D, so mp−1 is an ideal of D.
By Lemma (3.1.11), m  mp−1, but p is maximal, hence prime by Proposition (2.2.4),
but m cannot be prime, so m  p, so mp−1  pp−1, so mp−1 is a proper ideal containing
m. Since m is a maximal element of I, mp−1 has a prime factorization. But m = mp−1p,
so m also has prime factorization, so I is necessarily empty.
Therefore, all ideals in a Dedekind domain can be factored into primes.








Since pm is prime, then by proposition (3.1.7) there must be a j
′ ≥ 1 such that pm ⊇ p′j′ ,
but prime ideals are maximal in a Dedekind domain, so pm = p
′
j′ . Assume without lost







Using this recursive process, and remembering that the ideals are prime, we find that
m = n and pair up all m = n pairs of equal prime ideals. Thus, the factorization of ideals
in a Dedekind domain into prime ideals is unique.
Theorem 3.1.13. [21] The ring of algebraic integers in a number field is a Dedekind
domain.
Proof. See [21] page 22.
Remark 3.1.2. It is not necessary that OK is a U.F.D., for example in Z[
√−5] which is
OQ(
√−5) : 6 = 2.3 = (1 +
√−5)(1 −√−5).
Proposition 3.1.14. [4]The ideals of a ring of algebraic integers OK of some number
field K over Q, factor into prime ideals and this factorization is unique except for order.
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Proof. It is a consequence of Theorem (3.1.13) and proposition (3.1.12).
Example 3.1.2. [18] Consider the ideal < 18 > generated by 18 in the ring of algebraic
integers Z[
√−17] in the number field Q[√−17].
Let p1 = < 2, 1 +
√−17,




It shown in page 131 in ([18]) that.
< 18 > = (p21)(p2p3)





3) = < 1 +
√−17 >< 1 −√−17 >












3.2 Ideal Classes And The Class Number
Definition 3.2.1. [4]Let OK be the ring of algebraic integers in some number field K
over Q, then any two integers α and β in OK are said to be congruent modulo an ideal
a in symbols : α ≡ β(mod a), if a | α − β or equivalently, if a | (α − β).
Theorem 3.2.1. [4]If OK is the ring of algebraic integers in some number field K over
Q, then the congruence modulo an ideal a in OK is an equivalence relation.
Proof. See [4] page 226.
Theorem 3.2.2. [4] Let OK be the ring of algebraic integers in some number field K over
Q, and let α and β be two integers in OK, and a, c be two ideals of OK. If α ≡ β(mod a)
and c | a, then α ≡ β(mod c).
Proof. See [4] page 226.
Corollary 3.2.3. [4] Let OK be the ring of algebraic integers in some number field K
over Q, and let α, β, γ, δ, λ ∈ OK and let a be an ideal in OK.
If α ≡ β(mod a), γ ≡ δ(mod a) then α ± γ ≡ β ± δ(mod a), αγ ≡ βδ(mod a) and
λα ≡ λβ(mod a).
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Proof. See [4] page 226.
Theorem 3.2.4. [4]The set of residue classes modulo an ideal is finite.
Proof. Let a be an ideal in K, then by Theorem (2.2.12), we can find an ideal b such that
ab = (c), c > 0. Now let φ1, φ2, · · · , φn be an integral bases, then every α ∈ OK
has a unique representation α = a1φ1 + a2φ2 + · · · + anφn, (aj ∈ Z). If we first
consider the number of residue classes of α modulo c, we get that each coefficient aj may
belong to only at most c residue classes ”when c is prime”; consequently, α can belong to
at most cn residue classes (mod c). This is also the number of residue classes (mod(c)).
By Theorem (3.2.2), it follows that there are at most cn residue classes mod a.
Definition 3.2.2. [4] The number of residue classes of integers of OK modulo an ideal a
is called the norm of a, in symbols; N(a) or Na.
Note 3.2.5. In the case of principal ideals we write N((α)) to avoid confusion with
Nα = N(α)
Theorem 3.2.6. [4] Let OK be the ring of algebraic integers in some number field K over
Q, if α ∈ OK, then N((α)) =| N(α) | .
Proof. See [4] page 226.
Remark 3.2.1. If a is an ideal of the ring of algebraic integers OK , then Na = 1 implies
that a = i.
Proof. Now, Na = 1 means that all integer are congruent to each other, hence to 0(∈ a)
so that all belong to a.
Theorem 3.2.7. [4] Let OK be the ring of algebraic integers in some number field K over
Q, and let a be an ideal and p be a prime ideal of OK, then Na.Np = N(ap).
Proof. See [4] page 227.
Theorem 3.2.8. [4] Let OK be the ring of algebraic integers in some number field K over
Q, and let a, b, and c be ideals in OK ; then a.b = c ⇒ Na.Nb = Nc.
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Proof. The proof is by induction on the number of factors of b. If b = p then by Theorem
(3.2.7), Na.Np = N(ap)
Suppose that our claim hold for b containing k − 1 prime ideals factors, then it also hold
for b = p1 · · · pk−1p as follows;
Let b = b1p, then by Theorem (3.2.7), N(a.b) = N(a.b1.p) = N(ab1).N(p).
Also by induction assumption, N(ab1) = Na.Nb1, hence by Theorem (3.2.7),
N(a.b) = Na.Nb1.Np = Na.N(b1.p).
Finally, by replacing b1.p by b, we get the result.
Theorem 3.2.9. [4] Let OK be the ring of algebraic integers in some number field K over
Q, and let a be an ideal of OK , then a | Na (i.e a | (N(a)).
Proof. Let a be an ideal of K, select an element αj from each residue class from the Na
residue classes mod a to get a maximal set of integers {α1, α2, . . . , αNa} whose elements
are incongruent mod a.
Then also the set {α1 + 1, α2 + 1, . . . , αNa + 1} is a maximal set of integers whose
elements are incongruent mod a; consequently α1 + α2 + . . . + αNa ≡ (α1 + 1) + (α2 +
1) + . . . + (αNa + 1) (mod a), so that 0 ≡ 1 + 1 + . . . + 1 = Na (mod a), as desired.
Theorem 3.2.10. [4] Let OK be the ring of algebraic integers in some number field K
over Q, then for every m ∈ Z+, there exist only finitely many ideals a such that Na = m.
Proof. Let m ∈ Z+, then for any ideal a with Na = m, we have by Theorem (3.2.9) that
a | m; and by Theorem (2.2.10), there exist only finitely many such ideals a for which
a | m for any given m ∈ Z+. Thus we have done.
Definition 3.2.3. [4] Let OK be the ring of algebraic integers in some number field K
over Q, then two ideals a and b of OK are said to be equivalent in symbols a ∼ b, if
there exist algebraic integers α, β ∈ OK such that (α)a = (β)b.
Example 3.2.1. In Q(
√−5) (2, (1+√−5)) ∼ ((1−√−5), 3), because (1−√−5)∗(2, (1+
√−5)) = (2(1 −√−5), 6) = (2) ∗ ((1 −√−5), 3).
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Theorem 3.2.11. [4]The equivalence of ideals is an equivalence relation.
Proof. 1. a ∼ a because (1)a = (1)a.
2. a ∼ b means that (α)a = (β)b for some α, β ∈ OK , so that (β)b = (α)a, and
so b ∼ a.
3. a ∼ b, and b ∼ c if and only if (α)a = (β1)b, (β2)b = (γ)c if and only if
(β2)(α)a = (β2)(β1)b = (β1)(γ)c if and only if (β2α)a = (β1γ)c, with α, β1, β2,
and γ ∈ OK , and so a ∼ c.
Theorem 3.2.12. [22]
Let K be a number field, and let Cl(K) be the set of ideal classes of K, then Cl(K)
form an abelian group.
Proof. Let K be a number field, and let Cl(K) be the set of ideal classes of K, with
multiplication · defined by
[a] · [b] = [ab]
where a, b are ideals of OK .
We shall check the group properties:
1. Associativity: [a] · ([b] · [c]) = [a] · [bc] = [a(bc)] = [abc] = [(ab)c] = [ab] · [c] =
([a] · [b]) · [c]
2. Identity element: [OK ] · [b] = [b] = [b] · [OK ].
3. Inverses: Consider [b]. Let b be an integer in b. Then b ⊇ (b), so there exists c such
that bc = (b).
Then the ideal class [b] · [c] = [(b)] = [OK ].
Then Cl(K) is a group under the operation ·.
It is abelian since [a][b] = [ab] = [ba] = [b][a].
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Definition 3.2.4. [4] The classes induced by the equivalence relation ∼ among ideals of
OK are called ideal classes, the set of ideal classes is called class group of K, and is
denoted by Cl(K).
Remark 3.2.2. The principle ideals are equivalent to each other (and to i = (1)); hence,
they form one of the classes, sometimes called the principle class.
We come now to one of the fundamental results of the theory of ideals,
and to the main theorem in this section.
But we will give three lemmas before our theorem.
Lemma 3.2.13. [4] Let OK be the ring of algebraic integers in some number field K over
Q, and let a, b, c, and d be ideals in OK; then a ∼ b, c ∼ d implies that ac ∼ bd.
Proof. By definition (3.2.3), ∃ α, β, γ, and δ ∈ OK such that (α)a = (β)b, and
(γ)c = (δ)d, so (αγ)ac = (βδ)bd, so that ac ∼ bd.
Lemma 3.2.14. [4] For every field K of algebraic numbers, there exists a positive integer
m = m(K) with the property that in every ideal a of OK, there exists an integer α ∈ a
such that | Nα | ≤ m.Na.
Proof. Let φ1 , φ2 , · · · , φn be an integral bases for K, then by remark (2.1.2), each φj
is uniquely represented by a polynomial φj = gj(θ) in the generator θ of K.











| gj(θ(k)) |}. (3.2.1)
then M has the required property, and we may take m = [M ] + 1.
Indead, for every ideal a, we can determine an integer r such that rn ≤ Na < (r + 1)n.
Now consider the set of integers of OK represented by a1φ1 + a2φ2 + · · · + anφn with
0 ≤ aj ≤ r, so each aj may take r + 1 distinct values because each aj ∈ Z; hence we
obtain (r + 1)n different integers of OK .
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But there exist only Na residue classes mod a, and we have Na < (r + 1)n, so those
integers can not all be incongruent mod a.
Hence among these (r + 1)n integers, there are at least two integers α = a1φ1 + a2φ2 +
· · · + anφn, and β = b1φ1 + b2φ2 + · · · + bnφn, such that α 	= β, but α ≡ β (mod a),
where o ≤ aj ≤ r, o ≤ bj ≤ r.
So 0 	= γ = α − β ≡ 0 (mod a), that is γ ∈ a.Thus





| γ(k) | = |
n∑
j=1
(aj − bj)φ(k)j | ≤
n∑
j=1
r | φ(k)j | = r.
n∑
j=1
| φ(k)j |; (3.2.3)
So that
| Nγ | =
n∏
k=1






| φ(k)j |} = rnM ≤ Na.M ; (3.2.4)
and γ ∈ a has | Nγ | ≤ M.Na as claimed.
Lemma 3.2.15. [4] Let m = m(k) be defined as in lemma (3.2.14); then in each class of
ideals there exists an ideal a such that Na ≤ m.
Proof. Let U be any class of ideals in K; and let b be an arbitrary ideal in U. By Theorem
(2.2.12), there exists an ideal c in K such that cb is principal.
By Lemma (3.2.14), we may select in c an integer γ such that | Nγ |≤ m . Nc.
Since γ ∈ c, we have (γ) ⊂ c, thus, by Theorem (2.2.15), we get that c | (γ); hence there
exists an ideal a in K such that ca = (γ).
Now, since both ca, and cb are principle, then ca ∼ cb which implies that a ∼ b, hence
a ∈ U.
And by Theorem (3.2.8), Theorem (3.2.6), and Lemma (3.2.14) it follows that
ca = (γ) implies that Nc.Na = N((γ)) = | Nγ | ≤ m.Nc, (3.2.5)
so that Na ≤ m and thus our lemma has been proven.
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Theorem 3.2.16. [4] In every field K of algebraic numbers, the number of ideal classes
is finite.
Proof. By Theorem (3.2.10), there exist only finitely many ideals of a given norm, and so
only finitely many ideals whose norm does not exceed any given bound.
Suppose that there are t ideals of norm ≤ m, but by Lemma (3.2.15), there exist at least
one ideal of norm ≤ m in each class, so there exist at most t classes of ideals.
Definition 3.2.5. [4] The (finite) number of classes of ideals in an algebraic number field
K is called the class number of K and is denoted by h = h(K).
Theorem 3.2.17. [4] If h is the class number of an algebraic number field K, then for
every ideal a of K, ah is a principal ideal.
Proof. Select an ideal aj from each class from the h ideal classes to get the set {a1, a2, . . . , ah}
of inequivalent ideals in K.
If a is any ideal of K, then by Theorem (2.2.12) and Lemma (3.2.13), we get that
aaj ∼ aak implies that baaj ∼ baak if and only if (c)aj ∼ (c)ak if and only if
aj ∼ ak.
Thus, {aa1, aa2, . . . , aah} is also a set of h inequivalent ideals.
Consequently, in the set {aaj : 1 ≤ j ≤ h} there is again exactly one ideal from each
of the h classes.
But we get by Lemma (3.2.13) that a1a2 . . . ah ∼ aa1.aa2 . . . aah = aha1 . . . ah. Again,
using Theorem (2.2.12), and Lemma (3.2.13) we get that (1) ∼ ah, as desired.
Theorem 3.2.18. [4] If h is the class number of an algebraic number field K, then for
every ideal a of K, if p is a prime, and p  h, then ap ∼ bp implies that a ∼ b.
Proof. Now, since g.c.d(h, p) = 1, so there exist positive integers m, k such that
kp − mh = 1, so pk = mh + 1.
But by Lemma (3.2.13), ap ∼ bp implies that akp ∼ bpk, and by Theorem (3.2.17),
ah = (1), so apk = amh+1 = amh.a ∼ a; Similarly, bkp ∼ b, and thus we have
done.
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Corollary 3.2.19. [4] If p  h, and ap is principal in K, then so is a.
Proof. Take b = 1 in Theorem (3.2.18).
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Chapter 4
Some congruences on prime factors
of class number of finite algebraic
extensions K/Q
This chapter is based on analytic study of a paper for Dr. Roland Queme[14], and some
related theorems and subjects from related papers such as Masely[19], and Bordelles[13].
We give a contribution to the description of congruences on the odd prime factors of the
class number of the number field.
We also give a connection with Geometry of Numbers point of view. With an explicit
geometric upper bound HF of the class number h(F ) for any field F which is given in this
chapter.
4.1 Ramification, And The p-Rank
Theorem 4.1.1. [11] Let A be a Dedekind domain with field of fractions K, and let B
be the integral closure of A in a finite separable extension L of K. Then B is a Dedekind
domain.
Proof. See [11] page 47.
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Definition 4.1.1. [11] Consider a Dedekind domain A with fraction field K, L is a finite
separable extension of K of degree n and B is the integral closure of A in L and let p be
a nonzero prime ideal of A, then the lifting(also called the extension) of p to B is the
ideal pB.
Remark 4.1.1. Although pB need not be a prime ideal of B, we can use the fact that B





where B′is are distinct prime ideals of B and ei are positive integers.
Definition 4.1.2. [12] Consider a Dedekind domain A, with fraction field K, and let L
be a finite separable extension of K of degree n, and let p be a nonzero prime ideal of A,
and B is the integral closure of A in L.




i , the positive integer ei is called the
ramification index of Bi over p (or over A).
2. The prime ideals B′js are said to lie above p.
3. We say that p ramifies in B (or in L), if ei > 1 for at least one i.
4. If ei = 1 for each Bi, then we say that p is unramified in L.
5. The extension L/K itself is called unramified if all prime ideals p of K are
unramified in L.
Example 4.1.1. [23] In Z[i];
• The prime 2 of Z ramifies in Z[i] because (2) = (1+ i)2, and the ramification index
is e = 2.
• Any prime p ≡ 1(mod 4) splits into two distinct prime ideals in Z[i]; for example
(13) = (2 + 3i)(2 − 3i).
• Any prime p ≡ 3(mod 4) does not split in Z[i]; for example (7) remains prime in
Z[i].
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Definition 4.1.3. [14] A cyclic extension is a Galois extension whose Galois group is
cyclic.
Theorem 4.1.2. [17] Every finite dimensional extension of a finite field is a cyclic ex-
tension.
Proof. See Hangerford[17], Theorem 5.10
Definition 4.1.4. [14] Let K/Q be a finite algebraic extension, let L/K be a finite
Galois extension, we say that L/K is a cyclic tower extension if there is a tower of
fields K = L0 ⊂ L1 ⊂ ........ ⊂ Ln ⊂ Ln+1 = L, where Lj+1/Lj is a cyclic extension for
j = 0, 1, . . . , n.
Definition 4.1.5. [14] We say that a finite Galois extension L/K is Galois solvable if
the Galois group Gal(L/K) is solvable.
Definition 4.1.6. [14] We say that a finite extension L/K is solvable extension if the
smallest Galois extension M of K containing L is Galois solvable.
Theorem 4.1.3. [20] Fundamental Theorem of Finite Abelian groups
Every finite abelian group is a direct product of cyclic groups of prime order.
Moreover, the number of terms in the product and the orders of the cyclic groups are
uniquely determined by the group.
Proof. See [20] page 177.
Definition 4.1.7. [14] Let the class group of a field F , Cl(F ) be an abelian group, and
let p be a prime dividing h(L) = |Cl(F )|, i.e. h(L) = prm for some positive integer r,
and p  m. The p−subgroup Cp of C is an abelian group, direct sum of rp cyclic groups
whose order are power of p. This number rp is the p−rank of the p−subgroup of C.
Example 4.1.2. Let C = Z/20 ⊕ Z/8, then by Theorem (4.1.3) we get that C ≈ Z5 ⊕ Z4 ⊕ Z8.
Now any 2−subgroup of C is isomorphic to a subgroup of Z5 ⊕ Z22 ⊕ Z23, so r2 =
2, r5 = 1.
50
Note 4.1.4. The notation pr‖k, means that r is the greatest power of p letting pr|k, i.e.
pr+1  k.
Remark 4.1.2. Let the class group of a field F , Cl(F ) be an abelian group, and let p be
a prime dividing h(L) = |Cl(F )|, i.e. h(L) = prm for some positive integer r, and p  m .
Now if rp is the p−rank of the p−subgroup of Cl(F ), and pep‖h(L), for some integer ep,
then rp ≤ ep.
Proof. Since h(L) = pr.m then prp|h(L), otherwise rpthe number of factors in the group
decomposition is more than r, which is impossible by the fundamental theorem of finite
abelain groups, so rp ≤ ep.
4.2 On congruences on prime factors of class number
of Galois extensions K/Q
Theorem 4.2.1. [19] (Pushing up) Let E/F be an extension of number fields. Then
|H(F ) : H(F ) ∩ E| divides h(E) and h(F ) divides |E : F |h(E). In particular, if for any
unramified abelian extension H of F we have E ∩ H = F , then h(F ) divides h(E).
Proof. See [19] page 5.
Theorem 4.2.2. [19](Rank Theorem) Suppose M/P is a cyclic extension of degree m.
Let p be a prime which does not divide h(E), the class number of E for any field E with
P ⊂ E ⊂ M, E 	= M , and which does not divide m. If p|h(M) class number of M then
the rank rp of p−class group of M is a multiple of f , the order of p mod m.
In this subsection we use this theorem to get some congruences on prime factors of class
number of some Galois extension K/Q.
Proof. See [19] page 9.
Lemma 4.2.3. [14] For any field extension L/Lt, the set of fractional ideals I(Lt) is
embedded in I(L).
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Proof. Define the map φ : I(Lt) −→ I(L) via φ(a) = a.OL which is an ideal of OL for any
ideal a in OLt .
Then φ is :
• Homomorphism, since φ(a1)φ(a2) = a1OLa2OL = a1a2OL = φ(a1a2).
• φ is one-to-one, to see this, let x = Σki=1tioi ∈ a1OL
⋂
OLt where ti ∈ a1, oi ∈
OL∀ 1 ≤ i ≤ k, then oi ∈ OLt ∀ 1 ≤ i ≤ k, otherwise there exist j such that
oj ∈ OL/OLt which means that
– there exist f ∈ Z[x], such that f(oj) = 0 since oj ∈ OL.
– (oj 	∈ Lt................(∗)), otherwise oj ∈ OLt because of the existence of f in
Z[X] for which f(oj) = 0.
But t, oj ∈ OLt , which means that tjoj ∈ Lt which is a field, so t−1j .tj.oj ∈ Lt,
thus oj ∈ Lt which contradicts (∗). Thus oi ∈ OLt for all 1 ≤ i ≤ k . But
ti ∈ a1 ∀ 1 ≤ i ≤ k, and a1 is an ideal of OLt so tioi ∈ a1∀ 1 ≤ i ≤ k. Thus
x ∈ a1 so
a1OL
⋂
OLt ⊆ a1 (4.2.1)
Also let t ∈ a1 then t ∈ OLt and t ∈ a1OL, so t ∈ a1OL
⋂








So if φ(a1) = φ(a2), then









Therefore φ is an embedding from I(Lt) to I(L).
Lemma 4.2.4. [14] For any field extension L/Lt, the set of ideal classes Cl(Lt) is em-
bedded in Cl(L)
Proof. Define φ : Cl(Lt) → Cl(L) by φ[a] = [aOL], then
• φ[a1.a2] = [a1a2OL] = [a1OL.a2OL] = φ[a1].φ[a2]
• If φ[a1] = φ[a2], then [a1OL] = [a2OL], so [a1OL ∩ OLt ] = [a2OL ∩ OLt ], thus
[a1] = [a2].
Therefore Cl(Lt) is embedded in Cl(L).
Theorem 4.2.5. [14] Let L/Q be a finite algebraic extension with [L : Q] = 2α0 × N1,
where N1 > 1 is odd. Suppose that there exists a field K ⊂ L with [K : Q] = 2α0 and
with L/K Galois solvable extension. Let h(L) be the class number of L. Suppose that
h(L) > 1. Let p be a prime dividing h(L). Let rp be the rank of the p−class group of L.
If p × ∏rpi=1(pi − 1) and N1 are coprime, then p divides the class number h(K) of K.
Proof. Since L/K is Galois solvable, then G = Gal(L/K) is solvable, that is G has a
normal series with abelian factors, Gr  Gr−1.....  G1  G0 = G, and since [L : K] is
finite, then G is finite, that is Gi+1/Gi is cyclic of prime order, then by the Fundamental
Galois Theory, there is a correspondence between subgroup of G and the intermediate
fields between K,L, that is there exist a tower of fields K ⊂ L1 ⊂ L2 ⊂ .......... ⊂ Lj ⊂
Lj+1 ⊂ ........ ⊂ Lt ⊂ L.
but Gi+1/Gi is cyclic, so Gal(Lj+1/Lj) is cyclic ∀j, that is Lj+1/Lj is cyclic extension, and
W.L.O.G by the correspondence above, we may assume that [Lj+1 : Lj] = qj, qj is prime,
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otherwise the number of intermediate fields will be more than the number of groups in
the normal series.
Since Q ⊂ K ⊂ L, [L : Q] = 2α0 × N1, [K : Q] = 2α0 , then [L : K] = N1 since degree is
multiplicative.
So L/Lt is cyclic with [L : Lt] = qt, qt | N1 (4.2.4)
Now suppose that P  h(Lt) (4.2.5)
1. P  N1 , qt|N1 ”by hypotheses and equation (4.2.4)”.
so P  qt = [L : Lt].
2. L|Lt is cyclic.
3. With h(L) ≡ (0 mod P ), i.e. p|h(L).
4. P  h(E) for any Lt ⊂ E  L
because there is no E with Lt ⊂ E ⊂ L except Lt, otherwise [E : Lt]|[L : Lt] = qt.
Thus the hypotheses of Rank theorem are satisfied, so if f is the order of P mod qt,
then f |rp, where rp is the p−rank of Cp(L), and so P rp ≡ ( 1 mod qt) but by (4.2.4) qt|N1
which is a contradiction because (p × ∏rpi=1(pi − 1), N1) = 1, therefore P |h(Lt).
Now, let r′p be the p−rank of the class group Cl(Lt), but by pushing up theorem (4.2.1)
we have h(Lt)|qt × h(L), and also we have p|h(Lt), so h(Lt)|h(L), otherwise (p, qt) 	= 1,
which contradict the hypothesis that (p × ∏rpi=1(pi − 1), N1) = 1 because qt|N1, but we
have by lemma (4.2.4) that the p−class group Cp(Lt) of Lt and Cp(L) of L verify that
Cp(Lt) is embedded in Cp(L), that is r
′
p ≤ rp.
Finally, consider N ′ = N
qt
= [Lt : K], we can pursuer the same algorithm with the same
theorems (4.2.1) and (4.2.2) applied to extension Lt/K in place of L/K, and N
′ in place




i − 1), or to get the subfield K of L with [L : Q] = 2α0 , and p|h(K).
Remark 4.2.1. Let L/K be a finite extension and let M/K be the smallest Galois extension
of K containing L, let qM be the greatest prime devisor of [M : K], then qM |[L : K]!.
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Proof. If [L : K] = n, then there exist α1 ∈ L,L = K(α1) and p(t) ∈ K[t], with degree n
and p(α1) = 0.
Now write p(t) = (t − α1)p1(t), where p1(t) ∈ L[t], so also there exist α2 ∈ L1 such that
p1(t) = (t−α2)p2(t), p2(t) ∈ L2(t), L2 = K(α1α2), and p(α2) = 0, so [L2 : L1] ≤ (n−1) =
deg p1(t).
Proceeding in this process, we can factorize p(t) = (t − α1)......(t − αn), where p(t) ∈
Ln(t), Ln = K(α1, ......., αn).
Now, since M is the smallest Galois extension of K containing L, then M = K(α1, ......., αn),
so [M : K] = [Ln : Ln−1]......[L1 : K], but [Lj : Lj−1] ≤ n for all 1 ≤ j ≤ n, so if
qM |[M : K], then qM |[Li : Li−1] for some 1 ≤ i ≤ n, so qM ≤ n, therefore qM |[L : K]!.
In the following corollary, we generalize the result obtained for L/K Galois solvable
extension to the case where L/K is solvable extension.
Corollary 4.2.6. [14] Let L/Q be a finite algebraic extension with [L : Q] = 2α0 × N1,
N1 > 1 is odd. Suppose that there exists a field K ⊂ L with [K : Q] = 2α0, and with L/K
solvable extension. Let M/K be the Galois solvable extension containing L/K. Let h(L)
be the class number of L. Suppose that h(L) > 1. Let p be a prime dividing h(L) such
that p > [L : K]. Let rp(M) be the rank of the p−class group of M . If Πrp(M)i=1 (pi − 1) and
N1 are coprime, then p divides the class number h(K) of K.
Proof. Since L/K is solvable extension, then the smallest Galois extension M of K con-
taining L is Galois solvable extension , so M is an extension of L. Thus, by pushing up
theorem (4.2.1), we have that h(L)|[M : L] × h(M).
Now, let qM be the greatest prime divisor of [M : K]. Since M/K is the smallest Ga-
lois extension of K containing L, then by Remark (4.2.1) we have qM |[L : K]!. That is;
qM ≤ [L : K]. So, if p|[M : L], then p|[M : K]; That is, p ≤ qM . So, p ≤ [L : K] which
contradicts the hypothesis that p > [L : K]. But, so p|h(L), h(L)|[M : L] × h(M), and
p  [M : L]. Thus, p|h(M). Therefore, by Theorem (4.2.5), we have p|h(K).
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Corollary 4.2.7. [14] Let L/Q be a Galois solvable extension with [L : Q] = N , where
N > 1 is odd, let h(L) be the class number of L. Suppose that h(L) > 1. Let p be a prime
divides h(L). Let rp be the p−rank of the p−class group of L. Then, p×Πrpi=1(pi − 1) and
N are not coprime. i.e. (p × Πrpi=1(pi − 1), N) = 1.
Proof. Since OQ = Z, which is a principal ideal domain, then h(Q) = 1. Hence p  h(Q).
Then by Theorem (4.2.5), we get that (p × Πrpi=1(pi − 1), N) = 1.
Remark 4.2.2. All the previous results on which L/K is Galois solvable extension, can be
applied to all abelian extensions L/K with [K : Q] = 2α0 , and [L : K] is odd because if
L/K is abelian extension, then L/K is Galois solvable extension.
Definition 4.2.1. [13] Let K/Q be a number field with [K : Q] = n. Let {φ1, φ2, . . . , φn}
be an integral basis of K, and let {σ1, . . . , σn} be the set of embedding of K in C, then
we define the discriminate of the field K by
dK =
∣∣∣∣∣∣∣∣∣∣∣∣
σ1(φ1) σ1(φ2) . . . σ1(φn)




σn(φ1) σn(φ1) . . . σn(φn)
∣∣∣∣∣∣∣∣∣∣∣∣
Theorem 4.2.8. [13] Let K be a number field of degree n, with discriminant d(K) and
class number h(K). Then:
h(K) ≤ 2
n−1
(n − 1)! |d(K)|
1
2 (log |d(K)|)n−1.
More generally, if a > 0 is satisfying a ≥ 2(n − 1)/(log |d(K)|), then




(n − 1)!(log |d(K)|)
n−1.
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Proof. See [13] page 4.
From Bordelles Theorem (4.2.8), if L/Q is a finite algebraic extension, and there exists
a subfield F of L such that L/F is a cyclic extension with [L : Q] = N, [L : F ] = q where
q is an odd prime, then
HF =
2m−1
(m − 1)! ×
√
|dF | × (log(|DF |))m−1, (4.2.6)
where dF is the discriminant of F, m =
N
q
, HF is geometry upper bound of class number
of F , i.e. h(F ) ≤ HF .
Thus, if p is a prime verifies that p > HF , then P  h(F ) . . . . . . . . . . . . . . . . . . . . . . . . ...(4.3.7).
Theorem 4.2.9. [14] Let L/Q be a finite algebraic extension. Let h(L) be the class
number of L. Suppose that h(L) > 1. Suppose that there exists a cyclic extension L/F ,
where q = [L : F ] is an odd prime. Let HF be a geometric upper bound of class number
of F given by relation (4.2.6). Suppose that p > HF is a prime dividing h(L). Let rp be
the rank of the p−class group of L. Then,
p × (prp − 1) ≡ 0 mod q.
Proof. Applying Brodles Theorem (4.2.8) hypothesis, which are:
1. L/Q is a finite algebraic extension,
2. F is a subfield of L such that L/F is a cyclic extension, with [L : F ] = q, where q
is an odd prime.
We get that p  h(F ).
Now applying rank theorem hypothesis,
1. L/F is cyclic extension, with [L : F ] = q,
2. If p is a prime number such that p 	= q, then p  q = [L : F ],
3. p|h(L) from the hypothesis of the theorem,
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4. We have verified that p  h(F ), and p  h(E) for any F ⊂ E  L, because there is
no E with F ⊂ E ⊂ L except F , otherwise [L : E].[E : F ] = q, which is impossible
because q is a prime.
Thus the hypotheses of Rank theorem are satisfied, so if f is the order of P mod q, then
f |rp, and so P rp ≡ 1 mod q, so that P rp − 1 ≡ 0 mod q.
Therefore p × (P rp − 1) ≡ 0 mod q as desired.
Corollary 4.2.10. [14] Let L/Q be a finite Galois extension with [L : Q] = N . Let
h(L) be the class number of L. Suppose that h(L) > 1. Suppose that N has odd prime
divisors. Let q be an odd prime divisor of N . Then, there exists a cyclic extension L/F
with q = [L : F ]. Let HF be a geometric upper bound of class number of F given by
relation (1). Suppose that p > HF is a prime dividing h(L). Let rp be the rank of the
p−class group of L. Then,
p × (prp − 1) ≡ 0 mod q.
Proof. Immediate consequence of Theorem (4.2.9) taking in consideration the existence
of L/F with [L : F ] = q by Galois theory because L/Q is a finite Galois extension with
[L : Q] = N , and q|N .
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Conclusion
In this thesis we have made a survey on one of the most important topics in algebraic
number theory which is the class number and some congruences on its prime factors, and
we have studied the theoretical side; I will continuo in this topic and I will study some
applications on it.
Finally I hope for every one reading this work to have the usefulness.
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