Earth's physical properties like atmosphere, topography and ground instability can be determined by differencing billions of phase measurements (pixels) in subsequent matching Interferometric Synthetic Aperture Radar (InSAR) images. Quality (coherence) of each pixel can vary from perfect information (1) to complete noise (0), which needs to be quantified, alongside filtering information-bearing pixels. Phase filtering is thus critical to InSAR's Digital Elevation Model (DEM) production pipeline, as it removes spatial inconsistencies (residues), immensely improving the subsequent unwrapping. Recent explosion in quantity of available InSAR data can facilitate Wide Area Monitoring (WAM) over several geographical regions, if effective and efficient automated processing can obviate manual quality-control. Advances in parallel computing architectures and Convolutional Neural Networks (CNNs) which thrive on them to rival human performance on visual pattern recognition makes this approach ideal for InSAR phase filtering for WAM, but remains largely unexplored. We propose "GenInSAR", a CNN-based generative model for joint phase filtering and coherence estimation. We use satellite and simulated InSAR images to show overall superior performance of GenInSAR over five algorithms qualitatively, and quantitatively using Phase and Coherence Root-Mean-Squared-Error, Residue Reduction Percentage, and Phase Cosine Error.
averaging and non-adaptive filtering methods tend to distort the phase [3] , [5] . Methods that adapt their parameters based on, e.g. local phase quality (coherence) yield better results, as coherence is related to phase noise deviation [2] , [6] . Early spatial methods like Lee [7] and frequency based methods like Goldstein [8] and their numerous improvements [9] , [10] , [11] , [12] , [13] , [14] adapt to the local fringe direction and/or local noise. Frequency based methods gradually evolved into the wavelet domain [15] , [16] , [17] to simplify the separation of true phase from noise [2] but struggled to filter dense fringes, whereas spatial methods in general sacrificed spatial resolution [18] . The additive noise model of interferometric phase [7] inspired early filtering methods which assumed a stationary and consistent phase over the filtering window, but real-world challenges of strong topographic change and restrictions imposed on window size motivated more recent non-linear models [19] and per-pixel filtering [20] . Recent advances in parallel computing architectures have motivated parallelism in the InSAR processing pipeline [21] , which is critical to our proposed phase filtering method ("GenIn-SAR") for InSAR-based Wide Area Monitoring (WAM) across geographical regions on petabytes of data. Thus, we use a Convolutional Neural Network (CNN) architecture which seamlessly integrates with modern parallel architectures built on Graphics Processing Units (GPUs) and rival human performance on pattern recognition tasks. CNNs' use in InSAR phase processing in particular has been limited to volcano deformation monitoring [22] via transfer learning using a popular pre-trained optical image classification CNN [23] , but not direct training on InSAR data. Recent CNN-based InSAR phase filtering and coherence estimation/classification [24] , [25] performed training directly on InSAR data, but their filtering and coherence estimation is separated, and their "raw" coherence is generated/preprocessed using traditional methods. In contrast, GenInSAR performs joint phase filtering and coherence estimation using only a single neural network. Our approach predicts the distribution of the center pixel given only its neighborhood (patch) and is thus "embarrassingly parallel" [26] . In contrast, non-local filters [27] , [28] require computing patch similarity and suffer from terrace-like DEM artefacts, over-smoothing and "rare patch" effect [29] . For similar computational concerns, we do not adopt strategies that are iterative [3] , [4] (could also result in loss of detailed features [3] ), multi-stage [29] , [4] and require optimization during inference, e.g. via sparse coding [1] .
We propose a novel InSAR phase filter inspired by Mixture Density Networks (MDN) [30] . A CNN's convolutional layers operating on a phase patch predict the parameters of a bi-arXiv:2001.09631v1 [eess.IV] 27 Jan 2020 variate Gaussian distribution (real and imaginary channel) of the center pixel. The predicted vector µ represents the filtered pixel. Its coherence is a function of the predicted σ. This approach improves phase filtering, and being a generative model, sampling from this distribution generates new interferograms which are slight variations on the filter output, and can be utilized to improve the InSAR pipeline, as discussed later on. The architecture of GenInSAR is shown in Fig. 1 . The input to the architecture is a 11 × 11 phase patch centered around the pixel to be filtered. That pixel is removed from the input patch to avoid learning the identity mapping. We can understand this more clearly in terms of the training (fitting) and testing (prediction) steps. While training, patches extracted from a fixed set of phase images (training set) are input to the model. We set 20% dropout rate [31] for the first dropout layer and 50% for the remaining ones during training to prevent over-fitting. Convolutional layers [32] of increasing filter size (3 × 3, 4 × 4, 5 × 5) and decreasing filter counts (32, 16, 8) , each followed by an Exponential Linear Unit activation [33] (not shown) promote non-linear mappings. Specifically, we use depth-wise separable 2D convolutions [34] for fast computation and convergence. Finally, following MDN working principle, dense connections (weighted sums of all filter outputs) to the distribution fitting module outputs those Gaussian parameter values ( µ, σ) for the real and imaginary channel that make the input patch's central pixel (training target) most likely. Thus, our training is completely unsupervised, because we learn from the input data itself, without requiring its "clean" version as the training target. Negative log-likelihood cost is minimized via gradient descent back-propagation using Adam optimizer [35] . During testing, the central pixel is still removed from the input patch, but dropout and distribution fitting are not required: We predict the central pixel without any time-consuming optimization. The coherence is computed as γ = 1 − (σ 2 real + σ 2 imag ) for predicted σ = (σ real , σ imag ). Thus γ is more useful than many existing coherence metrics as it measures filtering efficiency, which partially depends on the spatial noise pattern (neighborhood), not just the noise underlying the center pixel.
II. PROPOSED METHOD

III. RESULTS AND DISCUSSION
We implemented GenInSAR in Keras [36] with Tensorflow-GPU backend, and compared its performance with five existing methods: Boxcar, Goldstein, NLInSAR, NLSAR and the CNN-based InSAR filter mentioned earlier (hereafter referred to as "CNN-InSAR" [24] ), all implemented / executed in OpenCL 1.2 on 8 GB NVIDIA 1070 GPU. In this section, we present the qualitative and quantitative results of those experiments for real and simulated images respectively. The metrics used for quantitative analysis are Root-Mean-Square-Error (RMSE) of the InSAR phase and coherence, Residue Reduction Percentage (RRP) [3] , [2] , [18] , and Phase Cosine Error, ∆θ cos (Eq. 1) where g i andf i denote i th ground truth and complex conjugate of filtered pixels of an n pixel interferogram. Residues are phase inconsistencies emphasized by computing curl of phase differences over the range of a reduced closed integral loop of four spatially adjacent pixels [37] , [18] , which are non-zero if residues are present. Most residues are caused by noise. However, few arise from signal structure, like steep change in topography or heavy deformations, and those residues should be preserved during filtering. Filtering should remove all other residues to facilitate phase unwrapping. Those that cannot be removed should have low values in the filter's output coherence map; this prevents error propagation during phase difference integration by the unwrapper. Hence, filtering aims to reduce residues (high RRP) but preserve details (low Phase RMSE, ∆θ cos ). These criteria drive our evaluations: 1) Experiments using satellite InSAR images: We trained GenInSAR for 100 epochs on 5 million 11 × 11 patches extracted from numerous interferograms of an airport and a mining site, having resolutions 5060 × 4040 and 1000 × 1000 respectively, in batches of 64 patches each. We tested the model on 1000 × 1000 interferograms of a different mining site, by extracting one 11 × 11 patch for each pixel (at center). The interferogram edges were replicated for obtaining patches corresponding to the edge pixels. Fig. 2 shows outputs for a test interferogram using proposed and existing methods. Being a generative model, we can sample from the predicted Gaussian to generate slightly different outputs for the same input, as in Fig. 3 . This can be used in InSAR machine learning for data augmentation [38] , or to test InSAR processing chains by running the same chain all the way through but with slightly different interferograms to measure the variance of the outputs of the complete processing chain. This might also turn out to be a good error analysis method.
2) Experiments using simulated InSAR images: Our InSAR simulator can simulate ground truth interferograms with Gaussian bubbles, roads and buildings. We followed a similar training strategy as satellite InSAR images for training our model with simulated InSAR images, by adding Gaussian noise to simulated ground truth images, and inputting patches extracted from those noisy versions. For CNN-InSAR, we generated two sets of results: one using the model as-is and another by retraining it with simulated noisy images as mentioned above. For evaluating the proposed and five existing methods mentioned earlier including CNN-InSAR (as-is and retrained), we used a set of 60 1000×1000 noisy simulated images. Fig. 4 shows the performance of all methods for a sample simulated test image. The corresponding clean (ground truth) versions of those images facilitated quantitative evaluation in terms of the three metrics mentioned earlier. Table I shows overall superior quantitative performance of proposed method against others and almost linear speedup with increasing number of GPUs, as it filters each pixel independently, based on its neighborhood.
GenInSAR almost totally reduces residues and produces far 4 . Filtered phase and coherence outputs for simulated InSAR images processed by proposed and five existing methods. Visualizations for phase are coloured between -π (blue) to +π (red), and coherence between 0 (black: low) to 1 (white: high) respectively. 
