Abstract-The diffusion strategy for distributed learning from streaming data employs local stochastic gradient updates along with exchange of iterates over neighborhoods. In Part I [2] of this work we established that agents cluster around a network centroid and proceeded to study the dynamics of this point. We established expected descent in non-convex environments in the large-gradient regime and introduced a short-term model to examine the dynamics over finite-time horizons. Using this model, we establish in this work that the diffusion strategy is able to escape from strict saddle-points in O(1/µ) iterations; it is also able to return approximately second-order stationary points in a polynomial number of iterations. Relative to prior works on the polynomial escape from saddle-points, most of which focus on centralized perturbed or stochastic gradient descent, our approach requires less restrictive conditions on the gradient noise process.
I. INTRODUCTION
W E consider a network of N agents. Each agent k is equipped with a local, stochastic cost of the form J k (w) = E x Q k (w; x k ), where w ∈ R M denotes a parameter vector and x k denotes random data. In Part I [2] , we consider a global optimization problem of the form:
where J(w)
where the weights p k are a function of the combination weights a ℓk and will be specified further below in (4) . Solutions to such problems via distributed strategies can be pursued through a variety of algorithms, including those of the consensus and diffusion type [3] - [9] . In Part I [2] , we studied the diffusion strategy strategy due to its proven enhanced performance in adaptive environments in response to streaming data and drifting conditions [4] , [10] . The strategy takes the form: φ k,i = w k,i−1 −µ ∇J k (w k,i−1 ) (2a)
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Note that the gradient step (2a) employs a stochastic gradient approximation ∇J k (w k,i−1 ), rather than the true gradient ∇J k (w k,i−1 ). The random approximation of the true gradient based on sampled data introduces persistent gradient noise, which seeps into the evolution of the algorithm. A commonly employed construction is ∇J k (w k,i−1 ) = ∇Q k (w k,i−1 ; x k ); nevertheless, we consider general stochastic gradient approximations ∇J k (w k,i−1 ) under suitable conditions on the induced gradient noise process (Assumptions 4 and 7 further ahead). Prior works have studied the dynamics of the diffusion strategy (2a)-(2b) and examined the implications of the gradient noise term in the strongly-convex setting [4] , [5] , [11] . In particular, it has been shown that despite the presence of gradient noise, the iterates w k,i will approach the global solution w ⋆ arg min w J(w) to the problem (1) in the mean-square-error sense, namely it will hold that lim sup i→∞ E w ⋆ − w k,i 2 = O(µ).
In Part I [2] we showed that many of the desirable properties of the diffusion algorithm continue to hold in the more challenging non-convex setting. We established that all agents will cluster around a common network centroid after sufficient iterations and established expected descent of the network centroid in the large-gradient regime. In this part of the work we establish that the diffusion strategy is able to escape strictsaddle points and return second-order stationary points in polynomial time.
A. Related Works
A general discussion on decentralized algorithms for optimization and learning [3] - [9] , [12] - [14] can be found in Part I [2] . In this section, we focus on works studying the ability of algorithms to escape strict saddle-points and reach second-order stationary points, which is the focus of this part. The desire to obtain guarantees for the escape from saddle-points is motivated by the observation that in many problems of interest, such as neural networks, saddle-points can correspond to bottlenecks of the optimization problem. As such, guarantees of convergence to first-order stationary points, i.e., points where the norm of the gradient is small, need not be sufficient to establish good performance. For this reason, there has been interest in the guarantee of convergence to second-order stationary points. Approximate second-order stationary points, like first-order stationary points, are required to have a small gradient norm, but are also restricted in terms of the smallest eigenvalues of their Hessian matrices.
Works that study the ability of gradient descent algorithms to escape strict saddle-points can broadly be classified into two approaches. The first class is based on the fact that there is at least one direction of descent at every saddle-point and leverage either second-order information [15] or first-order strategies for identifying a negative-curvature direction [16] - [18] to identify the descent direction. Our work falls into a second class of strategies, which exploit the fact that strict saddle-points (defined later) are unstable in the sense that small perturbations allow for the iterates to escape from the saddle point almost surely. Along these lines, it has been shown in [19] that under an appropriately chose random initialization scheme, the gradient descent algorithm converges to minimizers almost surely. The work [20] further leveraged this fact to establish that distributed gradient descent with appropriately chosen initialization escapes saddle points. When subjected to persistent, but diminishing perturbations, known as annealing, asymptotic almost sure convergence to global minimizers of gradient descent-type algorithms has also been established in the centralized [21] and more recently in the distributed setting [22] . All these useful results, while powerful in theory, still do not provide a guarantee that the procedures are efficient in the sense that they would return accurate solutions after a finite number of iterations. Actually, despite the fact that gradient descent with random initialization escapes saddlepoints almost surely [19] , it has been established that this process can take exponentially long [23] , rendering the procedure impractical.
These observations have sparked interest in the design of methods that have the ability to escape saddle-points efficiently, where efficiency is loosely defined as yielding success in polynomial, rather than exponential time. The authors in [24] add persistent, i.i.d. perturbations to the exact gradient descent algorithm and establish polynomial escape from saddle-points, while the work [25] adds perturbations only when the presence of a saddle-point is detected. It is important to note that in most of these works, perturbations or random initializations are selected and introduced with the explicit purpose of allowing the algorithm to escape from unstable stationary points. For example, random initialization is followed by exact gradient updates in the works [19] , [20] , while the perturbations in [25] are applied only when a saddlepoint is detected via the norm of the gradient. All of these techniques still require knowledge of the exact gradient. While the authors of [24] consider persistent gradient perturbations, these are nevertheless assumed to be independentently and identically distributed.
Motivated by these considerations, in this work, we focus on implementations that employ stochastic gradient approximations and constant step-sizes. This is driven by the fact that computation of the exact gradients ∇J k (·) is generally infeasible in practice because (a) data may be streaming in, making it impossible to compute ∇ E x k Q k (·; x k ) in the absence of knowledge about the distribution of the data or (b) the data set, while available as a batch, may be so large that efficient computation of the full gradient is infeasible. As such, the exact gradient will need to be replaced by an approximate stochastic gradient, which ends up introducing in a natural manner some form of gradient noise into the operation of the algorithm; this noise is the difference between the true gradient and its approximation. The gradient noise seeps into the operation of the algorithm continually and becomes coupled with the evolution of the iterates, resulting in perturbations that are neither identically nor independently distributed over time. For instance, the presence of the gradient noise process complicates the dynamics of the iterate evolution relative to the centralized recursions considered in [24] .
There have been some recent works that study stochastic gradient scenarios as well. However, these methods alter the gradient updates in specific ways or require the gradient noise to satisfy particular conditions. For example, the work [26] proposes the addition of Gaussian noise to the naturally occuring gradient noise, while the authors of [27] leverage alternating step-sizes. The works [16] - [18] introduce an intermediate negative-curvature-search step. All of these works alter the traditional stochastic gradient algorithm in order to ensure efficient escape from saddle-points. The work [28] studies the traditional stochastic gradient algorithm under a dispersive noise assumption.
The key contributions of this work are three-fold. To the best of our knowledge, we present the first analysis establishing efficient (i.e., polynomial) escape from strict-staddle points in the distributed setting. Second, we establish that the gradient noise process is sufficient to ensure efficient escape without the need to alter it by adding artificial forms of perturbations, interlacing steps with small and large step-sizes or imposing a dispersive noise assumption, as long as there is a gradient noise component present in some descent direction for every strict saddle-point. Third, relative to the existing literature on centralized non-convex optimization, where the focus is mostly on deterministic or finite-sum optimization, our modeling conditions are specifically tailored to the scenario of learning from stochastic streaming data. In particular, we only impose bounds on the gradient noise variance in expectation, rather than assume a bound with probability 1 [27] , [28] or a sub-Gaussian distribution [26] . Furthermore, we assume that any Lipschitz conditions only hold on the expected stochastic gradient approximation, rather than for every realization, with probability 1 [16] - [18] .
For ease of reference, the modeling conditions and results from this and related works are summarized in Table I .
II. REVIEW OF PART I [2]

A. Modeling Conditions
In this section, we briefly list the modeling conditions employed in Part I [2] . For a more detailed discussion, we refer the reader to [2] .
Assumption 1 (Strongly-connected graph). The combination weights in (2b) are convex combination weights satisfying: 
Lipschitz Exists Random -constant asymptotic [22] Bounded disagreement --SGD + Annealing diminishing asymptotic † This work
Bounded disagreement Lipschitz -Bounded moments constant polynomial
TABLE I COMPARISON OF MODELING ASSUMPTIONS AND RESULTS FOR GRADIENT-BASED METHODS. STATEMENTS MARKED WITH ⋆ ARE NOT EXPLICITLY STATED BUT ARE IMPLIED BY OTHER CONDITIONS. THE WORKS MARKED WITH † ESTABLISH GLOBAL (ASYMPTOTIC) CONVERGENCE, WHICH OF COURSE IMPLIES ESCAPE FROM SADDLE-POINTS.
any two agents in the network and, moreover, at least one agent has a nontrivial self-loop, a kk > 0.
The Perron-Frobenius theorem [4] , [32] , [33] then implies that A has a spectral radius of one and a single eigenvalue at one. The corresponding eigenvector can be normalized to satisfy:
where the {p k } denote the individual entries of the Perron vector, p.
Assumption 2 (Lipschitz gradients). For each k, the gradient
In light of (1) and Jensen's inequality, this implies for the aggregate cost:
The Lipschitz gradient conditions (5) and (6) imply
For the Hessian matrix we have [4] :
Assumption 3 (Bounded gradient disagreement). For each pair of agents k and ℓ, the gradient disagreement is bounded, namely, for any x ∈ R M :
Definition 1 (Filtration). We denote by F i the filtration generated by the random processes w k,j for all k and j ≤ i:
where W j col {w 1,j , . . . , w k,j } contains the iterates across the network at time j. Informally, F i captures all information that is available about the stochastic processes w k,j across the network up to time i.
Assumption 4 (Gradient noise process). For each k, the gradient noise process is defined as
and satisfies
for some non-negative constant σ 4 . We also assume that the gradient noise pocesses are pairwise uncorrelated over the space conditioned on F i−1 , i.e.:
The fourth-order condition also implies via Jensen's inequality:
Definition 2 (Sets). To simplify the notation in the sequel, we introduce following sets:
where τ is a small positive parameterm, c 1 and c 2 are constants:
and 0 < π < 1 is a parameter to be chosen. Note that G C = H ∪ M. We also define the probabilities π Pr {w c,i ∈ M}. Then for all i, we have π
and, there exists ρ ≥ 0 such that:
Similarly to the quadratic upper bound that follows from the Lipschitz condition on the first-derivative (7), this new Lipschitz condition on the second-derivative implies a cubic upper bound on the function values [15] :
B. Review of Results
An important quantity in the network dynamics of (2a)-(2b) is the weighted network centroid:
where the weights p k are elements of the Perron vector, defined in (4), which in turn is a function of the graph topology and weights. The network centroid can be shown to evolve according to a perturbed, centralized, exact gradient descent recursion [5] :
where we defined the perturbation terms:
In Part I [2, Theorem 1] we established that, under assumptions 1-4, all agents will cluster around the network centroid in the mean-fourth sense:
. This result has two implications. First, it establishes that, despite the fact that agents may be descending along different cost functions, and despite the fact that they may have been initialized close to different local minima, the entire network will eventually agree on a common iterate in the mean-fourth sense (and via Markov's inequality with high probability). Furthermore, it allows us to bound the perturbation terms appearing in (25) as [2, Lemma 2]:
after sufficient iterations i ≥ i 0 . We conclude that all iterates, after sufficient iterations, approximately track the network centroid w c,i , which in turn follows a perturbed gradient descent recursion, where the perturbation terms can be appropriately bounded.
We then proceeded to study the evolution of the network centroid and establish expected descent in the large gradient regime, i.e.:
where the set G introduced in Definition 2 denotes the set of points with sufficiently large gradients ∇J(w)
While this argument could have been continued to establish the return of approximately first-order stationary points in the complement G C = M ∪ H, our objective here is to establish the return of second-order stationary points in M, which is a subset of G C . This requires the escape from strict-saddle points in H. In the vicinity of first-order stationary points, a single gradient step is no longer sufficient to guarantee descent, and as such it is necessary to study the cumulative effect of the gradient, as well as perturbations, over several iterations. We laid the ground work for this in Part I [2] by introducing a short-term model, which is more tractable and sufficiently accurate for a limited number of iterations. This approach has been used successfully to accurately quantify the performance of adaptive networks in convex environments [4] and establish the ability of centralized perturbed gradient descent to escape saddle-points [24] . Around a first-order stationary points w c,i ⋆ at time i ⋆ , the short-term model is obtained by first applying the mean-value theorem to (25) and obtain:
where
The short-term model is then obtained by replacing H i ⋆ +i by ∇ 2 J(w c,i ⋆ ) and dropping the driving term µd i ⋆ +i :
where again w ′ i ⋆ i denotes the deviation from the initialization w
Lemma 4], we established that the short-term model (34) is a meaningful approximation of (32) 
We will now proceed to argue that these deviation bounds allow us to establish decent of (32) by means of studying descent of (34) and leverage this fact to show that the diffusion strategy will continue to descend through strict-saddle points in Theorem 1. This result, along with the descent for large gradients established in Part I [2, Theorem 2] will allow us to guarantee the return of an approximately second-order stationary points in Theorem 2. The argument is summarized in Fig. 1 .
III. ESCAPE FROM SADDLE-POINTS
The deviation bounds (35)-(39) establish that, for the first O(1/µ) iterations following a first-order stationary points w c,i ⋆ , the trajectories of the true recursion (32) the short-term model (34) will remain close. As a consequence, we are able to guarantee descent of J(w c,i ⋆ +i ) by studying J(w ′ c,i ⋆ +i ). Note from (7) that
Taking conditional expecation yields:
The two terms appearing on the right-handside can be bounded as:
where (a) follows from Cauchy-Schwarz, (b) follows from
We conclude that the function value at w c,i ⋆ +i after i iterations is upper-bounded by the function evaluated at the short-term model w ′ c,i ⋆ +i with an additional approximation error that is bounded. We conclude that it is sufficient to study the dynamics of the short-term model, which is more tractable. Specifically, in light of the bound (23) following from the Lipschitz-Hessian Assumption 5, we have:
In order to establish escape from saddle-points, we need to carefully bound each term appearing on the right handside of (44), and to this end, we will need study the effect to the gradient noise term over several iterations. For this purpose, we introduce the following smoothness condition on the gradient noise covariance [4] : Assumption 6 (Lipschitz covariances). The gradient noise process has a Lipschitz covariance matrix, i.e.,
for some β R and 0 < γ ≤ 4. Definition 3. We define the aggregate gradient noise covariance as:
denotes the aggregate gradient noise term introduced earlier in (27) .
Note that in light of this definition and the assumption that the gradient noise process is conditionally uncorrelated over space as in (13), we have:
so that the aggregate gradient noise covariance is a weighted combination of the individual gradient noise covariances, albeit evaluated at different iterates. In light of the smoothness assumption 6, we are nevertheless able to approximate the aggregate noise covariance by one that is evaluated at the centroid.
Lemma 1 (Noise covariance at centroid). Under assumptions 1-6 and for sufficiently small step-sizes µ, we have for all i and w ∈ R M :
Note that from the bound on the aggregate gradient noise variance (14), we can upper bound the gradient noise covariance:
where (a) follows from Jensen's inequality. In order to ensure escape from saddle-points, we introduce a similar, lowerbound condition.
Assumption 7 (Gradient noise in strict saddle-points).
Suppose w is an approximate strict-saddle points, i.e., w ∈ H and denote the eigendecomposition of the Hessian as ∇ 2 J(w) = V ΛV T . We introduce the decomposition:
where Λ ≥0 ≥ 0 and Λ <0 < 0. Then, we assume that:
for some σ 2 ℓ > 0 and all w ∈ H. Assumption 7 is similar to the condition in [27] , where alternating step-sizes are employed, and essentially states than for every strict-saddle point in the set H, there is gradient noise present along some descent direction, spanned by the eigenvectors corresponding to the negative eigenvalues of the Hessian ∇ 2 J(·). 
This result establishes that, even if w c,i ⋆ is an O(µ)-squarestationary point and Part I [2, Theorem 2] can no longer guarantee sufficient descent, the expected function value at the network centroid will continue to decrease, as long as the Hessian matrix has a sufficiently negative eigenvalue.
IV. MAIN RESULT
In Part I [2, Theorem 2], we established a descent condition for points with large gradient norm w c,i ∈ G, while Theorem 1 guarantees descent in i s iterations for strict-saddle points w c,i ∈ H. Together, they establish descent whenever w c,i ∈ G ∪ H = M C . Hence, we conclude that, as long as the cost is bounded from below, the algorithm must necessarily reach a point in M after a finite amount of iterations. This intuition is formalized in the following theorem.
Theorem 2. For sufficiently small step-sizes µ, we have with
and i s denotes the escape time from Theorem 1, i.e.,
Proof: Appendix C. This final result states that with probability 1 − π, where we are free to choose the desired confidence level, the diffusion strategy (2a)-(2b) will have visited an approximately secondorder stationary point after at most i o iterations.
V. SIMULATION RESULTS
In this section, we consider an example that will allow us to visualize the ability of the diffusion strategy to escape saddlepoints. Given a binary class label γ ∈ {0, 1} and feature vector h ∈ R M , we consider a neural network with a single, linear hidden layer and a logistic activation function leading into the output layer:
with weights w 1 ∈ R L , W 2 ∈ R L×M of appropriate dimensions. A popular risk function for training is the cross-entropy loss:
Note that, the first term is non-zero, while the second term is zero if, and only if, γ = 1, in which case we have: Similarly, the second term is non-zero while the first term is zero if, and only if, γ = 0, which implies:
Letting γ ′ ∈ {−1, 1} such that:
we can hence simplify (59) to an equivalent logistic loss:
The regularized learning problem can then be formulated as:
which fits into the framework (1) treated in this work. In order to be able to visualize and enumerate all stationary points of (64), we assume in the sequel that M = L = 1 so that all involved quantities are scalar variables. We can then find:
The cost surface is depicted in Fig. 2 . It can be observed from the figure, and analytically verified, that J(·) has two local minima in the positive and negative quadrants, respectively, and a single saddle-point at w 1 = W 2 = 0. The Hessian matrix of J(·) at w 1 = W 2 = 0 evaluates to: For this example, we let Pr {γ
and h ∼ N (γ ′ , 1). Then, we obtain E γ ′ h = 1. We also let ρ = 0.1, so that:
which has an eigenvalue at −0.4 with corresponding eigenvector col {1, 1}. This implies that w 1 = W 2 = 0 is a strict saddle-point with local descent direction col {1, 1}. It turns out, however that the gradient noise induced by the immediate stochastic gradient approximation ∇J(·) = ∇Q(·; γ ′ , h) does not have a gradient noise component in the descent direction col {1, 1} at the strict saddle-point w 1 = W 2 = 0. Indeed, note that with probability one we have ∇Q(0, 0; γ ′ , h) = col{0, 0} = ∇J(0, 0) so that the gradient noise vanishes at w 1 = W 2 = 0. Hence, initializing all agents at w 1 = W 2 = 0 and iterating (2a)-(2b) would cause them to remain there with probability 1. This suggests that assumption 7 is not merely a technical condition but indeed necessary. To satisfy the assumption we construct the stochastic gradient approximation as:
where v ∼ N (0, 1) acts only in the direction col {1, 1} and ensures that gradient noise is present in the descent direction around the strict saddle-point at w 1 = W 2 = 0. Two realizations of the evolution are shown in Figures 3-4 . and hence (48) holds. Using the smoothness assumption on the gradient noise term (46), we can write:
so that:
where (a) follows from Jensen's inequality and (b) follows from the Lipschitz condition on the gradient noise covariance (46) and
where (a) follows from the fact that x γ is monotonically increasing in γ for x, γ > 0 and:
APPENDIX B PROOF OF THEOREM 1 We shall carefully bound each of the terms appearing on the righthand side of (44), which we repeat here again for reference:
We begin by establishing a bound on the linear term in (74). Iterating the recursive relation for the short-term model (34) and taking expectations conditioned on F i ⋆ +i yields:
where the gradient-noise term disappeared in light of
by Assumption 4. Note that F i ⋆ +i denotes the information captured in w k,j up to time i ⋆ + i, while F i ⋆ denotes the information available up to time i ⋆ . Hence:
Hence, taking expectation of (75) conditioned on F i ⋆ removes the elements in filtration {w k,i ⋆ +1 , . . . , w k,i ⋆ +i } contained in F i ⋆ and yields:
Since w ′ i ⋆ 0 = 0, iterating starting at i = 0 yields:
This allows us to bound the linear term appearing in (74) as:
We now examine the quadratic term in (74). To this end, we introduce the eigenvalue decomposition of the Hessian around the iterate at time i ⋆ :
Note that both V i ⋆ and Λ i ⋆ inherit their randomness from w c,i ⋆ . As such, they are random but become deterministic when conditioning on F i ⋆ . This fact will be exploited further below. To begin with, note that:
where we introducted:
Before proceeding, note that we can express:
Hence, we have:
In order to make claims about E w
We have:
We shall order the eigenvalues of ∇ 2 J(w c,i ⋆ ), such that its eigendecomposition has a block structure:
is random, the decomposition itself is random as well. Nevertheless, it exists with probability one. We also decompose the transformed gradient vector with appropriate dimesions:
We can then decompose (90):
where (a) follows from Λ <0 i ⋆ < 0, (b) follows from:
Step (c) follows from the formula for the geometric matrix series, and (d) follows from:
(95) Comparing (93) to (80), we find that we can bound:
To recap, we can simplify (74) as:
We proceed with the now simplified quadratic term. We square both sides of (87) under an arbitrary diagonal weighting matrix Σ i , deterministic conditioned on w c,i ⋆ and w c,i ⋆ +i , to obtain:
Note that upon conditioning on F i ⋆ +i , all elements of the cross-term, aside from s i ⋆ +i+1 , become deterministic, and as such the term disappears when taking expecations. We obtain:
We proceed to bound the last two terms. First, we have:
where (a) follows from Cauchy-Schwarz, since Tr(A T B) is an inner product over the space of symmetric matricess, and hence, |Tr(A T B)| ≤ A B , and (b) follows from Lemma (1). For the second term, we have:
We conclude that
For brevity, we define
With these substitutions we obtain:
At i = 0, we have:
Letting Σ i = Λ i ⋆ D i , we can iterate to obtain: 
