Abstract. The sophistication of a string measures how much structural information it contains. We introduce naive sophistication, a variant of sophistication based on randomness deficiency. Naive sophistication measures the minimum number of bits needed to specify a set in which the string is a typical element. Thanks to Vereshchagin and Vitányi, we know that sophistication and naive sophistication are equivalent up to low order terms. We use this to relate sophistication to lossy compression, and to derive an alternative formulation for busy beaver computational depth.
Introduction
Kolmogorov complexity measures the amount of information intrinsic in an object by measuring how much an object can be compressed. For example, the string 0 1000 (that is, 0 repeated 1000 times) can be compressed into only a few bits and therefore has very little information. On the other hand, a random string cannot easily be compressed and therefore has a lot of information.
Different methods of compression will yield different complexity measures. Fortunately, there is a compression scheme that yields an optimal complexity measure. The trick is to describe a string x as a pair p, d , where p is a program in some prefix-free Turing-complete language, and the program p generates the string x when given the string d as input. Thus we define the Kolmogorov complexity of x as the length of the shortest description of x under this universal compression scheme:
We say that a string x is incompressible if K(x) ≥ |x| − O(1). Incompressible strings are indistinguishable from randomly generated strings, so we equate the two: a random string is an incompressible string. Furthermore, we know that if p, d is an optimal two-part description for x, then d is incompressible. Thus we say that p represents the structural information of x and d represents the random information of x. This sets the stage for the study of sophistication. Sophistication measures the amount of structural information in a string. We look at all short descriptions of a string and minimize over the structural information in those descriptions. An equivalent way to look at sophistication is to model a string by a finite set that contains it. Some sets are better models than others. Sophistication is then the minimum complexity of a good model for that string.
For example, the set of all strings of length n is a good way to model completely random strings of length n, so a completely random string has very low sophistication. On the other hand, the set {x} is always a good model for the string x, so a string of very low complexity also has very low sophistication.
One of the characteristics of a good model for x is that x must be a typical element of that model, in the sense that x is generally indistinguishable from an element of the model taken at random. Randomness deficiency addresses this question of typicality. Randomness deficiency is used to measure how typical a string is with respect to a finite set that contains it.
The contributions of this paper are:
-We introduce a sophistication measure based on randomness deficiency, naive sophistication ( §3). Vereshchagin and Vitányi [1] showed that naive sophistication is equivalent to sophistication up to low order terms ( §4).
-We relate naive sophistication to the limits of lossy compression, in the sense that naive sophistication measures how many bits are needed to represent a consistent model of the string. With a consistent model, we can query the properties of the string with a very low false positive rate ( §5).
-We compare naive sophistication to computational depth ( §6). By using naive sophistication, we establish an alternative definition for busy beaver computational depth.
Preliminaries
In this section we present formal definitions for Kolmogorov complexity, randomness deficiency, discrepancy, and sophistication. What follows is a brief summary of the theory of Kolmogorov complexity. For more details, we suggest the reading of [2].
Definition 1 (Kolmogorov Complexity). Let T be a prefix-free Turing machine. We define the conditional Kolmogorov complexity of x given y relative to T as the length of the shortest program that outputs x when given y as an additional input:
There is a prefix-free Turing machine U which yields an optimal prefix-free complexity measure. For any prefix-free Turing machine T , there is a constant c T
