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OPERATOR AND COMMUTATOR MODULI
OF CONTINUITY FOR NORMAL OPERATORS
A.B. ALEKSANDROV AND V.V. PELLER
Abstract. We study in this paper properties of functions of perturbed normal opera-
tors and develop earlier results obtained in [APPS2]. We study operator Lipschitz and
commutator Lipschitz functions on closed subsets of the plane. For such functions we
introduce the notions of the operator modulus of continuity and of various commutator
moduli of continuity. Our estimates lead to estimates of the norms of quasicommuta-
tors f(N1)R−Rf(N2) in terms of ‖N1R−RN2‖, where N1 and N2 are normal operator
and R is a bounded linear operator. In particular, we show that if 0 < α < 1 and f is
a Ho¨lder function of order α, then for normal operators N1 and N2,
‖f(N1)R −Rf(N2)‖ ≤ const(1− α)
−2‖f‖Λα‖N1R −RN2‖
α‖R‖1−α.
In the last section we obtain lower estimates for constants in operator Ho¨lder estimates.
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1. Introduction
In this paper we continue the study of properties of functions of normal operators
under perturbation. This study was undertaken in [APPS2] (see also [APPS1]). Let us
summarize briefly some results obtained in [APPS2].
It was shown in [APPS2] that if f is a function on the plane that belongs to the
(homogeneous) Besov space B1∞1(R
2), then it is operator Lipschitz, i.e.,
‖f(N1)− f(N2)‖ ≤ const ‖N1 −N2‖
1
for arbitrary normal (not necessarily bounded) operators N1 and N2 such that N1 −N2
is bounded. We refer the reader to [Pee] for definitions and basic properties of Besov
spaces.
Note that a Lipschitz function on the plane (i.e., a function f such that
|f(ζ1)− f(ζ2)| ≤ const |ζ1 − ζ2|, ζ1, ζ2 ∈ C)
does not have to be operator Lipschitz. This is not true even for functions defined on
the real line R, i.e., there are Lipschitz functions f on R such that
sup
‖f(A)− f(B)‖
‖A−B‖ =∞,
where the supremum is taken over bounded self-adjoint operators A and B. The first
example of such functions was constructed in [F]. Later it was shown in [Mc] and [K]
that the function x 7→ |x| on R is not operator Lipschitz. Note also that in [Pe2] a
necessary condition was found: if a function f on R is operator Lipschitz, then f belongs
locally to the Besov class B11,1(R).
It was also shown in [APPS2] that if f belongs to the Ho¨lder class Λα(R
2), 0 < α < 1,
i.e.,
|f(ζ1)− f(ζ2)| ≤ const |ζ1 − ζ2|α, ζ1, ζ2 ∈ C,
then f is operator Ho¨lder of order α, i.e.,
‖f(N1)− f(N2)‖ ≤ cα‖f‖Λα‖N1 −N2‖α (1.1)
for arbitrary (not necessarily bounded) normal operators N1 and N2 such that N1 −N2
is bounded. Moreover, it is shown in [APPS2] that cα ≤ const(1− α)−1. Here
‖f‖Λα def= sup
ζ1 6=ζ2
|f(ζ1)− f(ζ2)|
|ζ1 − ζ2|α .
More general results were also obtained in [APPS2] in the case of arbitrary moduli of
continuity. Recall that a continuous nondecreasing function ω : [0,∞)→ [0,∞) is called
a modulus of continuity if
ω(x+ y) ≤ ω(x) + ω(y), x, y ∈ [0,∞).
It was shown in [APPS2] that if ω is a modulus of continuity and f ∈ Λω(R2), i.e.,
|f(ζ1)− f(ζ2)| ≤ constω
(|ζ1 − ζ2|), ζ1, ζ2 ∈ C,
then
‖f(N1)− f(N2)‖ ≤ C‖f‖Λω ω∗
(‖N1 −N2‖),
where C is a numerical constant and
ω∗(δ)
def
= δ
∫ ∞
δ
ω(t)
t2
dt =
∫ ∞
1
ω(tδ)
t2
dt, δ > 0. (1.2)
Here
‖f‖Λω def= sup
ζ1 6=ζ2
|f(ζ1)− f(ζ2)|
ω(|ζ1 − ζ2|) .
We would like to also mention here that in [APPS2] estimates for Schatten–von Neu-
mann norms norms of f(N1)− f(N2) as well as other ideal norms are also obtained.
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Note that similar results were obtained earlier for self-adjoint operators (as well as for
unitary operators, contractions, and dissipative operators) in [Pe2], [Pe4], [Pe5], [AP1],
[AP2], [AP3], [AP4], [Pe3], [AP5].
Analogous estimates were obtained in [APPS2] for commutators and quasicommuta-
tors. Namely, it was shown in [APPS2] that if f ∈ B1∞1(R2), then
‖f(N1)R−Rf(N2)‖ ≤ const ‖f‖B1∞1 max
{‖N1R−RN2‖, ‖N∗1R−RN∗2 ‖} (1.3)
for an arbitrary bounded operator R and arbitrary normal operators N1 and N2 such
that the operators N1R−RN2 and N∗1R−RN∗2 are bounded.
Next, the following analog of (1.1) was proved in [APPS2]:
‖f(N1)R −Rf(N2)‖ ≤ cα‖f‖Λα max
{‖N1R−RN2‖, ‖N∗1R−RN∗2 ‖}α‖R‖1−α, (1.4)
whenever f ∈ Λα(R2), R is a bounded operator, andN1 andN2 are normal operators such
that the operators N1R−RN2 and N∗1R−RN∗2 are bounded. Here cα ≤ const(1−α)−1.
Finally, it was shown in [APPS2] that under the same hypotheses on R, N1 and N2,
the following inequality holds for an arbitrary modulus of continuity ω and an arbitrary
function f in Λω(R
2):
‖f(N1)R−Rf(N2)‖ (1.5)
≤ const ‖f‖Λω‖R‖ω∗
(
max
{‖N1R−RN2‖, ‖N∗1R−RN∗2 ‖}
‖R‖
)
.
In this paper we consider the problem of whether we can estimate the quasicommu-
tator norms ‖f(N1)R − Rf(N2)‖ in terms of ‖N1R − RN2‖ rather than in terms of
max
{‖N1R−RN2‖, ‖N∗1R−RN∗2 ‖}.
Let us first mention that in inequality (1.3) it is impossible to replace
max
{‖N1R − RN2‖, ‖N∗1R − RN∗2 ‖} with ‖N1R − RN2‖. Indeed, it can be deduced
from results of [JW] that if
‖f(N1)R−Rf(N2)‖ ≤ const ‖N1R−RN2‖ (1.6)
for arbitrary bounded N1 and N2 with spectra contained in a given closed set F, then
f must have complex derivative at each nonisolated point of F. In particular, if F = C
and f satisfies (1.6), then f(z) = az + b for some a, b ∈ C.
Surprisingly, it turns out that inequality (1.4) still holds if we replace
max
{‖N1R − RN2‖, ‖N∗1R − RN∗2 ‖} with ‖N1R − RN2‖. However, the constant cα
jumps. Namely, we show in § 6 of this paper that
‖f(N1)R−Rf(N2)‖ ≤ cα‖f‖Λα‖N1R−RN2‖α‖R‖1−α (1.7)
with cα ≤ const(1 − α)−2. We do not know whether inequality (1.7) holds with cα ≤
const(1− α)−1.
We also obtain in § 6 the following modification of inequality (1.5):
‖f(N1)R−Rf(N2)‖ ≤ const ‖f‖Λω‖R‖ω∗∗
(‖N1R−RN2‖
‖R‖
)
, (1.8)
where ω∗∗
def
= (ω∗)∗. Again, we do not know whether we can replace in (1.8) ω∗∗ with ω∗.
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In § 7 we study the problem of whether our estimate of the constant cα in inequality
(1.1) is sharp. We show that cα ≥ C(1− α)−1/2 for a positive number C.
We introduce in § 5 various commutator moduli of continuity and study their proper-
ties. We study in § 3 some properties of operator Lipschitz and commutator Lipschitz
functions.
In § 4 we give some auxiliary results: norm estimates in the space of functions with
absolutely convergent Fourier integrals and estimates of commutator Lipschitz norms.
Finally, in § 2 we give an introduction into Schur multipliers and double operator
integrals.
2. Schur multipliers and double operator integrals
We define in this section notion of Schur multipliers associated with two spectral
measures. However, we start the section with the definition of Schur multipliers asso-
ciated with two scalar measures. This corresponds to the case of spectral measures of
multiplicity 1. We discuss properties of Schur multipliers and define double operator
integrals.
Let (X , µ) and (Y, ν) be σ-finite measure spaces. Let k ∈ L2(X × Y, µ ⊗ ν). Then
k induces the integral operator Ik = Iµ,νk from L2(ν) = L2(Y, ν) to L2(µ) = L2(X , µ)
defined by
(Ikf)(x) =
∫
Y
k(x, y)f(y) dν(y), f ∈ L2(Y, ν).
Denote by ‖k‖B = ‖k‖B µ,νX ,Y the operator norm of Ik. Let Φ be a µ ⊗ ν-measurable
function defined almost everywhere on X ×Y. We say that Φ is a Schur multiplier with
respect to µ and ν if
‖Φ‖M µ,νX ,Y
def
= sup
{‖Φk‖B : k ,Φk ∈ L2(X × Y, µ ⊗ ν), ‖k‖B ≤ 1} <∞.
We denote by Mµ,νX ,Y the space of Schur multipliers with respect to µ and ν. It can be
shown easily that Mµ,νX ,Y ⊂ L∞(X × Y, µ ⊗ ν) and
‖Φ‖L∞(X×Y ,µ⊗ν) ≤ ‖Φ‖M µ,νX ,Y . (2.1)
Thus if Φ ∈Mµ,νX ,Y , then
‖Φ‖M µ,νX ,Y = sup
{‖Φk‖B : k ∈ L2(X × Y, µ⊗ ν), ‖k‖B ≤ 1}.
Note that Mµ,νX ,Y is a Banach algebra:
‖Φ1Φ2‖M µ,νX ,Y ≤ ‖Φ1‖M µ,νX ,Y‖Φ2‖M µ,νX ,Y .
It is easy to see that ‖Φ‖M µ,νX ,Y = ‖Φ♭‖M ν,µY,X for Φ♭(y, x) = Φ(x, y).
Note that if X and Y are at most countable sets, and µ and ν are the counting measures
on X and Y, the above definition coincides with the definition of Schur multipliers on
4
the space of matrices: a matrix A = {ajk} is called a Schur multiplier on the space of
bounded matrices if
A ⋆ B is a matrix of a bounded operator, whenever B is.
Here we use the notation
A ⋆ B = {ajkbjk} (2.2)
for the Schur–Hadamard product of the matrices A = {ajk} and B = {bjk}
Clearly, the norm of A in the space of Schur multipliers is the norm of the transformer
B 7→ A ⋆ B.
We need the following known result:
Lemma 2.1. Let {Gn}∞n=1 be a sequence of disjoint µ-measurable subsets of X and let
{Hn}∞n=1 be a sequence of disjoint ν-measurable subsets of Y. Put Z def=
∞⋃
n=1
(Gn ×Hn).
Then ‖χ
Z
‖M µ,νX ,Y ≤ 1.
Proof. Let k ∈ L2(X × Y, µ ⊗ ν), f ∈ L2(Y, ν) and g ∈ L2(X , µ). We have
|(Iχ
Z
kf, g)| =
∣∣∣∣∣
∞∑
n=1
(Ik(χHnf), χGng)
∣∣∣∣∣
≤ ‖k‖B
∞∑
n=1
‖χ
Hn
f‖L2(ν)‖χGn f‖L2(µ)
≤ ‖k‖B
( ∞∑
n=1
‖χ
Hn
f‖2L2(ν)
)1/2( ∞∑
n=1
‖χ
Gn
g‖2L2(µ)
)1/2
≤ ‖k‖B‖f‖L2(ν)‖g‖L2(µ).
Hence, ‖χ
Z
k‖B ≤ ‖k‖B, and so ‖χZ‖M µ,νX ,Y ≤ 1. 
Clearly, taking (2.1) into account, we find that
‖χ
Z
‖M µ,νX ,Y = 1, (2.3)
whenever (µ ⊗ ν)(Z) =∑∞n=1 µ(Gn)ν(Hn) > 0.
To state a description of the space of Schur multipliers we define the integral projective
tensor product L∞(µ)⊗ˆiL∞(ν) of L∞(µ) and L∞(ν). We say that Φ ∈ L∞(µ)⊗ˆiL∞(ν)
if Φ admits a representation
Φ(x, y) =
∫
Ω
ϕ(x,w)ψ(y,w) dλ(w), (2.4)
where (Ω, λ) is a σ-finite measure space, ϕ is a measurable function on X × Ω, ψ is a
measurable function on Y × Ω, and∫
Ω
‖ϕ(·, w)‖L∞(µ)‖ψ(·, w)‖L∞(ν) dλ(w) <∞.
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The space of Schur multipliers admits the following description:
Theorem on Schur multipliers. Let (X , µ) and (Y, ν) be σ-finite measure spaces
and let Φ be a measurable function on X × Y . The following are equivalent:
(i) Φ ∈Mµ,νX ,Y ;
(ii) Φ ∈ L∞(µ)⊗ˆiL∞(ν);
(iii) there exist a σ-finite measure space (Ω, λ), measurable functions ϕ on X ×Ω and
ψ on Y ×Ω such that (2.4) holds and∥∥∥∥∥
(∫
Ω
|ϕ(·, w)|2 dλ(w)
)1/2∥∥∥∥∥
L∞(E)
∥∥∥∥∥
(∫
Ω
|ψ(·, w)|2 dλ(w)
)1/2∥∥∥∥∥
L∞(F )
<∞.
We refer the reader to [Pe2] for more detailed information and references.
Let X and Y be closed subsets of C. We denote by MX ,Y the space of Borel Schur
multipliers on X × Y, i.e., the space of Borel functions Φ defined everywhere on X × Y
such that
‖Φ‖MX ,Y
def
= sup ‖Φ‖Mµ,νX ,Y <∞,
where the supremum is taken over all Borel measures µ and ν on X and Y. In the case
X = Y, we use the notation
MX
def
= MX ,X .
It can be shown easily that
sup
(x,y)∈X×Y
|Φ(x, y)| ≤ ‖Φ‖MX ,Y .
It is also easy to verify that if Φn ∈MX ,Y , Φ is a bounded Borel function on X ×Y, and
Φn(x, y)→ Φ(x, y) for all (x, y) ∈ X × Y, then
‖Φ‖MX ,Y ≤ lim infn→∞ ‖Φn‖MX ,Y .
In particular, Φ ∈MX ,Y if lim inf
n→∞ ‖Φn‖MX ,Y <∞.
We need the following version of Lemma 2.1.
Lemma 2.2. Let µ and ν be Borel measures on closed subsets X and Y of C. Put
∆
def
= {(x, y) ∈ X × Y : x = y}.
Then ‖χ∆‖M µ,νX ,Y ≤ 1 and hence, ‖χ∆‖MX ,Y ≤ 1.
Proof. Put X0 def= {x ∈ X : µ({x}) > 0}, Y0 def= {y ∈ Y : ν({y}) > 0} and
∆0
def
= {(x, y) ∈ X0 × Y0 : x = y}. Clearly, X0 and Y0 are at most countable. It is easy
to see that (µ⊗ ν)(∆ \∆0) = 0. Hence, ‖χ∆‖M µ,νX ,Y = ‖χ∆0‖M µ,νX ,Y . It remains to observe
that ‖χ
∆0
‖M µ,νX ,Y ≤ 1 by Lemma 2.1. 
Corollary 2.3. Under the hypotheses of the lemma, the following inequality holds:
‖χ
(X×Y)\∆
‖M µ,νX ,Y ≤ 2 and ‖χ(X×Y)\∆‖MX ,Y ≤ 2.
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The following result is also well known.
Let f ∈ C(C). Put Φ(z, w) def= f(z − w). Then Φ ∈ MC if and only if there exists a
complex measure µ on C such that
f(z) =
∫
C
e−i Re(zζ) dµ(ζ) and ‖Φ‖MC = |µ|(C). (2.5)
A similar statement holds for an arbitrary locally compact abelian group. The case
of the group Z is considered, e.g., in [Be].
Let us proceed now to double operator integrals. The theory of double operator
integrals was developed by Birman and Solomyak in [BS1], [BS2], and [BS3], see also
their survey [BS4].
Let (X , E1) and (Y , E2) be spaces with spectral measures E1 and E2 on a separable
Hilbert space H . The approach of Birman and Solomyak is to define first double operator
integrals ∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y), (2.6)
for bounded measurable functions Φ and operators T of Hilbert Schmidt class S2.
We define here double operator integrals for arbitrary bounded operators T and refer
the reader to [BS1], [BS3], and [Pe2].
Definition. Let µ and ν be σ-finite measures on X and Y such that E1 and µ are
mutually absolutely continuous, and E2 and ν are mutually absolutely continuous. We
say that a measurable function Φ on X ×Y is a Schur multiplier with respect to E1 and
E2 if Φ ∈Mµ,νX ,Y . We denote the space of such Schur multipliers by M(E2, E1).
It is well known that the definition does not depend on the choice of measures µ and
ν.
Let us now define double operator integrals (2.6) for bounded operators T . Suppose
that Φ ∈M(E2, E1) and Φ admits a representation (2.4) with∫
Ω
‖ϕ(·, w)‖L∞(E1)‖ψ(·, w)‖L∞(E2) dλ(w) <∞.
We put∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y)
def
=
∫
Ω
∫
X
ϕ(x,w) dE1(x)
 T
∫
Y
ψ(y,w) dE2(y)
 dλ(w).
It can be shown that the definition does not depend on the choice of a representation
(2.4).
It is also well known that for Φ ∈M(E2, E1),
‖Φ‖M µ,νX ,Y = ‖Φ‖M(E2,E1),
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where
‖Φ‖M(E2,E1)
def
= sup
‖T‖≤1
∥∥∥∥∥∥
∫
X
∫
Y
Φ(x, y) dE1(x)T dE2(y)
∥∥∥∥∥∥
and µ and ν are as in the above definition.
Birman and Solomyak proved that if R is a bounded linear operator, A and B are (not
necessarily bounded) self-adjoint operators such that AR−RB is bounded and if f is a
continuously differentiable function on R such that the divided difference Df defined by
(Df)(x, y) =
f(x)− f(y)
x− y
is a Schur multiplier with respect to the spectral measures of A and B, then
f(A)R−Rf(B) =
∫∫
R×R
(Df)(x, y) dEA(x)(AR −RB) dEB(y) (2.7)
and
‖f(A)R−Rf(B)‖ ≤ ‖f‖M(EA,EB)‖AR−RB‖,
(see [BS3]).
Let us proceed now the case of normal operators. Suppose that N1 and N2 are normal
operators, R is a bounded operator such that the operator N1R−RN2 is bounded, f is
a continuous function on C, and the function D0f is defined by
(D0f)(ζ1, ζ2)
def
=
{
f(ζ1)−f(ζ2)
ζ1−ζ2 , ζ1 6= ζ2,
0, ζ1 = ζ2.
As in the case of self-adjoint operators, it can be shown that
f(N1)R−Rf(N2) =
∫∫
C×C
(D0f)(ζ1, ζ2) dEN1(ζ1)(N1R−RN2) dEN2(ζ2), (2.8)
whenever D0f ∈M(EN1 , EN2). Moreover,
‖f(N1)R−Rf(N2)‖ ≤ ‖D0f‖M(EN1 ,EN2 ).
However, the class of functions f , for which formula (2.8) can be used is not as ample
in general as in the case of formula (2.7). Indeed, it follows from results of [JW] that
if N1 = N2 and the spectrum σ(N1) of N1 has a nonisolated point, then f must have
complex derivative at that point. In particular, D0f ∈M(EN1 , EN2) for all such normal
operators N1 and N2 if and only if f is a linear function.
3. Operator Lipschitz and commutator Lipschitz functions
In this section we study properties of operator Lipschitz functions. We also introduce
the class of commutator Lipschitz functions.
We deal in this section with bounded normal operators. We show later that almost
all the results remain valid for unbounded normal operators, see § 5.
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Let SA denote the set of bounded self-adjoint operators, U denote the set of unitary
operators, and let P denote the set of orthogonal projections. For a closed subset F
of C, we denote by N(F) the set of bounded normal operators N with spectrum σ(N)
contained in F; N
def
= N(C). Finally, we put USA
def
= U ∩ SA.
The following theorem is a generalization of Theorem 10.1 in [AP2].
Theorem 3.1. Let f be a continuous function on a closed subset F of C. The following
are equivalent:
(i) ‖f(N1)− f(N2)‖ ≤ ‖N1 −N2‖ for all N1, N2 ∈ N(F);
(ii) ‖f(N)U − Uf(N)‖ ≤ ‖NU − UN‖ for all N ∈ N(F) and U ∈ U;
(iii) ‖f(N)A−Af(N)‖ ≤ ‖NA−AN‖ for all N ∈ N(F) and A ∈ SA;
(iv) ‖f(N)Q−Qf(N)‖ ≤ ‖NQ−QN‖ for all N ∈ N(F) and Q ∈ USA;
(v) ‖f(N)P − Pf(N)‖ ≤ ‖NP − PN‖ for all N ∈ N(F) and P ∈ P;
(vi) ‖f(N)R −Rf(N)‖ ≤ max{‖NR − RN‖, ‖N∗R −RN∗‖} for all N ∈ N(F) and
all bounded operators R;
(vii) ‖f(N1)R−Rf(N2)‖ ≤ max
{‖N1R−RN2‖, ‖N∗1R−RN∗2 ‖} for all N1, N2 ∈ N(F)
and all bounded operators R.
Proof. The implications (vii)⇒(i) and (iii)⇒(iv) are trivial. Note that Q ∈ USA if
and only if Q = 2P − I for an orthogonal projection P . Hence, statements (iv) and (v)
are equivalent.
Thus it suffices to verify the implications (i)⇒(ii)⇒(iii)⇒(vi)⇒(vii) and (iv)⇒(i).
To prove the implication (i)⇒(ii), it suffices to put N1 def= N and N2 def= UNU∗. Let
us show that (ii)⇒(iii). Substituting U = exp(itA) in (ii), we obtain∥∥f(N)− exp(itA)f(N) exp(−itA)∥∥ ≤ ∥∥N − exp(itA)N exp(−itA)∥∥ for every t ∈ R.
It remains to observe that
lim
t→0
‖f(N)− exp(itA)f(N) exp(−itA)‖
|t| = ‖f(N)A−Af(N)‖
and
lim
t→0
‖N − exp(itA)N exp(−itA)‖
|t| = ‖NA−AN‖.
Let us prove now that (iii)⇒(vi). We consider the normal operator N and the bounded
self-adjoint operator A defined as follows
N =
(
N 0
0 N
)
and A =
(
0 R
R∗ 0
)
.
It is easy to see that σ(N ) = σ(N),
f(N )A =
(
0 f(N)R
f(N)R∗ 0
)
and A f(N ) =
(
0 Rf(N)
R∗f(N) 0
)
.
Clearly,
‖f(N )A −A f(N )‖ = max{‖f(N)R −Rf(N)‖, ‖f(N)R∗ −R∗f(N)‖}
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and
‖N A −A N ‖ = max {‖NR−RN‖, ‖NR∗ −R∗N‖}.
It follows that
‖f(N)R −Rf(N)‖ ≤ ‖f(N )A −A f(N )‖ ≤ ‖N A −A N ‖
= max
{‖NR −RN‖, ‖NR∗ −R∗N‖}.
Now let us show that (vi)⇒(vii). Put
N
def
=
(
N1 0
0 N2
)
and R
def
=
(
0 R
0 0
)
.
Then σ(N ) = σ(N1) ∪ σ(N2),
f(N )R =
(
0 f(N1)R
0 0
)
, and Rf(N ) =
(
0 Rf(N2)
0 0
)
.
Hence,
‖f(N1)R−Rf(N2)‖ = ‖f(N )R −Rf(N )‖
≤ max{‖N R −RN ‖, ‖N R∗ −R∗N ‖}
= max
{‖NR −RN‖, ‖NR∗ −R∗N‖}.
To complete the proof, it remains to show that (iv)⇒(i). Let N1, N2 ∈ N(E). Put
N =
(
N1 0
0 N2
)
and Q =
(
0 I
I 0
)
.
Then N ∈N(E),
f(N )Q =
(
0 f(N1)
f(N2) 0
)
, and Qf(N ) =
(
0 f(N2)
f(N1) 0
)
,
and the inequality ‖f(N )Q − Qf(N )‖ ≤ ‖N Q − QN ‖ implies the inequality
‖f(N1)− f(N2)‖ ≤ ‖N1 −N2‖. 
The reasoning in the proof of (vi)⇒(vii) allows us to obtain the following statement:
Theorem 3.2. Let f be a continuous function on a closed subset F of C. The following
are equivalent:
(i) ‖f(N)R−Rf(N)‖ ≤ ‖NR−RN‖ for all N ∈ N(F) and all bounded operators R;
(ii) ‖f(N1)R − Rf(N2)‖ ≤ ‖N1R − RN2‖ for all N1, N2 ∈ N(F) and all bounded
operators R.
Denote by OL(F) the set of operator Lipschitz functions on F, i.e., the set of f ∈ C(F)
such that
‖f(N1)− f(N2)‖ ≤ const ‖N1 −N2‖ for all N1, N2 ∈ N(F). (3.1)
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We use the notation ‖f‖OL(F) for the best constant on the right-hand side of (3.1). It
is easy to see that ‖f‖OL(F) ≤ 1 if and only if f satisfies the equivalent statements of
Theorem 3.1.
Denote by CL(F) the set of commutator Lipschitz functions on F, i.e., the set of
f ∈ C(F) such that
‖f(N)R−Rf(N)‖ ≤ const ‖NR−RN‖ (3.2)
for all N ∈ N(F) and bounded operators R. We use the notation ‖f‖CL(F) for the best
constant on the right-hand side of (3.2). Theorem 3.2 implies that
‖f(N1)R−Rf(N2)‖ ≤ ‖f‖CL(F)‖N1R−RN2‖,
whenever N1, N2 ∈ N(F), R is a bounded operator, and f ∈ CL(F).
It is clear that CL(F) ⊂ OL(F) and ‖f‖OL(F) ≤ ‖f‖CL(F). Note also that CL(F) =
OL(F) if F ⊂ R. But in general CL(F) 6= OL(F).
For example, z ∈ OL(C) \CL(C). Moreover, it is well known that if f ∈ CL(F), then
there exists finite limit
lim
z→z0
f(z)− f(z0)
z − z0
for each limit point z0 of F. This follows from results of [JW], see also [KS]. Indeed,
inequality (3.4) below implies that D0f ∈ MF. Hence, f has complex derivative at any
nonisolated point of F by Theorem 4.1 in [JW].
In particular, CL(C) = {az + b : a, b ∈ C}.
Theorem 3.3. Let f be an operator Lipschitz function on C. Then f has finite
derivative at every point in every direction.
Proof. Clearly, f
∣∣R is an operator Lipschitz function on R. Hence, it is differentiable
everywhere on R by Theorem 4.1 in [JW]. In particular, the partial derivative ∂f∂x(0)
exists and is finite. To complete the proof, it suffices to observe that the space of
operator Lipschitz functions on C is translation and rotation invariant. 
It is clear from the proof of Theorem 3.3 that the following statement is also true.
Theorem 3.4. Let f ∈ OL(F), where F be a closed subset of C. Then f has finite
derivative at every point ζ ∈ F in each direction ξ ∈ C such that 0 is not an isolated
point of {t ∈ R : ζ + tξ ∈ F}.
Nevertheless, it turns out that functions in OL(C) do not have to be differentiable as
functions of two real variables. To construct such a function, we put
hn(ζ)
def
=
{
ζn+1/ζ¯n, if ζ 6= 0,
0, if ζ = 0.
Theorem 3.5. Let n ∈ Z. Then hn ∈ OL(C) and
‖hn‖OL(C) = ‖hn‖Lip(C) = |2n + 1|.
The function hn is not differentiable at the origin unless n = 0 or n = −1.
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Proof. Clearly, h0(ζ) = ζ and h−1(ζ) = ζ¯. Thus the conclusion of the theorem is
obvious if n = 0 or n = −1. Put
sgn ζ
def
=
{
ζ/|ζ|, if ζ 6= 0,
0, if ζ = 0.
It is easy to see that hn(ζ)
def
= ζ sgn2n ζ for n > 0 and hn = h−n−1 for every n in Z.
Hence, it suffices to consider the case n > 0.
Let N1 and N2 be normal operators. We have
hn(N1)− hn(N2) =
n∑
j=0
sgn2n−2j(N1)(N1 −N2) sgn2j(N2)
+
n−1∑
j=0
sgn2n−2j(N1)(N∗2 −N∗1 ) sgn2j+2(N2),
since
N2 sgn
2j(N2) = N
∗
2 sgn
2j+2(N2)
and
sgn2n−2j−2(N1)N1 = sgn2n−2j(N1)N∗1 .
Hence, ‖hn(N1)− hn(N2)‖ ≤ (2n+ 1)‖N1 −N2‖.
Since, obviously, ‖hn‖OL(C) ≥ ‖hn‖Lip(C), it suffices to show that ‖hn‖Lip(C) ≥ 2n+ 1,
which follows immediately from the equality hn(e
it) = ei(2n+1)t.
It is easy to see that hn is not differentiable at the origin for n /∈ {0,−1}. 
For a function f on a subset F of C we define the function(
D0f
)
(z, w)
def
=
{
f(z)−f(w)
z−w , if z, w ∈ F, z 6= w,
0, if x ∈ F, z = w.
We need the following well-known inequality
‖f‖CL(F) ≤ ‖D0f‖MF (3.3)
for any closed subset F of C. In the case F ⊂ R the proof can be found in [AP6].
Inequality (3.3) can be derived from the following formula (see (2.8)):
f(N1)R −Rf(N2) =
∫∫
F×F
(D0f
)
(z, w) dEN1(z)(N1R−RN2) dEN2(z),
where f is a function such thatD0f ∈MF, N1 andN2 are normal operators with bounded
N1R − RN2 whose spectra are in F, and EN1 and EN2 are the spectral measures of N1
and N2. One can prove that
‖D0f‖MF ≤ 2‖f‖CL(F) (3.4)
for every closed subset F of C. This was proved in [AP6] in the case F ⊂ R. The general
case can be treated in the same way. We omit the details because we are not going to
apply this estimate in this paper.
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Let f ∈ CL(F). Suppose that F has no isolated points. Put
(
Df
)
(z, w)
def
=

f(z)−f(w)
z−w , if x, y ∈ F, z 6= w,
lim
ζ→w
f(ζ)−f(w)
ζ−w , if z ∈ F, z = w.
It was observed in [AP6] that the equality
‖f‖OL(F) = ‖f‖CL(F) = ‖Df‖MF
holds in the case F ⊂ R. In the same way one can prove that
‖f‖CL(F) = ‖Df‖MF
for every closed subset F of C. We omit the details.
As we have mentioned above, the operator Lipschitz norm admits the following esti-
mate in terms of the multiplier norm:
‖f‖OL(F) ≤ ‖D0f‖MF . (3.5)
However, this estimate is not as helpful as in the commutator Lipschitz case. Indeed, if
F has nonempty interior, then for the function z the right-hand side of (3.5) is infinite,
while the function z is certainly operator Lipschitz.
On the other hand, the operator Lipschitz norm admits the following upper estimate
in terms of the multiplier norms of certain functions:
if f is a continuous function on a closed subset F of C that admits a representation
f(z)− f(w) = (z − w)g1(z, w) + (z − w)g2(z, w), z, w ∈ F, (3.6)
for some g1, g2 ∈MF. Then f ∈ OL(F) and
‖f‖OL(F) ≤ ‖g1‖M(F) + ‖g2‖M(F). (3.7)
Indeed, as in Theorems 5.2 and 10.1 of [APPS2], it can be shown that the following
formula holds for N1, N2 ∈ N(F):
f(N1)− f(N2) =
∫∫
F×F
g1(z, w) dEN1(z)(N1 −N2) dEN2(w)
+
∫∫
F×F
g2(z, w) dEN1(z)(N
∗
1 −N∗2 ) dEN2(w).
This immediately implies (3.7).
Note that estimate (3.7) in many cases is considerably more helpful than (3.5). In
particular, it was shown in [APPS2] that if f belongs to the Besov class B1∞1(R
2), then
f admits a representation of the form (3.6) with g1, g2 ∈M(C).
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4. Absolutely convergent Fourier integrals
and estimates of commutator Lipschitz norms
We are going to obtain in this section norm estimates of certain functions in the space
of functions with absolute convergent Fourier integrals. This will allow us to obtain
certain commutator Lipschitz estimates.
We denote by Z the set of complex integers:
Z def= Z+ iZ.
Put
L̂1 = L̂1(C)
def
= F (L1(C)), ‖f‖
L̂1
= ‖f‖
L̂1(C)
def
=
∥∥F−1f∥∥
L1
.
Lemma 4.1. Suppose that 0 < δ < r < ∞. Then there exists a function h ∈ L̂1(C)
such that
‖h‖
L̂1
≤ const log 2r
δ
, h(0) = 0, and h(z) =
z
z
, whenever δ ≤ |z| ≤ r.
Proof. Clearly, it suffices to consider the case when δ = 2 and r = 2n with n ≥ 1.
We can take an even function ϕ ∈ C∞(R) such that suppϕ ⊂ [−2, 2] and ϕ(x) = 1 for
x ∈ [−1, 1]. Put h(z) def= z
z
(
ϕ(2−n|z|) − ϕ(|z|)). Then h ∈ L̂1(C) and h(z) = z
z
in the
annulus {2 ≤ |z| ≤ 2n}. To estimate ‖h‖
L̂1
, we put ψ(z)
def
=
z
z
(
ϕ(|z|/2) − ϕ(|z|)). Then
h(z) =
n−1∑
k=0
ψ(2−kz)
and
‖h‖L̂1 ≤
n−1∑
k=0
∥∥ψ(2−kz)∥∥
L̂1
= n‖ψ‖L̂1 . 
Corollary 4.2. Let Λ be a finite subset of C. Assume that 0 < δ ≤ |λ − µ| ≤ r for
all λ, µ ∈ Λ such that λ 6= µ. Then for f(z) = z we have
‖f‖CL(Λ) ≤ ‖D0f‖MΛ ≤ const log
2r
δ
.
Proof. The left inequality is a special case of (3.3) while the right one is an immediate
consequence of (2.5) and Lemma 4.1. 
Corollary 4.3. Let f(z) = z and 0 < δ < r. Then
‖f‖CL(δZ∩ rD) ≤ ‖D0f‖MδZ∩ rD ≤ const log
2r
δ
,
where D
def
= {z ∈ C : |z| < 1}.
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Lemma 4.4. Put
Ψ(z)
def
=
{
z, if |z| < 1,
z−1, if |z| ≥ 1. (4.1)
Then Ψ ∈ L̂1(C).
Proof. It is easy to see that ∂Ψ∂z = χD in the sense of distributions. We need the
well-known formula
(F−1χ
D
)(ζ) =
1
2π|ζ|J1(|ζ|), (4.2)
where J1 denotes the Bessel function. We prove (4.2) here for the reader’s convenience.
Recall that
Jν(x)
def
=
∞∑
k=0
(−1)k(x/2)2k+ν
Γ(ν + k + 1)k!
, ν ∈ C.
Applying the polar change of variables and the Poisson formula (see [W], §2.3, formula
(2)) we find that
(F−1χ
D
)(ζ)
def
=
1
4π2
∫
C
χ
D
(ξ) ei Re(ξζ) dm2(ξ)
=
1
4π2
∫ 1
0
r
∫ π
−π
eir|ζ| cos(ψ−θ) dψ
=
1
2π
∫ 1
0
rJ0(r|ζ|) dt = 1
2π|ζ|J1(|ζ|),
where m2 stands for planar Lebesgue measure. Hence,
(F−1Ψ)(ζ) =
2i(F−1χ
D
)(ζ)
ζ
=
iJ1(|ζ|)
πζ|ζ| .
It remains to observe that |J1(x)| ≤ const x−1/2, x > 1, see, for example, [W], §7.21. 
Corollary 4.5. The function
(z, w) 7→ Ψ
(
z − w
a
)
belongs to MC and its norm in MC is equal to ‖Ψ‖L̂1(C) for every a > 0.
Consider the following function on C:
λ(ζ)
def
=
{
ζ−1, ζ 6= 0,
0, ζ = 0.
Note that for every function f on a subset F of C,
(D0f)(z, w) =
(
f(z)− f(w))λ(z − w), z, w ∈ F.
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Theorem 4.6. Let Λ be a subset of C. Suppose that |λ − µ| ≥ δ > 0 for all distinct
λ and µ in Λ. Then
‖f‖CL(Λ) ≤ ‖D0f‖MΛ ≤ const
1
δ
sup
{|f(λ)| : λ ∈ Λ}.
Proof. Note that
λ(z − w) = 1
δ
Ψ
(
z − w
δ
)
, (z, w) ∈ Λ× Λ,
where Ψ is defined by (4.1). Hence, by Corollary 4.5,
‖λ(z −w)‖MΛ ≤ const
1
δ
,
and so
‖D0f‖MΛ ≤ ‖f(z)λ(z −w)‖MΛ + ‖f(w)λ(z − w)‖MΛ
≤ 2 const 1
δ
sup
{|f(λ)| : λ ∈ Λ}. 
Corollary 4.7. Let δ > 0 and let f be a bounded function on δZ. Then
‖f‖CL(δZ) ≤ ‖D0f‖M δZ ≤ const
1
δ
sup
{|f(δn)| : n ∈ C}.
The following theorem shows that Corollary 4.3 is sharp.
Theorem 4.8. Let f(z) = z and 0 < δ < r. Then
‖f‖CL(δZ∩ rD) ≥ const log
2r
δ
.
To prove the theorem, we need several auxiliary facts.
Lemma 4.9. Let Ψ be the function defined by (4.1). Then
|((F−1(Ψ2))(ξ)| ≤ const
1 + |ξ| 52
, ξ ∈ C.
Proof. It is easy to see that ∂Ψ
2
∂z = 2zχD(z) in the sense of distributions.
Applying the polar change of variables, we obtain
(F−1(2ξχ
D
(ξ)))(ζ)
def
=
1
2π2
∫
C
ξ χ
D
(ξ) ei Re(ξζ) dm2(ξ)
=
1
2π2
e−iθ
∫ 1
0
r2
∫ π
−π
eir|ζ| cos(ψ−θ)e−i(ψ−θ) dψ
=
1
π2
e−iθ
∫ 1
0
r2
∫ π
0
eir|ζ| cosψ cosψ dψ,
where m2 stands for planar Lebesgue measure. Applying the Poisson formula (see [W],
§2.3, formula (2)), we obtain∫ π
0
eix cosψ cosψ dψ = −i d
dx
(∫ π
0
eix cosψ dψ
)
= −iπJ′0(x) = iπJ1(x).
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Hence,
(F−1(2ξχ
D
(ξ)))(ζ) =
ie−iθ
π
∫ 1
0
r2J1(r|ζ|) dr = ie
−iθ
π|ζ|3
∫ |ζ|
0
t2J1(t) dt
=
ie−iθ
π|ζ|3
∫ |ζ|
0
(t2J2(t))
′ dt =
ie−iθJ2(|ζ|)
π|ζ| ,
and so
(F−1(Ψ2))(ζ) = −2e
−iθJ2(|ζ|)
πζ|ζ| = −
2J2(|ζ|)
πζ2
.
It remains to observe that |J2(x)| ≤ const x2 for x ∈ [0, 1] and |J2(x)| ≤ const x−1/2 for
x ∈ [1,∞); see, for example, [W], §7.21. 
Corollary 4.10. The matrix {λ2(m− n)}m,n∈Z induces a bounded operator on ℓ2(Z).
Proof. Put
h(ζ) =
∑
n∈Z\{0}
ei Re(ζn)
n2
, ζ ∈ C.
Clearly, the series converges in L2([0, 2π]2) and h(ζ) = h(ζ+2π) = h(ζ+2πi). It suffices
to verify that h ∈ L∞(C). Put
h0(ζ)
def
= 4π2
∑
n∈Z
H(ζ + 2πn),
where H
def
= F−1(Ψ2). Lemma 4.9 implies that h0 ∈ L∞(C). Moreover,
ĥ0(n)
def
=
1
4π2
∫
[0,2π]2
h0(ξ)e
−i Re(ξn) dm2(ξ) = (FH)(n) = Ψ2(n) = λ2(n) = ĥ(n)
for all n ∈ Z. Hence, h = h0 almost everywhere on C. 
For r > 0, consider the matrix
Λr
def
= {|λ(m − n)|2}m,n∈Z∩ rD. (4.3)
The following lemma gives a lower estimate for the operator norm ‖Λr‖ of Λr.
Lemma 4.11. Let r ≥ 3. Then ‖Λr‖ ≥ const log r.
Proof. Let us first observe that if A = {ajk}1≤j,k≤n is a matrix with nonnegative
entries and v = {vj}1≤j≤n is the vector with vj = 1, 1 ≤ j ≤ n, then
n∑
j,k=1
ajk = (Av, v) ≤ n‖A‖.
Thus it suffices to prove that∑
m,n∈Z∩ rD
|λ(m− n)|2 ≥ const r2 log r.
Put
ap
def
= card{(m, n) ∈ Z2 : m− n = p, |m| ≤ r, |n| ≤ r},
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where p ∈ Z. Clearly, ap ≥ const r2 if |p| ≤ 12r. We have∑
m,n∈Z∩rD
|λ(m− n)|2 =
∑
p∈Z, p6=0
ap
|p|2 ≥ const r
2
∑
p∈Z, 0<2|p|≤r
1
|p|2 ≥ const r
2 log r. 
Proof of Theorem 4.8. The theorem can be reformulated as follows:
‖D0f‖MδZ∩ rD ≥ const log
2r
δ
.
Clearly, it suffices to assume that δ = 1 and r ≥ 3. Consider the matrices
Λ[1]r
def
= {D0f(m, n)}m,n∈Z∩ rD and Λ[2]r def= {λ 2(m− n)}m,n∈Z∩ rD.
We have
Λ[1]r ⋆ Λ
[2]
r = Λr,
where the matrix Λr is defined by (4.3) and the Schur–Hadamard product of matrices is
defined by (2.2).
It remains to observe that
∥∥Λ[2]r ∥∥ ≤ const by Corollary 4.10 and ‖Λr‖ ≥ const log r by
Lemma 4.11. 
5. Operator and commutator moduli of continuity
In this section we define the operator modulus of continuity and various versions of
commutator modulus of continuity. We study their properties and obtain estimates that
will be used in the next section.
Let f be a continuous function defined on a closed subset F of C. Put
Ωf (δ) = Ωf,F(δ)
def
= sup
∥∥f(N1)− f(N2)∥∥, δ > 0,
where the supremum is taken over all N1, N2 ∈N(F) such that ‖N1 −N2‖ ≤ δ. We say
that Ωf is the operator modulus of continuity of f .
If f is defined on a set that contains F, we put Ωf,F
def
= Ωf |F,F.
The case F = R was considered in [AP2].
Note that the function f on F is operator Lipschitz if and only if Ωf (δ) ≤ const δ,
δ > 0.
Clearly, for every f ∈ C(F),
ωf (δ) ≤ Ωf (δ) δ > 0,
where ωf is the (scalar) modulus of continuity of f :
ωf (δ)
def
= sup{|f(ζ1)− f(ζ2)| : |ζ1 − ζ2| ≤ δ}, δ > 0.
On the other hand, it was proved in [APPS2], Theorem 8.2 that for f ∈ C(C),
Ωf (δ) ≤ const (ωf )∗(δ),
where for a modulus of continuity ω, the functions ω∗ is defined by (1.2). In fact, the
same is true for an arbitrary closed subset F of C.
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Theorem 5.1. Let ω be a modulus of continuity and let F be a closed subset of C.
Then for every f ∈ Λω(F),
Ωf,F ≤ C‖f‖Λω(F) ω∗(δ),
where C is a numerical constant.
Proof. The result reduces to the case F = C because each function f ∈ Λω(F) extends
to a function f♮ ∈ Λω(C) so that ‖f♮‖Λω(C) ≤ const ‖f‖Λω(F). The appropriate extension
can be constructed with the help of Whitney type theorems, see [S] for details. 
Let f be a continuous function on a closed subset F of C. For δ > 0, put
ΩSAf (δ)
def
= sup
{‖f(N)A−Af(N)‖ : N ∈ N(F), A ∈ SA, ‖A‖ = 1, ‖NA−AN‖ ≤ δ}
and
ΩCf (δ)
def
= sup
{‖f(N)R−Rf(N)‖ : N ∈ N(F), ‖R‖ = 1, ‖NR−RN‖ ≤ δ}.
As in the case of Ωf , we can write Ω
SA
f,F and Ω
C
f,F if we want to emphasize the depen-
dence on a closed set F.
Note that in [AP2] and [AP4] in the case of subsets of the real line the notation Ω♭f
(and Ω♭f,F) was used for Ω
SA
f,F and Ω
C
f,F.
Recall that ΩSAf,F = Ω
C
f,F if F ⊂ R. This was proved in [AP2] in the case F = R and it
was observed in [AP4] that the same reasoning works in the case F ⊂ R.
However, the equality does not hold for arbitrary subsets of C. For example, if f(z) =
z, then ΩSAf,C(δ) = δ and Ω
C
f,C(δ) = ∞. The first equality is trivial. To prove the second
equality, we observe that ΩCf,C(δ) = δΩ
C
f,C(1) because f is a homogeneous function of
degree 1. Thus, ΩCf,C(δ) =∞ if and only if f is not commutator Lipschitz. The fact that
f is not commutator Lipschitz follows from Corollary 4.3 in [JW].
Remark. It is easy to see that ΩSAf = Ω
SA
f
for every f ∈ C(C). However, as we have
already observed, ΩCf 6= ΩCf for f(z) = z.
Recall that an operator R on Hilbert space is called a contraction if ‖R‖ ≤ 1.
The following two theorems show that Theorem 10.2 in [AP2] can be generalized to
the case of normal operators with spectrum in a fixed closed subset F of C.
Theorem 5.2. Let f be a continuous function on a closed subset F of C. Then
‖f(N1)R−Rf(N2)‖ ≤ ΩSAf,F
(
max{‖N1R−RN2‖, ‖N∗1R−RN∗2 ‖}
)
for arbitrary N1, N2 ∈ N(F) and contractions R.
Proof. We consider first the case N1 = N2. Replacing R by R+αI with ‖R+αI‖ = 1,
we see that the case ‖R‖ < 1 is reduces to the case ‖R‖ = 1. Now the desired inequality
in the case N1 = N2 can be proved in the same way as the implication (iii)⇒(vi) in the
proof of Theorem 3.1. The general case can be reduced to the case N1 = N2 as in the
proof of the implication (vi)⇒(vii) in Theorem 3.1. 
Remark. Theorem 5.2 shows that the definition of ΩSAf can be replaced with the
following one:
ΩSAf (δ) = sup
{‖f(N1)A−Af(N2)‖},
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where the supremum is taken over N1 and N2 in N(F) and self-adjoint operators A with
‖A‖ = 1 such that ‖N1A−AN2‖ ≤ δ.
Theorem 5.3. Let f be a continuous function on a closed subset F of C. Then
Ωf ≤ ΩSAf ≤ 2Ωf .
Proof. The inequality Ωf ≤ ΩSAf follows from Theorem 5.2. To prove the inequality
ΩSAf ≤ 2Ωf , we repeat the arguments of the corresponding part of the proof Theorem
10.2 in [AP2]. In particular, we will use the following inequality (see [AP2], Lemma 10.4)∥∥(I − T 2)1/2X −X(I − T 2)1/2∥∥ ≤ ‖T‖ · ‖XT − TX‖
(1− ‖T‖2)1/2 , (5.1)
where X is a bounded operator and T is a self-adjoint operator with ‖T‖ < 1.
Let A be a self-adjoint operator with ‖A‖ = 1 and τ ∈ (0, 1). Consider the operators
N =
(
N 0
0 N
)
and U =
(
τA (I − τ2A2)1/2
−(I − τ2A2)1/2 τA
)
.
Clearly, U is a unitary operator. We have
f(N )U =
(
τf(N)A f(N)(I − τ2A2)1/2
−f(N)(I − τ2A2)1/2 τf(N)A
)
and
U f(N ) =
(
τAf(N) (I − τ2A2)1/2f(N)
−(I − τ2A2)1/2f(N) τAf(N)
)
.
Obviously,
‖f(N )U −U f(N )‖ ≥ τ‖f(N)A−Af(N)‖.
Applying (5.1) with X = N and T = τA, we find that
‖N U −U N ‖ ≤ τ‖NA−AN‖+ ∥∥N(I − τ2A2)1/2 − (I − τ2A2)1/2N∥∥
≤ (τ + τ2(1− τ2)−1/2)‖NA−AN‖.
Hence,
‖f(N)A−Af(N)‖ ≤ τ−1‖f(N )U −U f(N )‖ = τ−1‖f(U ∗N U )− f(N )‖
≤ τ−1Ωf
(∥∥U ∗N U −N ∥∥) = τ−1Ωf(∥∥N U −U N ∥∥)
≤ τ−1Ωf
((
τ + τ2(1− τ2)−1/2)‖NA−AN‖).
Taking τ = 1/2, we obtain
‖f(N)A−Af(N)‖ ≤ 2Ωf
((
1
2
+
1
2
√
3
)
‖NA−AN‖
)
≤ 2Ωf
(‖NA−AN‖). 
Remark. Note that in general for continuous functions f on C, Ωf 6= ΩSAf . In-
deed, it was shown in [AP4] that there are continuous functions f on R such that
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Ωf,R 6= ΩSAf,R. On the other hand, it is easy to see that if f is a continuous function
on R and F (ζ) = f(Re ζ), ζ ∈ C, then ΩF,C = Ωf,R and ΩSAF,C = ΩSAf,R.
Theorem 5.4. Let f be a continuous function on a closed subset F of C. Then
‖f(N1)R−Rf(N2)‖ ≤ ΩCf,F(‖N1R−RN2‖)
for arbitrary N1, N2 ∈ N(F) and arbitrary contractions R.
Proof. The proof is similar to the proof of Theorem 5.2. 
Remark. Theorem 5.4 shows that the definition of ΩCf can be replaced with the
following one:
ΩCf (δ) = sup
{‖f(N1)R−Rf(N2)‖ : N1, N2 ∈N(F), ‖R‖ = 1, ‖N1R−RN2‖ ≤ δ}.
Theorem 5.5. Let f be a continuous function on a closed subset F of C. Then the
functions
δ 7→ δ−1ΩSAf (δ) and δ 7→ δ−1ΩCf (δ), δ > 0, (5.2)
are nonincreasing. In particular,
ΩSAf (δ1+δ2) ≤ ΩSAf (δ1) + ΩSAf (δ2) and ΩCf (δ1+δ2) ≤ ΩCf (δ1) + ΩCf (δ2), δ1, δ2 > 0.
Proof. We consider first the case of the commutator modulus of continuity ΩCf . It
suffices to verify that τΩCf (δ/τ) ≤ ΩCf (δ) for δ ∈ (0,∞) and τ ∈ (0, 1). It follows from
Theorem 5.4 that
τΩCf (δ/τ) = τ sup
{‖f(N)R −Rf(N)‖ : ‖R‖ = 1, N ∈ N(F), ‖NR−RN‖ < δ/τ}
= sup
{‖f(N)R −Rf(N)‖ : ‖R‖ = τ, N ∈ N(F), ‖NR−RN‖ < δ}
≤ ΩCf (δ).
The case of ΩSAf can be treated in the same way if we apply Theorem 5.2 instead of
Theorem 5.4. 
Corollary 5.6. The functions ΩSAf and Ω
C
f are continuous as functions from (0,∞)
to [0,∞].
Proof. It suffices to observe that if the function h : (0,∞)→ [0,∞] is nondecreasing
and the function δ 7→ δ−1h(δ) is nonincreasing, then h is continuous. 
We can consider 3 more versions of commutator moduli of continuity. Let f be a
continuous function on a subset F of C. Put
ΩUf (δ)
def
= sup
{‖f(N)U − Uf(N)‖ : U ∈ U, N ∈N(F), ‖NU − UN‖ ≤ δ};
ΩUSAf (δ)
def
= sup
{‖f(N)Q−Qf(N)‖ : Q ∈ USA, N ∈ N(F), ‖NQ−QN‖ ≤ δ};
ΩPf (δ)
def
= sup
{‖f(N)P − Pf(N)‖ : P ∈ P, N ∈ N(F), ‖NP − PN‖ ≤ δ}.
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Theorem 5.7. Let f be a continuous function on a closed subset F of C. Then
ΩUf (δ) = Ω
USA
f (δ) = Ωf (δ) and Ω
P
f (δ) =
1
2
Ωf (2δ).
Proof. Clearly, ΩUSAf ≤ ΩUf ≤ Ωf . The inequality Ωf ≤ ΩUSAf can be proved in
the same way as in the proof of the implication (iv)⇒(i) in Theorem 3.1. The equality
ΩPf (δ) =
1
2Ω
USA
f (2δ) follows from the fact that Q ∈ USA if and only if Q = 2P − I for
an orthogonal projection P . 
Now we are going to show that the commutator moduli of continuity of ΩSAf and Ω
C
f
can be estimated in terms of operator Lipschitz norms and commutator Lipschitz norms.
Recall that a subset Λ of C is called a δ-net for F if for every z ∈ F there exists a
λ ∈ Λ such that |λ− z| ≤ δ.
Theorem 5.8. Let f be a continuous function on a closed subset F of C. Suppose
that Fδ is a subset of F that forms a (δ/2)-net of F. Then
ΩSAf (δ) ≤ 2ωf (δ/2) + 2δ‖f‖OL(Fδ)
and
ΩCf (δ) ≤ 2ωf (δ/2) + 2δ‖f‖CL(Fδ).
The case F ⊂ R is Theorem 5.10 in [AP6]. The general case can be proved in the same
way.
We need a lower estimate for the commutator modulus of continuity. The following
theorem can be considered as a version of Theorem 5.11 in [AP2] for functions defined
on subsets of C.
Theorem 5.9. Let f be a continuous function on a closed subset F of C and let δ > 0.
Suppose that Λ and M are closed subsets of F such that (Λ −M) ∩ cδD ⊂ {0}, where
c =
1
2
‖Ψ‖L̂1(C) and Ψ is defined by (4.1). Then
ΩCf (δ) ≥ max
{
ωf(δ),
δ
2
‖D0f‖MΛ,M
}
.
Proof. Clearly, ωf ≤ Ωf ≤ ΩCf . Note that
‖D0f‖MΛ,M = sup
a>0
‖D0f‖MΛ∩clos(aD),M∩clos(aD).
Thus it suffices to prove that
ΩCf (δ) ≥
δ
2
‖D0f‖MΛ,M
in the case when Λ and M are bounded.
Let ε > 0. There exist Borel measures λ on Λ and µ on M, and a function k in
L2(Λ×M, λ⊗ µ) such that
‖k‖Bλ,µΛ,M = 1, kD0 ∈ L
2(Λ×M, λ⊗ µ), and ‖kD0f‖Bλ,µΛ,M ≥ ‖D0f‖MΛ,M − ε.
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We define the function k0 in L
2(Λ×M, λ⊗ µ) by
k0(z, w)
def
=
{
k(z, w), if z 6= w,
0, if z = w.
Then kD0f = k0D0f and by Corollary 2.3, ‖k0‖Bλ,µΛ,M ≤ 2. We define the normal operators
N1 : L
2(Λ, λ) → L2(Λ, λ) and N2 : L2(M, µ) → L2(M, µ) by (N1f)(z) def= zf(z) and
(N2g)(w)
def
= wg(w). Put
h(z, w)
def
=
1
cδ
Ψ
(z − w
cδ
)
k(z, w) =
1
cδ
Ψ
(z − w
cδ
)
k0(z, w),
where Ψ is defined by (4.1). Clearly,
‖h‖Bλ,µΛ,M ≤
1
cδ
∥∥∥∥Ψ(z − wcδ )
∥∥∥∥
M
λ,µ
Λ,M
‖k‖Bλ,µΛ,M ≤
1
cδ
∥∥∥∥Ψ(z − wcδ )
∥∥∥∥
MC
=
2
δ
by Corollary 4.5.
Clearly, N1Ih − IhN2 = Ik0 and f(N1)Ih − Ihf(N2) = Ik0D0f . (Recall that Iϕ is the
integral operator from L2(M, µ) into L2(Λ, λ) with kernel ϕ ∈ L2(Λ×M, λ⊗ ν).) Then∥∥∥∥δ2Ih
∥∥∥∥ = δ2‖h‖Bλ,µΛ,M ≤ 1,∥∥∥∥N1(δ2Ih
)
−
(
δ
2
Ih
)
N2
∥∥∥∥ = δ2‖k0‖Bλ,µΛ,M ≤ δ,
and ∥∥∥∥f(N1)(δ2Ih
)
−
(
δ
2
Ih
)
f(N2)
∥∥∥∥ = δ2‖k0D0f‖Bλ,µΛ,M ≥ δ2(‖D0f‖MΛ,M − ε).
Hence, ΩCf (δ) ≥ δ2
(‖D0f‖MΛ,M − ε) for every ε > 0. 
Theorem 5.9 allows us to obtain the following generalization of Theorem 4.17 in [AP4].
Theorem 5.10. Let f be a continuous function on an unbounded closed subset F of
C. Suppose that ΩCf (δ) < ∞ for δ > 0. Then the function z 7→ z−1f(z) has finite limit
as |z| → ∞, z ∈ F.
Proof. We repeat the arguments of the proof of Theorem 5.12 in [AP6]. Assume
the contrary. Then there exists a sequence {λn}∞n=1 in F such that |λn+1| − |λn| > c for
all n ≥ 1, where c is the same as in Theorem 5.9, limn→∞ |λn| = ∞, and the sequence
{λ−1n f(λn)}∞n=1 has no finite limit. Put
Λ
def
= {λn : n ≥ 1}.
Then D0f 6∈MΛ. This fact is contained implicitly in [JW]. Indeed, Theorem 4.1 in [JW]
implies that if D0f ∈ MΛ, then f has complex derivative at every nonisolated point of
F. It can be shown that the same argument gives us the differentiability at ∞ in the
following sense: the function z 7→ z−1f(z) has finite limit as |z| → ∞, provided the
domain of f is unbounded. Applying Theorem 5.9 for M = Λ and δ = 1, we find that
ΩCf (1) =∞. 
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Remark. Theorem 5.10 can also be proved in the same way as Theorem 4.17 in
[AP4].
LetM and N be (not necessarily bounded) normal operators in a Hilbert space and let
R be a bounded operator on the same Hilbert space. We say that the operator MR−RN
is bounded if R(DN ) ⊂ DM and ‖MRu− RNu‖ ≤ C‖u‖ for every u ∈ DN . Then there
exists a unique bounded operator K such that Ku = MRu − RNu for all u ∈ DN . In
this case we write K =MR−RN . Thus MR−RN is bounded if and only if∣∣(Ru,M∗v)− (Nu,R∗v)∣∣ ≤ C‖u‖ · ‖v‖ (5.3)
for every u ∈ DN and v ∈ DM∗ = DM . It is easy to see that MR − RN is bounded
if and only if N∗R∗ − R∗M∗ is bounded, and (MR − RN)∗ = −(N∗R∗ − R∗M∗). In
particular, we write MR = RN if R(DN ) ⊂ DM and MRu = RNu for every u ∈ DN .
We say that ‖MR−RN‖ =∞ if MR−RN is not a bounded operator.
Let us state now an analog of Lemma 4.4 in [AP4] for normal operators. Recall that
for a bounded operator R, the singular values sj(R) are defined by
sj(R) = inf
{‖R −K‖ : rankK ≤ j}, j ≥ 0.
Lemma 5.11. Let M and N be (not necessarily bounded) normal operators and let
R be an operator such that ‖R‖ = 1. Then there exist a sequence of operators {Rn}n≥1
and sequences of bounded normal operators {Mn}n≥1 and {Nn}n≥1 such that
(i) σ(Mn) ⊂ σ(M) ∪ {0} and σ(Nn) ⊂ σ(N) ∪ {0};
(ii) the sequence {‖Rn‖}n≥1 is nondecreasing and
lim
n→∞ ‖Rn‖ = 1;
(iii)
lim
n→∞Rn = R
in the strong operator topology;
(iv) for every continuous functions f on C, the sequence
{∥∥f(Mn)Rn−Rnf(Nn)∥∥}n≥1
is nondecreasing and
lim
n→∞
∥∥f(Mn)Rn −Rnf(Nn)∥∥ = ‖f(M)R−Rf(N)‖;
(v) if f is a continuous function on C such that ‖f(M)R−Rf(N)‖ <∞, then
lim
n→∞ f(Mn)Rn −Rnf(Nn) = f(M)R −Rf(N)
in the strong operator topology;
(vi) if f is a continuous function on C such that ‖f(M)R − Rf(N)‖ < ∞, then for
every j ≥ 0, the sequence {sj(f(Mn)Rn −Rnf(Nn))}n≥1 is nondecreasing and
lim
n→∞ sj
(
f(Mn)Rn −Rnf(Nn)
)
= sj
(
f(M)R−Rf(N)).
Proof. Put Pn
def
= EM
(
nD), Qn
def
= EN
(
nD) and Rn
def
= PnRQn, where EM and EN
are the spectral measures of M and N . Put Mn
def
= PnM = MPn and Nn
def
= QnN =
NQn. Statements (i), (ii) end (iii) are evident. Clearly,
Pn
(
f(Mn+1)Rn+1 −Rn+1f(Nn+1)
)
Qn = f(Mn)PnRQn − PnRQnf(Nn), n ≥ 1.
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Hence, the sequence
{
sj
(
f(Mn)Rn−Rnf(Nn)
)}
n≥1 is nondecreasing for every j ≥ 0. In
particular, the sequence
{∥∥f(Mn)Rn −Rnf(Nn)∥∥}n≥1 is nondecreasing. Statement (v)
follows from the identity
Pn
(
f(M)R−Rf(N))Qn = f(Mn)PnRQn − PnRQnf(Nn), n ≥ 1. (5.4)
It is easy to see from (5.4) that (v)⇒(vi).
It remains to prove (iv). If limn→∞
∥∥f(Mn)Rn − Rnf(Nn)∥∥ = ∞, then the result
follows from (v) with the help of an argument by contradiction.
Suppose that limn→∞
∥∥f(Mn)Rn − Rnf(Nn)∥∥ < ∞. Let u ∈ Df(N). Clearly, the se-
quence {Rnf(Nn)u}∞n=1 = {Rnf(N)u}∞n=1 converges. Hence, the sequence
{f(Mn)Rnu}∞n=1 = {f(M)Rnu}∞n=1 is bounded. Taking into account that Rnu→ Ru as
n→∞, we find that Ru ∈ Df(M) and f(Mn)Rnu = f(M)Rnu→ f(M)Ru in the weak
topology. Thus, we have proved that R(Df(N)) ⊂ Df(M) and
‖f(M)Ru−Rf(N)u‖ ≤ ‖u‖ lim
n→∞
∥∥f(Mn)Rn −Rnf(Nn)∥∥
for all u ∈ Df(N). Hence,
‖f(M)Ru−Rf(N)u‖ ≤ lim
n→∞
∥∥f(Mn)Rn −Rnf(Nn)∥∥.
The opposite inequality follows from (5.4). 
Corollary 5.12. Theorem 3.1 remains valid for not necessarily bounded normal op-
erators. Moreover, each of the statements (i)–(vii) in Theorem 3.1 is equivalent to the
corresponding statement for not necessarily bounded normal operators with spectrum in
F.
Proof. We can assume that 0 ∈ F. Note that statement (vii) for not necessarily
bounded normal operators with spectrum in F implies the remaining statements. Thus
it suffices to verify that statement (vii) for bounded normal operators with spectrum in
F implies the same statement for arbitrary normal operators with spectrum in F. This
immediately follows from Lemma 5.11. 
Lemma 5.11 also implies that Theorems 3.2, 5.2 and 5.4 remain valid for not necessarily
bounded normal operators..
Theorems 5.2 and 5.4 for not necessarily bounded normal operators imply that we
obtain the same commutator moduli of continuity ΩSAf,F and Ω
C
f,F if we allow in the
definitions of ΩSAf,F and Ω
C
f,F unbounded normal operators N1 and N2 .
We are not able to prove similar results for Ωf,F, Ω
U
f,F, Ω
USA
f,F and Ω
P
f,F.
Theorem 5.13. Let F be an unbounded closed subset of C and let f ∈ C(F). Then
‖f(N1)− f(N2)‖ ≤ 2Ωf,F(‖N1 −N2‖)
for arbitrary (not necessary bounded) normal operators N1 and N2 with spectra in F.
Proof. We have
‖f(N1)− f(N2)‖ ≤ ΩSAf,F (‖N1 −N2‖) ≤ 2Ωf,F(‖N1 −N2‖). 
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Remark. A similar result with the same constant 2 can be proved for ΩUf,F, Ω
USA
f,F
and ΩPf,F. Indeed, it suffices to observe that Theorem 5.7 can be proved in the same way
for ”unbounded” versions of Ωf,F, Ω
U
f,F, Ω
USA
f,F and Ω
P
f,F.
Definition 1. For a continuous function f on a closed subset F of C, we consider the
map
N 7→ f(N) (5.5)
defined on the set of all (not necessarily bounded) normal operators with spectrum in
F. Let N0 be a (not necessarily bounded) normal operator with spectrum in F. We say
that the mapping (5.5) is continuous at N0 if for arbitrary ε > 0 there exists δ > 0 such
that ‖f(N) − f(N0)‖ < ε, whenever N is a normal operator with spectrum in F such
that ‖N −N0‖ < δ.
We say that f is operator continuous if the map (5.5) is continuous at every (not
necessarily bounded) normal operator N with spectrum in F.
It is easy to see that if f is a continuous function on F, then the map (5.5) is continuous
at every bounded normal operator N in N(F). Indeed, this is obvious when f is a
polynomial of two real variables. The result for arbitrary continuous functions follows
from the Stone–Weierstrass theorem applied to the polynomials on the closure of a
bounded neighborhood of σ(N) in F.
Definition 2. Let f be a continuous function on a closed subset F of C. It is
called uniformly operator continuous if for every ε > 0, there exists δ > 0 such that
‖f(N1)− f(N2)‖ < ε, whenever N1 and N2 are normal operators with spectra in F such
that ‖N1 −N2‖ < δ.
Theorem 5.14. Let f be a bounded uniformly continuous function on C. Then f is
uniformly operator continuous.
Proof. Let ω = ωf . Then ω is a bounded modulus of continuity, and so ω∗(δ) <∞,
δ > 0. The result follows now from Theorem 8.2 of [APPS2]. 
Corollary 5.15. Let f be a bounded uniformly continuous function on a closed subset
of C. Then f is uniformly operator continuous.
Proof. It suffices to extend f to a bounded and uniformly continuous function on C.
To construct such an extension, one can use the first operator of continuation that was
considered in [S], Ch. VI, §2.2. 
Theorem 5.16. Let f be an operator continuous function on a closed subset of C.
Then
lim
δ→0
Ωf (δ) = 0,
and so f is uniformly operator continuous.
The proof is similar to the proof of Theorem 8.2 in [AP2].
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6. Estimates of commutator moduli of continuity
In this section we obtain estimates of commutator moduli if continuity. In particular,
we show that for α ∈ (0, 1), functions f in the Ho¨lder class Λα(R2) must be commutator
Ho¨lder of order α, i.e., ‖f(N)R−Rf(N)‖ ≤ const ‖Nr−RN‖α‖R‖1−α for every normal
operator N and every bounded operator R.
Theorem 6.1. Let f(z) = z and 0 < δ ≤ r. Then
C1δ log
2r
δ
≤ ΩCf,clos(rD)(δ) ≤ C2δ log
2r
δ
,
where positive numbers C1 and C2 are absolute constants.
Proof. We first prove the upper estimate. Note that the set (δ/3)Z ∩ clos(rD) is a
(δ/2)-net for clos(rD). By Theorem 5.8 we have
ΩCf,clos(rD)(δ) ≤ 2ωf,clos(rD)(δ/2) + 2δ‖f‖CL(Fδ),
where Fδ = (δ/3)Z ∩ clos(rD). It remains to observe that 2ωf,clos(rD)(δ/2) ≤ δ and to
apply Corollary 4.3. Now we prove the lower estimate. Put Λ
def
= M
def
= cδZ ∩ r closD,
where c denotes the same as in Theorem 5.9. By Theorems 5.9 and 4.8, we obtain
ΩCf,clos(rD)(δ) ≥
δ
2
‖D0f‖MΛ ≥ const δ log
2r
cδ
,
provided r > cδ. The case where δ ≤ r < cδ is evident. 
Corollary 6.2. Let N1 and N2 be normal operators and let R be a contraction. Then
‖RN∗1 −N∗2R‖ ≤ const
(
log
2(‖N1‖+ ‖N2‖)
‖RN1 −N2R‖
)
‖RN1 −N2R‖.
Proof. Put r
def
= ‖N1‖+ ‖N2‖. It remains to apply Theorem 5.4. 
We use the following notation:
∆X
def
= {(x, x) : x ∈ X}
for a set X.
Lemma 6.3. For every a > 0, there exists a Borel partition
{
G
(j)
a
}9
j=0
of C2 such
that{
(z, w) ∈ C2 : dist((z, w),∆C) < a
}
⊂
9⋃
j=1
G(j)a ⊂
{
(z, w) ∈ C2 : dist((z, w),∆C) < 3a
}
,
∥∥χ
G
(j)
a
∥∥
MC,C
= 1 for j = 1, 2, . . . , 9, and
∥∥χ
G
(0)
a
∥∥
M(C×C) ≤ 10.
Proof. We consider first the standard partition of C in the squares Qn with side of
length 1:
C =
⋃
n∈Z
Qn,
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where
Q0
def
= {z ∈ C : 0 ≤ Re z, Im z < 1} and Qn def= n+Q0.
Denote by Q the set of all squares Qn with n ∈ Z. Given n ∈ Z, we define the set
Xn by Xn
def
=
⋃
Q∈Q
(
Q× (n+Q)). Clearly, the family {Xn}n∈Z forms a partition of C2,
and
∥∥χ
Xn
∥∥
MC
= 1 for every n ∈ Z by (2.3). We enumerate the sets Xn with |n| ≤
√
2
by a sequence
{
G(j)
}9
j=1
and put G(0)
def
= C2 \ ⋃9j=1G(j). Then ∥∥χG(j)a ∥∥MC = 1 for
j = 1, 2, . . . , 9 and ∥∥χ
G
(0)
a
∥∥
MC
≤ 1 +
9∑
j=1
∥∥χ
G
(j)
a
∥∥
MC
= 10.
It is easy to see that{
(z, w) ∈ C2 : |z −w| ≤ 1} ⊂ 9⋃
j=1
G(j)a ⊂
{
(z, w) ∈ C2 : |z −w| < 2
√
2
}
and
√
2 dist
(
(z, w),∆C
)
= |z−w|. Putting G(j)a def= G(j) for j = 0, 1, . . . 9, we obtain the
desired result for a = 1√
2
. The general case can be reduced to this special case with the
help of dilations. 
Lemma 6.4. Suppose that σ and δ are positive numbers and let f be a bounded
continuous function on C such that
suppFf ⊂ {ζ ∈ C : |ζ| ≤ σ}.
Then
‖f‖CL(δZ) ≤ ‖D0f‖M δZ ≤ const σ log
(
1 +
1
σδ
)
‖f‖L∞ .
Proof. The case σδ ≥ 1 reduces to Corollary 4.7. Suppose that σδ ≤ 1. Clearly, it
suffices to consider the case when δ = 1. It follows from Theorem 5.1 in [APPS2] that
there exist functions g1, g2 ∈MC such that f(z)−f(w) = g1(z, w)(z−w)+g2(z, w)(z−w)
and ‖g1‖MC+‖g2‖MC ≤ const σ‖f‖L∞ . We do not need the continuity of g1 and g2. Thus
we may assume that g1(z, z) = g2(z, z) = 0 for every z ∈ C. Clearly,
(D0f)(z, w) = g1(z, w) + (z − w)λ(z − w)g2(z, w).
Let G
(j)
a denote the same as in Lemma 6.3 with a = σ−1. Then
(D0f)(z, w) =χG(0)a
(z, w)(D0f)(z, w) +
9∑
j=1
χ
G
(j)
a
(z, w)g1(z, w)
+
9∑
j=1
(z − w)λ(z − w)χ
G
(j)
a
(z, w)g2(z, w).
We have
χ
G
(0)
a
(z, w)(D0f)(z, w) = f(z)χG(0)a
(z, w)λ(z − w)− f(w)χ
G
(0)
a
(z, w)λ(z − w).
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Hence,∥∥χ
G
(0)
a
(z, w)(D0f)(z, w)
∥∥
MZ
≤ 2‖f‖L∞
∥∥χ
G
(0)
a
(z, w)λ(z − w)∥∥
MZ
=
√
2
a
‖f‖L∞
∥∥∥∥χG(0)a (z, w)Φ
(
z − w√
2a
)∥∥∥∥
MZ
≤ const σ‖f‖L∞
by Corollary 4.5. Let j ≥ 1. Applying Lemma 6.3, we obtain∥∥χ
G
(j)
a
(z, w)g1(z, w)
∥∥
MZ
≤ ‖g1(z, w)‖MC ≤ const σ‖f‖L∞ .
It remains to estimate
∥∥(z − w)λ(z − w)χ
G
(j)
a
(z, w)g2(z, w)
∥∥
MZ
for j ≥ 1. Lemma 4.1
implies the following inequality∥∥(z − w)λ(z − w)χ
G
(j)
a
(z, w)
∥∥
MZ
≤ const log(1 + σ−1).
Hence,∥∥(z − w)λ(z − w)χ
G
(j)
a
(z, w)g2(z, w)
∥∥
MZ
≤ const log(1 + σ−1)‖g2(z, w)‖MC
≤ constσ log(1 + σ−1)‖f‖L∞ . 
We need the following well-known result in approximation theory (see e.g., Theorem
2.1 in [APPS2]):
Theorem 6.5. For every uniformly continuous function f on C and every positive d
there exists a uniformly continuous function fd such that
suppFfd ⊂ {ζ ∈ C : |ζ| ≤ d−1}, ωfd ≤ Cωf , and ‖f − fd‖L∞ ≤ Cωf (d),
where C is an absolute constant.
Recall that for a modulus of continuity ω,
ω∗(δ)
def
= δ
∫ ∞
δ
ω(t)
t2
dt =
∫ ∞
1
ω(δt)
t2
dt
and
ω∗∗(δ)
def
= (ω∗)∗(δ) = δ
∫ ∞
δ
ω(t) log(t/δ)
t2
dt =
∫ ∞
1
ω(δt) log t
t2
dt.
Clearly, for nondecreasing ω, we have ω ≤ ω∗ ≤ ω∗∗.
Theorem 6.6. Let f be a uniformly continuous function on C such that
(ωf )∗∗(δ) <∞ for δ > 0. Then D0f ∈M δZ and
‖D0f‖M δZ ≤
C(ωf )∗∗(δ)
δ
for every δ > 0, where C is an absolute constant.
Proof. By Theorem 6.5, there exists a sequence of uniformly continuous functions
{fn}∞n=0 such that
suppFfn ⊂
{
ζ ∈ C : |ζ| ≤ 2−nδ−1}, ωfn ≤ Cωf , and ‖f − fn‖L∞ ≤ Cωf (2nδ),
where C is an absolute constant.
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We may assume that fn(0) = f(0). Then we can find a subsequence {fnj}∞j=0 that
converges everywhere on C. Note that if g(z) = lim
j→∞
fnj(z) for all z ∈ C, then ωg ≤ Cωf
and suppFg = {0}. Hence, g is a constant function because (ωf )∗∗(δ) < ∞. This
implies that limn→∞D0fn(z, w) = 0 for all (z, w) ∈ C2. Consequently,
‖D0f‖M δZ ≤ ‖D0(f − f0)‖M δZ +
∞∑
n=0
‖D0(fn − fn+1)‖M δZ .
By Corollary 4.7,
‖D0(f − f0)‖M δZ ≤ const
ωf (δ)
δ
.
By Lemma 6.4,
‖D0(fn − fn+1)‖M δZ ≤ const 2−nδ−1(n + 1)ωf (2nδ).
It remains to observe that
ωf (δ) +
∞∑
n=0
2−n(n+ 1)ωf (2nδ) ≤ const
∫ ∞
1
ωf (tδ) log(t+ 1)
t2
dt
≤ constωf (δ) + const
∫ ∞
2
ωf (tδ) log t
t2
dt
≤ const
∫ ∞
1
ωf (tδ) log t
t2
dt = const(ωf )∗∗(δ). 
Corollary 6.7. Let δ > 0 and let f be a uniformly continuous function on C such
that (ωf )∗∗(δ) < ∞, δ > 0. Suppose that N1 and N2 are normal operators with spectra
in δZ and R is a contraction such that the operator RN1 −N2R is bounded. Then
‖Rf(N1)− f(N2)R‖ ≤ const δ−1(ωf )∗∗(δ)‖RN1 −N2R‖.
Proof. The result follows from Theorem 6.6. 
Theorem 6.8. Let f be a uniformly continuous function on C. Then ΩCf ≤ constωf ∗∗.
Proof. It suffices to apply Theorem 6.6 and Theorem 5.8 for F = C and Fδ = (2δ/3)Z.

Theorem 6.9. Let f be a uniformly continuous function on C such that (ωf )∗∗(δ) <
∞, δ > 0. If N1 and N2 are normal operators and R is a contraction such that the
operator RN1 −N2R is bounded, then
‖Rf(N1)− f(N2)R‖ ≤ const (ωf )∗∗
(‖RN1 −N2R‖).
Proof. The result follows from Theorem 6.8 and Theorem 5.4. 
Corollary 6.10. Let ω be a modulus of continuity such that ω∗ ≤ Cω for a positive
number C and let f ∈ Λω(R2). If N1 and N2 are normal operators and R is a contraction
such that the operator RN1 −N2R is bounded, then
‖Rf(N1)− f(N2)R‖ ≤ constω(‖RN1 −N2R‖).
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Proof. It suffices to observe that ω∗∗ ≤ C2ω and apply Theorem 6.9. 
Theorem 6.11. Let 0 < α < 1 and f ∈ Λα(R2). Then
‖Rf(N1)− f(N2)R‖ ≤ const 1
(1− α)2 ‖RN1 −N2R‖
α‖R‖1−α,
whenever N1 and N2 are normal operators and R is bounded operator such that the
operator RN1 −N2R us bounded.
Proof. The result can be easily deduced from Theorem 6.9. 
Corollary 6.12. Let f ∈ Lip(C) ∩ L∞(C). Then
‖Rf(N1)− f(N2)R‖ ≤ const ‖f‖Lip‖RN1 −N2R‖ · log2
(
2 +
‖f‖L∞
‖f‖Lip‖RN1 −N2R‖
)
,
whenever N1 and N2 are normal operators and R is bounded operator such that the
operator RN1 −N2R us bounded.
Proof. Again, the result immediately follows from Theorem 6.9. 
Remark. It is interesting to compare above results with the results of [APPS2] quoted
in the introduction that estimate the quasicommutator norms ‖Rf(N1) − f(N2)R‖ in
terms of max
{‖RN1 −N2R‖, ‖RN∗1 −N∗2R‖}.
Theorem 6.8 and all results that follows from this theorem can be generalized, in the
spirit of Theorem 5.1, to the case of functions defined on a closed subset of C. We state
only a version of Theorem 6.8.
Theorem 6.13. Let f ∈ Λω(F), where F is a closed subset of C and ω is a modulus
of continuity. Then
ΩCf,F ≤ C‖f‖Λω(F)ω∗∗,
where C is an absolute constant.
The proof repeats the proof of Theorem 5.1.
7. Constants in operator Ho¨lder inequalities
As we have mentioned in the the introduction, it was proved in [APPS2] that the
Ho¨lder class Λα(R
2), 0 < α < 1, coincides with the class of operator Ho¨lder functions of
order α. Moreover, the best constant in inequality (1.1) can be estimated from above in
terms of const(1 − α)−1. In this section we obtain a lower estimate for the constant in
inequality (1.1).
Consider the operator Ho¨lder semi-norm on Λα(R
2):
‖f‖OΛα def= sup
{‖f(N1)− f(N2)‖
‖N1 −N2‖α
}
, 0 < α < 1,
where the supremum is taken over all bounded normal operators N1 and N2 such that
N1 6= N2. Denote by OΛα(R2) the space Λα(R2) equipped with the semi-norm ‖ · ‖OΛα .
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Let hα be the norm of the identity operator from Λα(R
2) to OΛα(R
2), i.e.,
hα
def
= sup{‖f‖OΛα : f ∈ Λα(R), ‖f‖Λα ≤ 1}.
Recall that it was proved in [APPS2] that hα ≤ const(1− α)−1.
Theorem 7.1. There exists a positive constant C such that hα ≥ C(1 − α)−1/2 for
all α ∈ (0, 1).
Proof. We prove the desired low estimate even in the case of functions on R and
self-adjoint operators.
By Theorem 9.9 in [AP6], there exists a function f ∈ C∞(R) such that ‖f‖L∞ ≤ 1,
‖f ′‖L∞ ≤ 1 and Ωf (δ) ≥ c δ
√
log 2δ for every δ ∈ (0, 1), where c is a positive constant.
Clearly,
|f(x)− f(y)|
|x− y|α =
|f(x)− f(y)|α
|x− y|α |f(x)− f(y)|
1−α ≤ 21−α, x 6= y,
and so ‖f‖Λα ≤ 21−α for α ∈ (0, 1). Hence,
hα ≥ c
21−α
δ1−α
√
log
2
δ
for arbitrary α and δ in (0, 1). Substituting δ = 2exp(− 11−α), we obtain
hα ≥ c
e
(1− α)−1/2
for α ∈ (0, 1). 
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