INTRODUCTION
Data mining is used to extract hidden information from large Datasets.
The data mining tools are used to predict the future trends and behaviors. They are also used as an automated decision support systems [ Sundar (2006) ]. This paper addresses the well-known classification task of data mining [ Chandrasher methods. An important tool that is frequently used in Data mining is Classification [ Agarwal (1994) , Breiman (1984) , Weiss (1991) ]. Classification is the process of dividing a dataset into mutually exclusive groups, a class based on appropriate characteristics or attributes. It is also used to analyze the input data and provide an accurate description (model) for each of the classes. An input that emerges from classification can be represented in the form of a tree.
The tree, thus obtained, is used for classification of any new data whose class is not known. The tree transforms a set of rules, which can be easily codified as SQL statements and incorporated into any decision making system. Moreover the applicability of SQL makes an impact on cross-platform functionality for the system. Furthermore this idea can be extended with the aid of JDBC and information stored in different Database formats can be effectively utilized. It is known that the accuracy can be improved by using large databases for classification. [ Fayyad (1996) , Han (1993) ].
The important characteristics of these algorithms are accuracy of prediction and scalability. Many algorithms suffer from the problem that they do not scale easily, i.e the algorithm usually has an upper limit to the size of the data, called the training set consisting of records with certain attributes and a classifying attribute that indicates the class to which the record belongs, is used for classification. This is mostly due to the fact that the algorithms load the entire database onto the memory and can thus handle only restricted quantities of data. A decision tree based classifier called Mixed Mode Database Miner (MMDBM) is tested with different sorting techniques (merge sort, quick sort and radix sort) and the results are discussed.
The classifier is suitable for handling both numerical and categorical attributes. The classification method excels in handling large database with large set of data and large number of attributes and qualifying split point is also presented. The object oriented design of MMDBM has been implemented in Java and the code samples have been provided. This algorithm provides distribution of the node count value and construction of the decision tree from distribution of the travelled path. Three different datasets were tested for accuracy and of all the sorting techniques discussed, quick sort provides fast and accurate results with least processing time when MMDBM algorithm is used.
RELATED WORKS
The research work is mainly based on three algorithms, planned classification algorithm called SPRINT that eliminates all memory limitations that restrict decision-tree algorithm, proving that planned algorithm is fast and scal- In this chapter, the authors compare their algorithm with well-known SLIQ, SPRINT and MMDBM algorithm. Therefore it is proposed that decision tree classifier SLIQ, SPRINT and MMDBM have achieved good accuracy, compactness and efficiency for very large data sets.
Decision tree Algorithm
A decision tree is one of the well-known classification techniques.
Decision tree is a tree consisting of a root node, child nodes and edges. Each for each attribute A Use best split found to partition S1 into S2; Partition (S1); Partition (S2); Figure 3 .1 Example of a decision tree
PREDICTIVE CLASSIFIER
Classification is done to get results in the form of a decision tree.
MMDBM adopts breadth first search for tree growth. Each split in a tree is represented by node and its associated database. The training data is split into two partitions at every node based on an attribute and the resulting database is assigned to child nodes. This process is continued till the database at a node contains a pure class or when all attributes are exhausted.
The algorithm uses pre-sorting technique to reduce the complexi- ]. Some proposed genies are
Where p j is the relative frequency of the class j in the subset ( S 1 or S 2 ) that contain n 1 or n 2 classes. For proper classification, the relative frequency of a class in the subset should be ideally equal to 1.Hence we try to maximize p j . To maximize p j we try to minimize (1 − p j ). In MMDBM and sorting algorithm the genie index used is reduced.
The number of operations required to evaluate genie index is reduced. condition. Once the best split is found, a second pass is made on the attribute list with the corresponding node returning to the destination node. The class list is updated with reference to the child node. This process is repeated until a pure dataset is obtained when the node terminates.
MMDBM ALGORITHM
Input: A is the attribute containing n attributes A = a 1 ,a 2 ,...,a n from data base
Output: Distribution of the node count and construction of the decision tree.
1. Sort (Merge sort or Quick sort or Radix sort) all the attributes.
2. Get the midpoint value for each and every attribute. 
OBJECT ORIENTED DESIGN FOR SORTING IN MMDBM
The classification is done in different stages: PreProcessing, Algorithm Implementation and Performing Splits.
PreProcessing
The algorithm begins by accessing the database and identifying the number of attributes and type of each attribute. This information is stored in a structure called "Attribu". The instance of the class is the "Attribute" list. The class Attribu is given below: The attributes are then separated and attribute lists are generated.
Since the database consists of serial records, every record is read only once and the attribute values are dispatched to the respective array. This operation is performed for the entire attributes except the classifying attribute.
The arrays thus created are sorted using three different sorting algorithms, viz., generic Quick sort, Merge sort and Radix sort and their mid point value are stored in a variable called Mid* , where * is the name of the attribute. Once presorting is complete, the arrays containing the corresponding attribute values are created. This array has been loaded into the memory for classification. The leaf entry of each class list is initialized to '0', the root node of the tree.
Algorithm Implementation
Once the pre-processing is complete the implementation of the object oriented programming for fast classifier mining algorithm commences. After 
Performing Splits
Once the pre-processing is complete the implementation of the algorithm starts. For each attribute, the corresponding attribute array is loaded and the data is passed to the node pointed to by the leaf in the corresponding class list entry. 
Splits Point for Numerical Attribute

Proposed Method
This algorithm is divided into a six step process. Read the data from connected database (step 1). All the numeric attributes are sorted by ascending order and the data is sorted into an array (step 2). All the sorted attributes get the mid-point and the values are stored in an array (step 3 and 4). 
CASE STUDIES
To implement and test the above algorithm, three areas where data mining is used has been taken into consideration. Real data has been recorded and given as input to the algorithm to check its effectiveness and accuracy.
The first case is from the medical data base where the algorithm is given the task to predict risk of the person for having high BP based on seven different attributes.
The second case is similar to the first where the algorithm is given the task to predict whether a given patients history is prone to heart disease or not.
The third dataset is taken from the insurance industry where we are about to predict the risk of the life insured based on four different attributes.
Medical database for Blood Pressure (BP)
We have classified all records in connected datasets and got 24 distribution of the travelled path from 30,000 records and have counted the number of patients with low BP, high BP and normal BP (refer the Figure 3.4 ). Each distribution have been generated by multiple IF <condition > Then rule. This rule was generated dynamically based on predicted rules of the class count values and travelled path as given below (Figure 3.3 ).
Figure 3.3 Class Distribution in Medical database for BP
To the given algorithm, a large data set was given as input to test the accuracy of the prediction. Figure 3 .4 shows the decision tree of the medical database. Number of data ranging from 10000 to 30000 is supplied to the program as an input and classification is done. It is observed that with the increase in the number of records, the prediction of accuracy is improved and the pro-cessing time for classification is shown in the given Table. Hence it is proved that quick sort is used in and it is MMDBM algorithm is superior to other algorithm. The comparison of processing time between the supervised learning method SLIQ classifier and the proposed MMDBM classifier on blood pressure data set with 100000 records is shown in Figure 3 .5. The history contains data from surveys conducted among patients.
The database contains records of the following Attributes and a dataset from UCI machine learning repository is used in this paper.
The processing time for classification using heart disease database is shown in the given Table 3 .5. The quick sort algorithm is superior to other sorting algorithm. The comparison of processing time between the supervised learning method SLIQ classifier and the proposed MMDBM classifier on heart disease database with 100000 records is shown in Figure 3 .6. In the third case study, Insurance data is taken into consideration and the data are classified into three categories, namely, High class, Low class, and Medium class. Figure 3 .4 shows the decision tree used in the classification of data. This example is chosen to show the performance of MMDBM while classifying with categorical attributes. The processing time for classification is shown in the given Table 3 .6. It is found that the Quick sort algorithm is superior to other sorting algorithms. 
CONCLUSION
Classification has always been one of the major areas in data mining. A new classifier called Mixed Mode Database Miner (MMDBM) is programmed in Java with three different sorting algorithms and is tested using datasets. The algorithm can handle large datasets with large number of attributes. The algorithm gives excellent scalability of medical databases that are taken for analysis and experimenting.
Figure 3.7 Scalability of Insurance database
A case studies is taken into consideration and tested for accuracy and the code is provided. The proposed MMDBM method using three sorting algorithms are compared to SLIQ classifier. MMDBM with quick sort algorithm providing fast and accurate results with least processing time. In future this classifier algorithm can be used in real time application.
