In this paper, we propose a novel data augmentation framework for handwritten numerals by incorporating the probabilistic learning and the generative adversarial learning. First, we simply transform numeral images from spatial space into vector space. The Gaussian based Markov probabilistic model is then developed for simulating synthetic numeral vectors given limited handwritten samples. Next, the simulated data are used to pre-train the generative adversarial networks (GANs), which initializes their parameters to fit the general distribution of numeral features. Finally, we adopt the real handwritten numerals to finetune the GANs, which increases the authenticity of generated numeral samples. In this case, the outputs of the GANs can be employed to augment original numeral datasets for training the follow-up inference models. Considering that all simulation and augmentation are operated in 1-D vector space, the proposed augmentation framework is more computationally efficient than those based on 2-D images. Extensive experimental results demonstrate that our proposed augmentation framework achieves improved recognition accuracy.
Introduction
Handwritten numeral recognition is one of the most extensively studied topics in pattern recognition and machine learning. It has been applied to various tasks include tax forms processing [1] , postal mail sorting and bank check reading [2] , etc. However, real world handwritten numerals exhibit significant difference due to the writing styles and habits of different human beings. In this case, inferring handwritten numerals in emerging styles becomes a severe challenge to conventional numeral recognition system. Data augmentation, which could effectively enlarge the training set based on the limited training samples, has been proposed as one highly potential solution to tackle the challenge mentioned above. In general, existing data augmentation approaches for enriching imbalanced training sets can be categorized into two types: sampling based augmentation and cropping based augmentation. Sampling based approaches, such as Markov chain Monte Carlo (MCMC) [3] and its variant Gibbs sampling [4] , rely on simulating samples from the reconstructed probabilistic distribution of the target data set. Unfortunately, features of emerging style of handwritten numerals cannot be precisely modeled by probabilistic distribution. In addition, the simulated numeral data lacks of authenticity to represent real ones. Cropping based approaches operate a series of image transformations (e.g., rotation and cropping) to generate extra images or image patches. Whereas, this approach do not augment training image set in a substantial manner.
Recently, game theory inspired generative adversarial networks (GANs) [5] have been proposed as unsupervised deep learning methods with the exceptional data representation power in computer vision [6] . The Discriminator and the Generator (i.e., two independent players) of the GANs take in real data samples as well as variables of random noise for adversarial training, respectively. The Generator then outputs data samples that are closely related to the real data. In this case, the GANs can be viewed as data-driven generative models for data augmentation. Unfortunately, current adversarial models exhibit a range of limitations such as training uncertainty and mode collapse (i.e., artifacts and unrealistic outputs), which prevent them for real world data augmentation applications. Furthermore, conducting convolutional operations on 2-D digital images brings about heavy computational loads of training model parameters.
In this paper, we propose a probabilistic sampling based GANs for data augmentation, which tackles the aforementioned challenges of augmenting emerging handwritten numerals. Providing that we have transformed a limited collection of new style handwritten numerals into vector form for training a classification model (e.g., support vector machine or logistic regression). The proposed algorithm tries to increase the number of the emerging handwritten numerals of each category by sampling from Gaussian based MCMC probabilistic model. We then explore the benefits of competition based data-driven GANs to increases the authenticity of the simulated numeral data based on 1-D real handwritten numeral features. In this case, the MCMC based approach provides initial inputs for pre-training the GANs to fit their parameters on general handwritten numeral distribution. Incorporating real emerging numerals, the model parameters of GANs are then adaptively fine-tuned. After the model reaches the convergence state, the GANs can produce high quality augmented data for the follow-up classification systems. Comprehensive experiments confirm the effectiveness of the proposed framework for augmenting handwritten numerals.
Review of MCMC and GANs
In this section, we firstly introduce the principal of MCMC based sampling methods for data simulation. We then describe the main formulation of competition inspired generative adversarial networks.
MCMC based Sampling Methods
In statistical learning, MCMC [3] has played a significant role in approximating a hard combinatorial problem by constructing a Markov chain that has the target combinatorial distribution as the invariant distribution [4] . In this subsection, we briefly introduce two main MCMC based sampling methods which are widely employed in academia and industry.
Metropolis-Hastings (MH) algorithm
The MH algorithm [7] is the general foundation of many advanced MCMC algorithms (e.g., the simulated annealing and the Gibbs sampler [8] ). The MH algorithm tries to simulate a candidate given the current sample according to an easy-to-sample proposal distribution. Meanwhile, the Markov chain moves to candidate with the acceptance probability. Otherwise, it remains at current one. One critical limitation of the MH and its related algorithms is that the convergence speed of sampling is not guaranteed since the Markov chain is problem-dependent [4] .
Gibbs Sampling To address the convergence problems in MH inspired MCMC algorithms, Geman and Geman [8] proposed Gibbs sampling, in which a full conditional distributions are adopted for designing proposal distribution [4] . However, the full conditionals might not available for real world data such as handwritten numerals. Considering the trade-off between efficiency and accuracy, we employ the Gaussian distribution to model handwritten numeral samples and adopt the Gibbs sampler for data simulation.
Generative Adversarial Networks
The game inspired GANs for data representation learning was first proposed by Goodfellow et al. [5] and immediately applied to computer vision [6] [9] and NLP [10] . The initial GANs can be treated as a non-cooperative two-player game: one player is referred to the Discriminator and another is considered as the Generator. During the evolution of the game, the Generator tries to learn from the real data distribution and produce forged data with random inputs. On the contrary, the Discriminator takes in both the forged data and the real ones, and learns to distinguish the counterfeit from the truth [5] .
Given that we have a collection of real data x and another collection of random variables z, we denote p real (x) and p noise (z) as their corresponding probabilistic distributions. The adversarial learning between the Discriminator and the Generator can be formulated as the following optimization problem:
where D and G represent the Discriminator and the Generator, respectively. In this case, those two models fight against each other during training stage which results in a potent generative model G.
However, the generative model formulated above is reported to remain remarkable difficulties in training [11] [12] . First, the stability and certainty of training GANs are sensitive to modifications. In other words, the updates get worse for the Generator while the Discriminator get better due to the significant difference of convergence speed among them. On the contrary, if the Generator learns faster than the Discriminator, the GANs might produce unrealistic samples compared with the existing real data. Second, the GANs usually require a large amount of real samples for training. In our handwritten numeral generation case, training GANs with the limited emerging numeral data is easy to cause overfit problem, which means the augmented numerals are meaningless to train the following supervised inference model.
Probabilistic Model based Data Simulation
In this section, we employ the Gaussian based probabilistic model for estimating the real distributions of handwritten numerals in vector space, which is then adopted as the proposal distribution to simulate numeral samples by using Gibbs sampler.
Let X ∈ IR M ×c be the matrix of one class of emerging handwritten numerals, where M is the number of data observations and c represents the feature dimensions. Then, each sample of X denoted as x can be modeled as a Gaussian variable with the density function and its exponential form below:
Gaussian(x; µ, σ)
where µ and σ are the mean and variance in Gaussian distribution. Considering that the conjugate distribution of Gaussian distribution is itself, we thus model µ and σ as the mean and variance of the given emerging handwritten numerals plus a standard normal distribution N (0, 1), respectively. Based on Bayes theory [13] , we have the following relationship between posterior conditionals p(µ, σ|X) and its full joint distribution:
where each of the log term is actually the density function of the Gaussian distribution. In this case, we can employ the designed Gaussian distribution to sample the parameter µ and σ and further simulate the numeral samples from the Gaussian distribution using Gibbs sampling. 
GANs based Data Augmentation
In this section, we begin by introducing the formulation of our competition based GANs for numeral augmentation. Then, we provide detailed training and optimizing schemes of the proposed framework. To make it easier to be understood, we adopt identical notations as previous sections in our formulation.
Generative Adversarial Model Formulation
Let p real (x) and p fake (y) be the probabilistic distributions of handwritten numeral data x and simulated data y, respectively. We denote D and G as two multi-layer perceptions (MLPs). The goal of our proposed model is to augment the simulated data collection with increased authenticity by two-fold adversarial training between D and G. The pre-training stage is formulated as below:
where z is the Gaussian white noise. In this case, a large amount of simulated data are used to pre-train the GANs, which initializes the model parameters to fit the general representation of handwritten numerals. After the convergence of the pre-training stage, we then operate the fine-tuning stage with limited handwritten numerals as the following formulation:
During the fine-tuning process, we plus the Gaussian white noise on simulated data as the input for G. The reasons that we choose G(y + z) rather than G(y) or G(z) are manifold. First, incorporating simulated numeral features with random variables compensates the generalization ability of training adversarial model using limited real handwritten samples. Second, inducing randomness could reduce the possibility of overfitting, especially training complex inference models like MLPs with limited handwritten numerals. Figure 1 illustrates the two-fold training scheme of our method.
Training and Optimization Strategies
Let D(θ d ) and G(θ g ) denote the Discriminator and the Generator, with θ d and θ g be the corresponding hyperparameters of the MLPs, respectively. The goal of training D(θ d ) and G(θ g ) equals to optimize the objective functions in Eq.
(4) and Eq. (5) . Since D and G are two artificial neural networks (ANNs), we then adopt the minibatch based stochastic gradient algorithm to optimize the hyperparameters θ d and θ g . According the objective functions described in Eq. (4) and Eq. (5), the gradient based approach of optimizing the hyperparameter of D and G requires computing the stochastic gradients of V (D, G) with respect to θ d and θ g . For a minibatch of m data samples and m ≤ min{M, N }, the minibatch stochastic gradients of D in pre-training and fine-tuning stage can be computed as follows:
and the minibatch stochastic gradients of G in pre-training and fine-tuning stage can be similarly computed as below:
After obtaining the gradients ∂V /∂θ d and ∂V /∂θ g , advanced gradient based approaches can be employed to efficiently optimize hyperparameters between D and G on CPU machine, since all data are formulated in vector space. We use ADAM [14] to train our GANs in all experiments.
Experimental Validation
In this section, we provide detailed experimental validations of the proposed handwritten numeral augmentation framework. All experiments are performed on a PC machine with Intel i7-5930K CPU (3.50GHz) and 32 GB memory.
Handwritten Numeral Data
The MNIST and the USPS data sets are used in our experiments. Based on the assumption that the training data of emerging style of handwritten numerals is limited, we randomly select two training subsets from the original data sets with each contains 300 numeral samples per class. Those two subsets are both used to train the SVM and LR models and data simulation and generation frameworks. 
Parameter Setting
The mini-batch size is set as 50 to balance the trade-off between computation expenses and over-fitting risks. The two MLPs in GANs are equally designed as 3 layers with 30 hidden nodes in each hidden layer. The learning rates of the Discriminator and the Generator are both set as 2 × 10 −4 . Furthermore, we use momentum [15] to accelerate the training speed and set its parameters as 0.9 and 0.99 in both pre-training and fine-tuning stages.
Result Analysis
We show the testing accuracy of different classification models in Table 1 . The comparable classification accuracy of the SVM and LR models trained on the data set augmented by GANs strongly confirms the effectiveness of our proposed handwritten numeral augmentation framework.
Conclusion
In this paper, a novel probabilistic and adversarial learning based data augmentation framework has been proposed for augmenting emerging handwritten numerals in supervised recognition system. Our algorithm combines the Gaussian probabilistic model to approximate the distributions of emerging handwritten numerals and the MCMC based sampling for simulation. The two-fold data-driven GANs are then trained to enhance the authenticity of augmented numerals in 1-D vector space. Experimental validations prove the effectiveness of the proposed framework for handwritten numeral augmentation.
