Modeling Temperature Time-Dependent Mean Reversion with Neural Networks in the Context of Weather Derivatives Pricing by Zapranis, Achilleas & Alexandridis, Antonis
Kent Academic Repository
Full text document (pdf)
Copyright & reuse
Content in the Kent Academic Repository is made available for research purposes. Unless otherwise stated all
content is protected by copyright and in the absence of an open licence (eg Creative Commons), permissions 
for further reuse of content should be sought from the publisher, author or other copyright holder. 
Versions of research
The version in the Kent Academic Repository may differ from the final published version. 
Users are advised to check http://kar.kent.ac.uk for the status of the paper. Users should always cite the 
published version of record.
Enquiries
For any further enquiries regarding the licence status of this document, please contact: 
researchsupport@kent.ac.uk
If you believe this document infringes copyright then please contact the KAR admin team with the take-down 
information provided at http://kar.kent.ac.uk/contact.html
Citation for published version
Zapranis, Achilleas and Alexandridis, Antonis  (2007) Modeling Temperature Time-Dependent
Mean Reversion with Neural Networks in the Context of Weather Derivatives Pricing.    In: HERCMA,
September 2007, Athens, Greece.
DOI




Submitted for presentation to the mini-symposium in ‘Computational Advances in Finance and Management’, HERCMA 2007 
 1 
 
Modeling Temperature Time-Dependent 
Mean Reversion with Neural Networks in the 
Context of Derivatives Pricing  
A. Zapranis, A. Alexandridis 
Abstract—In this paper, in the context of an Ornstein-Uhlenbeck temperature process we use neural networks to examine the 
time dependence of the speed of the mean reversion parameter Į of the process. We estimate non-parametrically with a neural 
network a model of the temperature process and then we compute the derivative of the network output w.r.t. the network input, 
in order to obtain a series of daily values for Į. To our knowledge, this is done for the first time, and it gives us a much better 
insight in temperature dynamics and in temperature derivative pricing. Our results indicate strong time dependence in the daily 
values of Į but no seasonal patterns. This is important, since in all relevant studies so far, Į was assumed to be constant. 
Furthermore, the residuals of the neural network provide a better fit to the normal distribution, when compared with the residuals 
of the classic linear models which are being used in the context of temperature modeling (where Į is constant). It follows, that 
by setting the mean reversion parameter to be a function of time we improve the accuracy of the pricing of the temperature 
derivatives. Finally, we provide the pricing equations for temperature futures and options, when Į is time dependent.  
Index Terms—Neural networks, Weather derivatives pricing. 
   Æ    
1 INTRODUCTION
emperature derivatives have as an underlying va-
riable, temperature indices such as Heating Degree 
Days (HDD) or Cooling Degree Days (CDD) de-
fined on average daily temperatures. The list of traded 
contracts is extensive and constantly evolving. In the 
Chicago Mercantile Exchange (CME) there are traded 
weather contracts based on an index of Cumulative 
Average Temperature (CAT) for European cities for 
May to September. A CAT index is defined as the sum 
of the daily average temperatures over the period of 
the contract.  
However, pricing weather derivatives is far from a 
straightforward task, since the underlying weather 
index cannot be traded. Furthermore, the correspond-
ing market is relatively illiquid. The weather deriva-
tives market is a classic incomplete market, meaning 
that prices cannot be derived from the no-arbitrage 
condition, since it is not possible to replicate the payoff 
of a given contingent claim by a controlled portfolio of 
the basic securities.  
In pricing a weather derivative, dynamic modeling 
of the daily temperatures is generally considered more 
appropriate than modeling the temperature index. In 
principle, it leads to more accurate pricing, but on the 
other hand deriving an accurate model for the daily 
temperature is not a straightforward process. Ob-
served temperatures show seasonality in all of the 
mean, variance, distribution and autocorrelations and 
long memory in the autocorrelations. The risk with 
daily modeling is that small misspecifications in the 
models can lead to large mispricing in the contracts. 
The continuous processes used for modeling daily 
temperatures usually take a mean-reverting form, 
which has to descretized in order to estimate its vari-
ous parameters. Once the process is estimated, one can 
then value any contingent claim by taking expectation 
of the discounted future payoff.  
In this paper, we extent the  mean-reverting process 
with seasonality in the level and volatility, proposed 
by Benth and Saltyte-Benth [2] - a generalization of the 
process proposed earlier by Dornier and Querel [10], 
which is descretized in the form of an AR(1) model. 
We estimate non-parametrically a non-linear AR(1) 
model with a neural network. This removes the con-
straint of a constant mean reverting parameter. By 
computing the derivative of the network output w.r.t. 
the network input, we take a series of daily values for 
the mean reversion parameter for a period of 30 years 
for the city of Paris. Analytical expressions for the var-
ious network derivatives are given by Zapranis and 
Refenes [17]. 
 It is important to mention here, that up to date the 
mean reversion parameter was assumed constant in all 
relevant studies. However, our findings indicate exact-
ly the opposite. The daily variation of the value of the 
mean reversion parameter is quite high. The non-linear 
neural model which encapsulated this time dependen-
cy provides a much better fit to the temperature data 
than the classic linear alternative. The implications in 
the accuracy of the pricing process of this type of de-
rivatives are obvious. Furthermore, the complexity of 
 
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the pricing equations is not being increased significant-
ly by using a time dependent mean reversion parame-
ter. Below, first we describe the basic steps of our anal-
ysis and then the organization of the rest of the paper.  
Given the temperature model, the first step is to 
identify and remove from the temperature series the 
(possible) trend and the non-stationary seasonal cycle, 
hoping that what is left will be stationary. This is 
usually done by modeling the seasonal variations as 
deterministic and the same every year (seasonally sta-
tionary). The stochastic variability of the temperature 
is then moved entirely from the seasonal cycle into the 
residuals.  
In modeling the seasonal cycle deterministically, 
there are several approaches. The discrete Fourier 
transform (DTF) is considered to be the most accurate, 
since, in principle at least, removes the seasonal cycle 
both in the mean and in the variance. For a detailed 
discussion on this subject see Jewson and Brix [11]. 
However, recently Zapranis and Alexandridis [15],[16] 
proposed a novel approach in modeling the seasonal 
cycle which is an extension of the DFT approach. More 
specifically, we use wavelet analysis (WT), which su-
perimposes sines and cosines to represent other func-
tions, to decompose the temperature series into a series 
of (orthogonal) basis functions (wavelets) with differ-
ent time and frequency locations. As a result, the 
wavelet decomposition brings out the structure of the 
underlying temperature series as well as trends, peri-
odicities, singularities or jumps that could not be ob-
served originally [1], [8]. Our approach was tested in 
40 years of temperature data collected from Paris (from 
1961 to 2000), and the improvement in terms of distri-
butional properties was found to be significant. The 
same approach is used in this paper. 
Once the trend and the seasonal cycle in the mean 
and the variance have being removed, one has to in-
vestigate the distributional properties of the residuals 
(anomalies) of the temperature process. To the extent 
that this part of the modeling approach and the initial 
temperature process are accurate, the residuals must 
follow a normal distribution with mean zero and stan-
dard deviation of one at all times of the year. However, 
often the hypothesis of normality is rejected [3]. 
As it is shown in the next section, the temperature 
process can be written as an AR(1) model after remov-
ing the linear trend and the seasonal component. Or, as 
we propose here as a non-linear AR(1) fitted non-
parametrically with a neural network, which allows us 
to examine the time structure of the speed of the mean 
reversion of the temperature process. We show that 
temperature is a mean reverting process where the 
speed of mean reversion depends on time. Our find-
ings were compared against a linear AR(1) process 
with a constant parameter. 
Since, there is time dependency in the variance of 
the residuals we have to extract that variance. In doing 
so, we group the residuals in 365 groups, each group 
corresponding to a particular day of the year.  Each 
group comprises 30 observations. Each observation 
corresponds to a different year. Then we take the aver-
age for each group. Using those 365 values we model 
the residual variance with a neural network having as 
inputs the harmonics corresponding to the seasonal 
cycles of the residuals, identified by a second wavelet 
analysis. 
    The rest of the paper is organized as follows. In section 
2, we describe the process used to model the average dai-
ly temperature. The calibration of the temperature model 
is done based on the results of a wavelet analysis. We also 
estimate and then remove the linear trend and the seaso-
nality component. In section 3, we model the speed of the 
mean reversion of the temperature process. In section 3.1 
we use neural networks to extract daily values of the 
speed of mean reversion of our process. Then, we model 
the seasonal residual variance, again using the wavelet 
analysis approach. The analysis is repeated in section 3.2 
a linear AR(1) model with a constant speed of mean re-
version parameter. In section 4, we give the analytic ex-
pressions for pricing temperature futures and options 
with a time dependent reversion parameter. Finally, in 
section 5 we conclude. 
 
2 DYNAMIC MODELING OF THE TEMPERATURE 
PROCESS 
 
      Many different models have been proposed in order to 
describe the dynamics of a temperature process. Early models 
were using AR(1) processes or continuous equivalents (see for 
example [1], [7], [8]). Other researchers (e.g., [10], [13]) have 
suggested versions of a more general ARMA(p,q) model. 
However, it has been shown that all these models fail to cap-
ture the slow time decay of the autocorrelations of tempera-
ture and hence lead to significant underpricing of weather 
options [6]. In order to deal with this problem, more complex 
models were proposed, with a characteristic example being 
the model of Brody et al [5], which is an Ornstein-Uhlenbeck 
process. This model was further extended, at first by replacing 
the noise part of the process (Brownian) by a fractional Brow-
nian noise and then by a Levy process [3]. 
      Our analysis is based on the model of Benth and Saltyte-
Benth, where the temperature is expressed as a mean revert-
ing Ornstein-Uhlenbeck process, i.e. 
 
( ) ( ) ( ( ) ( )) ( ) ( )dT t dS t T t S t dt t dB tN V                         (1)                
 
where, T(t) is the daily average temperature, B(t) is a standard 
Brownian motion, S(t) is a deterministic function modeling 
the trend and seasonality of the average temperature, while 
ǔ(t) is the daily volatility of temperature variations. In [2] both 
S(t) and ǔ2(t) are being modeled as a truncated Fourier series, 
i.e.: 
 









sin(2 ʌ( ) / 365)







S t a bt a
a i t f















( ) sin(2 ʌ / 365)
















                                              (3) 
 





( ) ( ) ( ( 1) ( 1))





T t s t T t s t e






    
³
                                      (4)                     
 
   According to this representation T(t) is normally distributed 
at t and it is reverting to a mean defined by S(t). In this paper, 
the exact specification of models (2) and (3) is decided based 
on the results of wavelet analysis of the temperature series. 
In this section we derive the characteristics and dy-
namics of the daily temperature of the city of Paris, 
France. The data consists average daily temperatures of 
30 years (1971-2000). The distribution of the data is not 
normal, indicating a temperature process that is generally 
hard to model. 
In order to identify the number of terms I1, J1 in (2) and 
I2, J2 in (3) we decompose the temperature series using a 
wavelet transform (WT), a generalization of the DFT and 
the windowed Fourier (WFT) transform. The wavelet 
transform is localized in both time and frequency. Also it 
adapts itself to capture features across a wide range of 
frequencies, thus avoiding the assumption of stationarity. 
In addition, wavelets have the ability to decompose a sig-
nal or a time-series in different levels.  
At each level j, we build the j-level approximation aj, or 
approximation at level j, and a deviation signal called the j-
level detail dj, or detail at level j. We can consider the orig-
inal signal as the approximation at level 0, denoted by a0. 
The words approximation and detail are justified by the 
fact that a1 is an approximation of a0 taking into account 
the low frequencies of a0, whereas the detail d1 corres-
ponds to the high frequency correction. For detailed ex-
positions on the mathematical aspects of wavelets we 
refer to [9], [12], [14]. 
    For the decomposition of the average daily temperature 
time-series the Daubechies 11 wavelet at level 11 was used. As 
shown in these papers an upward trend exists in the tempera-
ture in Paris. Also the a series of cycles affects the dynamics of 
temperature. An one year cycle exists, as expected. Moreover, 
cycles of 2, 4, 8 and 13 years also exists and affect the tempera-
ture dynamics. Also, wavelet analysis captures a product of 
two sinusoids, with a period of 1 and 7 years respectively. 
Finally, the lower details reflect the noise part of the time-
series. A closer inspection of the noise part reveals seasonali-
ties, which will be extracted later on. 
     A discrete approximation to (4), which is the solution to 
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which can be written as: 
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    In order to estimate (6) we need first to remove the trend 
and seasonality components from the average temperature 
series. 
    Firstly, we quantify the upward trend indicated by the re-
sults of the wavelet analysis by fitting a linear regression to the 
temperature data. The regression is statistically significant 
with intercept 0.00010562 and slope 11.171. Subtracting the 
trend form the original data we obtain the de-trended temper-
ature series. 
The results of the wavelet analysis indicate that the sea-








( ) sin(2ʌ( ) / 365)
sin(2ʌ( ) /(2 365))
sin(2 ( ) /(13 365))
(1 sin(2 ( )
/(7 365)))sin(2 / 365)
sin(2ʌ( ) /(8 365))
sin(2ʌ( /(4 365))

















                                       (10) 
 
The estimated parameters of the above model are as 
follows: a = -0.0008, b1 = -7.6994, b2 = 0.1317, b3 = 0.0469, b4 
= -0.2743, b5 = -0.3445, b6 = 0.0796, f1 = -73.2644, f2 = 
95.0642, f3 = -640.2319, f4 = 183.1090, f5 = -13.1151 and f6 = -
134.5803. The mean of the residuals 5.9091e-009 and the 
standard deviation is 3.3708. Next the temperature series 
is de-seasonalized by removing S(t).  
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3 MODELING THE MEAN REVERTING PARAMETER 
    





shouldȱ beȱ aȱ functionȱ ofȱ time,ȱ butȱ noȱ evidenceȱwasȱpreȬ
sented.ȱOnȱ theȱ otherȱhand,ȱBenthȱ andȱ SaltyteȬBenthȱ [3],ȱ
usingȱ aȱdatasetȱ comprisingȱ 10ȱ yearsȱ ofȱNorwegianȱ temȬ
peratureȱdata,ȱcalculatedȱmeanȱannualȱvaluesȱofȱ΅.ȱTheyȱ




lyȱvaluesȱofȱ theȱmeanȱreversionȱparameter,ȱsinceȱ thereȱ isȱ
noȱobviousȱwayȱtoȱdoȱthisȱinȱtheȱcontextȱofȱmodelȱ(6).ȱOnȱ
theȱ otherȱ hand,ȱ averagingȱ techniques,ȱ inȱ aȱ yearlyȱ orȱ





In this section, we address that issue, by using a neural 
network to estimate non-parametrically relationship (6) 
and then estimate a as a function of time. By computing 
the derivative of the network output w.r.t. the network 
input we obtain a series of daily values for a. This is done 
for the first time, and it gives us a much better insight in tem-
perature dynamics and in temperature derivative pricing. As we 
will see the daily variation of a is quite significant after all.  
 
3.1 The Neural Networks Approach: Time 
Dependent Mean Reversion Parameter 
 
Our temperature data consisted of 30 years up to 2000, 
of de-trended and de-seasonalized daily average temper-
atures from the city of Paris. We separated the data in 3 
groups, each group corresponding to one decade. Then, 
using neural networks we estimated non-parametrically 
the generalized version of (6), that is: 
 ܶሺݐ ൅   ?ሻ ൌ ߮൫ܶሺݐሻ൯ ൅ ݁ሺݐሻ       (11) 
 
Once we have the estimator ො߮ of the underlying func-
tion ʔ,then we can compute the daily values of a as fol-
lows: 
 ܽሺݐሻ ؠ ݀ܶሺݐ ൅   ?ሻ ݀ ሺܶݐሻ ൌ ݀߮ ݀ߒ ? ?     (12) 
 
  The analytic expression for the neural network deriva-
tive ݀߮ ݀ߒ ?  can be found in Zapranis & Refenes [17].  
    For the 3rd (last) decade the daily values of a (3,650 val-
ues) are depicted in Fig. 1. The corresponding frequency 
histogram is given in Fig. 2. The graphs for the 1st and 2nd 
decades are very similar. The relevant statistics for all 
three decades are given in Table 1.  
     It is clear, that the mean reversion parameter is not 
constant. On the contrary, its daily variation is quite sig-
nificant; this fact naturally has an impact on the accuracy 




Fig.1. Daily variation of the mean reversion parameter Į.  
     
 
Fig.2. Frequency distribution of the mean reversion parameter Į. 
ReferringȱnowȱtoȱFig.ȱ1,ȱweȱobserveȱthatȱtheȱspreadȱbeȬ
tweenȱ theȱmaximumȱ andȱminimumȱ valueȱ isȱ quiteȱ highȱ
(0.8586ȱandȱ0.2303ȱcorrespondingly).ȱTheȱstandardȱdeviaȬ





The distributional statistics of the residuals of the neural 
network (Fig. 3), do not indicate a significant deviation from 
the normal distribution. There is a small negative skewness 
(-0.094027), positive kurtosis (3.031307) and the value of the 
Jarque-Bera statistic is 5.525856. The probability is 0.063107 
(>0.05), indicating that we have to accept the normality hy-
pothesis. The autocorrelation of the residuals is significant in 
the first lag (Fig. 4), while the autocorrelation of the squared 
residuals indicates time dependency in the variance of the 
residuals (Fig. 5).  In Fig.  5, we can clearly observe the sea-






Fig.3. Distribution statistics of the residuals of the N.N. model 
 
Fig.4. ACF of the residuals of the N.N. model for the de-trended and 
de-seasonalized Paris average daily data 
 
Fig.5. ACF of the squared residuals of the N.N. model for the de-
trended and de-seasonalized Paris average daily data 
Since, for the residuals e(t) of the neural network 
model it is true that  
 
2( ) ( ) ( )e t t tV H                                                                   
 
where ǆ(t) are i.i.d. N(0,1), we can extract the variance  
2 ( )tV as follows: Firstly, we group the residuals in 365 
groups, comprising 10 observations each (each group cor-
responds to a single day of the year). Then, by taking the 
average of the 10 squared values we obtain the variance 
for that day. That is, we assume that 
 
2 2(365 ) ( )t tV V                             (13)          
 
We also know, that 
 ɐ ?ሺሻൌߪ෤ଶሺݐሻ ܽሺݐሻଶ ?  
  
where t = 1, , 3,650 (for each decade). 
   In deciding which terms of a truncated Fourier series 
to use in order to model the variance ǔ2(t), we perform 
again a wavelet analysis, which indicates the  presence of 
five cycles within ǔ2(t). The wavelet decomposition of the 
seasonal variance is shown in Fig. 6. Approximation a7  
and details d7, d6, d5  suggest an one-year cycle, a half-year 
cycle, a 1/4 of a year cycle, a 1/9 of a year cycle and a 
1/18 of a year cycle, respectively. We model accordingly 
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The values of the estimated parameters of (14) for the 
3rd decade are: c0 = 4. 3390, c1 = 0.5095, c2 = -0.0721, c3 = 
0.1883, c4 = 0.1533, c5 =0.1379, d1 = 0.1260, d2 = 0.6230, d3 = -
0.2897 d4 = 0.0637 and d5 = -0.0431. 
The empirical values of the variance of the residuals 
(365 values) together with the fitted variance  
 ߪ෤ଶሺݐሻ ൌ ܽଶሺݐሻΗ2ሺtሻሺ ? ?ሻ 
 
can be seen in Fig. 7. We observe that the variance takes 
its highest values during the winter months, while it takes 
its lowest values during early Autumn.  
The standard deviation of the residuals is 2.0697, while 
the standard deviation of the remaining noise part is 















Mean       0.240088
Median   0.214070
Maximum  7.153800
Minimum -8.079300
Std. Dev.   2.069706
Skewness  -0.094027
Kurtosis   3.031307
Jarque-Bera  5.525856
Probability  0.063107
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Fig.6. Wavelet decomposition of the averaged squared variance. 
 
Fig.7. Empirical variance and fitted variance for the NN model. 
In Fig. 8, we can see the autocorrelation function of the 
squared residuals of the process, after dividing out the 
volatility (15) from the residuals.  
We observe that the seasonality has been removed, but 
there is still autocorrelation in the first lag. Moreover, the 
Jarque-Bera statistic is reduced to 2.568741 with a p-value 
of 0.276825 leading to the acceptance of the hypothesis of 
normal distribution.  
 
 
Fig.8. ACF of the squared residuals of the NN model after dividing 
out the volatility function from the residuals. 
 
Fig.9. Distribution statistics of the residuals of the NN model after 
dividing out the volatility function from the residuals. 
 
    3.3 The Linear Regression Approach: Constant 
Mean Reversion Parameter 
 
    In the this section, we repeat the previous analysis 
but instead of a neural network we use the linear AR(1) 
model, proposed by Benth & Saltyte-Benth [2]. First we 
estimate the parameter Į for the AR(1) model for each dec-
ade. For all three decades the constant was found to be zero, as 
it was expected, while the reversion parameter a takes the val-
ues: Į1 = 0.797, Į2 = 0.7989, Į3 = 0.8005 (the subscript indicates 
the decade); these values are also statistically significant (t 
= 79.35, 79.88, 80.33). As expected, the values of Į are actually 
very close to the average values of  Į(t) which were derived 
from the neural network models. For all three decades the 











Mean       0.116506
Median   0.102730
Maximum  3.647400
Minimum -3.622100
Std. Dev.   0.996331
Skewness  -0.063527
Kurtosis   3.027429
Jarque-Bera  2.568741
Probability  0.276825




Fig.10. Distribution statistics of the residuals of the AR(1) model 
The distributional statistics of the residuals of the 
AR(1) model (6), indicate a significant deviation from the 
normal distribution. There is a negative skewness (-
0.174117), positive kurtosis (3.021718) and the value of the 
Jarque-Bera statistic is 18.50932. The p-value is less than 
0.05, so that the hypothesis of normal distribution has to 
be rejected. It is clear, that the residuals obtained from the 
neural models are much closer to the normal distribution 
than the ones obtained from the AR(1) models.  
Next, we estimate the seasonal variance. Now the val-
ue of a is obtained by a linear regression. For the last dec-
ade Į3 = 0.8005. The standard deviation of the remaining noise 
part is 1.0007 and the mean is 0.0253. The Jarque-Bera is 14.22022 
and its p-value is 0.000817; again we have to reject the hypothesis 
of normal distribution. 
 
 
Fig.11. Distribution statistics of the residuals of the AR(1) model after 
dividing out the volatility function from the regression residuals 
As we have seen  the hypothesis of normality was accepted only 
in the case of the neural models. In Fig. 12 and Fig. 13 we can see 
the normality plots for the residuals (after dividing out the seasonal 
variance) of the neural network and the AR(1) model for the 3
rd
  
decade. Clearly, in the case of the neural model (Fig. 12) the resi-
duals provide a better fit to the normal distribution. 
 
 
Fig.12. Normal probability plot of the of the residuals of the NN mod-
el after dividing out the volatility function from the residuals  
 
Fig.13. Normal probability plot of the of the residuals of the AR(1) 
model after dividing out the volatility function from the residuals  
In Table 1, we can see the distributional statistics for all 
three decades. The neural networks approach always 
gives a smaller Jarque-Bera and higher p-value. Moreover, 
the skewness of the distributions corresponding to the 
NNs is always significantly lower, although, the kurtosis 
is lower only for the first decade. Finally, in the last dec-
ade the normality hypothesis using the linear regression 
is rejected (p=0.000817) while it is accepted using the 
neural network approach (p=0.276825). 
 
4 TEMPERATURE DERIVATIVES PRICING 
 
So far, we modeled the temperature using an Ornstein-
Uhlenbeck process (as in Benth and Saltyte-Benth [2]) and 
we also used wavelet analysis to identify and filter out 
the seasonal component. Moreover, we have shown that 
the mean reversion parameter a is characterized by signif-










Mean       0.049441
Median   0.066206
Maximum  5.908800
Minimum -8.119200
Std. Dev.   2.024017
Skewness  -0.174117

















Mean       0.025286
Median   0.032083
Maximum  3.129800
Minimum -3.978700
Std. Dev.   1.000838
Skewness  -0.152912
Kurtosis   3.000145
Jarque-Bera  14.22022
Probability  0.000817
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constant mean reversion parameter introduces significant 
error in the pricing of weather derivatives. In this section, 
we give the pricing formulae that incorporate the time 
dependency of the mean reversion parameter 
The value of a CAT index for the time interval [Ǖ1,Ǖ2] is 






W W W7³                                                                    (16) 
 
where the temperature is measured in degrees of Celsius. 
If Q is the risk neutral probability and r is the constant 
compounding interest rate then the future price of a CAT 






1 2( ) ( , , ) | 0
r t
Q CAT te d F t F
WW






1 2( , , ) ( ) |CAT Q tF t d F
W
WW W W Wª º ( 7« »¬ ¼³                         (18)                 
 
The stochastic process for the temperature is: 
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where ǉ(t) is a real-valued measurable and bounded func-
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   By replacing this expression to (16) we get: 
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       (21)          
       
The future price of a CAT contract FCAT(t,Ǖ1,Ǖ2) at time t 
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Similarly, we can derive the price of a call option. Since 
FCAT(t,Ǖ1,Ǖ2) is an additive Gaussian process, we can com-
pute the price of a call option at time t that expires at Ǖ 
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In the above pricing equations the parameter ț is time 
dependent, that is:  
 ݇ ൌ ݇ሺݐሻ ൌ െ ൫ܽሺݐሻ൯ ൌ    (25) ൌ െ ሺ  ?෩ሺݐ ൅  ?ሻ  ?෩ሺݐሻሻ ?  
TABLE 1 
DISTRIBUTIONAL STATISTICS 
  Decade1 Decade2 Decade3  
Mean -0.02237 -0.00374 0.025286  
0.027346 0.067015 0.116506  
Median  -0.00012 0.032083  
0.039475 0.065229 0.10273  
Maximum 3.6872 3.4283 3.1298  
3.6395 3.3923 3.6474  
Minimum -4.0096 -3.4861 -3.9787  
-3.7338 -3.3591 -3.6221  
Std. Dev 1.000689 1.000795 1.000838  
1.000445 0.998902 0.996331  
Skewness -0.07411 -0.13531 -0.15291  
-0.05289 -0.11002 -0.06353  
Kurtosis 3.10874 2.984192 3.000145  
3.05332 2.916664 3.027429  
Jarque-
Bera 
5.139474 11.1759 14.22022  
2.134051 8.420029 2.568741  
Probability 0.076556 0.003743 0.000817  
0.34403 0.014846 0.276825  
 
Distributional statistic for each decade after dividing out the seasonal variance. 
The first row of each statistic corresponds to the AR(1) model. The second row 
corresponds to the N.N. model. 
1 2
,
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    The derivative ݀෩ሺݐ ൅  ?ሻ ݀෨ܶሺݐሻ ?  is computed analytically 
from the neural model equations. For the 3
rd
 decade it is de-
picted in Fig. 1. 
5 CONCLUSIONS 
In this paper, in the context of an Ornstein-Uhlenbeck 
temperature process we have used neural networks to 
examine the time dependence of the speed of the mean 
reversion parameter Į of the process. By computing the 
derivative ݀෩ሺݐ ൅  ?ሻ ݀෨ܶሺݐሻ ?  of the fitted neural model, we ob-
tained daily values for Į. To our knowledge, we are the first to 
have done so. Our results, indicate strong time dependence in 
the daily values of Į but no seasonal patterns. We compared the 
fit of the residuals to the normal distribution of two types of 
models. Neural networks, were a is a function of time, and 
AR(1) models, were a is constant. Generally, in the case of 
neural networks we have a better fit. It follows, that by setting 
the mean reversion parameter to be a function of time we im-
prove the accuracy of the pricing of the temperature derivatives. 
Finally, we provided the pricing equations for temperature fu-
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