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I. INTRODUCTION
The field of strongly correlated electron systems has been constantly growing for almost
three decades. A milestone in its development was the discovery by Andres, Graebner
and Ott [1] of heavy-quasiparticle excitations in CeAl3. Additional verve came from the
discovery of superconductivity in the related compounds CeCu2Si2 [2], UBe13 [3] and
UPt3 [4]. But a real great push for the field was provided by the discovery of high-
temperature superconductivity in the copper-oxide based perovskites [5]. Were it not for
strong electron correlations La2CuO4, one of the key compounds of that class of materials
and the basis of the hole doped superconductors La2−xBaxCuO4 and La2−xSrxCuO4 would
be metallic. Instead it is an antiferromagnet which remains insulating even above the Ne´el
temperature where the unit cell is not doubled anymore. Therefore, electron correlations
are apparently so strong that the metallic character of the material is suppressed in
favor of an insulating state. That electron correlation may induce a metal to insulator
transition had been suggested long before the discovery of heavy quasiparticles and high-
Tc cuprates. The names of Mott [6] and Hubbard [7] stand for that phenomenon. At their
time the interests in the effects of strong correlations resulted from the transition metal
oxides and their various phase transitions. It is worth recalling that the famous Verwey
[8] transition in magnetite Fe3O4 falls into the same category. One may even go back to
Wigner [9] or Heitler-London [10] who dealt with strongly correlated electrons long before
corresponding experiments were available. While Wigner pointed out that electrons may
form a lattice when their correlations become sufficiently strong, Heitler and London
developed a theory for chemical bonding based on strongly correlated electrons. It is the
opposite limit of Hu¨ckel’s theory [11–13] based on molecular orbitals in which electron
correlations are completely neglected. This raises the question of how to quantify the
strength of electronic correlations. For example, one would like to know by how much
electrons are stronger correlated in LaCu2O4 than, e.g., in iron or nickel or in transition
metal oxides.
The differences between systems with strongly and with weakly correlated electrons
may be seen by considering the ground state of the simplest possible example, i.e., of a H2
molecule in the Heitler-London- and in the molecular orbital limit. The Heitler-London
form of the ground-state wavefunction is
4
ψHL (r1, r2) =
1
2
[φ1(r1)φ2(r2) + φ2(r1)φ1(r2)] (α1β2 − β1α2) (1.1)
where the single-electron wavefunctions φ1,2(r) are centered on atoms 1 and 2 of the
molecule and α and β denote spinors for up and down spins. In distinction to Eq. (1.1)
the molecular-orbital form of the ground-state wavefunction is
ψMO (r1, r2) =
1
23/2
[φ1(r1)φ1(r2) + φ1(r1)φ2(r2) + φ2(r1)φ1(r2)
+ φ2(r1)φ2(r2)] (α1β2 − β1α2) . (1.2)
It is seen that ψMO(r1, r2) but not ψHL(r1, r2) contains ionic configurations φ1(r1)φ1(r2)
and φ2(r1)φ2(r2). In Eq. (1.2) they have equal weight like the nonionic configurations. But
ionic configurations cost additional Coulomb repulsion energy of the electrons. Therefore
they are completely suppressed in the Heitler-London- or strong correlation limit. This
demonstrates an important feature of electron correlations, namely a partial suppression
of electronic charge fluctuations on an atomic site. The former are called interatomic
correlations because charge fluctuations at an atomic site are caused by an overlap of
wavefunctions of different atoms. They are favored by a kinetic energy gain due to electron
delocalization. Reducing them compared with uncorrelated electrons keeps the Coulomb
repulsions small.
In addition to interatomic correlations we must also consider intra-atomic correlations.
Consider an atom of a solid in a configuration with a given number of electrons, for
example, a C atom in diamond with, e.g., 4 or 5 valence electrons. Those electrons
will optimize their on-site Coulomb repulsions by arranging according to Hund’s rules
and by in-out correlations. Hund’s rules ensure that electrons on an atom are optimally
distributed over the angular segments of the atom, so that their repulsions are as small
as possible. In-out correlations achieve the same by proper radial distribution of the
electrons. The intra-atomic correlations are strongest for 4f electrons, i.e., for atoms or
ions of the lanthanide series. But also in actinides or transition-metal ions they play
a big role. Large overlaps with atomic wavefunctions of the chemical environment will
weaken them. This is understandable: before the electrons can fully establish intra-atomic
correlations they leave for the neighboring sites by hopping off the site. Interatomic
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correlations can be strong even when intra-atomic correlations are moderate or weak.
Let us make a gedanken experiment and consider a Si crystal with artificially enlarged
lattice parameter. The intra-atomic correlations on a Si site are fairly moderate, but the
interatomic correlations are becoming strong when the lattice constant is increased, i.e.,
when the limit of separate atoms is approached. In that case fluctuations in the electron
number at a site reduce to zero.
From the above considerations it follows that a suitable measure of the interatomic
correlation strength is the reduction of electron number fluctuations on a given atom. An
independent-electron or Hartree-Fock description implies too large fluctuations. Let |ψ0〉
denote the exact ground state of an electronic system and |ΦSCF〉 the corresponding self-
consistent field (SCF) or Hartree-Fock (HF) state. The normalized mean-square deviation
of the electron number ni on atom i is given by
Σ(i) =
〈ΦSCF | (∆ni)2 | ΦSCF〉 − 〈ψ0 | (∆ni)2 | ψ0〉
〈ΦSCF | (∆ni)2 | ΦSCF〉
(1.3)
where ∆ni = ni − n¯i and n¯i denotes the average value. One notices that 0 ≤ Σ(i) ≤ 1.
When Σ(i) = 0 the interatomic correlations vanish, i.e., the Coulomb repulsions between
the electrons can be treated in mean-field approximation. In a solid atoms or ions with
strongly correlated electrons have Σ(i) values near unity. One can also define a correlation
strength for different bonds instead of atoms. In that case the denominator is modified
when heteropolar bonds are considered. Then we must subtract from 〈ΦSCF | (∆ni)2 |
ΦSCF〉 a term (∆n)2pc. It takes into account that some number fluctuations are required
even when the electrons are perfectly correlated in order to ensure a heteropolar charge
distribution within the bond. Let αp denote the bond polarity. It is defined by the
difference in the average occupation numbers of the two half-bonds 1 and 2 which form
the heteropolar bond, i.e., n¯1(2) = (1 ± αp). In that case (∆n)2pc = αp(1 − αp). Those
considerations apply to a solid as well as to a molecule.
For the H2 molecule one checks immediately that approximating |ψ0〉 by ψMO(r1, r2)
gives Σ = 0 while a replacement by ψHL(r1, r2) yields Σ = 1 since 〈ψ0 | (∆n)2 | ψ0〉 = 0
in that case. For a C=C or N=N π bond one finds Σ ≈ 0.5 while for a C-C or N-N σ
bond Σ = 0.30 and 0.35, respectively. Let us consider the ground state of La2CuO4 and
let P(dν) denote the probability of finding ν 3d electrons on a given Cu site. Within the
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independent electron or Hartree-Fock approximation the average d count is found to be
n¯d ≃ 9.5 and the probabilities of different configurations are P(d10) = 0.56, P(d9) = 0.38
and P(d8) = 0.06. When correlations are included, i.e., the correlated ground state |ψ0〉
is used the average d electron number changes to n¯d ≃ 9.3 and P(d10) = 0.29, P(d9) =
0.70 while P(d8) = 0.0. One notices that the d8 configurations are almost completely
suppressed in agreement with photoemission experiments. The fluctuations between the
d9 and d10 configurations are fixed by the value of n¯d. A similar analysis for the oxygen
atoms reveals that there the 2p4 configurations are not completely suppressed because the
Coulomb integrals are not as large as for Cu. Indeed, these configurations are important
for superexchange to occur, which determines the antiferromagnetic coupling between Cu
ions. In accordance with the above consideration one finds Σ(Cu) ≃ 0.8 and Σ(O) ≃ 0.7
[14]. So indeed, correlations are quite strong in La2CuO4. On the other hand, they are
still smaller than those of 4f electrons in a system like CeAl3.
A measure for the strength of intra-atomic correlations is more difficult to define. One
way is by finding out to which extent Hund’s rule correlations are building up on a given
atomic site i. A possible measure for that is the degree of spin alignment at a given atomic
site i
S2i = 〈ψ0 | S2(i) | ψ0〉 (1.4)
where S(i) =
∑
ν
sν(i) and sν(i) is the spin operator for orbital ν. The quantity S
2
i should
be compared with the values when the SCF ground-state wavefunction |ΦSCF〉 is used and
when instead the ground state |Φloc〉 in the limit of complete suppression of interatomic
charge fluctuations is taken, i.e., for large atomic distances. Therefore we may define
∆S2i =
〈ψ0 | S2(i) | ψ0〉 − 〈ΦSCF | S2(i) | ΦSCF〉
〈Φloc | S2(i) | Φloc〉 − 〈ΦSCF | S2(i) | ΦSCF〉 (1.5)
as a possible measure of the strength of intra-atomic correlations. Note that 0 ≤ ∆S2i ≤ 1.
For example, for the transition metals Fe, Co and Ni ∆S2i is approximately 0.5.
Those findings show that the much discussed transition metals are just in the middle
between the limits of uncorrelated and strongly correlated electrons. Hund’s rule corre-
lations are important in them but relatively large overlaps of atomic wavefunctions on
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neighboring sites prevent their complete establishment. Starting from the work of Slater
[15] and Van Vleck [16] in particular Friedel [17], Gutzwiller [18, 19], Hubbard [20] and
Kanamori [21] have discussed their effects in detail. One of the outcome of the studies of
transition metals was the Hubbard Hamiltonian. It was in fact used independently also
by Gutzwiller and in a slightly modified version by Kanamori. This Hamiltonian was ex-
tensively treated in various approximations. The extended Hubbard model has remained
until present times the working horse of many studies of strongly correlated electrons
[22, 23]. The shortcomings of that model are known. For example, it considers d elec-
trons only, i.e., s electrons are neglected. Also it cannot provide for orbital relaxations
when electrons hop on or off a site because only one basis function per atomic orbital
is used. Nevertheless, it is believed that it covers the most important generic effects of
strongly correlated electrons.
The valence electrons which are most strongly correlated are the 4f ones because
their atomic wavefunction is close to the nucleus and the tendency to delocalize is very
small. In fact, in intermetallic rare-earth compounds only f -electrons in Ce or Yb ions
show a noticeable degree of itineracy. The consequence are new low-energy scales which
may appear in those compounds and as a result heavy-quasiparticle excitations. Not
always do quasiparticles show conventional Fermi liquid behavior which governs the low-
temperature thermodynamic properties of many metals. In a number of cases one observes
what is called non-Fermi liquid behavior, i.e., quantities like the temperature dependence
of the specific heat or of the susceptibility deviate from normal metallic behavior. In
particular this holds true near a quantum critical point where apparently no characteristic
energy scale is prevailing. Fermi liquid behavior requires that at low temperatures all
thermodynamic quantities scale with kBT
∗, a characteristic energy which in strongly
correlated electron systems takes the role of the Fermi energy. When such a characteristic
scale does not exist deviations from Fermi liquid behavior do occur. In a way it is more
astonishing that to good approximation Fermi liquid behavior is observed in a number of
strongly correlated electron systems than that it is not. A study of the Hubbard model
shows ways for obtaining deviations from standard features of a metal.
One interesting aspect of strong electron correlations is the possible occurrence of
charge order. A charge ordered state minimizes the repulsive energy between electrons at
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the expense of the kinetic energy. Wigner was the first to study this subject by considering
a homogeneous electron gas and specifying the conditions under which the formation of
an electronic lattice is possible. Chances for charge ordering are larger for inhomogeneous
systems, i.e., lattices than for homogenous ones, the reason being that the kinetic energy
gain of electrons due to delocalization may become very much reduced as compared with
homogeneous electron systems. A prototype example is Yb4As3 where charge order occurs
close to room temperature and there are many other cases.
While 4f electrons are localized in most cases and are very strongly correlated, 5f
electrons are more delocalized but still more strongly correlated as, e.g., 3d electrons in
transition metals. It turns out that in this case a dual picture applies: while 5f electrons
become itinerant in some of the orbitals they remain localized in others. Such a model
explains very well a number of experiments on U compounds.
Heavy quasiparticles have also been observed in LiV2O4, a metal with 3d electrons.
A special feature of that material is that the 3d electrons are placed on a pyrochlore or
geometrically frustrated lattice. Model calculations show that charge degrees of freedom
of strongly correlated electrons in frustrated lattice structures can give rise to new phe-
nomena at special band fillings. There may exist large numbers of low-energy excitations
for which Landau’s Fermi liquid approach fails and there may be even excitations with
fractional electron charges. Although phenomena of this kind have not been observed yet,
the theoretical results may stimulate further thinking.
Strongly correlated electrons show in addition to the quasiparticle bands also satellite
structures in photoemission experiments. They are contained in the incoherent part of
the one-particle Green function. It appears that detailed studies of the incoherent part
of Green’s function have not been done to the extent they deserve. The reason for their
importance is the following. A quasiparticle in a solid can be considered as a bare particle
(electron or hole) surrounded by a correlation hole. The whole object, i.e., particle plus
correlation hole moves in form of a Bloch wave through the system. The internal degrees
of freedom of the correlation hole give rise to excitations which are contained in the
incoherent part of Green’s function. Therefore it is very instructive to study general
features of that incoherent part. Hubbard’s upper band can be considered a satellite
feature for filling factors n < 1/2, i.e., for less than one electron per site. Other examples
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will be presented.
It is impossible to cover all aspects of strongly correlated electrons in a review of
reasonable size. Therefore selections have to be made. Naturally, authors select topics for
reviews for which they feel particularly competent. These are usually areas in which they
have actively worked. This holds also true here and the selection we made here may do
injustice to other interesting developments in the field not covered here. So we apologize
for an incomplete covering of topics as well as for incomplete lists of contributions of
authors to the subject discussed here.
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II. SPECIAL FEATURES OF STRONG CORRELATIONS
Metals with strongly correlated electrons exhibit characteristic deviations from the be-
havior of independent electrons. The latter are reflected in thermodynamic and transport
properties as well as in the high energy spectra.
Traditional electron theory of metals proceeds from the electron gas model formulated
by Sommerfeld and Bethe [24]. The electrons are described as a system of non-interacting
fermions. The eigenstates are formed by filling single-particle levels in a manner consis-
tent with the Pauli principle which permits at most one electron per spin direction to
occupy any single-electron level. The ground state of an N electron state is obtained by
filling the N/2 single particle levels with the lowest energies. It is non-degenerate and
characterized by a surface in k-space separating the occupied levels from their unoccu-
pied counterparts. The existence of this surface, the Fermi surface, follows directly for a
system of independent electrons. But note that the observation of a Fermi surface does
not imply that the independent electron approximation is a valid description of a system.
The low-temperature properties which are dominated by the low-energy excitations are
universal, the detailed character of the system under consideration being reflected in a
characteristic energy - the Fermi energy EF . The energy scale is set by the variation
of the single particle levels with wave number k. A measure of it is the Fermi velocity
vF . The linear variation with temperature of the specific heat, C(T ) ≃ γT , and the
temperature-independent magnetic susceptibility, χs(T ) → const are also characteristic
features of free electrons. Finally, the spectrum for adding or removing a particle in a
single-particle level k, σ to the ground state A(k, ω), exhibits a well-defined peak
A (k, ω) = δ (ω − ǫk) (2.1)
of weight unity centered at the single-particle energy ǫk. The independent electron model
has proven to be very successful in explaining experimentally observed properties of simple
metals. That was a surprise for some time since electron-electron repulsions are not weak
in any metal and one might therefore expect that they modify strongly the properties of
a system of independent electrons. That this is not necessarily the case was shown by
Landau [25–28].
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The Landau theory assumes that there exists a one-to-one correspondence between the
excitations of the complex interacting electron system and those of independent electron.
The former are called quasiparticles and their orbitals and energies E(k) are determined
from an effective Hamiltonian. It contains an effective, not necessarily local potential.
The many-body aspects are contained in the construction of the effective potential which
must be determined specifically for the problem under consideration.
The quasiparticle energies may be altered when the overall configuration is changed.
A characteristic feature of interacting Fermi liquids is that the energy dispersion E˜σ(k)
of a quasiparticle depends on how many other quasiparticles are present,
E˜σ(k) = E(k) +
∑
k′σ′
fσσ′(k,k
′)δn′σ(k
′) . (2.2)
Here E(k) denotes the energy dispersion of a quasiparticle when there are no other
quasiparticles around (dilute gas limit). In systems with strong correlations it reflects
the electron interactions and hence cannot be calculated from the overlap of single-
electron wave functions. Interactions among quasiparticles are characterized by the matrix
fσσ′(k,k
′). The deviations from a step-function-like Fermi distribution f(E(k), T = 0)
are given by δnσ(k).
The scattering amplitudes fσσ′(k,k
′) are parameterized and the parameters are ad-
justed to experiments. Their form is strictly applicable only to a homogeneous transla-
tionaly invariant electron system. Therefore applying it to an inhomogeneous periodic
solid requires some modifications (see, e.g., Ref. [29]) which are usually not discussed.
From this point of view Landau’s theory is more of a useful theoretical concept rather
than a quantitative computational scheme.
The assumed one-to-one correspondence of the excitations implies that the low tem-
perature thermodynamic properties resemble those of independent electrons but with
renormalized parameters such as the effective electron or hole mass. Also the weight of
the peak in the spectral density A(k, ω) is modified to Z · δ(ω − E(k)) where the renor-
malization factor 0 < Z ≤ 1 describes the weight of the bare electron in the quasiparticle.
The latter contains in addition to the bare electron also the correlation hole around it.
An interacting electron system to which Landau’s theory applies has also a Fermi
surface. Luttinger has proven [30] that in case that perturbation theory is applicable the
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volume enclosed by the Fermi surface is independent of the electron interactions. Another
important property of quasiparticles is that they can be considered as ’rigid’ with respect
to low-energy and long-wavelength perturbations. That is to say that excitations involving
degrees of freedom of the correlation hole show up at high energies only and are neglected
as regards low-temperature properties. They are discussed in Sec. VIII.
When electron correlations are strong the quasiparticle concept is still applicable for a
number of substances. In that case the renormalization factor Z may become very small.
This results in heavy quasiparticles because the Fermi velocity is reduced by the same
factor. Probably in many cases the one-to-one correspondence between the excitations of
a strongly correlated electron system and a corresponding system of independent electrons
is only approximately fulfilled. But then the low-temperature properties of the system
may still look very similar to those of independent electrons with renormalized parameters.
For example, the specific heat will still be nearly linear in T at low temperatures etc.
However, we want to stress that from the observation of a specific heat linear in T or a
temperature independent spin susceptibility in the low temperature regime one may not
conclude that the quasiparticle picture is applicable. In fact, Luttinger liquids in quasi-
one dimensional systems show many properties as quasiparticles do. This is so despite
the fact that the key assumption of a one-to-one correspondence of excitations to those
of independent electrons is unjustified here. There are strongly correlated systems where
the quasiparticle picture seems totally inappropriate. This is outlined in the following
subsection IIB and discussed in more detail in various sections of this article.
A. Low-Energy Scales: a Signature of Strong Correlations
As mentioned above, the characteristic energy scale of a free electron gas is the Fermi
energy EF or, alternatively the Fermi temperature TF . A typical value for EF is 5 eV
corresponding to a TF of 5 ·104 K. A special feature of strongly correlated electrons is
that they introduce new low-energy scales. It is customary to associate a temperature T ∗
with them. In metals with heavy quasiparticles, i.e., with very strong electron correlations
T ∗ ranges from a few Kelvin to a few hundred Kelvin. As correlations become weaker
T ∗ increases until it is no longer justified to speak of a separate low-energy scale. The
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microscopic origin of the low-energy scales can be quite different. A widely recognized
case is the Kondo effect. Here T ∗ is the Kondo temperature, i.e., it is given by the binding
energy of the spins of the conduction electrons to local spins. Local spins imply incomplete
inner shells of an atom or ion. The fact that they remain partially filled only, when
surrounded by conduction electrons is due to strong correlations. Any conduction electron
which tries to enter the incomplete inner shell is expelled by strong on-site Coulomb
repulsion. An example are Ce3+ ions immersed in a sea of (generally) weakly correlated
conduction electron. Due to a weak hybridization the number of 4f electrons is nearly
one. It forms a singlet with the conduction electrons. The aforementioned CeAl3 falls
into that category. Breaking those singlets results in low-energy excitations and fixes the
low-energy scale T ∗. The low-energy excitations make it plausible that there will be a
large low-temperature specific heat. To explain heavy quasiparticles the singlet-triplet
excitations on different sites must lock together and form coherent Bloch-like excitations.
That takes place at a somewhat lower energy scale Tcoh. One expects that Tcoh is of order
of T ∗ but no detailed theory for a relation between the two temperatures is available.
There is also no theory existing which tells us that the coherent excitations are in one-to-
one correspondence to excitations of (nearly) free electrons. Nevertheless this assumption
has worked remarkably well.
The origin of a low T ∗ is quite different in the strongly correlated semimetal Yb4As3.
Here the Coulomb repulsion of the 4f holes in neighboring Yb ions leads to charge order
in the form of well separated chains of Yb3+ ions. Spin excitations in those chains by
which light mobile 4p holes of As are scattered, lead to low temperature properties which
resemble very much those of other systems with heavy quasiparticles [31, 32]. Despite of
this the system is not really a heavy Landau Fermi liquid any more as is explained in the
next subsection and discussed in more detail in Sec. VIB.
A third mechanism is found to be responsible for a low energy scale T ∗ in U com-
pounds like UPd2Al3 or UPt3. Strong intra-atomic or Hund’s rule correlations lead here
to pronounced anisotropies of the effective hybridization of different 5f orbitals. As a
result some of the 5f electrons remain localized while others delocalize. The crystalline
environment lifts degeneracies of the localized electrons on a low energy scale. The delo-
calized or itinerant electrons couple to the excitations of the local system and in this way
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generate a low T ∗ [33]. Heavy quasiparticles may also appear near a quantum critical
point like in YMn2 [34].
Finally, in Ce doped Nd2CuO4 a fourth origin of a low T
∗ is observed. Here it is
essentially a fluctuating internal molecular field originating from the Nd ions which causes
a low energy scale in the strongly correlated d-electron system of the Cu-O planes to which
is couples [35, 36].
It seems obvious that there will be other physical processes identified in the future
resulting in low-energy scales of strongly correlated electron systems.
B. Deviations from Fermi-Liquid Behavior
There is no obvious reason why strongly correlated metallic electron systems should
be Fermi liquids. But as pointed out above a large number of them behave very nearly
like ordinary metals, i.e., Fermi liquids with renormalized parameters like the effective
mass. Even in these cases, high energy excitations show characteristic satellite structures
which reflect strong correlations in partially filled inner shells. This topic is discussed in
Sec. VIII. However, there are also numerous examples where the Fermi liquid concept
for low-energy excitations is not applicable.
One much discussed item is the separation of charge and spin degrees of freedom
and moreover the appearance of fractional charges. Separate spin and charge excitations
occur always when electron correlations are so strong that the electrons remain localized.
In that case the coupling of spins on different sites leads to magnetic excitations with
energies of order J , the intersite coupling constant. In contrast, charge excitations from
the partially filled inner shells as observed, e.g., by photoelectron spectroscopy have much
higher energies. But this kind of spin-charge separation is trivial and does not require
further consideration. It is well known that in one dimension (1D) spin and charge degrees
of freedom lead to different kinds of excitations even when the correlations are weak
(Luttinger liquid). For a review see, e.g., Ref. [37]. Spin-charge separation is also found for
kink excitations (solitons) in polyacethylene [38]. Those excitations exist even within the
independent electron approximation, but require inclusion of lattice degrees of freedom.
Doped polyacethylene can have also excitations with fractional charges, again within
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the one-electron picture but requiring lattice (chain) deformations [39]. In 2D electron
correlations, e.g., in semiconducting inversion layers may become strong when a magnetic
field is applied perpendicular to the plane. The kinetic energy of the electrons is strongly
reduced in a high field and therefore the Coulomb repulsions become dominant. This
results in the fractional quantum Hall effect (FQHE) and quasiparticles with fractional
charges [40]. Thus in two dimensions electron correlations are essential for the appearance
of fractional charges. The same holds true for 3D systems. There it turns out that
excitations with fractional charges may exist in certain geometrically frustrated lattice
structures like the pyrochlore lattice [41, 42]. There is also spin-charge separation. A
Fermi liquid description is inapplicable here. This intriguing possibility is discussed in
Sec. VII.
Another interesting case of a breakdown of Landau’s Fermi liquid description is found
in Yb4As3. This system is metallic in a high temperature phase and semimetallic in the
low temperature phase [32, 43]. The change is related to a partial electronic charge order
in form of well separated Yb3+ chains with an effective spin 1/2 per site. It is well known
that a Heisenberg spin chain has a specific heat of the form C = γT like a metal. It is
due to spinons which obey Fermi statistics. The reader should note that in one dimension
one can convert fermions into bosons and vice versa [44]. The coefficient γ is large here
because of a weak coupling of the spins in a chain and therefore the specific heat resembles
that of heavy quasiparticles [31]. But the charge carriers, which are mainly 4f holes in the
high temperature phase consist of a small number of As 4p holes in the low temperature
phase [45]. Therefore one may speak of spin-charge separation and a breakdown of the
conventional Fermi liquid picture. The one-to-one correspondence between the excitations
in the low temperature phase and those of an independent electron system is no longer
given. Nevertheless the system shows many properties of an ordinary metal with heavy
quasiparticles at low temperature. A detailed discussion of that interesting material is
found in Sec. VI.
Another form of deviation from classical Fermi liquid behavior is found in the cuprates
perovskite structures. In the underdoped regime many of their physical properties show
marginal Fermi liquid behavior [46, 47]. This implies that they can be described by
assuming a frequency dependence of the electron self-energy Σ(ω) for small values of ω of
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the form
ReΣ(ω) ∼ ω lnω ; ImΣ(ω) ∼| ω | (2.3)
instead of the Fermi-liquid form
ReΣ(ω) ∼ ω ; ImΣ(ω) ∼ ω2 . (2.4)
The latter would be required for the one-to-one correspondence of the excitations. The
relations (2.3) hold only for T < ω. Otherwise T replaces ω. They yield, e.g., a resistivity
ρ(T ) ∼ T as is observed in a number of the strongly correlated cuprates. The microscopic
origin of marginal Fermi liquid behavior in the presence of strong electron correlations
has been an open problem. It is also unclear down to which small ω (or T ) values the
relations (2.3) must hold in order to explain the relevant experiments. It is shown in Sec.
VIII that marginal Fermi liquid behavior is obtained for a certain parameter range of
the Hubbard Hamiltonian on a square lattice near half filling when the one-site Coulomb
repulsions dominate.
Last but not least, non-Fermi liquid behavior is also found near a quantum critical
point (QCP). It is a point in parameter space at which the system would undergo a phase
transition at T = 0, if we were able to reach the limit of zero temperature. In that
case quantum fluctuations instead of thermal fluctuations determine the critical behavior
of the system. It is intuitively obvious that near a QCP the conventional Fermi liquid
description breaks down since the self-energy is no longer expected to be of the form (2.4).
Instead, quantum fluctuations down to arbitrary low wave numbers will modify this form.
The scattering length of electrons diverges at a QCP while it must remain finite for a
Fermi liquid. It should be emphasized that those features do not require strong electron
correlations but appear also at QCP’s of weakly correlated systems. An example of the
latter case is the theory of Moriya [48] (see also Ref. [49]) for the resistivity near a QCP
of a weak ferromagnet. Quantum critical points are discussed in Sec. IV.
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III. KONDO LATTICE SYSTEMS
The Kondo Hamiltonian describes magnetic impurities with free spins embedded in a
metal and interacting with metal electrons via exchange scattering. The key ingredient
is an antiferromagnetic interaction term
Hint = Js(0) · S ; J > 0 (3.1)
where S and s(0) are the S = 1/2 impurity spin and the conduction electron spin density
at the impurity site which is taken here to be the origin. The model explains the charac-
teristic Kondo behavior in dilute magnetic alloys which is determined by the phenomena
of asymptotic freedom and confinement. They give rise to anomalies in the variation with
temperature of equilibrium and transport properties and the “quenching” of the magnetic
moment at low temperatures.
The presence of a highly complex many-body ground state is highlighted by the break-
down of conventional perturbation theory which starts from free electrons and magnetic
moments. The divergence of the conduction electron scattering matrix sets the low-energy
characteristic scale kBTK where TK is usually referred to as the Kondo temperature. Mi-
croscopically it arises because the local degeneracy associated with the magnetic ion is
removed through the exchange coupling between the conduction electrons and the impu-
rity spin. The coupling leads to the formation of a singlet ground state and low-energy
excitations which can be described in terms of a local Fermi liquid. In close analogy to
confinement the local quasiparticles are composite objects formed by conduction electrons
and magnetic degrees of freedom.
The problem of magnetic impurities is well understood theoretically. There is a wide
variety of techniques available which allow for an accurate description of the impurity
contributions to physical properties. For detailed discussion, we refer to [50–52] and
references therein.
Challenging problems are posed by work on concentrated systems, in particular on Ce-
based compounds with heavy quasiparticles (heavy-fermion systems). At first glance these
systems share many properties with dilute magnetic alloys. Those materials differ from
ordinary metals in that there exists a characteristic temperature scale T ∗ ≃ 10 − 100K,
that is much smaller than the usual Fermi temperatures in ordinary metals, on which the
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electronic behavior of the compounds changes drastically. In the high-temperature regime
for T ≫ T ∗ the systems behave like ordinary magnetic rare-earth systems which have itin-
erant conduction electrons with conventional masses and well-localized f-electrons. This
picture is derived from the temperature dependence of the specific heat which exhibits
pronounced Schottky anomalies corresponding to crystalline electric field (CEF) excita-
tions. In addition, the magnetic susceptibility is Curie-Weiss-like reflecting the magnetic
moment of the partially filled f-shell in a CEF. The low-temperature behavior, however,
observed for T ≪ T ∗ is highly unusual and rather surprising: The specific heat varies
approximately linearly with temperature (that is C = γT + . . . ), and the magnetic sus-
ceptibility, χs, approaches a Pauli-like form, becoming almost independent of tempera-
ture. Values of the coefficients γ are of the order of J/molK2 and consequently two to
three orders of magnitude larger than those of ordinary metals which are of the order of
π2
2
NkB
1
TF
≃ mJ/molK2. In addition, the magnetic susceptibility χs is enhanced by a
factor of comparable magnitude. A recent survey of the experimental properties can be
found in Refs. [53, 54] and references therein.
The similarities in the behavior of Ce-based heavy-fermion systems to that of dilute
magnetic alloys have led to the assumption that these systems are ”Kondo lattices” where
the observed anomalous behavior can be explained in terms of periodically repeated res-
onant Kondo scattering. This ansatz provides a microscopic model for the formation
of a singlet ground state and the appearance of a small energy scale characterizing the
low-energy excitations. The Kondo picture has been confirmed by the observation of the
Kondo resonance which forms at low temperatures [55].
In contrast to the impurity case the Kondo model cannot be solved for a periodic lattice
of magnetic ions. A major difficulty is the competition between the formation of (local)
Kondo singlets and the lifting of degeneracies by long-range magnetic order. In the high-
temperature regime the moments of the Ce 4f -shells are coupled by the RKKY interaction
which can favor parallel as well as antiparallel orientation of the moments at neighboring
sites. Model calculations for two Kondo impurities [56–58] showed that antiferromagnetic
correlations between the magnetic sites weaken the Kondo singlet formation reducing the
characteristic energy scale kT∗ to rather small values. Consequences for an extended
lattice will be discussed in the subsequent section on Quantum Phase Transitions.
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The general difficulties in understanding the low temperature properties of Kondo
lattices seem partially due to the lack of an adequate common “language” for the two
regimes where local singlet formation is dominating on one side and where the magnetic
intersite interactions dominate on the other. Such a language is usually provided by a
mean-field theory which maps the complex quantum problem onto an appropriate classical
model. In the case of the Kondo lattice separate mean-field descriptions exist for the two
regimes which cannot be reconciled in a straightforward way to provide a unified approach.
In the present section we focus on the heavy Fermi liquid regime. The corresponding
mean-field theory was described, e.g., in Ref. [29] and references therein. The majority of
recent microscopic studies of the Kondo lattice adopted the Dynamical Mean Field Theory
which - by construction -explicitly neglects the subtle magnetic intersite correlations. It
accounts for the complex local dynamics in terms of a local self-energy which has to be
determined self-consistently. The applications include model calculations and a study of
the γ-α-transition in Ce [59]. A major restriction on the general validity is imposed by
the fact that the 4f valence has to be kept fixed at unity, i.e., nf = 1, throughout the
calculation.
The novel feature observed in stoichiometric Ce-compounds is the formation of narrow
coherent bands of low-energy excitations. They give rise to the temperature dependence
of the electrical resistivity which approximately follows ρ(T ) = ρ0 + AT
2. While these
findings unambiguously show that the low-energy excitations are heavy quasiparticles
involving the f degrees of freedom, they nevertheless do not provide conclusive information
on how the latter have to be incorporated into a Fermi liquid description. A characteristic
property of a Fermi liquid is the existence of a Fermi surface whose volume is determined
by the number of itinerant fermions. It is rather obvious that at high temperatures the
f electrons should be excluded from the Fermi surface due to their apparent localized
character. The latter, however, is lost at low temperatures. The conjecture that the
f -degrees of freedom have to be treated as itinerant fermions and, consequently, have to
be included in the Fermi surface was met with great scepticism [60]. This hypothesis
implies that the strong local correlations in Kondo lattices lead to an observable many-
body effect, i. e., a change with temperature of the volume of the Fermi surface. At
high temperatures, the f -degrees of freedom appear as localized magnetic moments, and
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the Fermi surface contains only the itinerant conduction electrons. At low temperatures,
however, the f degrees of freedom are now tied into itinerant fermionic quasiparticle
excitations and accordingly, have to be included in the Fermi volume following Luttinger’s
theorem. Consequently the Fermi surface is strongly modified. This scenario [61] was
confirmed experimentally by measurements of the de Haas-van Alphen (dHvA) effect
[62–64] and recent photoemission studies [65, 66].
The present section is mainly devoted to the theoretical description of the Fermi liquid
state at low temperatures. We briefly introduce the renormalized band scheme which has
been devised for calculating realistic quasiparticle bands of real materials. This is achieved
by combining ab-initio electronic structure methods and phenomenological concepts in the
spirit of Landau theory. Concerning the applications we shall not elaborate on the results
for the Fermi surface and anisotropic effective masses in CeRu2Si2 for which we refer to
[61, 67]. We rather present recent results concerning the instabilities of the Fermi liquid
state in CeCu2Si2.
We would like to emphasize the predictive power of the renormalized band method. In
both cases mentioned above (Fermi surface of CeRu2Si2 and SDW instability in CeCu2Si2)
the effects were first calculated theoretically and later confirmed experimentally - some-
times with a delay of up to several years.
A. Fermi-Liquid State and Heavy Quasiparticles: Renormalized Band Theory
The energy dispersion E(k) of a dilute gas of noninteracting quasiparticles is parame-
terized by the Fermi wave vector kF and the Fermi velocity vF
E(k) = vF (kˆ) · (k− kF ) (3.2)
where kˆ denotes the direction on the Fermi surface. The key idea of the renormalized
band method is to determine the quasiparticle states by computing the band structure
for a given effective potential. Coherence effects which result from the periodicity of
the lattice are then automatically accounted for. The quantities to be parameterized
are the effective potentials which include the many-body effects. The parameterization
of the quasiparticles is supplemented by information from conventional band structure
calculations as they are performed for “ordinary” metals with weakly correlated electrons.
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The periodic potential leads to multiple-scattering processes involving scattering off the
individual centers as well as to propagation between the centers which mainly depends
on the lattice structure and is therefore determined by geometry. The characteristic
properties of a given material enter through the information about single-center scattering
which can be expressed in terms of a properly chosen set of phase shifts {ηiν(E)} specifying
the change in phase of a wave incident on site i with energy E and symmetry ν with respect
to the scattering center. Within the scattering formulation of the band structure problem
the values of the phase shifts at the Fermi energy {ηiν(EF )} together with their derivatives{
(dηiν/dE)EF
}
determine the Fermi wave vectors kF and the Fermi velocity vF .
A detailed description of the renormalized band method is given in Ref. [67]. The
first step is a standard LDA band-structure calculation by means of which the effective
single-particle potentials are self-consistently generated. The calculation starts, like any
other ab-initio calculation, from atomic potentials and structure information. In this step,
no adjustable parameters are introduced. The effective potentials and hence the phase
shifts of the conduction states are determined from first principles to the same level as
in the case of “ordinary” metals. The f-phase shifts at the lanthanide sites, on the other
hand, are described by a resonance type expression
η˜f ≃ arctan ∆˜f
E − ǫ˜f (3.3)
which renormalizes the effective quasiparticle mass. One of the two remaining free pa-
rameters ǫ˜f and ∆˜f is eliminated by imposing the condition that the charge distribution
is not significantly altered as compared to the LDA calculation by introducing the renor-
malization. The renormalized band method devised to calculate the quasiparticles in
heavy-fermion compounds thus is essentially a one-parameter theory. We mention that
spin-orbit and CEF splittings can be accounted for in a straightforward manner [67].
B. Heavy Fermions in CeRu2Si2 and CeCu2Si2
The archetype heavy fermion superconductor CeCu2Si2 as well as CeRu2Si2 crystallize
in the tetragonal ThCr2Si2 structure. The unit cell is shown in Fig. 3.1.
To study the electronic structure, we compare the results of two different models, i.e.,
treating the Ce 4f degrees of freedom as localized (atomic like) states and as delocalized
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Figure 3.1: Conventional unit cell of the ThCr2Si2 and CeM2X2 structure where M = Cu, Ni,
Ru, Rh, Pd, Au, .. and X = Si, Ge.
yet strongly renormalized electrons. The first procedure provides a good quantitative
description of the properties at elevated temperatures, high excitation energies, and above
the metamagnetic transition. The latter ansatz yields a model for the Fermi liquid state.
The low-temperature behavior of CeRu2Si2 is well described by a paramagnetic Fermi
liquid with weak residual interactions. The relevant low-energy excitations are heavy
quasiparticles as inferred from the linear specific heat coefficient γ ≃ 350 mJ/molK2 [68].
In the local moment regime, the Fermi surface is determined exclusively by the conduction
states. The strongly renormalized Fermi liquid state, on the other hand, is described by
the renormalized band method using ∆˜f ≃ 10 K in Eq. (3.3) for the intrinsic width of
the quasiparticle band. The value is consistent with inelastic neutron data [69] as well as
thermopower and specific heat data [68]. CEF effects are accounted for by adopting a Γ7
ground state. The details of the calculation are described in Ref. [67].
The renormalized band scheme gives the correct Fermi surface topology for CeRu2Si2
and thus consistently explains the measured dHvA data [61, 67, 70]. The character of
quasiparticles in CeRu2Si2 varies quite strongly over the Fermi surface. The validity
of the Fermi liquid picture is concluded from a comparison of the effective masses on
Fermi surface sheets with large f contribution. From the large linear specific heat the
renormalized band scheme deduces a characteristic energy kT∗ ≃ 10 K and predicts heavy
masses of order m∗/m ≃ 100. This value was confirmed by experiments [71] where the
ψ orbit with m∗/m ≃ 120 was observed. The corresponding Fermi surface cross-section
is in agreement with estimates from the renormalized band theory. This proofs that the
heavy quasiparticles exhaust the low-energy excitations associated with the f -states.
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Figure 3.2: Photoemission results for (a) LaRu2Si2 in comparison to (b) CeRu2Si2 at T = 25 K,
i.e., above the Kondo temperature T∗ = 15 K of that system. Band structures are very similar
for both compounds. (After [66]) .
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Figure 3.3: Band dispersion for CeCu2Si2 along Z − Γ for low temperatures T ≪ T ∗ (full lines)
and high temperatures (dashed lines). The formation of the heavy quasiparticles leads to a
characteristic bending in the occupied part of the spectrum.
The change in volume of the Fermi surface when going from T ≪ T ∗ to T ≫ T ∗
is observed by comparing the Fermi surface of CeRu2Si2 to that of its ferromagnetic
isostructural counterpart CeRu2Ge2 where the f -states are clearly localized. In a series
of beautiful experiments [72] it was demonstrated that the Fermi surfaces of these two
compounds are rather similar. However, the enclosed Fermi volume is smaller in the case
of CeRu2Ge2, the difference being roughly one electron per unit cell. More direct evidence
is provided by recent photoemission experiments (see Fig. 3.2). Denlinger et al. [66] have
shown that at temperatures around 25 K, the Fermi surface of CeRu2Si2, is that of its
counterpart LaRu2Si2 which has no f electrons.
At this point the general question arises how the formation of heavy quasiparticles
is reflected in the angular resolved photoelectron spectroscopy (ARPES) data. A major
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Figure 3.4: CeCu2Si2: Main Fermi surface sheet of heavy quasiparticles (m
∗/m ≃ 500) calculated
with the renormalized band method. It consists of modulated columns which are oriented parallel
to the tetragonal axis. The calculations adopt the CEF scheme of Ref. [74] consisting of a singlet
ground state separated from an excited quartet by a CEF splitting δ ≃ 330 K. Therefore δ ≫
T∗ ≃ 10 K (obtained from the γ-value). The nesting vector Q = (0.23, 0.23, 0.52) connects flat
parts (”nesting”) of the Fermi surface. (After [75])
difficulty stems from the fact that photoemission experiments probe the occupied part of
the spectrum. The most dramatic changes, however, are expected to occur in the empty
part. In Figure 3.3 we compare the dispersion of the heavy quasiparticle band at low
temperatures to its light high-temperature counterpart. In the occupied part the main
difference is a bending close to the Fermi energy which changes the volume of the Fermi
surface. The characteristic bending was recently observed in CeCoIn5 [73].
Let us now turn to the heavy fermion superconductor CeCu2Si2 which exhibits a highly
complex phase diagram at low temperatures which is discussed in Sec. IIIC. It results
from an extreme sensitivity of the physical properties with respect to variations of the
stoichiometry and external magnetic fields.
To calculate the quasiparticle bands in CeCu2Si2 by means of the renormalized band
method, we adopt the doublet-quartet CEF scheme suggested in Ref. [74]. The ground
state is separated from the excited quartet by δ ≃ 330 K.
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The results for the Fermi surface [75, 76] can be summarized as follows: We find
two separate sheets of the Fermi surface for heavy and light quasiparticles. The light
quasiparticles have effective masses of the order of m∗/m ≃ 5. They can be considered as
weakly renormalized conduction electrons. Of particular interest are heavy quasiparticles
of effective masses m∗/m ≃ 500 which are found on a separate sheet. This surface whose
shape (see Figs. 3.4 and 3.8) is rather different from the corresponding LDA surface
mainly consists of columns parallel to the tetragonal axis and of small pockets. The
topology of the Fermi surface suggests that the strongly correlated Fermi liquid state
should become unstable at sufficiently low temperatures. Firstly, it exhibits pronounced
nesting features which may eventually lead to the formation of a ground state with a
spin-density modulation. This will be discussed in detail below. Secondly, the topology
of this surface depends rather sensitively on the position of the Fermi energy. The band
filling and hence the f -valence are critical quantities. Reducing the f -occupancy from the
initial value of nf ≃ 0.95 by approximately 2% leads to changes in the topology as shown
in Refs. [75, 76]. As a result, the quasiparticle density of states (DOS) exhibits rather
pronounced structures in the immediate vicinity of the Fermi energy which, in turn, can
induce instabilities [77].
C. Low-Temperature Phase Diagram of CeCu2Si2
The phase diagram of CeCu2Si2 contains three different phases: the A and the B phase
and a superconducting phase. In some samples the superconducting phase expels the A
phase while in other samples the two phases may coexist. While the A phase has been
identified as a spin-density wave phase as discussed below, the character of the B phase
has remained unknown. The instability may result from a reconstruction of the Fermi
surface ([75]). Much effort has been devoted to the characterization of the A phase which
originally had the appearance of a ’hidden order’ phase. However, later a spin-density
wave character was first inferred from resistivity results [80] and was supported by specific
heat and high-resolution magnetization measurements [81]. The transition temperature
TA is suppressed by increasing the 4f -conduction electron hybridization and eventually
vanishes. This can be achieved by applying hydrostatic pressure or choosing a few percent
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Figure 3.5: B-T phase diagram of CeCu2Si2 for B ‖ a. Original version from Ref. [78], completed
version from Ref. [79]. In this sample the A-phase is expelled from the superconducting (SC)
region (no coexistence).
excess of Cu. The ordered moments are expected to be rather small.
The important question in this context is: What is the origin of the antiferromagnetic
correlations, showing up in the A phase? How do they arise in the heavy fermion state
and finally, how do they affect the heavy quasiparticles? The key to the answers comes
from the Fermi surface of CeCu2Si2 and its nesting properties. As shown in Fig. 3.4 there
are parallel portions which are connected by a wave vector close to (1/4, 1/4, 1/2) . As
a consequence, the static susceptibility χ(q) exhibits a maximum for momentum transfer
q close to the nesting vector (Fig . 3.6).
Recent neutron scattering experiments [82] (Fig. 3.6) for the stoichiometric compound
(x = 0) show a spin-density wave (SDW) which forms below TN ≃ 0.7 K. The experimen-
tal propagation vector Q is close to (0.22, 0.22, 0.55) and the ordered moment amounts
to µ ≃ 0.1µB. These findings show that the SDW in CeCu2Si2 arises out of the renormal-
ized Fermi liquid state. The transition is driven by the nesting properties of the heavy
quasiparticles.
Having classified the nature of the A phase we next turn to the question how the lat-
ter competes with superconductivity. Itinerant electron antiferromagnetism as realized
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Figure 3.6: Left panel: Neutron diffraction intensity in CeCu2Si2 at temperature above and
below the A- phase transition temperature TA. Incommensurate peak is at Q = (0.22, 0.22,
0.55). (After [82]). Right panel: Nesting of heavy FS columns (Fig. 3.4) leads to a peak in
the static susceptibility χ(q) at q = Q. Intensity map of χ(q) (value increasing from dark to
bright) in the reciprocal (h, h, l)-plane as calculated for the renormalized bands at T = 100 mK.
The experimental Q at 50 mK from the left panel shows perfect agreement with the calculated
maximum position of χ(q).
in the A phase and superconductivity both form in the system of the heavy quasipar-
ticles. Their interplay therefore depends sensitively on the geometric properties of the
paramagnetic Fermi surface and the symmetries of the ordered phases. This can be seen
from realistic model calculations investigating the variation with temperature of the two
order parameters in crystals where the two ordering phenomena coexist in some tem-
perature range (”AS-type” crystals) [83, 84]. Fig. 3.7 summarizes the results for an
unconventional superconducting state with Γ3 (d-wave) symmetry of the gap function,
i.e., ∆(k) ∼ (cos kxa− cos kya).
The theory leading to the results displayed in Fig. 3.7 starts from the model Hamilto-
nian
H = H0 +Hint (3.4)
where the free quasiparticles are described by
H0 =
∑
kσ
E (k) c†kσckσ . (3.5)
The creation (annihilation) operators for quasiparticles with wavevector k, (pseudo) spins
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Figure 3.7: Temperature dependence of the superconducting (SC) and magnetic A (SDW) order
parameters in a AS crystal. The sublattice magnetization M = h0(T ) and the amplitude ∆0
of the SC order parameter are calculated from Eq. (3.23) using realistic quasiparticles and
the experimentally determined propagation vectors for the A phase. A SC order parameter
∆(k) = ∆0(cos kxa − cos kya) can form in the A phase. Below the superconducting transition
temperature T < Tc < T
(1)
N the two order parameters coexist and compete. Itinerant SDW
antiferromagnetism is expelled at a temperature T
(2)
N < Tc. (After [83, 84])
σ = ±1 and energy E(k) are denoted by c†kσ(ckσ). The energies which are measured
relative to the Fermi level are calculated within the Renormalized Band Scheme. The
residual interactions in the strongly renormalized Fermi liquid are assumed to be repulsive
for short separations while being attractive for two quasiparticles of opposite momenta
on neighboring sites. The former favors the formation of a SDW while the latter gives
rise to a superconducting instability. Adopting a mean-field approximation yields
Hint → HSDW +HSC (3.6)
where
HSDW = −
∑
kσ
σ
2
∑
Qj
(
h (Qj) c
†
kσck+Qjσ + h.c.
)
(3.7)
and
HSC =
1
2
∑
kσσ′
(
∆σσ′ (k) c
†
kσc
†
−kσ′ + h.c.
)
. (3.8)
The periodically modulated magnetization associated with the SDW with propagation
vectors Qj as well as the superconducting pair potential ∆σσ′ have to be determined
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selfconsistently
h (Qj) =
U
L
∑
kσ
σ
2
〈
c†k+Qjσckσ
〉
(3.9)
and
∆σσ′ (k) =
1
L
∑
k′σ′′σ′′′
gsσσ′;σ′′σ′′′ (k,k
′) 〈c−k′σ′′ck′σ′′′〉 . (3.10)
where the strength U of the local Hubbard-type repulsion is of the order of the quasiparti-
cle band width kBT
∗ and gσσ′;σ′′σ′′′ (k,k′) is the effective pair attraction. The k-summation
runs over the entire paramagnetic Brillouin zone and L denotes the number of lattice
sites. The expectation values denoted by 〈. . .〉 have to evaluated with the eigenstates of
the mean-field Hamiltonian HMF = H0 +HSDW +HSC, and consequently depend upon
the order parameters. Therefore the self-consistency equations are coupled.
The mean-field Hamiltonian implicitly assumes that the amplitudes of both order pa-
rameters are small. In particular, we neglect here the pairing amplitudes of the form〈
c−kσ′′ck+Qjσ′′′
〉
. The latter are important when the gaps introduced by the antiferromag-
netic order into the quasiparticle spectrum are large on the scale set by superconductivity.
For a discussion of this point we refer to Refs. [85, 86].
The periodically modulated magnetization associated with the SDW acts on the con-
duction electrons like a periodic spin-dependent potential which we approximate by
h(r) =
∑
Qj
h (Qj) e
iQj ·r (3.11)
with the same amplitudes h (Qj) = h0 for the eight commensurate wave vectors Qj ∈{(± π
2a
,± π
2a
,±π
c
)}
. The magnetic superstructure breaks the translational invariance of the
underlying lattice but preserves the point group symmetry. The mean-field Hamiltonian,
however, is invariant under translations with
a′1 = (2a, 2a, 0) ; a
′
2 = (2a,−2a, 0) ; a′3 = (2a, 0, c) . (3.12)
The volume of the magnetic supercell is 16 times the volume of the paramagnetic unit cell.
As a result the Brillouin zone is reduced and the quasiparticle states are modified by extra
Bragg reflections. The opening of new gaps is important at sufficiently low temperatures
T ≪ TN where TN is the ordering (Ne´el) temperature.
The order parameter ∆σσ′ behaves as a two-fermion wave function in many respects.
This is expressed by the fact that an off-diagonal long-range order (ODLRO) parameter is
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not the thermal expectation value of a physical observable but rather a complex pseudo-
wave function describing quantum-phase correlations on the macroscopic scale of the
superconducting coherence length. Its phase is a direct signature of the broken gauge
invariance in the superconducting condensate.
Experiment (strongly) suggests that superconductivity in CeCu2Si2 occurs with
anisotropic even-parity (pseudo-) spin singlet pairing. We therefore restrict ourselves
to this case characterized by a scalar order parameter
∆σσ′(k) = φ(k) (iσ2)σσ′ (3.13)
where φ(k) is a complex amplitude and σ2 denotes the Pauli matrix in spin space.
Since the two ordering temperatures, i.e., the antiferromagnetic Ne´el temperature TA
and the superconducting Tc are very close to each other we focus on pair states which
are compatible with the translational symmetry of the paramagnetic lattice. The corre-
sponding functions are listed in Refs. [67, 87–89]. In the explicit calculations we restrict
ourselves to one-dimensional representations for simplicity. The generalization to multi-
dimensional representations is rather straightforward [83].
Finally, the variation with momentua k and k′ of the quasiparticle attraction g(k,k′)
is expanded in terms of the basis functions belonging to the κ-th row, κ = 1, . . . , d(Γ) of
the d(Γ)-dimensional irreducible representation representation of the symmetry group
g(k,k′) =
∑
Γ
gΓ
d(Γ)∑
κ=1
ϕΓκ(k)ϕ
∗
Γκ(k
′) . (3.14)
We further simplify the problem by focusing on the states φΓ(k) with the symmetry
which yields the strongest quasiparticle attraction gΓ. Assuming that this most stable
order parameter is non-degenerate the self-consistency condition is
φ(k) = −gΓ0ϕΓ0(k)
1
L
∑
k′
ϕ∗Γ0(k
′)
〈
c−k′↓ck′↑
〉
. (3.15)
To solve the mean-field Hamiltonian Eqs.(3.7) and (3.8) we adopt the Nambu formalism
which allows us to reduce the mean-field Hamiltonian to single-particle form in particle-
hole space, i.e.,
H =
AFBZ∑
k
Ψ†k
{
Eˆ (k) τˆ3 + hˆ1 + ∆ˆ (k) τˆ1
}
Ψk . (3.16)
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The Nambu spinors Ψk have 32 components and are defined as
Ψ†k =
(
ck↑, ck+Q1↑, . . . , c
†
−k↓, c
†
−k−Q1↓, . . .
)
. (3.17)
They account for the coherent superposition of particles and holes which is the character-
istic feature of the superconducting state. Here 1ˆ, τˆ1 and τˆ3 denote the unit matrix and the
Pauli matrices in particle-hole space. The sixteen wave vectors Q0 = 0,Q1, . . . ,Q15 are
the reciprocal lattice vectors appearing in the antiferromagnetic phase. The set includes
the eight propagation vectors of the SDW and their higher harmonics. The k-summation
is restricted to the reduced Brillouin zone (AFBZ) of the antiferromagnetic state defined
by the SDW. The structure of the Hamiltonian in particle-hole space is
Hˆ(k) =
 Eˆ (k) + hˆ ∆ˆ
∆ˆ −Eˆ (k) + hˆ
 (3.18)
where the 16×16-diagonal matrix contains the quasiparticle energies of the paramagnetic
normal phase (
Eˆ(k)
)
QiQj
= δQiQjE (k+Qi) . (3.19)
The SDW acts like an effective magnetic field. The modulated spin density leads to
Umklapp scattering which is accounted for by the matrix
hˆ = −h0 (T ) mˆ . (3.20)
The 16 × 16 matrix mˆ is a purely geometric quantity specifying the possible Umklapp
processes while the temperature-dependent amplitude h0 (T ) has to be determined self-
consistently. The diagonal matrix(
∆ˆ(k)
)
QiQj
= δQiQj∆0(T )ϕΓ (k+Qi)
≡ ∆0(T )
(
Φˆ(k)
)
QiQj
(3.21)
contains the superconducting order parameters with the given k-dependent function φΓ(k)
and a temperature-dependent amplitude ∆0(T ).
The self-consistency equations Eqs. (3.9) and (3.10) can be formulated in terms of the
off-diagonal elements of the 32× 32-matrix Green’s function
Gˆ (iǫn,k) =
(
iǫn1ˆ− Hˆ(k)
)−1
(3.22)
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Figure 3.8: CeCu2Si2: Variation of the SC gap function amplitude |∆(k)|/∆0(T ) = |φΓ3(k)|
for the (pseudo-) singlet wave function with Γ3-symmetry φΓ3(k) ∼ coskxa − coskya on the
heavy quasiparticle sheet of the paramagnetic Fermi surface. The amplitude of this SC order
parameter is maximal on the kidney-shaped surfaces centered along the Σ direction which are
almost unaffected by the formation of the A phase. The dominant contributions to the latter
come from the nesting parts on the heavy columns where the superconducting amplitude is
small. Dark and light grey indicate large and small amplitudes, respectively.
according to
h0(T ) =
U
L
T
ǫc∑
ǫn
AFBZ∑
k
1
16
Tr
[
mˆ1ˆGˆ (iǫn,k)
]
∆0(T ) = −gΓ
L
T
ǫc∑
ǫn
AFBZ∑
k′
1
2
Tr
[
Φˆ (k′) τˆ1τˆ3Gˆ (iǫn,k′) τˆ3
]
(3.23)
Here ǫn = πT (2n+ 1) denote the T-dependent Matsubara frequencies and ǫc is the energy
cut-off required in weak-coupling theory. The coupling constants U and gΓ as well as the
cut-off ǫc are eliminated in the usual way in favor of the observable quantities T
(0)
N and
T
(0)
c . Solving the self-consistency equations for φΓ3(k) ∼ coskxa−coskya yields the results
displayed in Fig. 3.7. It shows that both order parameters coexist in a finite temperature
interval. This is due to the fact they have their maximum amplitudes on different parts
of the Fermi surface (see Fig. 3.8). At sufficiently low temperatures the A-phase is finally
expelled by superconductivity as shown in Fig. 3.7. This was confirmed by neutron
diffraction which shows a suppression of magnetic Bragg penks further below Tc.
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IV. QUANTUM PHASE TRANSITIONS
Most phase transitions in condensed matter are governed by the appearance of a spon-
taneously broken symmetry below a certain transition temperature Tc. The low temper-
ature phase is then characterized by an order parameter belonging to a single nontrivial
representation of the high temperature symmetry group. In the simplest case the order
parameter is of the density type (diagonal long range order), for instance charge density
n(r) or spin density m(r). Approaching Tc from above the correlation length of spa-
tial order parameter fluctuations, the associated order parameter susceptibility and other
thermodynamic quantities diverge. The divergence is characterized by critical exponents
that depend only on spatial dimension d and number of order parameter components
n which define the universality class of the model. In such finite temperature or ’clas-
sical’ phase transitions the underlying microscopic quantum fluctuations of charge and
spin densities etc. are not important ingredients for the long-range order because their
coherence is destroyed by thermal fluctuations over time scales longer than ~/kTc.
However, the broken symmetry state may not only be reached by lowering the tem-
perature. Instead at T = 0 the tuning of a physical control parameter X, e.g., due to
applied hydrostatic or chemical pressure via doping may drive the compound from the
disordered to the ordered state and vice versa (see Fig. 4.6). The corresponding value Xc
defines the quantum critical point (QCP) where a quantum phase transition (QPT) takes
place. In the latter the T = 0 quantum fluctuations can be coherent over arbitrary long
time scales. For this reason the effective dimension for order parameter fluctuations close
to a QPT is given by deff = d + z where z is the dynamic exponent which character-
izes the scaling of energies of quantum fluctuations with system size. The contribution
of quantum fluctuations has therefore profound consequences for the critical exponents
of thermodynamic and transport quantities. For example, in strongly correlated metals
close to an antiferromagnetic QCP along the quantum critical line (X = Xc or |r| = 0)
in Fig. 4.6 an anomalous non-Fermi liquid (NFL) temperature dependence of physical
quantities like χ(T), C(T)/T and ρ(T) emerges. Its origin and theoretical description has
been the subject of much recent investigations and controversy [90, 91]. An additional
important discovery is the observation that superconductivity often appears in a dome-
like shape around the QCP. Viewed differently, it may be a successful strategy to look for
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unconventional superconducting states in searching around magnetic QCP’s of suitable
materials.
The presence of strong electronic correlations is by no means essential for the ap-
pearance of a quantum phase transition. Historically they have been first studied in
weakly correlated metals without calling them explicitly with their modern name. As an
introduction we will briefly discuss some early examples of QPT’s. Subsequently well un-
derstood model theories for QPT’s in local moment systems, notably the Ising model in a
transverse field will be discussed. Then we come to QPT’s in the strongly correlated sys-
tems where theoretical work has focused on the Kondo-lattice type models both with and
without charge degrees of freedom. Finally the phenomenological scaling and Ginzburg-
Landau theories applicable close to the QCP will be discussed. They are important for
the interpretation of a large body of experimental work near the QCP of heavy-fermion
compounds.
A. Quantum Phase Transition in Localized and Itinerant Magnets
The idea that tuning of a control parameter may drive an insulator or metal from the
paramagnetic state to a magnetically ordered state at zero temperature is indeed a very
old one. The classical Stoner-Wolfarth theory of itinerant ferromagnetism (FM) [92, 93]
identifies this control parameter as X = IN(EF ) where I is the exchange integral of itinerant
conduction electrons and N(EF ) the conduction electron DOS per spin direction. In the
paramagnetic regime with X < Xc = 1 the exchange interaction is too weak to cause
an exchange splitting of conduction bands and stabilize a spin polarization. However the
incipient FM order has its effect on the spin fluctuation spectrum. The typical life time
τsf of a quantum fluctuation of magnetic moments diverges when X → Xc. This may be
seen from the dynamical susceptibility, calculated from the single-band Hubbard model
for a parabolic band within random-phase approximation (RPA). Close to the QCP (X
> Xc) the spectrum of FM spin fluctuations with q → 0 is given by [94, 95]:
Imχ−+(ω) =
(π/4)N(EF )ω/qvF
[1− IN(EF )]2 + [(π/4)N(EF )Iω/qvF ]2 (4.1)
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where vF is the Fermi velocity. When X → Xc this spectrum is strongly peaked at the
’paramagnon’ frequency (S ≫ 1)
ωP =
4
π
vF
S
q. (4.2)
Here S = (1 - IN(EF ))
−1 is the ’Stoner parameter’ which governs the softening of the spin
fluctuation spectrum in Eq. (4.1) on approaching the QCP. It also gives the enhancement
of the static susceptibility χ = Sχ0 as compared to the free Pauli susceptibility χ0. In
addition the paramagnon excitations lead to a deviation from the linear specific heat
behavior of the Fermi liquid described by [95, 96]
C(T )/T = γ0[m
∗/m+ S(T/TSF )2ln(T/TSF )] (4.3)
where m*/m is the mass enhancement due to paramagnons [95] and TSF is the spin
fluctuation temperature given by TSF = EF/S.
Equivalently one may say that χ−+(ω) has a pole at the purely imaginary frequency
iωP . This represents a collective overdamped spin fluctuation mode. When X is tuned
through the critical value Xc = 1 by pressure or alloying, the imaginary spin fluctuation
pole moves to the real axis and becomes the FM spin-wave pole with frequency (q≪ kF ,
ms ≪n)
ω(q) = Dq2 ; D ∼ (I2/EF )k−2F nms. (4.4)
Simultaneously a spontaneous FM moment caused by the spin polarization ms = n↑ -
n↓ of conduction bands appears. Here D is the spin wave stiffness constant and n = n↑
+ n↓ is the number of conduction electrons per site. This collective spin excitation is
undamped for small q because it is the Goldstone mode associated with the continuous
SO(3) symmetry of the FM order parameter and therefore in the hydrodynamic limit it
is protected by a conservation law against decay. For X only marginally above the FM
QCP Xc = 1 one has only weak ferromagnetism (WFM) and anomalous thermodynamic
and transport behavior due to paramagnon excitations was observed [94, 95]. The first
theory beyond the Hartree-Fock RPA level to address such quantum critical phenomena in
itinerant ferromagnets was Moriya’s self consistent renormalization (SCR) theory [48, 97,
98] for the WFM and the theory by Hertz [99] on which much of the later developments
are based.
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The best known example of an enhanced paramagnetic metal which is close to a FM
quantum critical point is palladium metal. In this case one has a large susceptibility
enhancement of S ≃ 10 [100]. Indeed, alloying with only 0.5% Fe immediately leads to
FM order [101]. According to band structure calculations a (linear) expansion of the
lattice of pure Pd by ∼ 7 % should lead to a FM ground state. Experimentally Au-Pd-Au
sandwiches have been prepared where an estimated volume expansion of 2.3% of Pd due
to the larger lattice constant of Au leads to huge Pd Stoner factors of S ∼ 103 - 104 [102],
but FM order is still not achieved.
The classical, enhanced paramagnetism in Pd and associated QPT in Pd alloys has been
complemented by Laves phase compounds AB2 like TiBe2 [103] and ZrZn2 [104] which
are slightly on the overcritical side, i.e., IN(EF )≥1 and thus weak itinerant ferromagnets.
By doping with Cu the alloy series TiBe2−xCux exhibits a QCP at xc ≃ 0.155 where
ferromagnetism disappears. The compound ZrZn2 has already been known for a long
time and has recently been investigated with renewed interest because it exhibits a FM
QCP as function of hydrostatic pressure at pc = 21 GPa. As in UGe2 it was found that
surprisingly superconductivity coexists within the FM phase, albeit with a small Tc [105].
Quite another quantum phase transition to a magnetically ordered state has been
known since a long time in localized moment systems. It was studied under the name
’induced moment magnetism’ without actually stressing that it is a generic type of quan-
tum phase transition as we shall see. In localized (4f- or 5f-) magnetic compounds with
uniaxial symmetry the lowest CEF states of non-Kramers ions may consist of a nonmag-
netic singlet ground state |1〉 and a nonmagnetic singlet (or doublet) excited state |2〉 at
an energy ∆. They are both characterized by a vanishing moment, i.e., 〈n|Jz|n〉 = 0 (n
= 1,2) with Jz denoting the total angular momentum component of the localized 4f or
5f states. Therefore there are no pre-existing localized moments that might order as in a
conventional AF phase transition. The local moments themselves have to be induced at
any given site at TN . This is possible if a nondiagonal matrix element α = 〈1|Jz|2〉 exists.
The effective RKKY inter-site exchange J(q) then mixes the two states, thereby creating
an induced ground state moment. If J(q) is maximal at a wave vector Q this happens
spontaneously at a temperature
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Figure 4.1: Left panel: paramagnetic (PM) to incommensurate magnetic (ICM) quantum phase
transition as function of uniaxial pressure in dhcp Pr. The quantum critical point is at pc ∼
0.7 kbar. Circles are the experimental first harmonic of the ICM moment corresponding to
modulation wave vector Q = 0.12 a∗. Dashed and solid lines correspond to model calculations.
Right panel: Optic (open circles) and acoustic (closed circles) exciton mode frequencies which
give the energy scale of quantum fluctuations. Close to the quantum critical point at pc and for
the ordering wave vector Q this energy scale vanishes. (After [106])
TN =
∆
2 tanh−1(1
ξ
)
; here ξ =
α2J(Q)
2∆
(4.5)
is the control parameter of the quantum phase transition to an induced moment state.
It takes place for ξ > ξc = 1. In general the ordered state has an incommensurate
modulation with wave vector Q. In the paramagnetic phase the magnetic singlet-singlet
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excitations disperse into a magnetic exciton band given by
ω(q) = ∆[1− α
2J(q)
2∆
] (4.6)
The onset of the QFT is signified by a softening of the exciton mode as function of ξ
at the incipient ordering vector Q which is given by ω(Q) = ∆[1 − ξ] and vanishes at
ξc = 1. The control parameter contains the CEF splitting ∆ which is susceptible to
pressure. The latter may therefore be used to tune the singlet-singlet system through the
QCP. Phase transitions of the induced moment type under ambient conditions as well as
under pressure have been found in a number of rare earth systems like Pr3Tl, TbSb (for
a review see [107]) and dhcp Pr metal [106, 108]. It also describes the AF order in the
actinide compound UPd2Al3 with partly itinerant and partly localized 5f-electrons (see
Sec. V). In fact dhcp Pr, which is approximately a singlet-doublet CEF system, is of
special interest. There the critical mode softening and modulated moment appearance
under uniaxial pressure shown in Fig. 4.1 correspond to the modern concept of a quantum
phase transition due to variation of a microscopic control parameter. However, this aspect
was not stressed or realized at that time.
This is remarkable because it was found earlier that the simplest Hamiltonian which
describes induced moments in the singlet-singlet system (though not precisely dhcp Pr)
is of the type
H = ∆
∑
i
T xi + I
∑
〈ij〉
T zi T
z
i (4.7)
where the two orientations | ↑〉, | ↓〉 of the pseudo-spin Tz correspond to the CEF singlets
n = 1,2 respectively. Indeed, this is the n.n. Ising model in a transverse field (ITF), a
genuine model for quantum phase transitions. The last term establishes AF order of Ising
spins with a twofold degenerate ground state due to Z2 symmetry. The first transverse
field term introduces quantum fluctuations of the spins and destroys long-range order if
the control parameter ξ = I/(2∆) exceeds ξc = 1. This model is exactly solvable in 1D
[109, 110] and therefore is a reference point for the theory of QPT’s. If one adds an
infinitesimal staggered field term to Eq. (4.7) one obtains a finite order parameter 〈Tz〉
given in Sec. VIC provided ξ > ξc. The critical exponent of the order parameter is 1/8.
In addition the correlation functions may be calculated exactly. In good accuracy they
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Figure 4.2: Pseudo spin correlation functions for the ITF according to Eqs. (4.8,4.9) as function
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are given by [109, 110] (j = i± 1):
〈T zi T zj 〉 = kz; 〈T xi T xj 〉 = m2x (4.8)
where
kz = − 1
4π
∫ π
0
dq
ξ + cos(q)
Λq
; mx =
1
2π
∫ π
0
dq
1 + ξ cos(q)
Λq
= 〈T xi 〉 (4.9)
with Λq = (1 + ξ
2 + 2ξ cos q)
1
2 . These correlation functions together with the order
parameter are plotted in Fig. 4.2. It shows nicely that long range order mz is destroyed
when the transverse quantum fluctuations characterized by m2x overwhelm the longitudinal
correlations given by kz. The ITF is a generic model for QPT’s that may be applied to
quite different physical systems. For example, in the case of induced magnetic moment
ordering discussed above the two pseudo-spin states correspond to the two CEF singlet
states, the Ising interaction is due to the nondiagonal exchange between them and the
transverse field is associated with the CEF splitting energy. On the other hand the same
model may be applied to the problem of charge ordering in insulators with a 2D ladder
type structure like α’-NaV2O5. In this case the pseudo-spin describes resonating, singly
occupied 3d states within the rung of a ladder, the Ising interaction corresponds to the
inter-site Coulomb interaction between d-electrons in different rungs and the transverse
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field is provided by the intra-rung kinetic (hopping) energy. The ITF then describes a
quantum phase transition where charge ordering in the rungs is destroyed by the increase
of the intra-rung kinetic energy. This will be discussed in detail in Sec. VIC.
The induced moment magnetism can also appear in a different context in compounds
with localized 3d-electrons. Instead of singlet-singlet CEF states as before one may have
here singlet-triplet level systems with a splitting ∆ due to preformed dimers of S = 1/2
3d-spins. When the inter-dimer exchange coupling is slightly subcritical the magnetic
exciton mode with a minimum at the wave vector Q has a finite but small energy and
the compound is paramagnetic. Application of a magnetic field splits off one triplet com-
ponent and the excitation energy at Q is driven to zero at a critical field Hc. There a
quantum phase transition to an incommensurate magnetic phase takes place. An example
is TlCuCl3 where the Cu
2+ spins form dimers [112]. Since for 3d spins the orbital degrees
are quenched, the inter-dimer coupling is of the Heisenberg- rather than Ising type where
the latter has a discrete Z2 symmetry as discussed above. This makes an essential differ-
ence since the continuous SU(2) symmetry of the former allows the exchange Hamiltonian
to be mapped to a hard-core boson Hamiltonian for the singlet-triplet boson excitations
[113]. Then the field-driven QPT in TlCuCl3 can be interpreted as Bose-Einstein conden-
sation (BEC) of the singlet-triplet excitations. Another, even cleaner example of magnetic
order through BEC, though with different microscopic details was recently identified in
Cs2CuCl4 [114]. Actually the mapping to the boson model is already possible for the xy-
exchange model with U(1) symmetry in a transverse field which applies to dhcp Pr [108].
Thus the appearance of an incommensurate phase under pressure in Fig. 4.1 may perhaps
also be described within the BEC framework. This has not been investigated yet.
B. Quantum Criticality in the Kondo Lattice
As mentioned in the introduction a great part of the interest on QPT’s is focused on
strongly correlated metallic systems which exhibit pronounced non-Fermi liquid (NFL)
behavior. This is found frequently close to pressure- (hydrostatic or chemical) and field-
induced QPT’s from the paramagnetic to the antiferromagnetic phase of Ce- or Yb-
based heavy fermion metals. The schematic phase diagram for such compounds is shown
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in Fig. 4.6. Prominent examples are found among the class of Ce122 , Ce115 and Ce218
intermetallic compounds and alloys [54]. Classical cases are CePd2Si2 [115], CeNi2Ge2
[116] and more recently YbRh2Si2 [117]. Most Ce compounds also exhibit dome-shaped
superconductivity, sometimes with very small Tc. It appears in the NFL regime around
the quantum critical point of AF order. For an example see Fig. 4.6 (right panel).
The generic model to describe the quantum critical Ce HF compounds is the Kondo
lattice model given by
HKL =
∑
kσ
ǫkc
†
kσckσ + JK
∑
i
siSi. (4.10)
The first term describes conduction electrons with a dispersion ǫk and bandwidth W. The
second term is a local AF (JK > 0) coupling of conduction electron spins si to localized
spins Si. There are two competing effects. Firstly, the solutions of the Kondo impurity
model (a single spin Si=0 coupled to the Fermi sea) shows that below the Kondo tem-
perature TK = W exp(−1/JKN(0)) the local moment is screened. A singlet is formed
which extends to a distance ξK ∼ ~vF/TK from the impurity site [50]. Secondly, in
the lattice the polarization of conduction electrons due to an on-site exchange induces
an effective RKKY-type interaction between localized spins. This leads to a tendency
to magnetic order at a temperature of the order TRKKY ∼ J2Kχ(2kF ) where χ(q) is the
conduction electron susceptibility. When TRKKY ≪ TK local but overlapping singlets
form a nonmagnetic state and below a coherence temperature Tcoh < TK they disperse
into quasiparticle bands as indicated in Fig. 4.6 (see also Sec. III). For TRKKY ≫ TK the
singlet formation is inhibited and magnetic order sets in at TN . When the two tempera-
ture scales are about the same size one expects a quantum phase transition between the
magnetically ordered and nonmagnetic heavy Fermi liquid state. This criterion is only
a heuristic guide because TK is the non-perturbative energy scale (the singlet binding
energy) of the impurity problem, whereas TRKKY is the perturbative energy scale on the
lattice. The control parameter of the model is X = JK/W which may be assumed to vary
linearly with pressure . This behavior is illustrated in the Doniach-type phase diagram
around the QCP (Fig. 4.6). The wedge above the QCP is the region where NFL behavior
of thermodynamic coefficients and transport properties is observed.
This qualitative picture is hard to quantify. In fact the Kondo lattice model is an
unsolved problem and only various approximative and numerical methods have been ap-
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plied to it. The problem may be somewhat simplified by eliminating the charge degrees
of freedom. This was proposed in [118] for the 1D Kondo chain. Using a Jordan-Wigner
transformation the 1D conduction electrons may be replaced by a second spin system with
xy-type inter-site coupling in addition to the local Kondo spins. The model then reads
HKN = 2J
∑
〈ij〉
(τxi τ
x
j + τ
y
i τ
y
j + δτ
z
i τ
z
j ) + JK
∑
i
τiSi. (4.11)
The 1D ’Kondo necklace’ model based on the Jordan-Wigner transformation of HKL has
δ = 0. But later this was generalized to δ > 0 in arbitrary dimension and treated
as a model for the competition of AF order (J) and local singlet formation (JK) in its
own right. The control parameter is now X = JK/2J . The constant 2J associated with
interacting spins corresponds to the bandwidth W of conduction electrons in the original
HKL. The approximate quantum critical phase diagram of this model may be obtained
with the help of the bond operator method [119]. It starts from the observation that
the four singlet-triplet basis states of a local pair of spins τi,Si may be represented by
singlet-triplet boson creation operators according to |s〉 = s†|0〉 and |tα〉 = t†α|0〉 (α =
x,y,z). The spin operators may then be expressed in terms of singlet and triplet boson
operators:
Sn,α =
1
2
(s†ntn,α + t
†
n,αsn − iǫαβγt†nβtnγ)
τn,α =
1
2
(−s†ntn,α − t†n,αsn − iǫαβγt†nβtnγ). (4.12)
These operators have to fulfill the local constraint s†nsn +
∑
α t
†
nαtnα = 1 at every site
n. Using the above transformation in HKN one obtains various bosonic interaction terms
which may be decoupled by a mean field approximation both in the Hamiltonian and in
the constraint. In the strong coupling region where X = JK/2J is large the ground state
is characterized by the molecular field s¯ = 〈s〉 corresponding to a condensation of the
local singlet bosons. The decoupling then leads to a bilinear Hamiltonian in the triplet
bosons which may be diagonalized and yields the triplet excitation energies ωk. From
the excitation spectrum the singlet amplitude s¯(X) and the chemical potential µ(X) (to
satisfy the mean-field constraint) are determined self-consistently. Then the minimum
triplet excitation energy is at the AF zone boundary vector q = Q, and it is equivalent
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Figure 4.3: Spin gap ∆s in the Kondo singlet (KS) phase and staggered magnetization ms in
the AF phase as function of the inverse control parameter 1/X = 2J/JK . Full line is the mean
field result for HKN in 2D for the xy case (δ = 0). The dotted line is obtained from Monte Carlo
simulations. The QCP is at 1/Xc ≃ 0.7. (After [119])
to the spin gap in the Kondo singlet phase. It is given by (z = coordination number)
∆SP = JK(
1
4
+ µ/JK)
√
1− zd/2
d =
2J
JK
s¯2
(1
4
+ µ/JK)
(4.13)
where the dimensionless parameter d(X) is determined by the self-consistent equation
d =
4J
JK
[
1− 1
2N
∑
k
ω0
ωk
]
ωk
ω0
=
√
1 + dγk; with γk =
∑
α
cos kα. (4.14)
When the intermediate coupling regime is approached by decreasing X−1 = 2J/JK the spin
gap eventually collapses and a magnetically ordered phase is established. The solution of
the above equations is shown in Fig. 4.3 for the 2D case. Indeed it exhibits a QPT at
a critical value Xc ∼ 1.43. For larger X, i.e., in the AF regime an analogous calculation
may be performed leading to the staggered magnetization ms shown in the previous
figure. In 3D results are similar but the scaling exponents for ∆SP (X) and ms(X) close
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Figure 4.4: Left panel: The specific heat CV of the 8-site cluster. Right panel: ’Phase diagram’
of the 8-site cluster (inset) obtained from tracing the characteristic maxima of CV (full lines)
and inflection points of correlation functions (from Fig. 4.5) as function of control parameter X
= JK/2J. PM = paramagnetic phase, ’AF’= phase with AF correlations of τ -spins. ’LAF’=
phase with AF correlations of local spins S. ’Local Singlet’- phase with Kondo spin gap. (After
[120])
to the QCP are different. We note that the boson representation employed here for
the Kondo-necklace type model is identical to the one used in the spin-dimer problem in
TlCuCl3 [113]. Therefore the transition from spin gap to AF phase may also be interpreted
as a BEC of triplet bosons. The mean-field boson treatment confirms the qualitative
conjectures made above on the quantum critical phase diagram by simply comparing
the energy scales of singlet formation and magnetic order. Because it respects the local
constraint for bosons only on the average this method is however completely inadequate to
investigate how the on-site singlet and inter-site magnetic correlations compete as function
of control parameter X and also as function of temperature. For this purpose one has to use
advanced numerical approaches like the finite temperature Lanczos method [121] for finite
size clusters. This method has recently been employed to Kondo lattice like models given
by HKL and also HKN with δ = 1, i.e., in the Heisenberg limit for the interacting τ -spins
[120]. Because each site has 4 states, the possible cluster sizes for exact diagonalization
are limited. The 8-site cluster of the square lattice with periodic boundary conditions
was investigated and correlation functions and specific heat were calculated [120]. The
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Lanczos procedure is repeated 400 times for random starting vectors in the 4N (N = 8)-
dimensional Hilbert space until convergence for thermodynamic quantities is achieved.
The specific heat results are shown in Fig. 4.4 (left panel) for various values of the
control parameter X = JK/2J. For JK = 0 the broad upper maximum corresponds to the
AF correlations of the ’itinerant’ τ -spins. When JK is turned on a lower much sharper
maximum rapidly evolves which shifts to higher temperatures and for X∼ 1.5 eventually
merges with the upper maximum. The origin of the lower sharp maximum becomes clear if
one monitors the on-site singlet correlation 〈τ1 ·S1〉 and the induced ’RKKY’ correlations
〈S1 · S2〉 between the localized (but non-interacting) spins at n.n. sites 1 and 2. These
correlations are shown in Fig. 4.5 as function of temperature. For JK=0 both correlations
are absent. When JK is turned on 〈τ1 · S1〉 develops AF on-site singlet correlations with
a limiting value of -0.75 in the strong coupling limit (left panel). Due to the inter-site
coupling of τ -spins the local singlet formation also induces AF inter-site correlations of
the previously uncoupled Si spins (right panel). In the strong coupling limit when on-site
singlets are formed, however, the inter-site correlations of Si spins are diminished again.
The sharp maximum in CV is well correlated with the inflection point of the induced
inter-site correlations. Therefore in the thermodynamic limit it may be interpreted as the
CV -anomaly due to AF order of partially Kondo-screened local moments. For larger JK
the sharp lower CV maximum merges with the broad upper maximum but the inflection
point in 〈S1 · S2〉 may still be identified. Following these characteristic temperatures as
function of X a ’phase diagram’ of the Kondo-lattice type model HKN (δ = 1) may be con-
structed as shown in Fig. 4.4 (right panel). For small values of JK one finds a correlated
state of ’itinerant’ τ spins (’AF’) below the temperature of the broad maximum in CV .
Below the sharp maximum temperature one has induced antiferromagnetic correlations
of the local S spins (’LAF’). For larger values of JK both maxima merge but correlations
of the LAF state are still visible (dotted line). For even larger JK the ’Local Singlet’
formation dominates correlation and specific heat behavior. Of course, due to the finite
cluster size one may not strictly speak about thermodynamic phases and phase bound-
aries. However, the qualitative evolution of correlations and thermodynamic anomalies as
function of control parameter X may be expected to survive in the thermodynamic limit.
It is interesting to compare these findings with the previous mean-field calculation for the
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Figure 4.5: Left panel: On-site correlations show singlet formation at low temperatures. Right
panel: Simultaneously inter-site ’RKKY’ correlations are induced for moderate JK and sup-
pressed again for large JK . (After [120])
quantum phase transition as function of X. In the cluster calculation one would identify
the ’QCP’ with the value of X = JK/2J where the correlations show a cross-over from
inter-site (’LAF’) to ’Local Singlet’ type behavior along the T = 0 line in Fig. 4.4 (right
panel). This is found to be at Xc ∼ 1-1.5 and compares reasonably well with the value
Xc = 1.43 of the mean-field calculation (where however δ = 0 was taken).
C. Scaling Theory close to the Quantum Critical Point
The previous calculations give an insight into the microscopic mechanism of singlet
formation vs magnetic order in the Kondo lattice. These results are, however, still far
removed from explaining the most common experiments around the QCP, notably the
temperature and field scaling for specific heat, susceptibility, resistivity etc. Taking the
existence of a QCP for granted some insight into the dependence of physical quantities
on temperature and control parameters close to it (see Fig. 4.6) may be obtained within
a simple phenomenological scaling theory. A Kondo impurity in a metallic host shows
all the signatures of a local Landau fermi liquid state [50] at temperatures T ≪ T∗,
notably a scaling of the free energy density with T/T∗. This leads to universal relations
among low temperature thermodynamic quantities irrespective of the microscopic details.
This idea has been successfully extended to the fermi liquid phase of heavy fermion and
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mixed valent compounds in a phenomenological scaling ansatz [122–124]. The aim was
to explain observed relations between quantities like specific heat, thermal expansion,
magnetostriction and others. It is natural to apply these ideas also to the vicinity of the
QCP, where the characteristic energies T∗(p) and Tc(p) themselves depend on the distance
r to the QCP which then appears as a further scaling variable [125]. The associated
correlation length (ξ) and time scales of quantum fluctuations (τ) diverge on approaching
the phase transition. Their critical exponents are universal, depending only on dimension
and the degrees of freedom of the order parameter. We define the quantities
r =
X −Xc
Xc
, t =
T − Tc
Tc
(X = p or H) (4.15)
which measure the distance to the critical control parameter Xc and the transition tem-
perature Tc respectively. On approaching the QCP at T = 0, r = 0 the correlation length,
fluctuation time and free energy scale like [91, 126]
ξ ∼ |r|−ν, τ ∼ |r|−νz, f ∼ |r|2−αf˜( T
T ∗
,
H
H∗
). (4.16)
Here H∗ has the meaning of ’metamagnetic’ field scale. For fields H ≫ H∗ the heavy
quasiparticle state is destroyed by breaking the Kondo singlet state. For QPT’s the
hyperscaling relation which relates critical exponents to the effective dimension is given
by [91]
2− α = νdeff , deff = d+ z. (4.17)
In the case of a Gaussian fix point appropriate for deff > 4 one has ν =
1
2
. In the free
energy of Eq. (4.16) which is a generalization of the one used in [122–124] the characteristic
temperature (T∗) and metamagnetic field (H∗) have scaling relations
T ∗ ∼ |r|νz, H∗ ∼ |r|φh. (4.18)
In the magnetically ordered regime T∗ has to be replaced by the magnetic transition tem-
perature which scales as Tc ∼ |r|ψ where ψ is the shift exponent. Below the upper critical
dimension, i.e., for deff < dc = 4 the hyperscaling relation Eq. (4.17) is equivalent to the
assumption ψ = νz [126]. In this case Tc(r) and T
∗(r) scale symmetrically around the
QCP (Fig. 4.6), however for deff > 4 in general one has ψ 6= νz. This is known as ’break-
down of hyperscaling’. Within a generalized Landau-Ginzburg-Wilson approach this may
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Figure 4.6: Left panel: Schematic phase diagram for Kondo compounds with a QCP (r = 0)
separating AF (left) and LFL (right) phases (full line). Scaling of characteristic temperatures
is indicated (broken lines). (After [126]). Right panel: Hydrostatic pressure induced AF to HF
liquid QPT in CePd2Si2. The AF structure is indicated. At the critical pressure pc = 2.86
GPa the resistivity shows pronounced NFL behavior ∆ρ(T ) ∼ T n with n = 1.2 down to the
superconducting transition (inset). (After [115])
be understood as the effect of a dangerously irrelevant quartic interaction. Although it
scales to zero for deff > 4, it changes nevertheless the scaling behavior at finite T leading
to a modified shift exponent ψ = z/(deff − 2) for deff > dc.
From an experimental viewpoint the most interesting aspect is the temperature de-
pendence of physical properties at the QCP(r = 0) in the non-Fermi liquid regime.
Very useful quantities are specific heat C = (T/V)(∂S/∂T )p and thermal expansion α
= (1/V)(∂V/∂T )p [116, 125]. At the QCP(r = 0) they scale with temperature like
C(T ) ∼ T d/z; α(T ) ∼ T (d− 1ν )/z and Γ = α
C
∼ T− 1νz (4.19)
This means that the temperature dependence of the critical ’Gru¨neisen ratio’ Γ(r = 0) is
controlled by the exponent which directly determines the time scale of quantum fluctua-
tions in Eq. (4.16). Using this important relation a consistent explanation of experiments
in the NFL compound CeNi2Ge2 can indeed be given (Fig. 4.7). Tables of the scaling
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Figure 4.7: Thermal expansion showing the suppression of NFL behavior as function of field.
The inset shows that for B = 0 the critical contribution to the Gru¨neisen ratio Γ of CeNi2Ge2
scales like Γ ∼ 1/Tνz with νz = 1. According to Eq. (4.19) this means (assuming z = 2 for AF
SDW) a mean field correlation length exponent ν = 1/2 which is in agreement with deff = d +
z = 5 for the effective dimension. (After [116])
behavior of the quantities in Eq. (4.19) for various d,z have been given in [125].
The exponent νz determines at the same time pressure scaling (Eq.( 4.18)) of the
characteristic temperature T∗ on the nonmagnetic side of the QCP. On the other hand
the pressure scaling exponent φh of the characteristic field H
∗ is an independent quantity
within the scaling ansatz. Experimentally it has been investigated in detail for CeRu2Si2
which has a metamagnetic field scale H∗(p = 0) = 7.8T (H‖ c). It was found empirically
that φh = 2− α = νz is fulfilled. According to the free energy in Eq.( 4.16) this implies
with m = (∂f/∂H) that m(H∗) = const independent of pressure. This was indeed found
experimentally [127]. The empirical relation 2− α = νz may be interpreted as quantum
hyperscaling relation with dimension d = 0 according to Eq. (4.17). The empirical validity
of such a relation points to a dimensional crossover as function of pressure close to the
QCP which is caused by the different divergence of spatial and temporal correlations [126].
An explicit calculation of scaling exponents close to the QCP demands the use of effec-
tive field theories based on Ginzburg-Landau type action functionals for the spatial and
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temporal order parameter fluctuations. Such theories are not specific for strongly corre-
lated electron systems and therefore are beyond the scope of this review. As mentioned
before they have indeed first been constructed for weakly correlated metals in [48, 97, 98]
and [99] and have been reinvestigated later in hindsight of QPT’s in strongly correlated
metals [128]. Until now the results and even starting assumptions of these field theoretical
approaches are controversial and will not be discussed here.
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V. PARTIAL LOCALIZATION
The concept of orbital-selective localization applies to correlated systems with orbital
degeneracies. Important examples are transition metal oxides [129–132] and 5f com-
pounds. In these materials, the intra-atomic correlations as described by Hund’s rules
play an important role. Nevertheless the physics of partial localization in transition
metal oxides and 5f systems is quite different. In compounds with d electrons the large
crystalline electric field (CEF) set up by the surroundings of a transition metal ion plays
a major role. It is often larger than the bandwidth as, for example in the manganites
(Sec. VID). In case of a cubic lattice it splits the five d orbitals into a t2g triplet and
an eg doublet and the corresponding subbands are well separated. When the Hund’s rule
energy is larger than this splitting and when the orbital energy of the t2g is lower than that
of the eg states the t2g states will be occupied by the first three d electrons. Those three
d electrons remain localized in a high-spin state with S = 3/2. Additional d electrons
occupy eg states and remain delocalized. The situation differs when the CEF splitting
is larger than Hund’s rule coupling. In that case the t2g subband can accommodate six
electrons. When the d electron count per ion nd is larger than six, i.e., nd > 6 only (nd-6)
d electrons will be itinerant and contribute to metallic behavior.
In 5f compounds we are facing a different situation. Since the 5f atomic wavefunc-
tions are closer to the nuclei than d electron wavefunctions are, CEF splittings are smaller
and less important. But Hund’s rule energies are larger. Therefore when we deal with
a situation where the 5f count per actinide ion nf exceeds two, i.e., nf > 2 only those
5f electrons will delocalize which enable the remaining ones to form a Hund’s rule state.
Otherwise the Coulomb interaction is increased so much that delocalization is disadvan-
tageous as far as energy is concerned. Therefore Hund’s rule correlations may strongly
enhance anisotropies in the kinetic energy and eventually lead to the co-existence of band-
like itinerant 5f states with localized atomic-like ones.
The central focus of the present section is the dual model for actinide-based heavy
fermion compounds which assumes the co-existence of delocalized and localized 5f elec-
trons.
Initially, the dual character has been conjectured for UPd2Al3 where the variation
with temperature of the magnetic susceptibility points to the coexistence of CEF-split
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localized 5f states in a heavy fermion system with 5f -derived itinerant quasiparticles.
Direct experimental evidence for the co-existence of 5f -derived quasiparticles and local
magnetic excitations is provided by recent neutron scattering experiments [133]. There
is clear evidence that the presence of localized 5f states is responsible for the attractive
interaction leading to superconductivity [134]. In addition the dual model could allow for a
rather natural description of heavy fermion superconductivity co-existing with 5f -derived
magnetism. For a recent review of experimental facts see [53, 54].
Heavy quasiparticles have been observed by de Haas-van Alphen (dHvA) experiments
in a number of U compounds. The experiments unambiguously confirm that some of the
U 5f electrons must have itinerant character. It has been known for quite some time
that the 5f -states in actinide intermetallic compounds cannot be considered as ordinary
band states. Standard bandstructure calculations based on the Local Density Approxi-
mation (LDA) to Density Functional Theory fail to reproduce the narrow quasiparticle
bands. On the other hand the LDA bandwidths are too small to explain photoemission
data [135, 136]. These shortcomings reflect the inadequate treatment of local correla-
tions within ordinary electron structure calculation. Theoretical studies aiming at an
explanation of the complex low-temperature structures lay emphasis on the partition-
ing of the electronic density into localized and delocalized parts [137, 138]. Concerning
the low-energy excitations it has been shown that the dual model allows for a quanti-
tative description of the renormalized quasiparticles - the heavy fermions - in UPd2Al3.
The measured dHvA frequencies for the heavy quasiparticle portions as well as the large
anisotropic effective masses can be explained very well by treating two of the 5f electrons
as localized.
The central goal of the present section is (1) to demonstrate that the dual model allows
to determine the heavy quasiparticles in U compounds without adjustable parameters and
(2) to give a microscopic justification for the underlying assumptions.
Before turning to a discussion of the dual model, its results and their implications we
should like to add a few comments. In referring to the dual model one has to keep in mind
that the latter provides an effective Hamiltonian designed exclusively for the low-energy
dynamics. As such it seems appropriate for typical excitation energies ~ω below ∼ 10
meV. In general, effective low-energy models are derived from the underlying microscopic
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Hamiltonians - to borrow the language of Wilson’s renormalization group - by integrating
out processes of higher energies. In the case of 5f systems the conjecture is that the
hybridization between the conduction electrons and the 5f states effectively renormalizes
to zero for some channels while staying finite for others. We shall show that the physical
mechanism leading to the orbital-dependent renormalization of the hybridization matrix
elements are the intra-atomic correlations which are often described by Hund’s rules. To
focus on the role of the intra-atomic correlations we consider model Hamiltonians for
the 5f subsystem where the hybridization with the conduction electrons is accounted for
by introducing effective 5f hopping. The orbital-dependent suppression of hybridization
then translates into orbital-selective localization.
The concept of correlation-driven partial localization in U compounds has been chal-
lenged by various authors (see, e.g., [139]). The conclusions are drawn from the fact that
conventional band structure calculations within the Local Density Approximation (LDA)
which treat all 5f -states as itinerant can reproduce ground state properties like Fermi sur-
face topologies and densities. The calculation of ground state properties, however, cannot
provide conclusive evidence for the delocalized or localized character of the 5f -states in
actinides. First, the presence of localized states can be simulated in standard band cal-
culations by filled bands lying (sufficiently far) below the Fermi level. Second, the Fermi
surface is mainly determined by the number of particles in partially filled bands and the
dispersion of the conduction bands which, in turn, depends mainly on the geometry of the
lattice. A change in the number of band electrons by an even amount does not necessarily
affect the Fermi surface since a change by an even number may correspond to adding or
removing a filled band. As such, the Fermi surface is not a sensitive test of the microscopic
character of the states involved. Unambiguous proof of the dual character can be pro-
vided by an analysis of the spectral function. Of particular importance are characteristic
high-energy features associated with transitions into excited local multiplets. A detailed
discussion of these features will be given in Sec. VIII.
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Figure 5.1: Upper panel Fermi surface of UPd2Al3 calculated within the dual model [33]. The
main cylinder part has effective masses with m∗ = 19 - 33 m, the highest masses are found on
the torus. Lower panel: Comparison of experimental dHvA frequencies (black symbols) from
[140] and calculated frequencies (open symbols) (After [33]). The large parabola corresponds to
the main FS cylinder.
A. Heavy Quasiparticles in UPd2Al3
Within the dual model the strongly renormalized quasiparticles in U -based heavy
fermion compounds are described as itinerant 5f electrons whose effective masses are
dressed by low-energy excitations of localized 5f states. We refer to [33, 54] for a de-
tailed description which proceeds in three steps. The latter include (a) a band structure
calculation to determine the dispersion of the bare itinerant 5f states (b) a quantum
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Table I: Effective masses in UPd2Al3 for H ‖c. Notation for FS sheets and experimental values
from [140] m0 is the free electron mass. Theoretical values from [33]
FS sheet m∗/m (exp.) m∗/m (theory)
ζ 65 59.6
γ 33 31.9
β 19 25.1
ǫ2 18 17.4
ǫ3 12 13.4
β 5.7 9.6
chemical calculation which yields the localized 5f multiplet states and, in particular,
their coupling to their itinerant counterparts and, finally, (c) a standard (self-consistent)
many-body perturbation calculation to determine the renormalized effective mass. We
should like to emphasize, however, that we treat all 5f electrons as quantum mechanical
particles obeying Fermi anticommutation relations.
The scheme has been successfully applied to UPd2Al3 and UPt3 as can be seen from
the comparison between the calculated and measured dHvA frequencies and the effective
masses in Figure 5.1 and Table I, respectively. It is important to note that the data are
derived from a parameter-free calculation. To show this we examine the individual steps
as described above.
First, the bare 5f band dispersion is determined from a parameter-free ab-initio calcu-
lation by solving the Dirac equation for the self-consistent LDA potentials but excluding
two U 5f (j = 5
2
) states from forming bands. The apparent absence of Kramers’ degen-
eracy in this compound suggests to treat an even number of 5f electrons as localized.
The calculations yield the dHvA frequencies which can be directly compared with exper-
imental data. At this point we should like to briefly comment on the strategy to account
for long-range antiferromagnetic order. The two examples, UPd2Al3 and UPt3, represent
two different categories. In UPd2Al3 localized 5f moments order antiferromagneticly at
TN ≃ 14.5 K with the induced moment being ≃ 0.83µB per U. The heavy quasiparticles
form in the magnetically ordered state. As a consequence, the calculation of the bare
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5f bands employs the experimentally observed antiferromagnetic structure. The super-
structure strongly affects the Fermi surface topology for the heavy quasiparticles. The
corresponding paramagnetic model cannot reproduce the heaviest orbit.
In the second step, the localized U 5f states are calculated by diagonalizing the
Coulomb matrix in the restricted subspace of the localized 5f states. Assuming the
j-j coupling scheme, the Coulomb matrix elements are evaluated using the radial func-
tions of the ab-initio band structure potentials. The coupling between the localized and
delocalized 5f electrons is directly obtained from the expectation values of the Coulomb
interaction in the 5f 3 states.
Finally, the renormalization of the effective masses which results from the coupling
between the two 5f subsystems is estimated. The itinerant 5f states scatter off the low-
energy excitations of the localized 5f 2 configurations. The situation resembles that in
Pr metal where a mass enhancement of the conduction electrons by a factor of 5 results
from virtual crystal field (CEF) excitations of localized 4f 2 electrons [141]. The effective
masses in Table I are obtained from an isotropical renormalization of the band mass mb
is given by
m∗
mb
= 1− ∂Σ
∂ω
∣∣∣∣
ω=0
(5.1)
The local self-energy of the delocalized 5f states Σ(ω) is displayed in Figure 5.2. The
explicit expressions are given in [33]. The mass enhancement is calculated self-consistently
inserting values for the density of states at the Fermi level N(0) = 2.76 states /(eV cell
spin) obtained from the bandstructure, when two 5f electrons are kept localized. The
vertex is given by a|M | = 0.084 eV where the prefactor a denotes the 5f weight per spin
and U atom of the conduction electron states near EF. The matrix element M describes the
transition between the localized states |Γ4〉 and |Γ3〉 due to the Coulomb interaction UCoul
with the delocalized 5f electrons. These are the two lowest eigenstates of the localized 5f 2
system in the presence of the CEF. They have J = 4 in accordance with Hund’s rule and
are combinations of |Jz〉 = | ± 3〉. Finally, the dynamical susceptibility is approximated
by that of an effective two-level system with an excitation energy δ¯ ≃ 7meV.
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Figure 5.2: Self-energy diagram due to local intra-atomic excitations leading to a mass enhance-
ment. Solid double line: full Green’s function of the conduction electrons. Dashed lines: effective
intra-atomic two-level states |α〉, |β〉 separated by an excitation energy δ¯ = 7 meV. Triangles:
matrix elements a|M |.
B. Microscopic Model Calculation
To illustrate the orbital selection by intra-atomic correlations we consider a simple
molecular model consisting of two actinide atoms at sites a and b. The strong Coulomb
interaction among the 5f electrons at the same site leads to well-defined ionic configura-
tions fn with energies E(fn). To model U compounds we assume that the total number of
5f electrons in the cluster be five corresponding to an averaged f -occupation of 2.5 per U
site. The ground state will be a linear combination of states |a; f 3〉|b; f 2〉 and |a; f 2〉|b; f 3〉,
respectively. These two sets of states are coupled by the hopping term. Since both atoms
have more than one electron in their 5f shells intra-atomic correlations come into play.
The two sets of basis functions split into groups of states characterized by the total angu-
lar momenta J(a) and J(b), respectively, the energy differences being of the order of the
5f exchange constant, i.e., approximately 1eV . Since the spin-orbit interaction is large
we use j-j coupling and restrict ourselves to 5f states with j = 5/2. We are aiming at the
low-energy subspace which is spanned by the states |a; f 3, J(a) = 9/2〉|b; f 2, J(b) = 4〉
and |a; f 2, J(a) = 4〉|b; f 3, J(b) = 9/2〉, in close analogy to Hund’s rules. Transferring
an electron from site a to site b changes the local f occupation and the total angular
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momenta ∣∣a; f 3, J(a) = 9/2〉 ∣∣b; f 2, J(b) = 4〉 → ∣∣a; f 2, J ′(a)〉 ∣∣b; f 3, J ′(b)〉 (5.2)
and the resulting final state will usually contain admixtures from excited multiplets.
The transfer of a 5f electron from site a to site b causes intra-atomic excitations against
which the gain in kinetic energy has to be balanced. The crucial point is that the overall
weight of the low-energy contributions to the final state depends upon (a) the orbital
symmetry of the transferred electron, i.e., on jz and (b) on the relative orientation of
J(a) and J(b). The latter effect closely parallels the “kinetic exchange” well-known from
transition metal compounds. The requirement that the gain in energy associated with the
hopping be maximal leads to orbital selection. The dynamics in the low-energy subspace
is described by an effective single-particle Hamiltonian where some of the transfer integrals
are renormalized to zero while others are reduced yet remain finite.
These qualitative considerations are the basis for microscopic model calculations which
proceed from the simple model Hamiltonian
H = Hband +HCoul . (5.3)
The local Coulomb repulsion part
HCoul =
1
2
∑
a
∑
jz1 ,...,jz4
Ujz1 ,jz2jz3jz4c
†
jz1
(a)c†jz2 (a)cjz3 (a)cjz4 (a) (5.4)
is written in terms of the usual fermionic operators c†jz(a) (cjz(a)) which create (an-
nihilate) an electron at site a in the 5f -state with total angular momentum j = 5/2
and z-projection jz . Considering the fact that the spin-orbit splitting is large we neglect
contributions from the excited spin-orbit multiplet j = 7/2 and adopt the j-j coupling
scheme. The Coulomb matrix element Ujz1jz2jz3jz4 for jzi = −5/2, . . . , 5/2
Ujz1jz2jz3jz4 =
∑
J
UJ C
JJz
5/2,jz1;5/2,jz2
CJJz5/2,jz3;5/2,jz4 (5.5)
are given in terms of the usual Clebsch-Gordan coefficients C ...... and the Coulomb
parameters UJ . Here J denotes the total angular momentum of two electrons and
Jz = jz1+jz2 = jz3+jz4. The sum is restricted by the antisymmetry of the Clebsch-Gordan
coefficients to even values J = 0, 2, 4.
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The kinetic energy operator describes the hopping between all pairs at neighboring
sites 〈ab〉
Hband = −
∑
〈ab〉,jz
tjz
(
c†jz(a)cjz(b) + h.c.
)
+
∑
a,jz
ǫfc
†
jz(a)cjz(a) . (5.6)
We assume the transfer integrals tjz to be diagonal in the orbital index jz. While this is
certainly an idealization it allows us to concentrate on our main interest, i.e., the interplay
of intra-atomic correlations and kinetic energy. Finally, we account for the orbital energy
ǫf which determines the f−valence of the ground state.
Due to the local degeneracy, the Hilbert space increases rapidly with the number of lat-
tice sites and exact (numerical) solutions are possible only for relatively small clusters. For
extended systems, i.e., for periodic solids the ground state and the low-lying excitations
can be determined within a mean-field approximation [142]. The slave-boson functional
integral method allows for a discussion of various ground states and co-operative phe-
nomena starting from realistic bare electronic band structures. The orbital-dependent
separation of the low-energy excitations into dispersive quasiparticle bands and incoher-
ent background is observed in the spectral functions of a linear chain calculated by means
of Cluster Perturbation Theory [143]. Itineracy is reflected in a discontinuity of the
orbital-projected momentum distribution function
njz(k) =
∫
dω f(ω)Ajz(k, ω) (5.7)
where Ajz(k, ω) is the single-particle spectral function while f(ω) denotes the Fermi
distribution. Here we discuss the qualitative features derived for two-site clusters where
we can find simple approximate forms for the ground-state wavefunction in limiting cases.
In order to quantify the degree of localization or, alternatively, of the reduction of
hopping of a given jz orbital by local correlations, the ratio of the jz- projected kinetic
energy Tjz and the bare matrix element tjz
Tjz
tjz
=
∑
〈ab〉,
〈Ψgs|(c†jz(a) cjz(b) + h.c.)|Ψgs〉 (5.8)
is calculated [33]. The ground-state wavefunction |Ψgs〉 contains the strong on-site
correlations. A small ratio of Tjz/tjz indicates partial suppression of hopping for electrons
in the±jz orbitals. Two kinds of correlations may contribute to that process. The first one
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Figure 5.3: Left panel: Values Tjz/tjz for a two-site cluster along a line connecting linearly
the points written below the figure. (After [144]). Right panel: Variation with wave number
of (Ajz(kℓ, ω) +A−jz(kℓ, ω)) in the low-energy regime calculated for a two-site cluster with five
electrons. The corresponding values of the transfer integrals are those of the left panel. The full
line and the dotted line refer to k = 0 and k = π, respectively. Spectral weight is transferred to
local excitations (valence transitions and transitions into excited atomic multiplets) which are
not displayed here. The Lorentzian broadening is η = 0.03 (After [143]) .
is based on the reduction of charge fluctuations due to the large values of the isotropically
averaged Coulomb repulsion which results in an isotropic renormalization of the kinetic
energy. As this is a typical high-energy effect we defer the discussion to Sec. VIII. In the
strong-coupling limit the reduction of charge fluctuation is accounted for by restricting
the ground state to the well-defined atomic configurations. The quantity of interest here is
the orbital-dependent reduction Tjz/tjz which is due to intra-atomic correlations. As the
latter are local in nature, even small clusters should adequately describe the important
qualitative features. The results for Tjz/tjz [33] - initially obtained perturbatively for a
two-site cluster - as well as their interpretation are confirmed by detailed calculations
based on exact diagonalization for small clusters [144]. Figure 5.3 displays the reduction
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factors for a two-site cluster. The model parameters
∆U4 = UJ=4 − UJ=0 = −3.79eV
∆U2 = UJ=2 − UJ=0 = −2.72eV . (5.9)
are chosen appropriate for UPt3. These findings demonstrate that in particular Hund’s
rule correlations strongly enhance anisotropies in the hopping. For a certain range of
parameters this may result in a complete suppression of the effective hopping except for
the largest one, which remains almost unaffected. This provides a microscopic justification
of partial localization of 5f electrons which is observed in a number of experiments on U
intermetallic compounds.
As the relevant correlations are local, the general results qualitatively agree with those
found for a three-site cluster and four-site clusters [145]. The magnetic character, however,
is affected by finite size effects. This can be seen by varying the cluster sizes and the
boundary conditions. Although the total angular momentum component Jz may be
different for periodic and open boundary conditions we can identify the following different
regimes in the strong-coupling limit. In the strongly anisotropic limit with dominating
transfer integral
∣∣t3/2∣∣ ≫ ∣∣t1/2∣∣ = ∣∣t5/2∣∣ the high-spin states with ferromagnetic inter-site
correlations are energetically most favorable. In the two-site cluster, the ground state has
a very simple form
| Ψ〉 = 1√
2
(
c†3/2(a) +
t
|t| c
†
3/2(b)
)
c†5/2(a)c
†
1/2(a)c
†
5/2(b)c
†
1/2(b) | 0〉 (5.10)
being simultaneously an eigenstate of the Coulomb energy and of the kinetic energy. It
can be considered as a bonding jz = 3/2 state in a ferromagnetically aligned background.
The high-spin phases are followed by complicated intermediate-spin phases as the isotropic
limit t1/2 = t3/2 = t5/2 is approached. In the case with subdominant |t3/2| ≪ |t1/2| = |t5/2|
low-spin phases with antiferromagnetic intersite correlations are formed. In a two-site
cluster, they involve linear combinations of
c†1/2(a)c
†
±5/2(a)c
†
±3/2(a)c
†
∓5/2(b)c
†
∓1/2(b) |0〉 ; c†±5/2(a)c†±3/2(a)c†∓5/2(b)c†1/2(b) |0〉 .
The splitting of the low-energy excitations into dispersive quasiparticle states and
incoherent background is reflected in the single-particle spectral functions Ajz(kℓ, ω) where
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the discrete set of quantum numbers kℓ = 0, π labels the single-particle eigenstates of the
two-site cluster. The variation with the transfer integrals is displayed in Figure 5.3.
The jz-channels with dominant hopping exhibit dispersive narrow peaks while those with
subdominant hopping yield an incoherent background. Considerable spectral weight is
transferred to the high-energy excitations not shown here.
C. Superconductivity mediated by Intra-Atomic Excitations
Since the discovery of the isotope effect [146, 147] and the work of Fro¨hlich [148] the
electron-phonon interaction has been considered the main cause of Cooper-pair forma-
tion. By exchanging virtual phonons, electrons may attract each other and form Cooper
pairs. Later it was pointed out that phonons need not be the only bosons the exchange of
which results in electron attraction. Also magnetic excitations such as paramagnons were
considered as candidates for generating superconductivity, although not necessarily in a
conventional s-wave pairing state [94, 149]. Also it had been pointed out that crystalline
electric field (CEF) excitations in rare-earth ions like Pr have a pronounced effect on su-
perconductivity [150–152] when such ions are added to a conventional superconductor and
furthermore, that those excitations can be either pair-breaking or pair forming depending
on matrix elements between different CEF levels. The experimental observation of those
effects, e.g., in doped LaPb3 and LaSn3 [153, 154] demonstrated not only the reality but
also the magnitude of that kind of boson exchanges between conduction electrons. After
the discovery of high-temperature superconductivity in some of the cuprate perovskites
and even before for some of the heavy-fermion superconductors numerous suggestions of
non-phononic pairing interactions were made [155–163]. But they were mainly qualita-
tive rather than quantitative and therefore remained inconclusive. For reviews see Refs.
[54, 164]. Therefore it is of interest that for UPd2Al3 experimental evidence exist for a
non-phononic mechanism is causing superconductivity. It has a transition temperature
Tc of Tc = 1.8 K; which is below the onset of antiferromagnetic (AF) order with a Ne´el
temperature of TN = 14.3 K. Strong evidence for a non-phononic pairing mechanism is
provided by UPd2Al3 - Al2O3 - Pb tunneling measurements [165]. The differential con-
ductivity dI/dV shows structure in the regime of 1 meV demonstrating that there are
63
low-energy bosons which result in a frequency dependence ∆(ω) of the order parameter.
For phonons this structure would be an order of magnitude higher in energy. The Debye
energy of UPd2Al3 is 13 meV. In addition inelastic neutron scattering (INS) experiments
show that the CEF based magnetic excitation energy ωE(q) at q = Q is between 1 -
1.5 meV depending on temperature [133, 134, 166, 167]. It has been argued that these
excitations show up in ∆(ω) and cause superconductivity. This is seen in Fig. 5.4 which
shows the INS data as well as the tunneling density of states. The strong coupling of
those AF excitons to conduction electrons is also demonstrated in these experiments.
The AF structure of UPd2Al3 consists of ferromagnetic hexagonal planes with a mo-
ment of µ = 0.83µB per U ion pointing in [100] direction and stacked antiferromagnetically
along the c-axis [168, 169]. This corresponds to an AF wave vector Q = (0, 0, 1/2). The
large moment supports the dual model with two localized 5f electrons. As discussed
before the Hund’s rule ground-state multiplet of the 5f 2 localized electrons is J = 4. In
a CEF only the two lowest singlets |Γ3〉 and |Γ4〉 have to be taken into account. The
Hamiltonian is then of the form
H =
∑
kσ
ǫkσc
†
kσckσ + δ
∑
i
|Γ4〉 〈Γ4 |i
−Jff
∑
〈ij〉
JiJj − 2I0 (geff − 1)
∑
i
siJi (5.11)
where
ǫkσ = ǫ⊥ (k⊥σ)− 2t‖cos kz (5.12)
serves as a model for the Fermi surface of UPd2Al3 in the paramagnetic state.
Figure 5.3 shows that the Fermi surface in the AF state consists of a cylindrical part
and a torus. The torus has the highest effective mass. For simplicity we will neglect it
here and model the paramagnetic Fermi surface by a cylinder. The antiferromagnetic
coupling to the conducting electrons is considerably larger than in systems like TbMo6S8
[170] and HoNi2B2 [171]. One should also keep in mind that in accurate determination of
Tc is anyway out of reach and that the aim is here to demonstrate that the non-phononic
pairing mechanism yields the right order of magnitude for Tc.
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Returning to the Eqs. (5.12) we note that t‖ determines the amount of corrugation of
the cylinder. The second term in Eq. (5.11) denotes the CEF splitting with δ = 6 - 7
meV. The coupling between localized 5f electrons on nearest-neighbor sites is given by
Jff and the on-site exchange between localized and itinerant electrons is described by the
last term of Eq. (5.11). The effective Lande´ factor geff refers to the localized 5f electrons.
The total intersite exchange is therefore
J (q) = Jeff (q) + I
2
0 (geff − 1)2 χe (q) (5.13)
where χe(q) is the spin susceptibility of the itinerant electrons. Due to that intersite
interaction the susceptibility of the system becomes
χ (q, ω) =
u(ω)
1− J(q)u(ω) (5.14)
where u(ω) is the single-ion susceptibility [172] and the CEF excitation energy goes over
into an excitation band (magnetic exciton). When J(q) has its maximum value at q = Q
and J(Q) ≡ Je exceeds a critical value, i.e., Je > Jcrit the system becomes an induced
AF. In that case the Ne´el temperature TN is given by
TN =
δ
2 tanh−1 (Jc/Je)
. (5.15)
UPd2Al3 is an induced AF and one finds that Je/Jc = 1.015. The critical value is given
by Jc = δ/2M
2 where M = 2〈Γ4|Jx|Γ3〉i. For temperatures T < TN the susceptibility is
again of a form similar to Eq. (5.14) but now the single-ion susceptibility contains the
effect of the AF molecular field acting on the |Γ4〉, |Γ3〉 states. The magnetic excitations
form a band of AF magnons in that case. For a review see, e.g., Refs. [107, 173]. They have
originally been measured [174] with relatively low resolution and later with much better
one, see Refs. [133, 134] and [175]. Their dispersion has also been derived theoretically in
Ref. [176] by including the molecular field as well as the anisotropic exchange and agreed
nicely with the measured ones. An approximate form is
ωE (qz) = ωex [1 + β cos (cqz)] (5.16)
with ωex = 5 meV, β = 0.8 and c denoting the lattice constant perpendicular to the hexag-
onal planes. The corresponding boson propagator K(qz, ων) in Matsubara frequency no-
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tation (ων = 2πT, ν = integer) replaces the phonon propagator when the superconducting
properties are calculated [177]. It is of the form
K (qz , ων) = g
ω2ex
(ωE (qz))
2 + ω2ν
(5.17)
where g denotes the coupling constant between conduction electrons and magnetic ex-
citons. Their interaction Hamiltonian Hc−f can be written in a pseudospin notation by
introducing for the two levels |Γ3〉i and |Γ4〉i of a U site i the pseudospin τi, so that
τiz|Γ3(4)〉i = ±12 |Γ3(4)〉i. Then we may write
Hc−f = I
∑
i
σizτix (5.18)
where σi refers to the itinerant 5f electron. The two coupling constants g and I are
related through
g =
I2
4
(
1
c
p20
2π
)
1
ωex
(5.19)
where p0 is the radius of the circle in the px, py plane which contains the same area as the
hexagon defining the Brillouin zone.
We are now in the position to write down and solve Eliashberg’s equations for the
conduction electron self-energy Σ(pz, ωn) and order parameter ∆(pz, ωn).
Σ (pz, ωn) =
T
Nz
∑
p′z,m
K (pz − p′z;ωn − ωm)∫
dp′⊥
(2π)2
G (p′⊥, p
′
z, ωm)
∆ (pz, ωn) = − T
Nz
∑
p′z,m
K (pz − p′z;ωn − ωm)∆(p′z, ωm)∫
dp′⊥
(2π)2
|G (p′⊥, p′z, ωm)|2 (5.20)
where Nz is the number of lattice sites along the z-axis and ωn = 2πT (n + 1/2). It has
been assumed that the order parameter has even parity (singlet channel). The electron
Green function has the usual form
G−1(p, ωn) = iωn − ǫp − Σ(pz, ωn) (5.21)
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Figure 5.4: Upper panel: Magnetic exciton dispersion from INS along c∗ (0,0,ql) and a∗ (qh,0,0.5)
around the AF zone center Q = (0,0, 0.5) for T = 2K just above Tc = 1.8 K. A flat dispersion
with a corresponding high DOS is observed for q ≃ Q. For T < Tc the additional quasielastic
response (open circles at zero energy) evolves into sharp resonance peaks within the the gap.
(After[133]) Right panel: Differential conductivity dI/dV for tunneling current along c. The
additional hump at V ≃ 1.5 meV has been associated with the magnetic exciton mode at Q in
the upper panel. This feature is due to a frequency dependent gap ∆(ω) caused by a strong
coupling of quasiparticles to magnetic excitons. However the evaluation of the tunneling data
needs additional justification (J. Geerk private communication). (After[165])
with ǫp given by Eq. (5.12).
After in Eqs. (5.20) the dp′⊥ integration has been done the equations reduce to a one-
dimensional problem. Thereby it is essential that the kernel K(qz , ων) is strongly peaked
at qz = π/c and ων = 0. Therefore, loosely speaking the gap equation is of the form
∆ (pz, πT ) = −C (pz)∆
(
pz − π
c
, πT
)
(5.22)
where C(pz) is a smooth positive function. This suggests the form
∆ (p) = ∆cos (cpz) (5.23)
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with A1g symmetry. The symmetry allows also for a multiplication of the right hand side
by a fully symmetric function f(px, py). The order parameter has lines of nodes at the
AF zone boundary pz = ±Qz/2 = ±π/(2c).
One finds that the Eliashberg equation yield also an odd-parity solution of the form
∆ (pz) = ∆sin (cpz) (5.24)
with a spin part |χ〉 = (2)−1/2(| ↑↓〉 + | ↓↑〉) and the same Tc. Note that because of the
Ising-like interaction (5.18) rotational symmetry in spin space is broken. A more general
study of possible order parameters due to pair potentials based on magnetic excitons was
undertaken in Ref. [176]. It turned out that in the weak coupling limit, i.e., without taking
retardations into account, one of the odd-parity triplet states has lower energy than the
singlet one. However this could be a consequence of the weak coupling assumption which
does not apply to UPd2Al3. There is strong experimental evidence discussed below that
the order parameter has indeed A1g symmetry (see Eq. (5.23)) and therefore we discard
the A1u solution (5.24).
In the following we discuss the parameters which are required to explain the anisotropic
effective mass within this simplified model and the ones which are needed to explain the
observed Tc. For the DOS at the Fermi energy a value of N(EF ) ≃ 2 states/(eV-cell-
spin) seems appropriate. This includes also the torus. The local intra-atomic excitations
responsible for the mass enhancement are characterized by δ ≃ 7 meV [33] and ωex ≃ 5
meV [177]. With these values it turns out that a value of
I2N(EF ) = 0.026eV (5.25)
corresponding to g/ǫ⊥ = 2 is required in order to reproduce the experimentally observed
mass enhancement within the simplified scheme applied to Eliashberg’s equations. With
this value a superconducting transition temperature Tc = 2.9 K is obtained while the true
value is 1.8 K. The dependence of the superconducting Tc on the dimensionless coupling
strength g/ǫ⊥ is shown in Fig. 5.4. Taking into account that the strong mass anisotropies
were derived theoretically without adjustable parameters (see Tab. I) it is gratifying to
find that when the parameter I2N(EF ) (or g/ǫ⊥) of a simplified model is adjusted so as
to reproduce the mass anisotropies, a superconducting transition temperature of the right
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Figure 5.5: The dependence of the superconducting Tc on the electron-magnetic exciton coupling
constant g (Eq. 5.19). Parameter values are ωex = 0.01ǫ⊥, α = -0.1, β = 0.8. The full curve
corresponds to opposite spin pairing states |χ〉 (Sz = 0) A1g and A1u with gap functions given
in Eqs. (5.23,5.24) and node lines at kz = ±πc and kz = 0 respectively. The dashed curve is a
less favorable state with |Sz| = 1 and more node lines. For a value g/ǫ⊥ ∼ 2 which leads to the
observed mass enhancement m∗/mb ≃ 10 one obtains a calculated Tc ≃ 2.9 K (from the full
curve). This value is somewhat larger than the experimental Tc = 1.8 K. (After [177])
order of magnitude is obtained.
As regards the experimental situation the superconducting state of UPd2Al3 has been
studied in great details for which we refer to the review [54]. Here we point out merely
those experiments which allow for a determination of the symmetry of the order parameter.
This applies in particular to the studies of the anisotropic thermal conductivity in an
applied magnetic field. As pointed out in [178] measurements of the thermal conductivity
under rotating magnetic field with heat current perpendicular to the rotation plane yield
information on the k - space position of gap nodes. Corresponding measurements on
single crystals of UPd2Al3 [178] and their analysis [179] have indeed shown that ∆(p)
has node lines perpendicular to the c-axis. However these experiments cannot distinguish
between a node line at pz=± π2c at the AF zone boundary or at pz = 0 at the zone center,
i.e., which one of the theoretically favored gap functions of Eq. (5.23) or Eq. (5.24) is
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realized. Other evidence for node lines was pointed out by Bernhoeft [175]. He argued
that the symmetry property ∆(p ± Q) = −∆(p) is required in order to explain the
large intensity of a low energy quasiparticle-like peak in the inelastic neutron scattering
spectrum below Tc. This again implies a line of nodes perpendicular to the c axis but
cannot distinguish between the two candidates. However already before these results
became available a pronounced Knight shift reduction below Tc was found in UPd2Al3
[180]. A naive interpretation of this result advocates for the even parity A1g gap function
in Eq. (5.23) whose antisymmetric spin function corresponds to the spin singlet state in
models with isotropic pairing interaction.
In concluding this section we want to summarize the above findings. It has been
shown that in UPd2Al3 superconductivity is due to non-phononic bosons. Intra-atomic
excitations of localized 5f electrons in U ions, a consequence of strong correlations and
described within the dual model provide the glue for the Cooper pairs. We want to stress
that their interaction with the itinerant 5f electrons (see Eq. (5.18)) is not time-reversal
invariant. Nevertheless Cooper pairs may form but a sign change of the order parameter
along the c-direction is mandatory. Otherwise the interaction would not be pair forming
but rather act as a pair breaker. It is likely that a similar pairing mechanism, mediated by
the exchange of quadrupolar excitons, is operative in the Pr-skutterudite cage compound.
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VI. CHARGE ORDERING
The concept of charge order in electronic systems was introduced by Wigner in the
early 1930´s [9]. He considered a homogeneous electron gas, i.e., a system in which the
positively charged background is distributed uniformly over the sample. Wigner showed
that in the limit of low densities the Coulombic repulsion energy between the electrons
will always dominate their gain in kinetic energy due to delocalization. Therefore at
sufficiently low temperatures electrons will form a lattice. This way they minimize their
mutual repulsions.
Following the original proposal of Wigner a number of systems have been discovered
which lead to electronic charge order. The cleanest realization of Wigner crystallization
is observed in a classical 2D sheet of electrons generated on a liquid-He surface where the
electron density can be varied by an applied electrical field [181]. In constrained geometries
like quantum dots clear signatures of Wigner crystallization may be found already for small
electron numbers [182]. The most common systems which exhibit this type of electronic
charge order have an underlying atomic lattice as an important ingredient in distinction to
Wigner’s homogeneous positive background. When valence electrons are situated close to
an atomic nucleus the overlap with orbitals from neighboring sites is expected to be small.
This implies that the associated kinetic energy gain is small when electrons delocalize.
Therefore the mutual repulsions between electrons on neighboring sites will dominate the
kinetic energy gain at a higher density than it is the case for a uniformly distributed
positive background. But a resulting electronic charge order must here be commensurate
with the underlying atomic lattice.
The 3d-valence electrons of transition metal compounds are most amenable to this
kind of charge order. The latter may occur within a metallic (or at least conducting)
state as in the prominent example of magnetite Fe3O4 or within an already insulating
state as in α’-NaV2O5. Since the number of d-electrons in 3d-compounds may commonly
be changed by doping, a large variety of commensurate 3d-charge ordered states can
be achieved, for example in the cuprate (parent compound LaCu2O4) and single layer
and bilayer manganite families (parent compounds LaMnO3 and half-doped compound
LaSr2Mn2O7, respectively). The amplitude of the total charge order parameter or charge
disproportionation on the inequivalent 3d-site is typically small of the order 0.1el per
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site or less. This is due to the screening of the large 3d-orbital occupation changes by
the valence electrons of ligands, as can be clearly seen from LSDA+U calculations. Ex-
perimentally the amount of charge disproportionation is extremely difficult to determine.
This is mostly done via the empirical valence-bond analysis of X-ray results in the ordered
phase, where the change in bond distances is linked to the valence charge disproportion-
ation. In some 3d-oxide compounds like, e.g., the bilayer-manganites one must be aware
that 3d-charges are dressed by strong distortions of the surrounding lattice leading to
(small) polaron formation. It is then the latter which exhibit the ordering transition.
Charge ordering is less common in 4f -compounds, because the intersite Coulomb inter-
action necessary for charge order is well screened and in genuine metallic compounds the
hybridization with conduction electrons tends to favor a site-independent 4f-occupation.
This leads to a metallic mixed valent or heavy fermion state. There is however an impor-
tant case where 4f-charge order may occur. In insulating or semimetallic 4f compounds
which are homogeneous valence fluctuators at high temperatures, the intersite Coulomb
interaction may be strong enough to lead to a 4f-charge disproportionation, i.e., an inho-
mogeneous mixed valent state at low temperatures with different 4f-orbital occupations
on inequivalent sites. Again the amplitude of the total charge order including the effect
of ligand screening charges is much smaller than the bare 4f-charge disproportionation.
An important class of compounds where this charge-order transition occurs are members
of the R4X3 series (R = rare earth Yb, Sm, Eu and X = As, Bi, P, Sb), notably the
semimetal Yb4As3 which is discussed in Sec. VIB.
An attractive feature of CO transitions in these 3d or 4f compounds is the possibility
of lowering the effective dimension of the arrangement of magnetic ions, for example to
a family of 1D chains, planes of zig-zag chains or ladders and stripes. The effect of low
dimensionality has then important consequences for the spin excitation spectrum, e.g.,
the appearance of a two-spinon continuum in the case of spin chains.
When this type of electronic charge order in 3d and 4f systems is compared with the
original suggestion of Wigner one notices two differences. As pointed out before, the lattice
structure of the positive background is very important but also the repulsions between
electrons on neighboring sites are not purely Coulombic. Instead they may be modified
due to the electrons in inner closed shells which leads to strongly screened Coulomb
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interactions that usually extend only to nearest and next nearest neighbors.
Another type of charge ordering which does not break spatial symmetries is obtained
in systems which can be described by a Hubbard Hamiltonian at half filling. Here it
is the on-site Coulomb interaction expressed by an energy U which is competing with
electron hopping processes and the associated energy gain. While the repulsion energy U
favors single occupancy of sites, and suppresses double occupancies the kinetic energy gain
favors a sizeable fraction of sites with double occupations. Without electron correlations
25 % of them would be doubly occupied in order to optimize the kinetic energy. For
sufficiently large values of U charge order in the form of strongly suppressed on-site
charge fluctuations will take place leading to a Mott-Hubbard metal to insulator (M-I)
transition. Again, similarities to the previously considered cases are obvious but so are
the differences. Repulsions between electrons on different sites are completely neglected
in the Hubbard model and it is crucial to have precisely one electron per site in order to
obtain charge order. A similar requirement does not exist in the previously considered
cases.
Finally, charge order can also occur via formation of a charge density wave (CDW) in
metals. In this case the instability is driven by minimizing the kinetic (band) energy of
conduction electrons leading to a reconstruction of the Fermi surface. A prerequisite is
the presence of nesting properties in the Fermi surface. The generally incommensurate
vector Q which connects the nesting parts determines wavelength and direction of a
corresponding CDW. Note that strong electron correlations are not required for a CDW
to form. Summarizing we distinguish between the following electronic charge ordering
processes:
(a) Wigner crystallization in the homogeneous electron gas or liquid
(b) Charge order due to weak hybridizations and strong intersite interactions
(c) Mott-Hubbard charge order due to strong on-site interaction
(d) Charge density waves due to nesting properties of the Fermi surface
(e) Charge ordering in polaronic systems
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In this overview we will not address the genuine Mott-Hubbard M-I transition which
is reviewed in existing articles, e.g., Ref. [183]. It demands a considerable technical effort
based on the recently developed dynamical mean field theory (DMFT). Low dimensional
metallic CDW systems will also not be included, since this topic is well represented in the
literature [184] and should be discussed together with spin-density waves and supercon-
ductivity which is beyond the scope of this article.
A. Wigner Crystallization in Homogeneous 2D Electron Systems
The electron gas may be subject to many different instabilities depending both on
the background (lattice) potential and the resulting shape of the Fermi surface as well
as the strength and range of the screened Coulomb interactions. A convenient way to
characterize the relevant regime is the Brueckner parameter rs =
1
a0
(4π
3
n)−
1
3 which is the
ratio of average electron distance to the Bohr radius a0 (n = electron density). In the two
limits of small and large rs the electron system exhibits radically different behavior.
At large density (small rs) the system is in a metallic state dominated by the kinetic
(Fermi) energy and the Coulomb interactions between electrons are well screened. If the
Fermi surface has parallel (quasi-1D) sections, ’nested’ by a wave vector Q, the resid-
ual Coulomb interactions may lead to a condensation of electron-hole (Peierls) pairs into
a charge- or spin-density wave state with translational and possibly other symmetries
broken. Part or all of the nested Fermi surface sheets are then removed by the selfcon-
sistent potential in the condensed state. For a conventional density wave spontaneous
modulation of the charge- or spin density with period 2π/Q takes place which may be
identified by common methods like X-ray or neutron diffraction. Since real metallic ma-
terials have high densities and small or moderate rs this type of instability is frequently
encountered. It often competes or coexists with an alternative condensation mechanism,
namely electron-electron (Cooper) pair formation leading to a superconducting state.
In the opposite limit of small density and large rs the long range Coulomb interaction
is badly screened and it dominates the small kinetic energy gain due to delocalizations.
At low enough temperatures the electron liquid condenses in real space, forming a Wigner
solid [9] which also breaks translational symmetry. This is complementary to condensation
74
Figure 6.1: Schematic Fermi liquid - Wigner solid phase diagram of the 2D electron system. Esti-
mates of critical density and temperature are given by nc = (4/πa
2
0)(1/Γ
2
0) and Tc = (2e
4m/Γ20).
(After [185])
in the k-space as found in the previous density wave case. For a two dimensional (2D) ho-
mogeneous electron liquid in a uniform positive background the appropriate Hamiltonian
H=T+V is
H =
∑
kσ
ǫ(k)c†kσckσ +
1
2Ω
∑
pkq;σσ′
vqc
†
p+qσc
†
k−qσ′ckσ′cpσ (6.1)
where ǫ(k) = k2/2m is the kinetic energy and vq =
4πe2
q2
(1 − δq0) is the Coulomb in-
teraction. The Kronecker delta δq0 ensures that due to the positive background vq =
0. Furthermore Ω is the volume. For practical calculations on a lattice and for finite
systems the Ewald summation technique has to be used to obtain the real space Coulomb
potential V(r).
The qualitative shape of the n-T phase boundary for the liquid-solid transition has
been given in [185]. It is derived from the intuitive notion that at the phase transition the
average potential and kinetic energies of electrons should be comparable, i.e., 〈V 〉/〈T 〉 ≡
Γ0. This leads to a parametrically (z = exp(−βµ)) determined n-T phase boundary
(µ = chemical potential) shown in Fig. 6.1. In the classical limit (kT ≫ µ) one has
〈T 〉 = kT, furthermore 〈V 〉 = e2√πn. Then the melting curve is simply given by n(T)
= (kTΓ0/
√
πe2)2 with an unknown parameter Γ0. In a homogeneous background the
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Figure 6.2: Energy differences in units of 2πNnt (t = hopping energy, n = N/LxLy = average
density) of liquid and intermediate (or hybrid) phases with respect to the Wigner crystal phase.
Here Eliquid-Ecrystal (circles) and Ehybrid - Ecrystal (triangles) are plotted as function of rs for N
= 72 electrons on a Lx = 48 × Ly = 84 grid. Critical values are r∗s ∼ 30 and r∗∗s ∼ 80. Inset:
density-density correlation function with reference particle in the center. (After [187])
2D electron liquid solidifies in a trigonal (hexagonal) lattice structure [186]. In the static
approximation without kinetic energy the ground- state energy is E△GS = -3.921034 e
2a
−1/2
c
which is lower than for any other of the five 2D Bravais lattices. (Here ac = (
√
3/2)a20 is
the hexagonal cell area with a0 denoting the lattice constant, the density is n = 1/ac).
This result is simple to understand because of all 2D lattices the trigonal one has the
largest lattice spacing for a given density and therefore minimizes the total energy if the
latter is dominated by the Coulomb repulsion as in the small density regime. Stability
analysis shows that the trigonal lattice is stable under longitudinal and transverse (shear)
distortions and the corresponding two phonon branches have real frequencies. In the long
wavelength limit they are isotropic, i.e., they depend only on q = (q2x+q
2
y)
−1/2 and are
given by ω1(q) = ωp(a0q)
1
2 and ω2(q) = 0.19 ωpa0q for longitudinal and transverse modes
respectively. Here ωp is the 3D plasma frequency of a slab of thickness 2a. While the
Wigner lattice structure and stability is well understood, the melting into the liquid state,
both classical melting (as function of T) and quantum melting at T = 0 (as function of
the control parameter rs) is much less clear. The situation sketched in Fig. 6.1 is certainly
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oversimplified in one aspect: In both cases presumably an intermediate phase between
Wigner solid and Fermi liquid appears which is characterized by the loss of long range
translational order but preserves quasi-long range orientational order. In the case of
classical melting of 2D trigonal lattices this intermediate phase is known as the ’hexatic
phase’ [188]. In the case of quantum melting (at T = 0) as function of density (rs) a
similar precursor phase to the liquid seems to appear. This can only be investigated by
numerical techniques like Quantum Monte Carlo (QMC) simulation. It was known from
earlier QMC results [189] that for rs > 37 ± 5 the Fermi liquid state becomes instable.
A more recent investigation of phases as function of rs was undertaken in [187] with a
fixed-node QMC approach. A variational trial or guiding wave function for the ground
state of H (Eq. (6.1)) on a grid (Lx,Ly) was used. It has the following form
Ψ(r1, r2, . . . rN) = Det[φi(rj)]
∏
i<j
J(|ri − rj |) . (6.2)
The single particle wave functions φi(rj) in the Slater determinant Det[φi(rj)] are taken
as plane waves in the liquid state and localized Gaussian orbitals on trigonal sites in the
Wigner lattice case. The Jastrow function J(|ri − rj |) describes correlations and consists
of modified Yukawa functions. It takes the Coulomb correlations into account by keeping
the electrons apart. The range of correlations scales with the average electron distance d
= 1/
√
πn where n = N/LxLy denotes the density. With this trial wave function one would
obtain indeed the instability of the liquid state at r∗s ≃ 40 since for rs > r∗s its energy
exceeds that of the Wigner solid (see Fig. 6.2). However, the latter with its localized
wave functions is still not the most stable state in that range of rs. This may be seen if
one uses instead trigonal lattice Bloch states for the single particle functions φi(rj) but
with k constrained to the first BZ. This implies an orientational symmetry breaking in k
space, i.e., a trigonally shaped Fermi surface. But the static density correlation function
has still no fully developed Bragg peaks like in the crystal in analogy to the classical
melting scenario. This intermediate or hybrid state has indeed a lower energy than the
Wigner solid in the range r∗s < r < r
∗∗
s with r
∗
s ≃ 30 and r∗∗s ≃ 80. For still higher
values of rs the Wigner solid with fully localized functions φi(rj) finally becomes stable.
There is no symmetry change involved in going from the intermediate to the Wigner solid
state. Therefore it is not clear whether there is a real quantum phase transition at r∗∗s , as
77
there is at r∗s , or simply a crossover to more pronounced density correlations (see inset of
Fig. 6.2). The picture of the intermediate phase is also supported by QMC calculations for
mesoscopic 2D electron systems in a harmonic trap. There a similar two-step transition is
found from liquid to orientational and finally to fully developed lattice correlations [182].
Finally we note that at even larger values of rs the Wigner lattice becomes spin-polarized
due to a ferromagnetic ring exchange in the trigonal lattice [190].
The experimental realization of the genuine Wigner lattice formation in the 2D electron
liquid has been attempted along two alternative approaches. The more successful route
is the accumulation of electrons in a monolayer on the surface of liquids such as helium.
The accumulation is achieved by applying an electrical pressing field perpendicular to the
surface. Its strength allows to vary the electron density in the monolayer over several
orders of magnitude. The lower part of the classical melting curve in Fig. 6.1 has been
determined in [181] by a rf-resonance method. For the ratio of potential to kinetic energy
at the phase boundary a surprisingly large value of Γ0 ∼ 137 was found in agreement with
early MC simulations. Due to a finite surface tension the pressing field deforms the liquid
surface around the electrons thereby leading to single electron ’dimples’. This induces an
effective attraction between electrons which has to be added to the Coulomb repulsion.
It has been proposed that this attraction may lead to a structural phase transition of
the Wigner lattice from trigonal to square lattice for sufficiently low density and high
pressing fields [191]. The second route to generate 2D electron systems are semiconductor
heterojunctions. It has been much less conclusive because the evidence for Wigner lattice
formation in transport properties is obscured by the 2D localization effects caused by
impurities [192].
Computational results presented before show that the genuine Wigner lattice formation
takes place at rs values which are more than an order of magnitude larger than those found
in real solids. But in real crystals with inhomogeneous electron densities the condition
for a Wigner type of lattice formation may be much easier to fulfill. In case that the
overlap of atomic wavefunctions of neighboring atoms is small the gain in kinetic energy
due to electron delocalization is also small. The mutual Coulomb repulsion of electrons on
neighboring sites can become more easily dominant in that case than in a homogeneous
electron gas. Neighboring rare earth ions have a particularly small overlap of their 4f
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wavefunctions. Therefore they are particularly good candidates for the formation of charge
ordered Wigner like lattices [193] as will be discussed in the next section.
Furthermore in 3d/4f compounds the Coulomb interactions are strongly screened
whereas in the two-step classical and quantum melting of a 2D Wigner lattice the long
range part of the Coulomb interactions is most important. Indeed, charge ordering in
compounds usually takes place at a well defined temperature and is mostly of first or-
der. It is driven by a competition between short range next and next nearest neighbor
Coulomb interactions and the kinetic energy. Also some compounds are already in a
Mott-Hubbard insulating state due to large on-site Coulomb repulsion before charge or-
der caused by the inter-site Coulomb interactions appears. Therefore, for real compounds
like vanadates and manganites the extended Hubbard type models are a better starting
point than the Hamiltonian in Eq. (6.1) to describe the multitude of charge ordering
phenomena in solids. Nevertheless, loosely speaking one may refer to them as a kind of
generalized Wigner lattice formation [193].
B. Generalized Wigner Lattice: Yb4As3
The intermetallic compound Yb4As3 is a perfect example of a system in which charge
order takes place, here of 4f holes. Yb4As3 has a cubic anti-Th3P4 structure with a I 4¯3d
space group. Due to the special lattice structure charge order in this three-dimensional
system results in the formation of well separated chains of Yb3+ ions. They act like one-
dimensional spin chains. The net result is that Yb4As3 shows all the signs of a low-carrier-
density heavy fermion system which here is due to the properties of the spin chains. This
is a good example for the formation of heavy quasiparticles caused by electronic charge
order. The Kondo effect plays no role in this compound.
We start out by summarizing some experimental facts and results. Yb4As3 and other
family members of R4X3 were first systematically investigated by Ochiai et al. [43]. A
compilation of more recent results may be found in [194]. By counting valence electrons
one notices that since As has a valency of -3, three of the Yb ions must have a valency of
+2 while one ion has a valency of +3, i.e., one expects Yb4As3 → (Yb2+)3(Yb3+)(As3−)3.
But Yb2+ has a filled 4f shell. Thus there is one 4f hole per formula unit. The Yb ions
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Figure 6.3: Left panel: Anti-Th3P4 structure of Yb4As3. Large and small spheres symbolize Yb
and As ions, respectively. The Yb ions are residing on four interpenetrating families of chains
oriented along 〈111〉 space diagonals. Right panel: Dense rod packing representation of the
Yb-chains. In the CO structure only one family of chains carries Yb3+ ions with pseudo-spin S
= 1/2 whereas the other three families are occupied with S = 0 Yb2+ ions. (After [194])
occupy four families of interpenetrating chains which are pointing along the diagonals
of a cube (see Fig. 6.3). This is often referred to as body-centered cubic rod packing
[195]. It is important to notice that the distance between two neighboring Yb ions along
a chain is larger than the distance between ions belonging to different chains. This
implies that nearest neighbor Yb ions belong to different families of chains. At sufficiently
high temperatures, i.e., above 300 K the 4f holes move freely between sites and the
system is metallic. Measurements of the Hall coefficient RH confirm that the carrier
concentration is approximately one hole per unit cell in that temperature range. The
situation is different at low temperatures where the measured Hall coefficient has a value
of RH = 7 · 1018cm−3 implying approximately one hole per 103 Yb ions (see Fig. 6.4).
Thus the system changes from a metal to a semimetal as the temperature decreases. This
is particularly seen in measurements of the resistivity ρ(T) (see Fig. 6.4). While for T >
300 K a linear temperature dependence is observed, one notices that near Tc ≃ 292 K a
first-order phase transition is taking place with a corresponding increase in resistivity. At
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Figure 6.4: Left panel: Hall coefficient RH(T). The insert shows the change at the phase transi-
tion temperature Tc. Right panel: resistivity ρ(T) for Yb4As3. At Tc = 295 K a phase transition
due to charge ordering is taking place. Solid line: extrapolation of ρ(T)∼T. (After [43])
low temperatures ρ(T) = ρ0 + AT
2 is found, i.e., the semimetal is a Fermi liquid. Despite
the low carrier concentration of order n ≃ 10−4 per cell obtained from the Hall constant
Yb4As3 shows all the signs of a heavy-quasiparticle system at low temperatures. The γ-
coefficient of the specific heat is γ ≃ 200 mJ/(mol · K2), the Sommerfeld-Wilson ratio is
RW = 4π
2k2B/3(gµB)
2(χ/γ) ≃ 1 implying an equally enhanced spin susceptibility and the
Kadowaki-Woods ratio A/γ2 is similar to that of other heavy quasiparticle systems. If one
were to postulate an origin of the heavy mass within the Kondo lattice mechanism, this
may seem very strange in view of the fact that this semimetal has a very low density of
charge carries. The phase transition at Tc ≃ 300 K is accompanied by a trigonal distortion
and a change of the space group to R3c. This structural transition is volume conserving
and is triggered by charge order of the 4f holes. The angle between orthogonal axes in the
cubic phase changes to α = 90.8◦ in the trigonal phase for T ≪ Tc (Fig. 6.5). Associated
with this change is a spontaneous elastic strain below Tc which is proportional to the
charge order parameter. The structural instability is accompanied by a softening of the
c44 elastic mode above Tc [196]. This suggests that the trigonal elastic strain ǫyz , ǫzx, ǫxy
with Γ5 symmetry plays a crucial role.
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The temperature dependence of the c44 mode may be obtained from a Ginzburg-Landau
expansion of the free energy in terms of the strains and the charge ordering parameter
components (Qyz,Qzx,Qxy) [196]. The latter are defined by expanding the charge ρ =
ρ0 +∆ρ in the form
∆ρ = Qyzρyz(Γ5) +Qzxρzx(Γ5) +Qxyρxy(Γ5) . (6.3)
Here ρ0 is the part of the charge distribution which remains unchanged by the phase
transition while ρij(Γ5) are the charge fluctuation modes of Γ5 symmetry. It is Qij= 0 for
T > Tc and Qij 6= 0 for T < Tc. Up to a constant the free energy contains three different
contributions. One (FQ) is due to the order parameter, a second one (Fel) is due to the
elastic energy of the lattice and the third one (FQ−el) describes the interactions of the
order parameter with the lattice. For the c44 elastic constant we obtain [197]
FQ = F0 +
α
2
(
Q2xy +Q
2
xz +Q
2
yz
)
+
β
4
(
Q4xy +Q
4
xz +Q
4
yz −
3
5
(
Q2xy +Q
2
xz +Q
2
yz
)2)
Fel =
c044
4
(
ǫ2xy + ǫ
2
xz + ǫ
2
yz
)
FQ−el = −g (Qxyǫxy +Qxzǫxz +Qyzǫyz) . (6.4)
Near a phase transition α = α0(T-Θ) changes sign at a characteristic temperature Θ.
The fourth-order terms in Qij stabilize the ordered state of the system. For T > Θ the
softening of the elastic constant is obtained by neglecting the terms ∼ Q4ij in the free
energy and minimizing F = FQ + Fel + FQ−el by setting ∂F/∂Qij = 0. For β > 0
this leads to a trigonal charge order parameter Qt =
1√
3
(Qxy,Qxz,Qyz). It also leads to
a proportionality between Qij and the strain ǫij which may be used to rewrite the free
energy in the form
F = F0 +
1
2
(
c044 −
g2
α0(T −Θ)
)(
ǫ2xy + ǫ
2
xz + ǫ
2
yz
)
. (6.5)
Therefore the renormalized elastic constant is
c44 = c
0
44
(
T − Tc0
T −Θ
)
where Tc0 = Θ+
g2
α0c044
(6.6)
denotes the theoretical mean-field transition temperature in the presence of the strain
interaction. The explanation of a first-order phase transition at Tc > Tc0 requires the
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Figure 6.5: Left panel: Unit cell angle α = 90◦ + δ (open symbols) as function of T showing
first order trigonal distortion at the CO transition temperature Tc ≃ 288 K together with linear
thermal expansion ∆a/a (full symbols). After [198]. Right panel: temperature dependence
of the elastic constant c44(T). Above the structural phase transition temperature Tc a strong
softening is observed described by Eq. (6.6) caused by coupling to the Γ5 type charge order
parameter. Due to the first-order nature of the transition the theoretical mean field transition
temperature Tc0 = 234K is smaller than the actual Tc. (After [196])
inclusion of higher order terms in Qij in (6.4). A detailed group-theoretical analysis of
different measured elastic constants is found in Ref. [196]. At temperatures T > Tc the 4f
holes are equally distributed over the chains. But at low temperatures the system avoids
nearest-neighbor Yb3+ - Yb3+ sites in order to minimize the mutual short-range inter-site
repulsion of 4f holes. This is accomplished by an accumulation of 4f holes in one family of
chains, i.e., by charge order. This way nearest-neighbor repulsions of 4f holes are reduced.
In the idealized case one expects that for T → 0 one family of chains consists of Yb3+
sites while in the three remaining families of chains all sites are in a Yb2+ configuration.
This explains the trigonal distortion (Fig. 6.5) which is accompanying charge ordering of
the 4f holes. Since Yb3+ ions have a smaller ionic radius than Yb2+ ions the sample is
shrinking in the direction of the chains containing the Yb3+ ion. In order to keep the
volume of the unit cell constant (otherwise a too large amount of elastic energy would be
necessary) the remaining three families of chains must expand correspondingly.
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Figure 6.6: Spectral function S(q,ω) of the two-spinon excitation spectrum of a Heisenberg chain
in the q,ω-plane. It is nonzero in the shaded region above the lower bound ωL(q) calculated by
[199] and the below the upper bound ωU (q) given by Eq.(6.8). S(q,ω) diverges at ωL(q) approx-
imately with a root singularity. The step like cutoff at ωU (q) is an artefact of the approximate
form in Eq.(6.8). The lattice constant is set equal to unity. (After [200])
It was first pointed out in Ref. [31] that the origin of the heavy quasiparticles are spin
excitations (spinons) in the chains of Yb3+ ions and that it is not due to the Kondo
effect as previously thought. This physical model was beautifully confirmed by inelastic
neutron scattering experiments (INS) [32, 201]. They demonstrated that the magnetic
excitations are those of an isotropic antiferromagnetic Heisenberg chain. They agree with
the spectrum of two-spinon excitations lying within the lower and upper boundaries ωL(q)
and ωU(q) respectively, given by
ωL(q) =
π
2
J sin(q) and ωU(q) = πJ sin
(
1
2
q
)
(6.7)
with q measured in units of inverse lattice constants d−1. The lower boundary ωL(q) was
calculated long before by des Cloizeaux and Pearson [199] (see Fig. 6.6). Note that unlike
in the classical spin chain there is no sharp spin wave excitation for a given momentum q
but a two-spinon continuum. Its corresponding dynamic spin-structure factor (Fig. 6.6)
is proportional to the INS cross section and may be approximated by [200]
S(q, ω) =
Θ (ω − ωL(q))Θ (ωU(q)− ω)√
ω2 − ω2L(q)
. (6.8)
This spectrum diverges at the lower boundary with a square root singularity and therefore
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Figure 6.7: Left panel: Experimental S(q,ω) from INS [201] for momenta q = 1 and 0.8 (here
q is given in units of π/d where d is the Yb distance in the chain). The asymmetric shape
of the two-spinon spectrum in Fig. 6.6 is clearly observed. For q < 1 the resolution limited
peak position corresponds to the lower boundary ωL(q) of the spinon spectrum. Right panel:
Dispersion of ωL(q) Yb4As3 from INS experiments for different directions of the momentum
transfer. Here q is the projection of momenta on the 〈111〉 chain direction. All data points fall
on the dashed curve which is the theoretical ωL(q) =
π
2J sin dq with J/kB = 25 K. In addition to
the asymmetric shape of S(q,ω) this proves the 1D character of magnetic excitations in Yb4As3.
(After [32, 201])
has a very asymmetric appearance as function of energy transfer ω (see Fig. 6.6). The
total integrated intensity, i.e., the frequency integral of S(q,ω) is linear in q for q≪ π and
diverges like [−ln(1 − q/π)]α for q → π, where α = 1 for the approximation in Eq. (6.8)
and α = 3/2 is the exact result. Therefore the two-spinon continuum should appear in
INS as a spectrum strongly peaked at ωL(q) with an asymmetric tail reaching up to ωU(q)
and a strongly increasing total intensity for q→ π. This is precisely what has been found
in the INS experiments of Kohgi et al. (see Fig. 6.7) and constitutes a proof for the 1D
character of spin excitations in Yb4As3.
That the interacting crystal field ground-state doublets of Yb3+ behave like an isotropic
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Heisenberg system is not immediately obvious. It was shown independently in [202] and
[203]. Thereby the local symmetry of the crystalline electric field was properly accounted
for. Spin fluctuations of Heisenberg chains can explain the observed heavy quasiparticles
excitations as they appear in the specific heat C = γT and spin susceptibility χS. They
are given by
γ =
2
3
kBR
J
and χS =
4µ2effR
(π2J)
(6.9)
(see Ref. [204]). Here J is the AF coupling constant of nearest-neighbor sites in the
effective S = 1
2
spin chain described by the 1D Heisenberg Hamiltonian
H = J
∑
〈ij〉
SiSj . (6.10)
Furthermore, R is the gas constant and µeff is the effective magnetic moment of a Yb
3+
site. Therefore one finds RW = 2 for the Sommerfeld-Wilson ratio. When the experimental
value of J/kB = 25 K (from Fig. 6.7) is used in (6.9) the observed size of the γ coefficient
is well reproduced.
Having described the underlying physics we discuss a model description for the com-
pound. For that purpose we neglect the electrons hopping terms between different chains
as it was done, e.g., in the Labbe´-Friedel model for A-15 compounds like V3Si or Nb3Sn
[205]. There one is dealing with three families of intersecting chains while here there are
four types of chains. The effective 4f-model Hamiltonian [31] is then written as
H = − t
∑
µ
∑
〈ij〉σ
(
f+iµσfjµσ + h.c.
)
+ U
∑
µ
∑
i
niµ↑niµ↓
+ ǫΓ
∑
µ
∑
iσ
∆µniµσ +
N
4
cΓǫ
2
Γ . (6.11)
The first term describes effective 4f -hole hopping due to hybridization with As 4p ligand
states within a chain of a family µ = 1 - 4 from site i to a nearest neighbor site j. From
LDA calculations one can deduce that 4t ≃ 0.2 eV. The second term is due to the on-site
Coulomb repulsion of 4f holes with niµσ = f
+
iµσfiµσ and ensures that Yb
4+ states with 4f 12
configurations, i.e., two holes per site are excluded. The third term describes the volume
conserving coupling of the f bands to the trigonal strain ǫΓ > 0 with Γ = Γ5. It leads to
a deformation potential of the form
∆µ =
∆
3
(4δµ1 − 1) (6.12)
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for 4f holes situated in chains, e.g., in [111] direction denoted by µ = 1. Since the Yb3+
ions are smaller than the Yb2+ ions, the distance between Yb ions shrinks for µ = 1
while it expands in the other chain directions denoted by µ = 2, 3, 4. As previously
pointed out the origin of the deformation potential is the Coulomb repulsion between
holes on neighboring sites. It is treated here as an effective attraction Veff between holes
on nearest-neighbor sites of a chain. The fourth term in (6.11) is the elastic energy in the
presence of a trigonal distortion, where N is the number of sites and cΓ is the background
elastic constant. A reasonable value is cΓ/Ω = 4 · 1011 erg/cm3 where Ω denotes the
volume of a unit cell with a lattice constant of a0 = 8.789 A˚.
The Hamiltonians for chains µ with an interaction Veff can be written in the form
Hµ = −tµ
∑
〈ij〉σ
f+iµσfjµσ − Veff
∑
〈ij〉
(niµ − n¯) (njµ − n¯) (6.13)
where n¯ is the average occupancy of all the sites in the system. Within a molecular-field
approximation the Hamiltonian reduces to
HMFµ = −tµ
∑
〈ij〉σ
f+iµσfjµσ − 2Veff (n¯µ − n)
∑
〈ij〉
(niµ − n¯) + N
4
Veff (n¯µ − n¯)2 . (6.14)
We denote the distinct chains with µ = 1 and note that with the correspondence
4
3
ǫΓ∆ = −2Veff (n¯1 − n¯) ; ∆
2
cΓ
=
9
4
Veff (6.15)
the Hamiltonians (6.14) and (6.11) become the same. This serves as a justification for
the band Jahn-Teller type of description chosen above. When a distortion is taking place
the hopping matrix elements also depend on µ, according to
tµ = t+δµ1 + t− (1− δµ1)
t+ = te
λǫΓ , t− = teλǫΓ/3 . (6.16)
But this µ dependence of t is not essential.
The Hamiltonian (6.11) is well suited for describing the lattice distortion caused by
charge ordering. The distortion is described here like a collective band Jahn-Teller effect.
The four-fold degeneracy of the f bands is lifted by the spontaneous appearance of a
trigonal strain which lowers the symmetry. For the purpose of demonstration we consider
first the case of U = 0. This neglects the effects of strong on-site correlations on the
87
0.0 0.2 0.4 0.6 0.8 1.0 1.2
-2.0
-1.5
-1.0
-0.5
0.0
0.5
T/Tc
ε(T
) *
 10
2
0.0 0.5 1.0
0.0
0.1
0.2
0.3
0.4
0.5
n1(T)
n2,3,4(T)
Figure 6.8: Temperature dependence ǫ(T) of the (secondary) strain order parameter. Shown in
the inset are the corresponding changes in the population of the different families of chains. Q
= n1 - n2 is the primary charge order parameter. (After [31])
band Jahn-Teller effect. Near the charge ordering transition where each of the chains
contains nearly 25 % of Yb3+ sites this approximation is justified . However, it is no
longer acceptable for low temperatures when nearly all of the sites in the µ = 1 chains are
Yb3+. The condition for a collective band Jahn-Teller effect taking place is ∆2/(tǫΓ) > 3
[31]. Choosing ∆ = 5 eV results in a transition temperature of Tc ≃ 250 K which is
close to the experimental value of 300 K. This value of ∆ corresponds to a Gru¨neisen
parameter of ΩG ≡ ∆/(4t) = 25 which is of a comparable size found in other 4f-mixed
valence systems.
The symmetry strain ǫΓ as function of reduced temperature T/Tc is shown in Fig. 6.8.
As a consequence of a finite strain the four degenerate one-dimensional f bands split into
a lower and three upper bands. Their centers of gravity differ by (4/3)|ǫΓ∆| with the
equilibrium strain given by ǫΓ = −∆/(2cΓ) ≃ 0.02. The changes in the population of
the chains with µ = 1 and µ 6= 1 with decreasing temperature are shown in the inset
of Fig. 6.8. The transition is of first order due to the singular DOS of the effective 1D
f-bands. Let us reemphasize that those changes are caused by the Coulomb repulsion of
holes and drive ǫ(T) and not vice versa. Band refillings by a band Jahn-Teller transition
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and crystallization of holes are alternative points of view of the respective descriptions
here.
There have been experiments which directly observed one-dimensional charge order
[206]. This was achieved, e.g., by resonant X-ray diffraction on the Yb L3 absorption
edge. Below Tc forbidden reflections appear in the slightly rhombohedrally distorted
cube. From their intensity one can deduce an effective valency for the short and long
chains (see Fig. 6.9). The discontinuities at the first-order phase transition are even
larger than the above model calculation predicts.
We return to the Hamiltonian in Eq. (6.11) and consider the effects of a large on-site
interaction U in the charge ordered state for T ≪ Tc. For this purpose we transform
to a t − J Hamiltonian for the chains µ = 1. The exclusion of Yb4+ configurations (2
holes) due to U is taken into account by a projector P which projects onto 0 and 1 hole
occupation of sites. To lowest order in t/U we obtain
Hµ=1 = −t
∑
〈ij〉σ
P
(
f+i1σfj1σ + h.c.
)
P + J
∑
〈ij〉
(
SiSj − 1
4
ni1nj1
)
(6.17)
where J = 4t2/U and furthermore Si =
∑
αβ
f+i1ασαβfi1β, ni1 =
∑
σ
ni1σ. For U = 10 eV
we find J = 1·10−3 eV. A slight band-narrowing effect due to the lattice distortion (see
Eq. (6.16)) has been neglected here. The Hamiltonian Hµ=1 can be treated within the
slave-boson approximation. Thereby the projector P is replaced by an auxiliary boson b+j
which generates a configuration without a hole, i.e., a Yb2+ site. By treating the boson
field in mean-field approximation one obtains an effective mass of the quasiparticles
m∗
mb
=
t
tδ + (3/4)χJ
(6.18)
where mb is the bare band mass and χ = (
2
π
) sin(π
2
(1−δ)). Furthermore, δ is the deviation
of the chains µ = 1 from half filling. When δ = 0, i.e., for the half-filled case we find (J
= 4t2/U)
m∗
mb
=
π
6
U
t
=
2π
3
t
J
(6.19)
which is a large mass enhancement of order 102. In this case the heavy quasiparticles
are spinons as we are dealing with an antiferromagnetic Heisenberg chain. The low tem-
perature thermodynamics is completely determined by these spin degrees of freedom and
we have an example of spin-charge separation here. A de Haas-van Alphen experiment
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Figure 6.9: Yb4As3: Site selective values of Yb valence/hole concentration (data points) as
obtained from the 303¯ reflection in the vicinity of the Yb L3 X-ray absorption edge. Full line:
guide to the eye. Dashed line: model calculation from [195]. Dotted line: from the angular
deviation δ(T ) [198] in Fig. 6.5. (After [206])
should not yield heavy quasiparticle masses here and the Fermi-liquid relation between
the γ coefficient and a renormalized mass of (nearly) free electrons is violated. This be-
comes obvious when Yb4(As1−xPx)3 (x = 0.3 - 0.4) [207, 208] is considered. In distinction
to Yb4As3 this is a charge ordered insulator but it has nevertheless a similar large linear
specific heat coefficient γ. The latter is caused by spin excitations in Heisenberg chains
as in Yb4As3. It is interesting to note that the Hamiltonian (6.11) can be solved exactly
by adaptation of Lieb and Wu’s solution of the one-band Hubbard model. The solution
is based on the Bethe ansatz. This is possible since the different bands are not coupled
directly with each other. One interesting finding is that the increase in the strain or-
der parameter just below Tc is much steeper than in Fig. 6.8 and therefore in better
agreement with experiments. For more details we refer to the original literature [209].
This brings us to the question: why is Yb4As3 at low temperatures still a semimetal
and not an insulator? From the present model we would naively expect that at zero
temperature Yb4As3 is an insulator. Charge order should be complete and a half-filled
Hubbard chain is an insulator at sufficiently low temperatures for any positive value
of U. In reality this is not the case due to incomplete charge order, i.e. the Hubbard
chains are not half-filled but doped. Within the model one possible explanation for
incomplete charge order would be self-doping. Indeed, as function of U the exact solution
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Figure 6.10: LDA+U energy bands for Yb4As3. A small number of As 4p holes appears at the
Γ-point. The flat band has Yb 4f -character. (After [45])
of the Hamiltonian (6.11) shows a regime in the cΓ vs. total electron concentration n0
plane where charge ordering is incomplete. However, in Yb4As3 the true reason for
the observed semimetallic behavior is found when bandstructure calculations within the
local spin-density approximation plus U approach (LSDA+U) are performed. They show
a rigid pinning of the Fermi energy to states close to the top of the As 4p band (see
Fig. 6.10). The filled 4f shell of Yb2+ is treated as a core shell and the interaction
U = 9.6 eV between two 4f holes was adjusted to obtain the proper number of charge
carriers. Because of a large gap between the As 4p and and Yb 5d bands, the 4f hole
band is pinned to the top of the As 4p band. This allows for charge transfer between
Yb and As. As a result a small amount of As 4p holes which act as mobile charge
carriers is created with a corresponding reduction of Yb 4f holes. The calculated cyclotron
masses of the almost spherical hole sheet of the As p states are in the range of 0.6 to 0.8
times the free electron mass m0, in good agreement with the value of mexp = 0.72m0
obtained from cyclotron-resonance experiments while a value of 0.275m0 was obtained
from Shubnikov-de Haas oscillations [210]. However, the calculated mass should still be
renormalized due to electron-phonon interactions. We want to draw attention to the fact
that the relation between the large γ coefficient in the specific heat and the mass of the
charged quasiparticles responsible for charge transport is lost here. This calls in question
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one fundamental requirement of Landau’s Fermi liquid theory. Its basis is a one to one
correspondence between the excitations of an interacting electron system and those of
a free electron system with renormalized parameters such as the quasiparticle mass. In
the case of Yb4As3 this correspondence holds only when the charge of the free electrons
is renormalized to zero, i.e., when we deal with neutral fermions. This is due to the
fact that the low-lying excitations are those of a Heisenberg chain which are of magnetic
origin and can be described either by bosons or alternatively by neutral fermions. In
addition to the neutral fermionic excitations in the chains which are spinon-like there
are charged fermions (the As 4p-holes), i.e., electrons with a low density of states which
provide for charge transport. The large A coefficient in ρ(T) results from scattering of
the charged fermions by the neutral ones, while the thermal conductivity is dominated
by the neutral ones (spinons). This special feature is amplified when instead of Yb4As3
semiconducting mixed crystals Yb4(As1−xPx)3 with x = 0.3-0.4 are considered. This
crystals also exhibit charge order like Yb4As3 forming spin chains below the ordering
temperature. The Sommerfeld constant is γ = 250 mJ/(mol K2) despite the fact that
there are no charge carriers in the system [208].
The LSDA+U calculations also show that one must be careful in finding the correct or-
dered structure by comparing Madelung energies. In competition with the trigonal phase
considered here is a cubic P213 phase with chains of sequence - Yb
3+ - Yb2+ - Yb2+ -
Yb2+ - Yb3+ - Yb2+ -. The Madelung energy of this structure is slightly lower than the
one of the trigonal structure. It does not couple to the Γ5 strain and therefore would not
explain the observed softening of the elastic constant c44. But when the self-consistent
charges are calculated one finds a slight charge disproportionation of 0.05 electrons be-
tween the center Yb2+ ion and the two adjacent Yb2+ ions. This changes the Madelung
energy difference in favor of the trigonal structure.
When a magnetic field H is applied to an isotropic antiferromagnetic spin chain (S =
1
2
, g = 2), the excitations remain gapless as long as the field remains smaller than gµB
HS = J beyond which the system becomes a fully polarized ferromagnet with a Zeeman
gap [211]. It was therefore a surprise when it was found that the specific heat depends
strongly onH [212]. Experimental results for γ(H) are shown in Fig. 6.11. Likewise strong
anomalies in the thermal expansion which is related to the specific heat via the Ehrenfest
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Figure 6.11: Yb4As3: Experimental field dependence of the specific heat γ coefficient (full circles)
at T≃0.5 K and theoretical results based on interchain interactions: lower and upper solid lines:
H ⊥ [111] and H ‖ [111]. The dashed curve is for T = 5 K. A ratio J’/J = 10−4 was used. (After
[213])
relation were found [212]. A number of possible explanations of these observations have
been proposed. One is based on magnetic interchain interactions [213]. Another model
calculation advocates a staggered field mechanism due to the Dzyaloshinsky-Moriya in-
teraction [203] and a third one suggests that the dipolar interactions within a chain are
responsible for the decrease of γ with increasing external field [202]. In all three cases a
magnetic field applied perpendicular to the Yb3+ chains is opening a gap in the excitation
spectrum while the excitations remain gapless when the field is pointing along the chains.
But they differ in details, e.g., in the way the gap opens.
When a small interchain coupling J’ is assumed between adjacent Yb3+ chains a field
perpendicular to the chains induces a gap ∆ ∼ (|JJ ′|)1/2. For J’/J = 10−4 one obtains a
decrease of the γ coefficient with increasing field of the observed size (see Fig. 6.11).
The two other models are based on independent Heisenberg chains. The model based on
the Dzyaloshinsky-Moriya interaction exploits the fact that the Yb3+ sites are not centers
of inversion (see Fig. 6.12). The local C3 symmetry together with a glide reflexion and a
glide vector parallel to the chains allows for the following features: a uniaxial anisotropy
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Figure 6.12: Yb4As3: Absence of a center of inversion in Yb
3+ chains. The distance Yb(1) -
As(1) (or Yb(2) - As(2)) is smaller than the distance Yb(1) - As(2) (or Yb(2) - As(1)). Atoms
with equal gray scale are equivalent. (After [203])
for the symmetric part of the spin-spin interaction and an antisymmetric Dzyaloshinsky-
Moriya (DM) interaction. However due to the hidden symmetry they are not independent
[203]. A transformation consisting of staggered rotations with angle θ around the chain
direction (z) makes this more apparent: The pseudo-spin Hamiltonian for the lowest Yb3+
Kramers doublet, expressed in rotated spin operators, is then given by
Heff = J
∑
〈ij〉 SiSj −
∑
i
[
g‖SizHz + cos θg⊥ (SixHx + SiyHy)
+(−1)i sin θg⊥ (SiyHx − SixHy)
]
. (6.20)
Here the C3 - doublet wave function is associated with anisotropic g-factors g‖,⊥ whose
ratio is 2.5 [203]. The angle θ is adjustable and in principle determined by the C3 CEF
parameters.
Thus for zero field one has indeed an isotropic spin chain (S = 1/2) Hamiltonian despite
involving strongly anisotropic wave functions of the lowest Kramers doublet state. This
leads to the gapless spinon excitation spectrum discussed previously. When a magnetic
field is applied perpendicular to the chain a staggered field perpendicular to both chain
and applied field is induced by the DM interaction described by the last term in Eq.(6.20):
Hs = g⊥ sin θ [n×H] . (6.21)
Here n is a unit vector in chain direction and g⊥ = 1.3 is the corresponding g factor.
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Figure 6.13: Upper panel: Spin excitations (ωL(q)) from INS in an Yb
3+ chain in a magnetic
field perpendicular to the chains and without it. Note the gap opening at q = π/d. After
[214]. Right panel: Gap as function of applied field. A scaling exponent 2/3 corresponding to
quantum sine-Gordon equation is found (full line: ∆(H) ∼ Es(H)∼ H 23 ). Here Es(H) is the
gap from thermodynamic and transport quantities and ∆(H) is the gap obtained in INS. (After
[194])
Due to the staggered field the uniform physical susceptibility χ⊥(0) is a mixture of q =
0 (uniform) and q = π (staggered) susceptibilities χ1D of the (S =
1
2
, g = 2) isotropic
Heisenberg chain according to
χ⊥(0) = g2⊥
[
cos2(θ)χ1D(0) + sin
2(θ)χ1D(π)
]
. (6.22)
Since the latter diverges ∼ 1/T at low temperatures this should lead to a Curie like upturn
also in the homogeneous χ⊥(0, T ). This behavior was indeed found and in principle the
value of tan2(θ) = 0.04 may be extracted from the analysis of the upturn. The most
important effect of the staggered field is the appearance of an induced gap ∆ in the
excitation spectrum with a field dependence
∆(H) ≃ 1.8J1/3H2/3s ∼ H2/3 . (6.23)
This gap was seen in thermodynamic and transport properties like specific heat, ther-
mal expansion etc. [210, 212] and the field scaling exponent 2/3 was indeed identified
(Fig. 6.13). A field dependence of this form has also been directly observed by inelastic
neutron scattering (INS) on a single crystal at T = 1.9 K. A gap was found to open up
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at q = π
d
when the field was perpendicular to the short, i.e., Yb3+ chains (see Fig. 6.13).
This supports the above model. In passing we note that the above excitations can also
be described by a sine-Gordon equation associated with moving domain walls as applied
to Cu-benzoate [215]. But when the magnetic field is parallel to the chain, gapless modes
at finite q = π
d
(1±2σ) (σ = magnetization) are expected [216, 217] which sofar have not
been seen and this casts some doubt on the theory.
This brings us to the third model which is based on the weak dipolar interaction of the
Yb3+ sites. For that purpose the DM interaction is neglected. The dipolar interaction is
Hdip = g
2µ2B
∑
i<j
JiJj − 3 (Jie) (Jje)
| Ri −Rj |3 (6.24)
where e = (Ri −Rj)/|Ri −Rj | and only the ground state doublet of the Yb3+ is taken
into account. This leads to an effective, slightly anisotropic Heisenberg antiferromagnet
in an applied field. In a transverse field a gap opens up [218]. A special feature is
that at high fields the gap should close again. Measurements up to H = 30 T reveal
this effect. Indeed a strong reduction of the gap below the ∆(H) ∼ H 23 scaling curve
(Fig. 6.13) was observed already above H = 10T [210]. When H is parallel to the chains
a Zeeman splitting is expected and there should be no incommensurate peaks appearing,
in agreement with experiments. In summary it seems that the magnetic field effects are
not yet fully understood.
C. Charge Ordering and 1D Spin Excitations in α’-NaV2O5
In quasi-1D metals such as organic charge transfer salts or the famous KCP chain com-
pound [184] it is known that the ground state exhibits a spontaneous dimerization due to
the instability of the 1D Fermi surface. It is signified by a diverging electronic suscepti-
bility at wave number q = 2kF . In real compounds this instability, the ’Peierls-transition’
takes place at a finite transition temperature controlled by the interchain-coupling. Amaz-
ingly a similar ’spin-Peierls’ transition may occur in insulating quasi-1D spin chains with
antiferromagnetic nearest neighbor (n.n.) coupling. This is most conveniently understood
for an xy-type exchange interaction model which can be exactly mapped by a Jordan-
Wigner transformation (JW) to a model of free spinless 1D fermions at half filling [219].
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Naturally this leads to a chain dimerization via the same ’electron’-phonon coupling as
in the case of real conduction electrons. Adding the z-term of the Heisenberg exchange
interaction one obtains an interacting fermion model after the JW transformation but the
basic mechanism of dimerization is unchanged. The spin-Peierls transition has originally
been found in a number of organic spin chain compounds and has been theoretically in-
vestigated first in Ref. [220] within a mean-field treatment and later in Ref. [221] using
the Heisenberg exchange and its coupling to the lattice in the fermionic (JW) represen-
tation. Surprisingly the spin-Peierls transition rarely occurs in anorganic 1D-spin chain
compounds, presumably because magnetic order due to interchain-exchange is prefered
in most cases. The only such spin-Peierls compound known until recently was CuGeO3
[222] where the S = 1
2
spins of Cu-chains undergo dimerization at TSP = 14 K. The corre-
sponding dimerization of the exchange integral along the chain then creates an isotropic
spin excitation gap. The ensuing isotropic drop in the spin susceptibility below the tran-
sition temperature is therefore the most direct method to identify the the spin-Peierls
mechanism. Actually this is not unambiguous because the presence of n.n.n exchange
interactions J’ with a ratio J’/J > 0.24 where J is the n.n. exchange also leads to a spin
gap and this issue is still controversial in CuGeO3.
Therefore the discovery of a structural phase transition in the layered perovskite insu-
lator α’-NaV2O5 at Tc ≃ 34K with a corresponding isotropic spin-gap formation [223]
has created enormous interest and activity, both experimental and theoretical. This com-
pound was seen as a second candidate for an anorganic spin-Peierls system which seemed
to be consistent with the original crystal structure determination [224] that suggested the
existence of S = 1/2 V4+ spin chains along the crystal b-axis (every second V chain in
Fig. 6.14), isolated by intervening nonmagnetic V5+ (S = 0) chains. Both belong to V-V
ladders formed by the oxygen pyramids, where neighboring ladders are shifted by b/2.
In the ab-plane this leads to a Trellis lattice structure shown in Fig. 6.14. Exchange-
dimerization of the S = 1/2 V chains due to the spin-Peierls mechanism below Tc would
then lead to the isotropic spin gap. This interpretation was however much too naive as
became clear subsequently. It turned out that the structural phase transition is not of the
simple chain dimerization type but leads to a very low symmetry (monoclinic) structure
that can only be understood if in addition a charge ordering transition of V4+/V5+ is
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Figure 6.14: Left panel: Layered perovskite structure of α’-NaV2O5 consisting of chains of
oxygen pyramids that contain the V atoms aligned along the crystal b axis. The layers are
stacked along c axis. Na atoms (grey spheres) are centered above the ladder plaquettes. Right
panel: ab-plane Trellis lattice structure of V-V ladders alternatingly shifted along b by half a
lattice constant. This leads to a quasi-’triangular’ structure for V-V rung units. Orthorhombic
high temperature unit cell is indicated.
present, starting from a homogeneous high temperature insulating mixed valence (V4.5+)
state, in contrast to the first assumption in Ref. [224]. Nevertheless above Tc the suscep-
tibility exhibits the typical Bonner-Fisher maximum of 1D spin chains [223, 225]. This
compound therefore is another example of an intricate relation between charge ordering
and quasi-1D spin excitations which in the present case are gapped.
In this section we first discuss the result of the increasingly more detailed X-ray analysis
of the high and low temperature structure of α’-NaV2O5, nevertheless no final agreement
on the low-T structure has been reached. Electronic structure calculations are essential
to construct an effective Hamiltonian for the charge ordering. We will argue that this
transition and the ensuing spin gap formation requires the inclusion of lattice degrees
of freedom which lead to the appearance of two inequivalent V-V ladder types in the
perovskite layers. The gapped spin excitation spectrum in the distorted CO phase will
be discussed within a simple dimer-RPA approach and a comparison with INS results
is given which also advocates the inequivalent ladder model. Finally we briefly mention
the stacking of CO layers along c and the destruction of CO by Na deficiency doping or
substitution of Na by Li or Ca and in connection with the nature of the insulating state in
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α’-NaV2O5. In this section we will not review the various alternative theoretical models
that have been proposed for α’-NaV2O5. We also will exclude the discussion of most
optical experiments, since this is not the ideal method to investigate spin excitations.
The determination of the crystal structure of α’-NaV2O5 , both above and below Tc, is
fundamental for constructing a microscopic model for the phase transition and spin gap
mechanism. This was surprisingly controversial and has led to much confusion, mostly for
the low- but even for the high-temperature structure. The latter was originally thought
to have non-centrosymmetric symmetry [224] already above Tc leading to the assumption
of V5+/V4+ in-line charge disproportionation on each V-V rung of the ladders from the
outset. However later it was discovered [226] that the proper high temperature structure
belongs to the centrosymmetric Pmmn space group. Due to the reflection plane containing
y both V-sites in the rungs must be equivalent, i.e., they are in a mixed valence state V4.5+.
The structure of the low temperature phase (T≪Tc) proved even more controversial. In
Refs. [227–229] an orthorhombic space group Fmm2 with a 2a × 2b × 4c supercell was
proposed. In the low temperature phase the modulation (atomic shifts of V, O and
Na atoms with respect to high temperature structure) strongly differs for neighboring
ladders A and B. Loosely speaking the atomic positions on A are modulated while on
B they are not (see Fig. 6.17). Subsequently it was shown [230] that the symmetry is
even lower, characterized by the monoclinic space group A112 which does not contain an
inversion symmetry. This implies the existence of a spontaneous dipole moment (induced
ferroelectric order parameter) below the phase transition which has indeed been observed
by measuring the dielectric function. The two space groups differ in the number of
inequivalent atoms per unit cell, e.g., 6 V sites in two inequivalent layers a,b for Fmm2
and 8 V sites again in two layers for A112. Likewise there are 6 vs. 8 inequivalent Na
atoms and 16 vs. 20 inequivalent O atoms in both cases respectively. Nevertheless, the
full refinement of the modulated crystal structure with A112 and Fmm2 space group leads
to almost identical atomic positions [230].
This raises the question how the valences, most importantly of V-atoms should be
assigned in the low temperature structure. Unfortunately the modulated structure has
not yet been investigated within LDA+U calculations. Therefore one has to resort to the
empirical valence-bond method [231]. In this approach every atom at an inequivalent site
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Figure 6.15: Upper panel; V-Knight shift 51Kcc and Na-Knight shift
23Kcc as well as quadrupolar
frequency 23νcc of α’-NaV2O5. The first reflects charge order, the second the opening of the
spin gap and the third the lattice distortion around Na-sites. Since 23Kcc and
23νcc behave
synchronously below Tc2 this suggests that spin gap formation is connected with exchange
dimerization due to Na-shifts. After [232]. Right panel: Magnetic susceptibility for single
crystalline α’-NaV2O5 showing the isotropic spin gap opening below Tc2. (After [233])
is assigned a formal valence Vi (or oxidation number) which may be thought of as the
number of electrons it contributes to all the bonds connected to ligand atoms according
to the prescription
|Vi| =
∑
j
vij with vij = exp
(
R0 − Rij
B
)
(6.25)
where vij is the valence of a given central atom-ligand bond which depends on the bond
length. Here R0 and B are empirical parameters characteristic of a given type of chemical
bond, e.g., V-O bond, independent of the material. The optimal parameters R0 and
B may however be weakly temperature dependent. Using the sum rule in Eq. (6.25)
and identifying valence with the number of electrons contributing to bonds the valence of
constituents may be determined. In α’-NaV2O5 we are primarily interested in the number
of electrons in the V-dxy orbital because the 3dxy-bands are well separated from all other
bands as seen below. Its orbital occupation is then given by ndxy = 5 - Vi, assuming that
bonding takes place mainly with the lower lying O3p orbitals. This quantity is the most
interesting to study in view of possible charge ordering.
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We now discuss a few basic observations that prove the connection between charge
ordering and spin gap formation at the structural phase transition. It has been proposed
early from thermal expansion measurements [234] that actually there are two separate but
closeby phase transitions at Tc1 ≃ 33 K and Tc2 ≃ 32.7 K which are of first and second
order respectively. These values depend considerably on sample quality and may be higher
(see Fig. 6.15) than those given above. Detailed investigation of NMR frequencies and
Knight shifts have shown [232] that Tc1 and Tc2 may be associated with charge ordering
on V-sites and a spin-gap formation respectively (Fig. 6.15). In the following we will
denote the whole region of these close transitions simply by ’Tc’. At the lower transition
the critical exponent of the spin-gap opening ∆SP ∼ (1 − T/Tc)β∆ is β∆ ∼ 0.34 close
to the theoretical value 0.33 obtained from ∆SP ∼ δ 23 [221] and a mean-field chain and
exchange dimerization behavior δ ∼ (1 − T/Tc) 12 . This suggests indeed a spin-Peierls
dimerization at the lower transition. The first transition on the other hand has a 2D-
Ising character, as indicated by a logarithmic peak in the specific heat superposed by
the jump of the second transition. Furthermore, according to temperature dependence of
X-ray satellites the total lattice distortion has a temperature exponent β ∼ 0.2 closer to
the Ising value 1/8 than to the mean-field exponent. In summary, these findings suggest
that the Tc1-transition leads to charge ordering on the V-sites and has partly 2D Ising
character. Its field dependence is smaller than for an Ising transition but larger than for a
pure structural transition. At Tc1 the main lattice distortion takes place. At the slightly
lower Tc2 the spin gap opens with a spin-Peierls like exponent and connected with an
additional exchange dimerization along the charge ordered chains.
Before discussing microscopic models for these peculiar transitions results of the elec-
tronic structure calculations for α’-NaV2O5 have to be summarized. Sofar they were
only done for the undistorted structure. Both LDA calculations [235] and spin polarized
LDA+U calculations [236] for the charge ordered (but undistorted) case have been per-
formed. In both cases it is found that the planar V dxy bands are well separated from
hybridized Vd-Op-bands which are fully occupied or empty as shown in Fig. 6.16. In the
LDA calculation the Fermi level is centered in the dxy band predicting a metallic state,
contrary to the fact that even without CO above Tc α’-NaV2O5 is an insulator. As in the
undoped cuprates this is due to a neglect of on-site Coulomb correlations in LDA. In the
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LDA+U treatment they are simulated by breaking the orbital symmetry, i.e., by using an
orbital-occupation dependent one-electron potential
V LDA+Uσ = V
LSDA
σ +
∑
α
(U − J)
(
1
2
− nασ
)
|ασ〉〈ασ| (6.26)
where U,J are the on-site Hubbard and exchange energy and α denotes the 3d-orbitals.
In a charge ordered state the different orbital occupations of inequivalent V-sites cause
relative shifts of their orbital energies. As shown in Fig. 6.16 this leads to a dxy subband
splitting with a charge transfer gap ∆CT . It moves the Fermi level to the top of the lower
subband, thus creating a charge transfer insulator in the CO phase. The size of the gap is
∆CT ≃ 0.5-1eV. A gap of this size was indeed found in optical conductivity measurements
[237]. Calculation of the total LDA+U energy for various CO structure favors the zig-zag
structure in one ladder [236], however sofar it cannot say anything on the arrangement
of adjacent CO ladders or whether only every second ladder exhibits CO as proposed in
the structure model of Ref. [227] and others. The nature of the insulating phase above
Tc is an unsolved problem since every rung is only singly occupied, i.e., one has quarter
filled V-ladders. Even without CO when ∆CT vanishes there is an excitation gap for
double occupancy of V-V rungs. An interpretation as a simple Mott-Hubbard insulator
in an effective dxy-one band model based on the molecular orbital (bonding) state of a
rung seems inadequate. An interpretation of the insulating state in terms of an extended
Hubbard model has been proposed in Ref. [238]. Such microscopic models require as an
input the effective hopping parameters obtained from a mapping of LDA band structure
to a tight binding model. It was shown in [236] that an adequate mapping requires a
basis of both V dxy- and O px, O py orbitals. The result is shown in Fig. 6.16 for the full
basis. Nevertheless in a crude approximation this may be further simplified by mapping
to an effective dxy model containing only three hopping parameters tR, tL and tD along
the rung, leg and diagonal of a single ladder (inset of Fig. 6.17). Their values are given
in Fig. 6.16. It is found that tL ≃ tD. This leads to the essentially flat upper band in
Fig. 6.16 (right) and therefore tD cannot be neglected. It is also essential to obtain the
proper exchange Hamiltonian for the zig-zag CO structure [111] which will be discussed
now.
The description of the coupled CO and exchange dimerization in α’-NaV2O5 starts
from an extended Hubbard model containing hopping terms discussed before, the on-site
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Figure 6.16: Left panel LDA+U DOS of α’-NaV2O5 with U=4.1eV and J=1.1 eV exhibits two
isolated 3dxy subbands due to enforced charge order with a charge transfer gap ∆CT ∼ 0.5-1
eV between them. Right panel: Tight binding (TB) fit to LDA bands (∆CT = 0) with full V-O
basis corresponding to effective hopping elements tR = 0.380 eV, tL ≃ tD = 0.085 eV for the
effective V-V TB model with only dxy-states included. Note that within LDA a metallic state
is predicted with EF lying in the lower dxy band. (After [236])
effective Coulomb energy Ueff ≃ 3eV and unknown intersite-Coulomb energies VR, VL
and VD for the same bonds as the hopping integrals (inset of Fig. 6.17). For an investi-
gation of CO, this model may be reduced to a much simpler one taking for granted an
insulating state with double occupancies of rungs prohibited. Then the charge degrees of
freedom are described by a pseudo spin T=1
2
where Tz = ±12 describes a dxy electron that
occupies the left (−1
2
) or right (+1
2
) V-atom of a rung [239]. The projected Hamiltonian
in the charge sector then has the form [240]
HITF =
∑
≪i,j≫L
KijLzT
z
i T
z
j +
∑
〈i,j〉IL
KijILT
z
i T
z
j +
∑
i
2t˜iRT
x
i (6.27)
which is the Ising model in a transverse field (ITF) whose role is plaid by the renormalized
intra-rung hopping t˜iR. In the spin sector one has a Heisenberg Hamiltonian with exchange
between the spins on neighboring rungs and legs (Eq. (6.30)). Like the Ising interaction
’constants’ KijLz (intra-ladder) and K
ij
IL (inter-ladder) t˜
i
R is related to the original Hubbard
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parameters which are renormalized by terms that depend on the spin configuration [241]:
KijLz = 2VL + δKLz(Si,Sj)
KijIL = −VIL + δKIL(Si,Sj)
t˜R = tR +
∑
〈ij〉L
δt˜R(Si,Sj) . (6.28)
In this model the charge (T) degrees of freedom and spin (S) degrees of freedom are
coupled through the renormalized interaction constants of Eq. (6.28) that depend on the
spin configuration. As a consequence, even above Tc the optical conductivity which probes
the (rung) charge excitations also shows a signature of coupled spin excitations [242]. For
the moment, considering only the possibility of charge ordering we may freeze the spins in
an AF or FM configuration along or between the ladders according to the sign of the spin
exchange obtained in LDA+U calculations [236]. This leads to values t˜R = -0.19 eV and
KLz ≃ -KIL = 0.68 eV [241]. One might expect that the Hamiltonian in Eq. (6.27) on the
rigid Trellis lattice describes charge order in a natural way, however this is not so obvious.
It is true that the ITF on a s ingle ladder (first and last term in Eq. (6.27)) has a (doubly
degenerate) ground state with staggered ’AF’ (KLz > 0) pseudo spins corresponding to
zig-zag charge order along the ladder if the magnitude of the ’transverse field’ t˜R is smaller
than a critical value 4t˜cR = KLz. This value defines the quantum critical point λc = 1 of
the ITF model [90] with the dimensionless control parameter λ = KLz/4t˜R. For λ > λc,
and assuming an infinitesimal staggered field to lift the twofold ground-state degeneracy,
the order parameter of zig-zag CO is given by the exact solution of the 1D ITF:
〈T zi 〉 = (−1)i
1
2
[
1−
(
λc
λ
)2] 18
= (−1)iδCO(λ) . (6.29)
However due to the Trellis lattice structure (Fig. 6.14) the rungs of a ladder form a trigonal
covering lattice and therefore the inter-ladder coupling KIL frustrates the zig-zag charge
ordering on a given ladder. Therefore the critical λc(KIL) increases monotonously with
the inter-ladder coupling which defines a quantum critical line for zig-zag CO at T = 0 in
the KLz-KIL plane. At finite temperature the presence of frustration prevents zig-zag CO
to occur. If KIL becomes equal to the intra-ladder KLz, CO melts and for some range of
KIL even at T = 0 a disordered state appears. Finally if KIL increases even further one
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obtains again a CO state, but now with in-line order with parallel alignment of pseudo
spins along a ladder, i.e., V4+ configurations are on one side of the ladder and V5+ on
the other side. These conclusions have been drawn from an exact diagonalization study
of the 2D model with finite KIL [243].
The LDA+U results for α’-NaV2O5[236] imply a relation 2VL-VIL ≃ 0.027 eV mean-
ing KLz ≃ KIL. Therefore α’-NaV2O5 is indeed close to the quantum critical line for
zig-zag charge order and purely Coulombic interactions cannot lead to a phase transition
at finite temperature in this compound due to geometric frustration. This is rather simi-
lar to the charge ordering in the pyrochlore- or spinel lattices (or their 2D analogon, the
checkerboard lattice) where charge ordering is also prohibited by the inherent geometric
frustration due to corner sharing tetrahedrons of V- or other 3d ions of different valen-
cies (Sec. VII). In such structures CO requires the lifting of macroscopic degeneracy
of the charge configurations by a lattice distortion as is the case in AlV2O4 (see Sec.
VIIB). Something similar happens in α’-NaV2O5. The driving mechanism for the lattice
distortion is here the spin superexchange energy between singly occupied rungs along a
ladder. Due to the quarter-filled ladders the superexchange does not only contain terms
coming from intermediate states with doubly occupied sites but also contributions from
rungs with two singly occupied sites. The latter depend on the pseudospin configurations,
which is the complementary effect as compared to Eq. (6.28). Therefore the effective spin
exchange constants will depend on the degree of charge order. One obtains
Hex =
∑
i,j
JijSijSi+1j
Jij =
(
1 +
∑
α
uα
i+ 1
2
,j
∇
α
i+ 1
2
,j
)
J
(
T zij , T
z
i+1j
)
J
(
T zij , T
z
i+1j
)
= J ij0
(
1 + f
(
T zij, T
z
i+1j
))
uij =
∑
λq
1
(mN)1/2
exp (iqRij)
(
bλ†qj + b
λ
qj
)
. (6.30)
The summation runs over the atomic shifts uij of neighboring atoms (α = O,Na) with
respect to V which modulate the superexchange. In addition the latter depends on the
charge configuration. Therefore spin (Si), charge (Ti) and lattice (b
λ
qj) degrees of freedom
are now coupled via Eq. (6.30). The spin exchange in Eq. (6.30) has to be added to
Eq. (6.27) to get the total Hamiltonian HISSP of the Ising-spin Peierls model for α’-
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NaV2O5. To simplify the model the J
(
T zij , T
z
i+1j
)
dependence is approximated by Jij =
Jij0 (1− 4〈T zj 〉2). This reduction of superexchange (Fig. 6.17) with increasing charge order
was explained before. The remaining spin-lattice part is treated within the Cross-Fisher
theory [221]. The combined spin-Peierls transition and charge ordering takes place at Tc1.
At that temperature the renormalized frequency of the VO-bond dimerization mode with
wave vector q0 = π/b along the ladder given by
ω˜2q0(T ) = ω
2
q0 − 0.26 |gV O (q0)|2 T−1 − 4g2Isχq0(T ) (6.31)
becomes soft, i.e. when ω˜2q0(Tc1) = 0. Here the last term is determined by the pseudo-
spin susceptibility χq0(T ) of HITF where gIs is a coupling constant that describes the
change of the transverse pseudo-spin field with lattice distortion. It may be shown that
inclusion of a spin-Zeeman term leads to the proper field dependence of Tc1(H) observed
in experiment. It is found to be much weaker than for a pure spin Peierls transition.
The choice of the precise order parameter and distortion pattern between the ladders
below Tc1 is determined by the minimization of the total free energy. On a given ladder
there is a competition between the exchange dimerization energy gain of the spin Peierls
distortion and the zig-zag charge order because the former is proportional to J and the
latter reduces J as just discussed (Fig. 6.17). This can be avoided by generating two
inequivalent types of ladders A and B below Tc1 where one (A) is mainly charge ordered
and the other (B) mainly dimerized [241]. At the same time this reduces the symmetry
of the Trellis lattice in such a way that geometric frustration is reduced and long range
charge order is stabilized at a finite temperature. Indeed, X-ray results [227, 230] show
that the distortion of B-type ladders is much stronger as of A-type ladders, independent of
whether orthorhombic Fmm2 or monoclinic A112 space groups are used for the structure
refinement (Fig. 6.17, left panel). At this stage, slightly below Tc1 one has a large spin
gap on B ladders but none on the zig-zag spin chains on the A ladders. However the
rapidly growing charge order δCO(T) on A-type ladders below TC1 modulates the hopping
integrals and orbital energies via Na- and rung O- shifts. This occurs in such a way that
an additional but smaller exchange dimerization is also induced on the A-type ladders.
It grows with δCO(T). Once it is big enough it leads to a further dimerization below Tc2
on the A-type ladders which is now of the pure spin-Peierls type and opens the spin gap
seen in experiment (Fig. 6.15). This interpretation is supported by the appearance of
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Figure 6.17: Charge order and dimerization in α’-NaV2O5: Left panel: Shift of V-positions in
distorted a-layer below Tc1. Stacking along c is of aaa’a’ type. In a’-layers A shifts have the
same phase and B shifts are moved by one lattice constant along b (ladder direction). Each layer
has three inequivalent V (full, open and gray circles), leading to 6 inequivalent V. Charge order
(zig-zag) happens mainly on A, ladder dimerization on B. Below Tc2 the A ladders also dimerize
and V sites on B become inequivalent leading to 8 inequivalent V sites altogether. Right panel:
Variation of effective spin exchange along the ladder (b-direction) with V charge order parameter
2δCO for zig-zag CO (A). δ
0
CO is the actual charge order parameter for α’-NaV2O5 on A-ladders
corresponding to JA = 440 K (37.9 meV). Inset shows TBA hopping elements tR (along rung ‖
a), tL (along leg ‖ b) and tD (along diagonal) on a ladder plaquette. The same convention for
inter-site Coulomb interactions VR, VL and VD is used. (After [241])
additional Na-NMR splittings caused by the shifts of Na atoms on top of the A-ladders
for T < Tc2. They correspond to 8 instead of 6 inequivalent Na positions below Tc2 which
is indeed compatible with the monoclinic A112 structure from X-ray analysis [230].
Although the mechanism for the phase transitions is intricate, involving charge, spin
and lattice degrees of freedom and their competing coupling effects, the low temperature
(T ≪ Tc) spin dynamics is quite simple again. With charge order and lattice distortion
saturated only the pure spin part in Eq. (6.30) of the original ISSP Hamiltonian remains.
Thereby the existence of two inequivalent A,B-type ladders and their low temperature (T
≪ Tc1) distortions in the parameterization of exchange constants has to be taken into
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Figure 6.18: Dispersion of spin excitations in α’-NaV2O5 (qx ‖ a and qy ‖ b given in r.l.u. 2π/a
and 2π/b respectively). Comparison of theoretical fit after Eq. (6.34) with experimental results
from [244]. Full lines: q0y=
1
2 , broken lines q
0
y = 1. Left panel: ω
+(qx) - dispersion (top) and
ω−(qx) - dispersion (bottom). From extremal values at qx = 0 model parameters δA = 0.03, J′a
= 0.21 meV and Jc = 0.43 meV are obtained. Right panel: Dispersion along b with exchange
JA = 37.9 meV (440 K) along zig-zag chain on A. (After [241])
account. Since the B ladders are strongly exchange dimerized with a δB ∼ 0.25 and J =
JB(1±δB) they have a large spin-excitation gap ∆B = 38 meV [241]. It is not visible in the
inelastic neutron scattering (INS) results which show a minimum excitation energy around
10 meV. It must therefore result from excitations on the more weakly dimerized (δA ≪ δB)
A-type CO ladders. Consequently the low temperature spin Hamiltonian comprises only
slightly dimerized 1D zig-zag S=1/2 spin chains (on A) with an intra-chain exchange
JA(1±δA) along the b-direction. Since they are separated by intervening B-ladders the A-
ladders are only weakly coupled with J′a ≪ JA in the transverse a-direction. One therefore
would expect gapped quasi-1D spin excitations in α’-NaV2O5. Indeed it was found that
their dispersion is much stronger along b than along a [244, 245]. As mentioned earlier the
stacking of layers along c is of the aaa’a’-type [246]. Therefore the zig-zag chains on A are
in-phase on aa (and a’a’) bilayers and out-of- phase between aa’. In the c-direction one
may therefore assume an exchange Jc within the bilayers and neglect coupling between
them.
Using this effective exchange model with parameter set (JA,δA, J
′
a,Jc), where J
′
a =
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Ja-4JD is an effective intra-chain exchange along a, the magnetic excitations have been
calculated within a local dimer approach. It is applicable here since JA ≫ J′a, Jc. The
susceptibility of an isolated dimer pair in the bilayer is given by
u±(ω) =
2 (JA (1 + δA)∓ Jc)
(JA (1 + δA)∓ Jc)2 − ω2
. (6.32)
The collective susceptibility of the bilayers in RPA is then expressed as
χ±(~q, ω) =
[
1− J (~q)u±(ω)]−1 u±(ω) . (6.33)
The dispersion of spin excitations in the ab plane may be obtained from the poles of
χ± (~q, ω) as
ω2±(qx, qy) = [JA (1 + δA)∓ Jc]2 − [JA (1 + δA)∓ Jc]
× [JA (1− δA) cos 2qy ± (Ja cos (qx − qy)− 4JD cos qx cos qy)] .(6.34)
The comparison of mode dispersions with experimental results is shown in Fig. 6.18. Using
the low temperature JA = 440 K [245] which corresponds to the charge order parameter
2δCO = 0.32 in Fig. 6.17 the remaining parameters may be determined from three of
the four observed gaps ω±(0, 1
2
) and ω±(0, 1) in Fig. 6.18. The fourth (lowest) gap is
then correctly calculated as ω−(0, 1) = 8.14 meV. The exchange dimerization obtained
is δA = 0.03 ≪ δB. The model calculation explains a number of observations from INS:
i) The dispersion along b is much larger than along a because J′a ≪ JA due to weak
coupling of A-ladders through intervening B-ladders. ii) The a-dispersion of ω+(qx, q
0
y)
is considerably smaller than for ω−(qx, q0y) with q
0
y =
1
2
or 1. iii) Contrary to earlier
results [245] the high resolution experiments [244] presented in Fig. 6.18 show a finite gap
between lower and upper mode ∆+− ≃ 1 meV which is determined by a combination of
JA and Jc. It provides strong evidence for the inequivalent A-B ladder model. If only
equivalent A-ladders were present, the gap should vanish, i.e., ω+(qx, q
0
y) and ω
−(qx, q0y)
would touch with their minima and maxima and the dispersion would have have twice the
observed period along a [247]. We conclude that α’-NaV2O5 presents another example
where charge ordering may lead to pronounced 1D character of spin excitations below Tc,
here they are gapped due to exchange dimerization caused by the complicated nature of
the associated lattice distortions.
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It has become clear that CO in α’-NaV2O5 is severely inhibited by effects of geometric
frustration. In fact its comparatively low Tc ≃ 33 K indicates that it is close to the
quantum critical point of the ITF model, where the CO is of essentially 1D Ising type.
The true 2D ordered state at finite T is then established by a staggered longitudinal
pseudo spin field set up by the distortions of the neighboring ladders. In this scenario
it is suggestive that even small perturbations of the 1D Ising spin correlations along the
ladder might suppress the CO state in α’-NaV2O5 . This can be achieved by reducing the
filling factor n of the 1D ladders below 1
4
by doping with holes. This introduces ”empty”
rungs into the ladder which cut the Ising bonds. The ensuing destruction of long- range
1D correlations should then strongly reduce Tc as function of the hole concentration δh (n
= 1
4
-δh). This has indeed been found by introducing holes into the ladders through Na-
deficiency doping [248] where a few per cent holes are sufficient to destroy the CO state
and the associated spin Peierls transition. Rapid suppression of charge order has also
been found in various other doping series, i.e., replacing Na by Li and K (isoelectronic) or
Ca (electron-doping) [249]. This may be observed directly by specific heat measurements
[249] which show a progressive suppression of ∆C(Tc) with increasing doping. It is also
seen in the susceptibility [248] which exhibits a closing of the spin gap associated with
CO. Most importantly, in this doping range α’-NaxV2O5 remains an insulator. This is not
easy to understand within a Hubbard like model for the quarter filled ladder [240, 241].
Possibly 1D localization and polaronic effects play a role, indeed the conductivity was
found to exhibit variable-range hopping behavior [248] for hole doping. It was shown
in [250] that even for the (hole-) doped case the CO problem may be treated with an
extended pseudo-spin model. In order to incorporate the possibility of empty rungs on a
ladder a pseudo spin T = 1 is introduced where the |Tz = ±1〉 states describe occupation
of the right or left Vdxy orbital of a rung respectively, and in addition |Tz = 0〉 the empty
(hole-doped) rung. The total effective T = 1 Hamiltonian of a single ladder is then given
by
H =
∑
i
[
(ǫ− µ)T 2zi + tR
(
T 2xi − T 2yi
)− h0siTzi]+ 2tL∑
〈ij〉
[
OizyO
j†
zy +O
i†
zyO
j
zy
]
+V−
∑
〈ij〉
TziTzj + V+
∑
〈ij〉
T 2ziT
2
zj . (6.35)
Here ǫ is the on-site orbital energy and h0s(i) = h
0
s(−1)i is a longitudinal staggered pseudo-
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Figure 6.19: Left panel: Melting of charge order by Na-deficiency (1-x) (hole) doping seen
from the rapid closing of the spin gap in χ(T ) with increasing 1-x (corresponding nominally to
δh). (After [248]). Right panel: Calculated melting of CO with hole doping δh for various λ
= 2tR/VL given in decreasing order. The absolute slope value -(dδCO/dδh) increases strongly
when approaching the quantum critical point λc = 1 of CO; this is shown in the inset. (After
[250]).
spin field that simulates the effect of distortion connected with CO and the coupling to
neighboring ladders, 〈ij〉 denotes n.n. rungs along the ladder. Here Ozy = iTzTy may be
interpreted as quadrupolar operators in the T = 1 pseudo-spin space. Furthermore ǫ is
the dxy orbital energy and µ, a ’chemical potential’ to fix the number of holes δ = 1-n
(n = number of d-electrons per rung) at a value determined by the doping. Interaction
parameters are defined as V± = 12(VL ± VD). If the ladder diagonal term VD is neglected
then V± = 12VL leads to a control parameter λ = 2tR/VL (to stay in accordance with Ref.
[250] the inverse value of the previous definition for λ is used here). In isospin language
the (staggered) CO parameter δCO and the hole doping δh are given by
δCO = 〈Tz1〉 = −〈Tz2〉 δh = 1− 〈T 2z 〉 . (6.36)
Here i=1,2 denote the two 1D sublattices along the ladder direction b. The selfconsistent
mean-field solution of the model is shown in Fig. 6.19 (right panel). Its usefulness relies
on the Ising type nature of the ordered state. It shows that close to the QCP λc=1 the
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charge order parameter is rapidly suppressed with increasing doping which is also evident
from the δh- dependence of the slope shown in the inset. This behavior corresponds
qualitatively to the rapid reduction of CO in Na-deficiency doped α’-NaxV2O5 where
the spin-gap and hence the associated charge order is suppressed by a few per cent Na-
deficiency 1-x. For small doping one may assume that the latter is equal to the average
hole concentration δh in the V-rungs.
Finally we briefly discuss the β-vanadium bronzes β-Na0.33V2O5 with large but stoi-
chiometric (1-x = 2/3) Na deficiency doping. Their crystal structure is different but it
still contains the Trellis lattice layers. For high temperatures these compounds are 1D
metals (only in the stoichiometric case) along the b-axis and exhibit a CDW-instability
at TCDW = 136 K into an insulating state [251]. While the Wigner-lattice type CO tran-
sition discussed for α’-NaV2O5 is due mostly to intersite Coulomb interaction energies
of localized 3d electrons, the CDW Fermi-surface instability in β-Na0.33V2O5 is driven by
the kinetic energy of 1D conduction electrons. Under pressure the CDW transition may
be suppressed again and around pc ≃ 8 GPa the TCDW (p)-line ends in a quantum critical
point with an associated superconducting dome around a maximum superconducting Tc
of about 10 K.
D. Reentrant Charge Ordering and Polaron Formation in Double Exchange
Bilayer Manganites La2−2xSr1+2xMn2O7
The layered perovskite manganites have been at the center of 3d-oxide research since
the discovery of the colossal magnetoresistance effect (CMR) [252]. Its signature is a
change in the resistivity over several orders of magnitude under comparatively small
magnetic field changes for doped metallic manganites close to the ferromagnetic phase
transition. The investigation of CMR has led to a global survey of doped manganite
compounds. Their structures consist of MnO6 octahedra corner-linked to layers that may
be stacked in different fashions. As in the cuprates, the parent compounds are AF Mott-
Hubbard insulators and hole doping destroys the AF order. However, the metallic state
is not superconducting but ferromagnetic. In the manganites the doping with holes only
reduces the Mn-moments, rather than creating non-magnetic Zhang-Rice singlets as in
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the cuprates. The Mn moments then order ferromagnetically via the double exchange
(DE) mechanism [253, 254] that lowers kinetic energy of eg conduction electrons when
their spins are aligned with spins of localized Mn-t2g spins (see Fig. 6.25).
The physics of manganites, especially those derived from the infinite layer parent com-
pound LaMnO3, has been reviewed in many articles, e.g., Ref. [22]. In this chapter we
shall focus exclusively on aspects of the bilayer manganites with half-doped insulating
compound LaSr2Mn2O7 that are related to charge ordering and possible polaronic effects.
In addition we discuss magnetic excitations in the doped metallic ferromagnetic bilayer
compounds which give evidence for the double exchange mechanism that is central to
the physics of magnetic phases and magnetotransport. This topic has also been more
extensively reviewed in Ref. [255]. We first give a brief summary of structural properties.
The manganites belong to the Ruddlesden-Popper phases which may be described by
intergrowth of rock-salt like MnO slabs and n slabs of the perovskite LaMnO3. For n =
∞ one has the infinite layer LaMnO3 perovskite, while n = 2 corresponds to the bilayer
manganite La2−2xSr1+2xMn2O7 considered here. Its structure is shown in Fig. 6.20. In
the (hypothetical) compound with x = 0 La and Sr are tri- and divalent cations which
implies a Mn3+ (S = 2) state for the magnetic cations. Replacing La by Sr according to
the chemical formula La2−2xSr1+2xMn2O7 is equivalent to hole doping and creates Mn4+
(S = 3/2) with a nominal concentration of x holes/Mn site. For x = 0.5 one has a stoichio-
metric mixed valent compound LaSr2Mn2O7 with a 1:1 ratio of Mn
3+/ Mn4+ ions. This
suggests the possibility of charge (and orbital) ordering leading to an insulating state.
In the possible concentration range 0.2 < x < 1 the crystal structure remains the same
although the Mn-O bond lengths depend on x due to the Jahn Teller distortion of the
octahedrons containing Mn3+. The AF (x = 0.5) and FM (x<0.4) structures are shown
later in Fig. 6.25.
Electronic structure calculations for LaSr2Mn2O7 within LSDA+U [257] lead to a quasi-
2D band structure that is close to that of a half metal. The gap between majority and
minority spin bands is ∆↑↓ = 2.7 eV. The influence of possible charge ordering has been
neglected in this calculation. Due to the CEF splitting of 3d states into t2g and eg states,
the lower lying t2g bands, which are ∼ 1eV below EF are almost dispersionless while
the bands crossing EF have mainly eg character. This allows one to use a simple model
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Figure 6.20: Left panel: Crystal structure of LaSr2Mn2O7 and La2−2xSr1+2xMn2O7 consisting
of MnO6 octahedra and (La,Sr)-cations (circles). Lattice constants are (x = 0.5) a = 3.874A˚, c
= 19,972A˚. The space group is I4/mmm. Right panel: Structural and magnetic phase diagram
of bilayer La2−2xSr1+2xMn2O7 in the doping range 0.3 < x < 1.0. Charge order (CO) appears
for 0.5 ≤ x ≤ 0.65. Around x = 0.7 magnetic order is absent. (After [256].)
for the electronic structure: While the eg electrons are described in a nearest neighbor
(n.n.) tight-binding (TB) approximation, the t2g electrons are treated as localized with
the intra-atomic exchange aligning their spins to a total spin S (S = 3/2) (see Fig 6.25).
Furthermore, there is a Hund’s rule coupling of strength JH which tries to align localized
t2g and itinerant eg spins. Finally on-site (U) and inter-site (V) Coulomb interaction
terms for the eg electrons have to be added. Then one obtains the total Hamiltonian
H =
∑
ijσ
tij
(
c†iσcjσ + h.c.
)
+ U
∑
i
ni↑ni↓ + V
∑
〈ij〉
ninj
−JH
∑
i
Sisi + J
∑
ij
SiSj . (6.37)
Here the first three terms describe eg conduction electrons (ciσ) where niσ = c
†
iσciσ and
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ni = ni↑ + ni↓, the fourth term describes FM Hund’s rule coupling (JH > 0) between
eg-spins (s) and t2g spins (S) and the last one a superexchange between the localized t2g
spins. Note that i = (l,λ) where λ = 1,2 is the bilayer index and l the site within a layer.
The model is able to describe both the charge ordering and magnetism in the manganites.
The orbital degree α = 1,2 of eg electrons is still missing. It is too complex to be solved
in full generality, we therefore treat CO and magnetic aspects separately and disregard
the possibility of simultaneous orbital order.
To investigate charge order as function of the eg band filling n we take into account
only the first three terms which constitute an extended Hubbard model (EHM) for the
eg electrons. Assuming identical CO in both layers the problem reduces to the EHM on
a 2D square lattice. Magnetic order will be suppressed and two-sublattice (A,B) charge
order is assumed. In the limit U≫t>V this model may be treated [258] by a combina-
tion of Hartree-Fock approximation for the inter-site term (V) and a CPA approximation
for the on-site Hubbard term (U). The latter rests on the alloy-analogy, i.e., the EHM is
replaced by a single-particle Hamiltonian with diagonal (sites 1,2 within each layer) disor-
der of eg orbital energies E
(1,2)
A/Bσ and corresponding probabilities p
(1,2)
A/Bσ on each sublattice.
Accordingly,
E
(1)
A/Bσ = zV nA/B with p
(1)
A/Bσ = 1− nA/B−σ
E
(2)
A/Bσ = zV nA/B + U with p
(2)
A/Bσ = nA/B−σ . (6.38)
The Green’s functions of the equivalent single-particle Hamiltonian is then configuration
averaged within CPA, i.e., requiring the average T-matrix of the system to vanish. This
leads to averaged Green’s functions
G¯A/B(k, ω) =
[
ω − ΣA/B(ω)− t
2
k
ω − ΣB/A(ω)
]
(6.39)
where tk = (t/2)(cos kx + cos ky). The corresponding self-energies are given by
ΣA/B(ω) = E¯A/B −
[
zV nB/A − ΣA/B(ω)
]
G¯A/B(ω)
[
zV NB/A + U − ΣA/B(ω)
]
.(6.40)
Here E¯A/B = zVnB/A +
1
2
UnA/B are the effective orbital energies on A/B sublattices.
On the bipartite lattice CO has to be symmetric which leads to the restriction nA/B = n
±nCO. This requires only a single averaged Green’s function defined by G(±nCO, ω) =
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Figure 6.21: Left: n-V phase diagram of charge order (CO) for the 2D EHM (T = 0, W = 4t≡1)
and U = 0, 0.5, 1.5,∞ corresponding to dotted, long-dashed, dashed and solid lines respectively.
Right: V-T phase diagram of CO for U = 2 and various band filling n = 0.3, 0.5, 0.65 and 0.8
corresponding to solid, dash-dotted, dotted and dashed curves respectively. The CO regime is
to the right of the boundary for each value of n. Energies and temperature are given in units of
t. (After [258].)
G¯A/B(ω). From the above equations the self energies may be eliminated. One obtains a
cubic equation for G from which the order parameter nCO may be calculated as function
of filling n and Coulomb interaction parameters U, V by requiring charge conservation.
Setting nCO = 0 the phase boundary between CO and homogeneous phase is obtained as
a surface in (n, U , V) space. It is obtained as an implicit solution of the equations
n = −2
π
∫
dωf(ω)ImG(0, ω) and 1 = −2
π
∫
dωf(ω)ImG′(0, ω) (6.41)
where the derivative is defined as G′(ω) = ∂G(nCO, ω)/∂nCO|nCO=0 and f(ω) is the Fermi
function. The self-consistent solution for charge order has been determined for the 2D
square lattice (z = 4 and W = 4t = half bandwidth). The resulting n-V and V-T phase
diagrams for CO are shown in the left and right part of Fig. 6.21 respectively. In the
n-V phase diagram we notice two regions. For n < n∗ ∼ 0.67 the CO boundary Vc(n)
is almost independent of U while for n > n∗ when the half filled case n=1 is approached
CO is strongly suppressed with increasing U. This is due to the fact that in a Mott-
Hubbard insulator charge fluctuations are already strongly suppressed and additional
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spatial symmetry breaking CO then needs a larger threshold value Vc. On the other hand
for n < n∗, e.g., quarter filling n = 1/2 the Vc ∼ 0.25 W = t is determined essentially
by the hopping t. The minimum Vc where CO is most easily achieved is obtained around
n = n∗.
The V-T phase diagram shows an interesting aspect: For each value of U a range of
V values exists for which the CO transition is reentrant as function of temperature. For
such a V value the ground state is homogeneous while CO appears in an intermediate
temperature range. This behavior cannot be obtained by treating the EHM in Hartree
Fock approximation and thus it is a genuine correlation effect. However, as we shall
see, another mechanism based on polaron formation may also lead to reentrant CO. In
the present model the absolute value of transition temperatures is unrealistically large
because only the n.n. interaction V is assumed. This may be improved by including also
a competing n.n.n Coulomb repulsion which reduces the CO temperature as shown later.
The predicted phase diagram of charge order qualitatively agrees with experimental
observations, keeping in mind that due to electron-hole symmetry the calculated phase
diagram can be used for the hole doped case of La2−2xSr1+2xMn2O7 (x = 1-n). One must
note however that there is no unanimous agreement on doping range and temperature
behavior of CO in this compound. Both depend considerably on the experimental method
used to detect CO ,e.g., X-ray, electron diffraction or transport measurements. In the
latter case one finds CO in a broad range of doping (0.44 ≤ x ≤ 0.8) at TCO ∼ 200
K [259]. Another observation is the collapse of CO or reentrance of the homogeneous
phase at lower temperatures. Surprisingly a second reentrance of CO appears below 50 K
as concluded from an upturn in the resistivity. From diffraction experiments the doping
range of CO is somewhat smaller (0.5 ≤ x ≤ 0.65) [256]. For the stoichiometric case x
= 0.5 (Mn3+/Mn4+ = 1) the CO has first been observed in [260] by X-ray diffraction. If
one had only CO one would expect a simple two-sublattice structure with Mn3+/Mn4+
ordering corresponding to a commensurate superstructure with Q = (1
2
, 1
2
, 0). However
one rather observes Q = (1
4
, 1
4
, 0). This is due to additional orbital ordering of Mn3+
eg orbitals in a staggered fashion (d3x2−r2/d3y2−r2) on top of CO (see Fig. 6.22). The
Q = (1
4
, 1
4
, 0) superlattice reflexions are then due to the associated JT distortion of the
crystal structure. The additional orbital order is not contained in the above single-orbital
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Figure 6.22: Structure of charge and orbital order in stoichiometric (x = 0.5) LaSr2Mn2O7 cor-
responding to wave vector Q = (14 ,
1
4 , 0). (After [260, 262].)
model. Below 100 K the superstructure reflections vanish, indicating melting of both
CO and orbital order as conjectured from transport [259]. Later X-ray experiments on
LaSr2Mn2O7 (x = 0.5) have shown that there is also evidence for a CO reentrance below
50 K [261] in agreement with Ref. [259]. This evidence for the second (CO) reentrance
is seen in Fig. 6.23. The intensity of reflexions in the reentrant CO region below 50 K is
however much smaller, indicating much weaker CO. In fact, it seems sample dependent
since it was not observed in other experiments. The possible existence of the second CO
reentrance cannot be explained by the purely electronic EHM model. In fact around x =
1-n∗ there is not even the first reentrance found to the homogeneous phase. Instead the
charge order parameter increases monotonously with decreasing temperature as may be
infered from the V-T phase diagram (n = 0.65) in Fig. 6.21.
We note that Mn3+/Mn4+ charge order has also been observed in the infinite-layer
manganites, typically around the half-doped (x = 0.5) compounds, e.g. in La0.5Ca0.5MnO3
and R0.5Sr0.5MnO3 (R = Pr,Nd). For the Pr-compound CO was observed in a large doping
range (0.3 ≤ x ≤ 0.7) similar as in the bilayer La2−2xSr1+2xMn2O7. The reentrance into
the homogeneous phase was also observed in Pr0.5Sr0.5MnO3, again only away from half
doping (x = 0.5). It becomes especially pronounced in the presence of magnetic fields
up to 10 T [263]. There is no evidence for a second CO reentrance in the infinite layer
compounds.
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Figure 6.23: Temperature variation of superlattice reflexion intensities in LaSr2Mn2O7 corre-
sponding to wave vector Q = (14 ,
1
4 , 0) (cf. inset of Fig. 6.24). Right: CO and first reentrance of
homogeneous state. Left: second possible reentrance of CO below 50 K. (After [261].)
To explain these phenomena in the stoichiometric bilayer LaSr2Mn2O7 a more extended
but still single-orbital based theory is apparently needed. It was proposed in [264] that
in this case CO is profoundly affected by polaron formation caused by a strong coupling
to the lattice. This is suggestive since polaron formation changes the ratio of kinetic
vs. intersite Coulomb energy of the holes and thus affects the conditions of CO. The
electron-lattice coupling is due to the modulation of pd-hybridization along the in-plane
bond directions caused by vibrations of oxygen atoms that form corner-sharing octahedra
around the Mn ions. Effectively this leads to a coupling of the Mn3+-eg level shift to a
bond-stretching vibration of the oxygen. The latter may be assumed dispersionless with
a frequency ω0. We note that this refers to conventional Holstein-type polarons. They
differ from the Jahn-Teller (JT) type polarons where the eg level is split by coupling to the
JT symmetry distortions of the whole oxygen octahedron. The latter have been proposed
for the slightly doped infinite layer La1−xSrxMnO3 in the region 0.1 ≤ x ≤ 0.2 [265]. The
present Holstein-type model for the x ≃ 0.5 bilayer LaSr2Mn2O7 is described by
He−ph = g
∑
i,δ
(
bi,δ + b
†
i,δ
)
(ni+δ − ni) + ω0
∑
i,δ
b†i,δbi,δ . (6.42)
Here b†i,δ is the local vibration at oxygen site δ associated with Mn site i and g is the
119
coupling constant. This has to be added to the EHM part, i.e., to the first three terms
of Eq. (6.37). The latter is also generalized by including both n.n. interactions (V1) and
n.n.n. interactions (V2) to achieve a realistic TCO which is controlled by the ratio (V1-
V2)/t. In the limit of strong coupling (α ≡ g2/ω20 ∼ 1) the phonon coordinates may be
eliminated by a combined Lang-Firsov (LF) transformation U1 = exp[−
∑
i,δ g/ω0(bi,δ −
b†i,δ)(ni+δ − ni)] [266], and squeezing transformation U2 = exp[γ
∑
i,δ(bi,δbi,δ − b†i,δb†i,δ)].
Here γ > 0 is a variational parameter [267] determined by minimization of the ground-
state energy. This leads again to an effective electronic model, but with renormalized
hopping and interaction parameters. Furthermore, the on-site correlation problem is
simplified by using the limit U → ∞ where the layers are fully spin polarized and we
may assume spinless fermions. For x = 0.5 this implies the spinless half-filled band is
realized in LaSr2Mn2O7. Then, after applying U2U1 the effective Hamiltonian reads, up
to a constant,
Heff = −t˜
∑
i,δ
(
c†ici+δ + h.c.
)
+ (V1 + 2αω0)
∑
i,δ
nini+δ + V2
∑
i,η
nini+η . (6.43)
The first term describes hopping of small polarons. The essential point is that the effective
hopping element t˜ = t exp[−5ατ coth(ω0/2T )] with τ = exp(−4γ) is strongly temperature
dependent. It is small compared to the bare hopping t when T ≫ ω0 and increases for
T≪ ω0 because the occupation of the n-phonon modes decreases with T eventually until
only the effect of zero-point fluctuations in t˜ is left. This T-dependent renormalization
of t˜ is very important for charge ordering to take place, since the latter is determined by
the balance of kinetic and inter-site Coulomb energies. Treating the intersite Coulomb
terms for two sublattices A,B in Hartree Fock approximation as before and choosing
〈ni〉 = 1/2± nCO, i ∈ A,B, the condition for the CO instability line is
1 =
2V
π2
∫ 1
0
tanh
[
2
√
(t˜z)2 + (V nCO)2/T
]
√
(t˜z)2 + (V nCO)2
K
(√
1− z2
)
dz (6.44)
where K is the complete elliptic function of the first kind and z =
√
ε2 − (4V nCO)2/4t˜
with V = V12 + 2αω, V12 = V1 - V2. For T→0 this equation has always a solution with
nCO > 0. For a reasonable parameter set (t,ω0,V12) its solution leads to the α-T phase
diagram shown in Fig. 6.24. Depending on the size of α, both the non-reentrant and
double-reentrant scenarios are possible. There is an intermediate region for α ∼ 0.65
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Figure 6.24: α-T phase diagram for the spinless (half filled) case of the Holstein-EHM model
with parameters V12 = 0.1, ω0 = 0.05 in units of t = 4·103 K. For comparison, the thin line
corresponds to a t˜ which is kept constant (cf. Fig. 6.23). The inset shows nCO(T). The dotted,
solid and dashed lines correspond to the three possible types of diagrams with α = 0.60, 0.65
and 0.68 respectively. (After [264].)
where on lowering the temperature one obtains a CO phase, then a first reentrance into
the homogeneous phase and subsequently a second reentrance into the CO phase. The
corresponding variation of the order parameter nCO(T) is shown in the inset of Fig. 6.24
(full line). The other possible cases are also illustrated. Physically the behavior around
α ∼ 0.65 may be explained as follows. First the effective hopping t˜ is reduced from the
bare value and polaronic CO appears at relatively high temperatures. With decreasing
temperature the kinetic energy (∼ t˜) increases until CO can no longer be maintained
and the homogeneous state is stable again. For even lower temperatures CO always
reappears because the n.n. tight binding Fermi surface has a nesting instability to CO
for the half filled (spinless) case for arbitrary small values of V. The reentrance behavior
discussed here is entirely due to the temperature dependence of the effective polaron
hopping t˜ = t exp[−5ατ coth(ω/2T )]. Without it only the lowest CO transition does
occur. This agrees with the previous study where no reentrance was observed for quarter
filling including spin or spinless half filling. In the discussion of the reentrance behavior
in La2−2xSr1+2xMn2O7 we have so far invoked electronic correlation effects and polaron
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Figure 6.25: Left: AFM structure of stoichiometric (x = 0.5) CO insulator LaSr2Mn2O7 con-
sisting of AF stacked FM layers along c. Right: FM structure of metallic (x = 0.4)
La2−2xSr1+2xMn2O7. Moments are parallel to [110] in both cases. Center: Illustration of FM
double exchange mechanism in doped manganites. FM polarization of itinerant eg spins (s =
1/2) leads to kinetic energy gain (∼ t) due to FM Hund’s rule coupling (∼ JH) to localized t2g
spins (S = 3/2).
formation as origin but neglected the influence of coexisting magnetic order. A treatment
of the full problem of CO would require the inclusion of spin degrees of freedom for finite
values of U together with the last two exchange terms in Eq. (6.37) and the electron-lattice
coupling. This is still an open problem.
In the last part of this chapter we therefore focus on a rather complementary case:
When the doping is large enough Coulomb correlation effects are less prominent and
CO is absent for all temperatures. Then only the exchange terms in Eq. (6.37) are
important. Double exchange (DE) illustrated in Fig. 6.25 favors FM order within and
between layers by optimizing kinetic energy gain for parallel eg (s = 1/2) conduction and
t2g (S = 3/2) localized spins. In contrast superexchange (last term in Eq. (6.37)) favors
AF orientation of moments between layers leading to the AF order in Fig. 6.25 for x
= 0.5. For 0.4 < x < 0.5 its competition with FM double exchange along the c-axis
leads to a canting of moments out of the plane [268] (CAF region in Fig. 6.20) which
may be interpreted as a superposition of an AF and FM structure. For x ≤ 0.4 the eg
conduction bands become increasingly two-dimensional with d3z2−r2 character. Therefore
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double exchange along c increases significantly as discussed below. Consequently only the
FM structure with FM bilayers remains and the last term in Eq. (6.37) may be neglected.
The less than half-doped (x ≤ 0.4) metallic La2−2xSr1+2xMn2O7 compounds are then
described by the ferromagnetic (JH > 0) Kondo-lattice Hamiltonian
HK = −t
∑
〈ij〉λα
c†iλαcjλα − t⊥
∑
iα
{
c†i1αci2α + h.c.
}
− JH
∑
iλαβ
Siλ · c†iλαsαβciλβ .(6.45)
Here t, t⊥ > 0 are the nearest neighbor hopping parameters within a layer and between the
two partners (λ =1,2) of a bilayer along c respectively. Furthermore S and s are localized
and conduction electron spins respectively with α, β =↑, ↓. In La2−2xSr1+2xMn2O7 the
lattice constants (x = 0.4) are a = 3.87 A˚ and c = 20.14 A˚. The intra-bilayer splitting
d≃a is much smaller than the distance D = 6.2 A˚ between adjacent bilayers (Fig. 6.20).
Therefore inter-bilayer hopping or exchange has been neglected above. Diagonalization of
the hopping term leads to bonding and antibonding tight binding bands split by t⊥ with
identical in-plane dispersion and a DOS given by
ǫσ±(k) = − [±t⊥ + t (cos kx + cos ky)]
N±(ǫ) = N (ǫ± t⊥) ; N(ǫ) = 2
π2
1
W
K
([
1−
( ǫ
W
)2] 12)
. (6.46)
The justification for this model and the size of its parameters can be obtained by con-
sidering the spin wave excitations below the Curie temperature TC . They have been
investigated by inelastic neutron scattering by various groups [268–271] and analyzed in
[272, 273] both in the classical limit and with quantum corrections. In the manganites
the condition JH ≫ t, t⊥ is fulfilled because the Hund’s rule coupling JH ∼ 2 eV is quite
large. This greatly simplifies spin wave calculations because firstly the eg bands ǫσ±(k)
will be spin-split such that only majority bands are occupied, i.e. n↑± = 1 and n↓± = 0
and secondly the large S = 3/2 local t2g spins allow for a 1/S expansion. This approach
has been first applied to the cubic manganites [274] and later used for the bilayer man-
ganites [272, 273]. It turns out that in the limit JH → ∞, and to order 1/S one obtains
classical spin waves of an effective Heisenberg model for t2g spins. The effective exchange
constants are determined by the eg conduction band dispersion and filling according to
ωA(q) = zJ
DES [1− γq]
ωO(q) = zJ
DES [1− γq] + 2JDE⊥ S . (6.47)
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Figure 6.26: Left panel: Acoustic and optic spin wave branches along [100] direction with a
splitting ∆AO = 6 meV and overall dispersion of 40 meV. Full lines are obtained from the
classical dispersion expression in Eq. (6.47). Right panel: Acoustic spin wave dispersion along
[001]. An extrapolated anisotropy gap ∆A(0) = 0.04 meV is obtained. (After [272].)
In two dimensions γq =
1
2
(cos qx + cos qy) and ωA(q) and ωO(q) are the dispersion of
acoustic (A) and optical (O) spin wave branches respectively. They have equal dispersion
in the ab-plane and are split by the A-O gap ∆AO = 2SJ
DE
⊥ . In this approximation there
is no spin-space anisotropy and therefore the A branch has no gap at k = 0. The effective
Heisenberg exchange constants JDE, JDE⊥ for t2g spins are given by
JDE = − 1
2S2
1
2z
(ǫ0 + ǫπ) with ǫ0,π =
∫ ǫF±t⊥
−W
N(ǫ)ǫdǫ
JDE⊥ =
1
2S2
t⊥
2
(n0 − nπ) with n0,π =
∫ ǫF±t⊥
−W
N(ǫ)dǫ . (6.48)
The effective t2g exchange parameters J
DE, JDE⊥ are therefore completely determined by
the eg band parameters in the limit JH →∞. This surprisingly simple result for the spin
waves in the double exchange ferromagnet is in good agreement with inelastic neutron
scattering experiments on the x = 0.4 La2−2xSr1+2xMn2O7 . This is seen in the left panel
of Fig. 6.26. Two parallel A and O modes are observed with a maximum zone-boundary
energy of ωA(qx =
π
a
) ∼ 40 meV and an A-O splitting of ∆AO= 6 meV. From these values
one obtains SJDE = 10 meV and SJDE⊥ = 3 meV. Using Eqs. (6.48) this leads to eg band
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parameters t = 0.175 meV and t⊥ = 0.1 eV.
In the present theory there is no double exchange between adjacent bilayers and hence
no spinwave dispersion along the c-axis. But experimentally a small dispersion along c
was found (Fig. 6.26, right panel) although it is two orders of magnitude smaller than the
one along the a-axis. This requires an inter-bilayer DE constant J’DE⊥ with J’
DE
⊥ /J
DE
⊥ ≃
1.5·10−2 [269] and shows that La2−2xSr1+2xMn2O7 is an almost ideal two dimensional dou-
ble exchange ferromagnet. This conclusion was supported by an analysis of diffuse neutron
scattering which exhibits long range FM in-plane correlations far above the Curie tem-
perature (∼ 2.3 TC) [275]. Finally, Fig. 6.26 shows that a small extrapolated anisotropy
gap ∆A(0) ∼ 0.04 meV for the acoustic mode exists at the zone center whose microscopic
origin is not clear.
The double exchange model based on the FM Kondo lattice Hamiltonian is able to
describe ferromagnetism and basic properties of spin wave excitations quite well. How-
ever it has its limits. Firstly quantum corrections of order 1/S2 cannot be completely
neglected as discussed in Refs. [255, 273] and references cited therein. They lead to two
effects: i) reduction of the overall dispersion of spin waves. In the effective Heisenberg
model this would necessitate a rescaling of the parameters JDE, JDE⊥ or possibly an in-
clusion of more parameters. ii) the local spin moment is coupled to density fluctuations
in the itinerant system which leads to damping effects not present in the classical (1/S)
approximation. Comparison with experiment shows that (1/S2) corrections provide still
insufficient damping and also cannot explain the observed deviations from the classical
q-dependence of spin waves [273]. It has also been proposed that a crossing with a phonon
branch might be involved in these anomalies. Another shortcoming of the model is the
neglect of orbital degeneracy of eg states. This has indeed dramatic effects on the doping
dependence of the A-O spin wave splitting and the resulting effective exchange constants
in the FM regime x = 0.3-0.4 as shown in Ref. [271]. When x decreases from the present
value x = 0.4 the effective JDE⊥ strongly increases while J
DE stays almost constant. In the
above double exchange model the anisotropy ratio is given by
JDE⊥
JDE
= −
(
t⊥
t
)
W (n0 − nπ)
ǫ0 + ǫπ
. (6.49)
Assuming a doping independent t⊥/t the above ratio changes at most by ∼ 10 % in the
doping range x = 0.3 - 0.4, which is much too small to explain experimental observations.
125
Figure 6.27: Upper panel: Doping dependence of effective exchange parameters. Note that
JDE⊥ is proportional to A-O spin wave splitting and J
DE to the overall dispersion. Lower panel:
Doping dependence of JT distortion ∆JT (elongation along c) of MnO6 octahedra. (After [271].)
Therefore another mechanism must be invoked. It has been found [276] that for decreasing
x the MnO6 octahedra elongate significantly along the c axis due to the JT effect on eg
orbitals which leads to a lower energy and hence larger occupation for d3z2−r2 orbitals as
compared to dx2−y2 orbitals. Since the former have larger overlap along the c axis, the
effective t⊥ strongly increases with decreasing x. Thus it is really the prefactor (t⊥/t) in
the above equation which leads to the dramatic increase of JDE⊥ and the A-O spin wave
splitting with decreasing x. This effect was described phenomenologically in Ref. [273]
and within a microscopic model in Ref. [277].
In our discussion of bilayer manganites we have focused on models for charge order-
ing which can be described as simple periodic superstructures caused by inter-site but
short range Coulomb interactions supplemented by small polaron formation. We have
also discussed the importance of the double exchange mechanism for explaining the spin
excitations in the metallic ferromagnet away from half-doping. We have mostly neglected
the complications of orbital order, JT distortions and the effect of longer range Coulomb
interactions in the low doping regime. This may lead to the important possibility of an
inhomogeneous state due to phase separation of ferromagnetic metallic and charge or-
dered insulating regions. Such states may consist of metallic droplets or stripes of holes
in an insulating environment. This possibility has been reviewed in Ref. [278]. These
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aspects may also be of great importance for explaining the giant magnetoresistance of the
manganites [22].
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Figure 7.1: Pyrochlore lattice consisting of corner-sharing tetrahedra.
VII. GEOMETRICALLY FRUSTRATED LATTICES
Usually the concept of frustration is used in connection with magnetic systems. When
Ising spins with an antiferromagnetic interaction are placed onto certain lattices like a
triangular one, the pair-wise interactions cannot be satisfied simultaneously and therefore
are frustrated. Here we will associate the concept of frustration with lattice structures.
We call a lattice geometrically frustrated when in case that its sites are occupied by an-
tiferromagnetically coupled Ising spins the interactions are frustrated. Examples are in
two dimensions the just mentioned triangular, the checkerboard or the kagome´ lattice.
In three dimensions the pyrochlore lattice (see Fig. 7.1) is the one most frequently in-
vestigated. For those lattices we want to study charge degrees of freedom, i.e., when the
electron number at a lattice site is fluctuating. A frustrated lattice structure can have
a degenerate ground state for special band fillings when electron correlations are strong.
In fact, in the limit of large on-site and nearest-neighbor electron repulsions there exists
an exponentially large number of configurations with minimal potential energy. This is
particularly so when the number of electrons equals half the number of lattice sites. It is
not surprising that this special feature which is closely related to a frustrated geometry
leads to new theoretical models and special effects when the electrons are strongly corre-
lated. In the center of our attention will be the above mentioned pyrochlore lattice and a
two-dimensional projection of it, the checkerboard lattice.
A pyrochlore lattice is a substructure of the spinels which have the composition AB2O4.
They can be considered as face-centered cubes of O2− ions. The B ions are surrounded
by an octahedron of O2− ions, i.e., BO6 and are positioned on corner-sharing tetrahedra
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M = Ti V V(Cr) Mn
Li(Al)M2O4 LiTi2O4 LiV2O4 AlV2O4 LiMn2O4
(LiCr2O4)
average d-electron count d0.5 d1.5 d2.5 d3.5
per M-atom
Table II: Spinels with a half-integer valency of d ions
which define the pyrochlore lattice. Here we want to consider metallic spinels in which the
electrons are itinerant. They may undergo metal to insulator transitions which are usually
accompanied by a structural distortion. The most studied example has been magnetite
Fe3O4. A transition to an insulator already indicates that electron correlations may be
strong in spinels but an unambiguous proof is the observed heavy-fermion behavior of
LiV2O4 at low temperatures [279]. Another interesting case is AlV2O4. This material is
either a poor metal or a semiconductor at low temperatures. It undergoes a structural
phase transition at lower temperatures which apparently is caused by strong electron
correlations. Finally, LiTi2O4 is a metallic spinel which becomes superconducting at a
relatively high transition temperature of Tc=13.7 K [280, 281]. Table II summarizes these
materials with half-integer valency of the cations.
In the following we start out with a reminder on Fe3O4 for which a huge literature does
exist. For references see, e.g., Ref. [282]. The purpose is to merely recall some of the basic
facts in order to understand better the special features of strong electron correlations in
LiV2O4, AlV2O4 and other spinels. This is followed by a discussion of fractional charges.
They are found when a model Hamiltonian describing strongly correlated electrons with
strong on-site and nearest-neighbor repulsions is used and applied to a frustrated lattice.
Magnetite Fe3O4 has been much investigated because of the important role it has played
in the development of magnetism and magnetic materials. It is a spinel of the form AB2O4
with A = Fe3+ and B = Fe2.5+ sites. We assume that 50 % each of the B sites are in a
Fe2+ and Fe3+ configuration each, i.e., that electron correlations are so strong that Fe+
or Fe4+ configurations are suppressed. Magnetite undergoes at 120 K a phase transition
from a metallic high-temperature phase to an insulating low-temperature phase. This
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transition was first observed by Verwey and Haayman [8] and is usually referred to as
Verwey transition. Verwey presented also a model for its description in terms of a order-
disorder transition, which is entropy driven. The implicit assumption regarding B sites is
thereby that the repulsions of electrons on neighboring sites are so strong that the kinetic
energy term of the electrons plays only a minor role and may be neglected when the phase
transition is considered. With an average valence of the B sites of +2.5 this implies that
two neighboring Fe2+ sites and also two Fe3+ sites repel each other, while Fe2+-Fe3+ sites
attract. Let us denote by Vαβ the interaction between two neighbors Fe
α+-Feβ+. An
order-disorder phase transition will take place when
δV = V33 + V22 − 2V23 > 0 . (7.1)
Verwey suggested a particular charge ordering for the insulating low-temperature phase
in which the Fe2+ and Fe3+ sites of the pyrochlore lattice order in form of two families of
chains pointing in the [110] and [1-10] direction, respectively. However, the situation is
more complicated than that. First one should realize that in the absence of electron hop-
ping the ground state is highly degenerate. In order to minimize the Coulomb interactions
Vαβ , two of the sites of each tetrahedron of the pyrochlore structure must be occupied by
a Fe2+ and two by a Fe3+ ion (tetrahedron rule). There is an exponentially large number
of different configurations which satisfy this rule [283]. When a small hopping of electrons
is taken into account this degeneracy is partially lifted. How that is taking place remains
an unsolved problem. It is possible that the electronic ground state would remain disor-
dered, i.e., liquid like as long as the lattice is unchanged. In that case charge order could
result from a structural distortion which is accompanying the metal-insulator transition.
Indeed, the experimental determination of the electronic low-temperature phase has been
a challenging and controversial subject as has been a proper theoretical interpretation.
A recent review [284] describes the development of different theoretical models starting
from a Hubbard- like Hamiltonian including nearest-neighboring repulsions [285] up to
inclusion of electron-phonon interactions together with the tetrahedron rule [286]. Cal-
culations in the frame of density functional theory based on LDA+U and the observed
low temperature lattice structure produce charge order which agrees with estimates based
on a valence bond analyses [287]. They also conclude that the tetrahedron rule is not
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strictly fulfilled. This is due to the kinetic energy, i.e., electronic hopping terms which
lead to violations of that rule. Nevertheless, for a simple reason the tetrahedron rule
must be satisfied to a high degree. Without considerable short-range order it would be
difficult to understand the relatively low transition temperature of the Verwey transition.
For a conventional order-disorder phase transition the transition temperature is given by
TV = 2δV/kB, where kB is Boltzmann’s constant. This would imply a TV of several
thousands of Kelvin [283].
A. Metallic Spinels: LiV2O4 - a Metal with Heavy Quasiparticles
In order for a spinel oxide to be conducting, the electron count of the B ions in AB2O4
should differ from an integer number. The compounds listed in Table I are therefore of
special interest. As mentioned before LiTi2O4 with d
0.5 per Ti ion is a superconductor
with a transition temperature of Tc = 13.7 K. LiV2O4 with d
1.5 per V ion is a metal
with heavy quasiparticle excitations. At ambient pressure no spin- or charge order has
been observed down to the lowest temperature. The compound LiCr2O4 is not stable and
therefore AlV2O4 with d
2.5 per V ion is particularly interesting. This system becomes
a charge ordered insulator by so-called valence skipping (see the next Section). Finally
LiMn2O4 with d
3.5 per Mn ion is an antiferromagnetic insulator with a Ne´el temperature
of TN=280 K. Charge ordering is taking place in that material which has been used in
batteries. In the following we will discuss LiV2O4 in more detail.
As pointed out above LiV2O4 shows at low temperatures heavy-fermion behavior, i.e., it
supports heavy quasiparticle excitations [279, 288]. It has been the first system where the
heavy quasiparticles originate from d electrons. Experiments show that the γ coefficient
of the low temperature specific heat C = γT is strongly enhanced and of order γ ≃0.4
Jmol−1K−2. The spin susceptibility is equally enhanced at low T. Over a large temperature
regime it shows a behavior
χS = χ0 +
C
T +Θ
, Θ = 63K (7.2)
i.e., of Curie-Weiss type. The Sommerfeld-Wilson ratio RW = πk
2
BχS(T = 0)/(3µ
2
Bγ) is
found to be RW = 1.7. The temperature independent term χ0 = 0.4 · 10−4 cm3/mol and
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Figure 7.2: Energy bands for electrons in a pyrochlore lattice with one orbital per site in the
presence of nearest neighbor hopping. The upper flat band is two-fold degenerate. (After [282])
the Curie constant is C = 0.47 cm3K/(molV). The sign of Θ indicates antiferromagnetic
interactions between V sites but no magnetic ordering was found down to 4.2 K. In view
of the frustrated lattice this is understandable. The resistivity is found to be ρ(T) = ρ0
+ AT2 with a large coefficient A = 2µΩ cmK−2. The Kadowaki-Woods ratio A/γ2 [289],
a hallmark of heavy quasiparticles is in the range of other heavy-quasiparticle materials
[290]. These findings are typical signatures of heavy fermion systems. From the specific
heat data one may determine the entropy S(T). One finds that S(T = 60K) - S (T = 2K)
= 10J/(mol·K) which is close to 2R ln2 where R is the gas constant. The implication is
that at 60 K the system has almost one excitation per V ion. This is inconceivable with
a conventional band description of the d electrons. According to Pauli’s principle only a
small fraction of them is participating in the excitations when a one-electron picture is
applied. Calculations based on the LDA show that the electrons near the Fermi energy
have t2g character [291–293]. These states are well separated from the eg states as well as
from the oxygen states (see Fig. 7.3). The width of the t2g bands is of order 2 eV and
therefore at 60 K only a small fraction of the electrons in t2g states would contribute to
the excitations. In fact, the calculated density of states must be multiplied by a factor
of 25 in order to account for the large γ value. This provides convincing evidence for
strong electron correlations in LiV2O4. Further support is given by the observation that
the material undergoes a phase transition into a charge ordered state at approximately
6 GPa [294, 295]. Presumably this metal-insulator transition is again accompanied by a
structural distortion as in Fe3O4.
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Figure 7.3: Partial densities of states (DOS) for LiV2O4 calculated in LDA. The flat band of
Fig. 7.2 corresponds to the spike at ≃ 1 eV. (After [293])
It is worth pointing out that the band structure of a pyrochlore lattice has interesting
features, which are simple to derive when only nearest-neighbor hopping is taken into
account. The Hamiltonian of noninteracting electrons with nearest-neighbor hopping t is
given in diagonal form by
H0 =
∑
kασ
[ǫα (k)− µ] a†kασakασ (7.3)
where α = 1, ..., 4 is a band index due to 4 atoms/unit cell and one orbital per site is
assumed. The band energies are
ǫα (k) =
 2t ; α = 3, 4−2t [1± (1 + ηk) 12 ] ; α = 1, 2
ηk = cos (2kx) cos (2ky) + cos (2ky) cos (2kz) + cos (2kz) cos (2kx) (7.4)
where kν is given in reciprocal lattice units
2π
a
. The bandstructure is shown in Fig. 7.2.
One notices a two-fold degenerate flat band which is unoccupied provided t > 0. Hopping
processes beyond nearest neighbors do not give the flat band a dispersion. This is only the
case when the hopping matrix elements differ for different orbitals. The essential features
of the simplified bands are still visible in the bands calculated by LDA (see Fig. 7.3).
As regards heavy quasiparticles the crucial question is which degrees of freedom are
associated with their formation. Usually one relates spin degrees of freedom with the
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low energy excitations giving rise to the heavy quasiparticles. This has been discussed at
length, e.g., in Sec. V and VI. However, in a frustrated lattice one might also think of
charge degrees of freedom giving rise to a large number of low energy excitations. The high
degeneracy of the ground state in the absence of a kinetic energy term in the Hamiltonian
is lifted when hopping processes are included and the entropy can be released over a small
temperature range. This is discussed in the next section for the strong correlation limit.
Nonetheless, the finding that the entropy at 60K is close to 2R · ln2 suggests that here
too spin degrees of freedom are responsible for the large low temperature specific heat
coefficient γ.
In the following we give an estimate which shows that spin degrees of freedom in the
pyrochlore structure are indeed able to explain the size of γ in LiV2O4. In setting up
the Hamiltonian we include repulsive interactions between electrons on neighboring sites.
In view of the observed charge ordering under pressure, the following Hamiltonian seems
appropriate
H = −
∑
〈ij〉ν
tν
(
c†iνσcjνσ + h.c.
)
+ U
∑
iν
niν↑niν↓ + U
∑
i;ν>µ
niνniµ
+J˜
∑
iνµ
siνsiµ + V
∑
〈ij〉
ninj +
∑
〈ij〉
Jij (Si, Sj)SiSj . (7.5)
Here i is a site and ν is an orbital index (ν = 1,2,3) denoting the different t2g orbitals.
The first term is the kinetic energy or electronic hopping term. For the purpose of the
intended estimate for γ we will later neglect it. The following three terms describe the
intra-atomic Coulomb repulsions and spin interactions. For simplicity we have neglected
the differences in the repulsions when different orbitals at site i are involved. Otherwise
we would have to introduce an additional parameter U′ (compare with Eq. (7.7) below).
Finally, the last two terms are due to the Coulomb repulsions and antiferromagnetic spin-
spin interactions between neighboring sites. Hereby Si =
∑
ν siν . For an estimate of the
spin contributions to the γ coefficient we assume that the tν are very small so that they do
not play a role. Then the d2 configurations have spin S = 1. The Coulomb repulsions are
minimized if on each tetrahedron two sites are in a d1 configuration with S = 1/2 and two
are in a d2 configuration with S = 1. Let us pick out one of the exponentially large number
of degenerate ground-state configurations (see Fig. 7.4). One notices that all S = 1/2
134
Figure 7.4: Pyrochlore lattice: Example of a configuration satisfying the tetrahedron rule.
Occupied sites with S = 1 (black dots) are connected by thick solid lines which form chains
or rings. The same may be done for occupied sites with S = 1/2 (yellow dots).
sites form chains and rings and the same holds true for the sites with spin 1. The smallest
rings consist of six sites. These features are independent of the chosen configuration. By
means of constrained LDA+U calculations one can determine the nearest-neighbor spin
coupling constants Jij(SiSj) [296]. One finds for J(1/2, 1/2) = 3 meV and J(1,1) = 24
meV implying that the spin 1 sites are much stronger coupled to each other than the
spin 1/2 sites. Note that spin 1 chains have a gap in the expectation spectrum, i.e., the
Haldane gap ∆H [297, 298]. Therefore spin 1/2 chains and rings are virtually uncoupled
from each other. They can be coupled only via spin 1 chains. But the coupling between
the two is frustrated and it takes a considerable energy ∆H ≃ 0.41 J(1,1) to excite the
spin 1 chains and rings. Therefore the spin 1/2 chains remain essentially uncoupled and
we can determine directly the γ coefficient of the specific heat and the susceptibility from
the relations [299].
γ =
2
3
kBR
J (1/2, 1/2)
, χs =
4µ2effR
π2J (1/2, 1/2)
. (7.6)
Note that the Sommerfeld-Wilson ratio is RW = 2. An experimental fit of γexp would
require J(1/2, 1/2) = 1.2 meV instead of the calculated 3 meV. It is known that spin
interactions are overestimated by a LDA+U calculation. But in any case, the improvement
which is needed by applying the above localized electron picture to determine the γ
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coefficient is much less than the factor of 25 which is missing when a band approach
is used. The above estimate suggests that a description of electrons in LiV2O4 should
start from the localized limit instead from the band limit because in the former case the
required corrections by including tν 6= 0 are much less.
There have been also a number of attempt to explain the heavy quasiparticle in LiV2O4
with an on-site Hubbard interaction U only, i.e., without including Coulomb repulsions
between neighboring sites. Thereby one of the t2g electrons is kept as localized while the
remaining 0.5 electron per V site is treated as delocalized. The following argument is used
to justify this distinction. Due to a slight distortion of the oxygen octahedra surrounding
the V sites the t2g states split into a lower a1g and two e
′
g states. The splitting is much
smaller than the corresponding bandwidths. Indeed, a LDA bandstructure calculation
[291–293] finds the total occupancies n(e′g) = 1.1 and n(a1g) = 0.4 implying a similar pop-
ulation of the different t2g orbitals. But when instead a LDA+U calculation is performed
[300] the a1g state is singly occupied while the remaining 0.5 electrons per V site are of e
′
g
character. However, this seems to be a typical mean-field result. From an atomic point
of view there is no reason why an a1g electron should not be able to hop to a neighboring
site like an e′g type electron. The following Hamiltonian based on the LDA+U findings
has been used and investigated beyond mean-field approximation [301]
H = −
∑
〈ij〉
t12
(
c†i1σcj2σ + h.c.
)
+ U
∑
iα
niα↑niα↓ + U ′
∑
i
ni1ni2
−J˜
∑
i
Si (σi1 + σi2) + J
∑
〈ij〉
SiSj . (7.7)
The indices 1 and 2 refer to the two e′g orbitals. Due to Hund’s rule the coupling at
site i between a localized a1g electron with spin Si and an e
′
g electron with spin
1
2
σiα
(α = 1,2) is ferromagnetic. The spin-spin interactions between neighboring sites i and j
are antiferromagnetic. Otherwise the system would order ferromagnetically. The on-site
Coulomb repulsion of e′g electrons is chosen to be different when the electrons are in the
same orbital and when they are not. The spin-spin interaction between the e′g electrons is
neglected. A strong Hund’s rule coupling is assumed between the a1g and the e
′
g electrons
by taking the limit J˜ →∞. The nearest neighbor spin correlations between the localized
a1g electrons imply that the effective hopping matrix element t12(S) of the e
′
g electrons
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depends on the relative spin orientation of the a1g electrons, i.e.,
t12(S) = t12
√
1 + 〈SiSj〉
2S2
. (7.8)
The determination of 〈SiSj〉 takes the frustrated lattice, here the pyrochlore structure
into account [302]. With the above simplification the Hamiltonian (7.7) reduces to
H = −
∑
〈ij〉
t12(S)
(
c†i1cj2 + c
†
i2cj1 + h.c.
)
+ U ′
∑
i
ni1ni2 . (7.9)
The ci operators have only one additional index which takes the values 1 and 2 and
acts like a pseudospin. Therefore Eq. (7.9) has the form of a Hubbard Hamiltonian with
a spin dependent hopping matrix element. This Hamiltonian has been treated for the
1/4 filled case by iterated perturbation theory [301]. When U’ is increased a Kondo-like
sharp resonance is obtained at the Fermi surface resulting in heavy quasiparticles at low
temperatures. Thermodynamic as well as transport properties can be expressed in terms
of a cross-over temperature T∗, going from a heavy Fermi liquid to a spin liquid at T > T ∗.
There have been also a number of other attempts to explain the heavy quasiparticles
which we want to mention. One approach starts from a Hamiltonian similar to (7.7) but
replacing the two e′g orbitals by a single one [303]. Nearest-neighbor spin correlations
are treated by a mean-field ansatz 〈SiSj〉 = −32Γ2 and so are Hund’s rule correlations
〈Siσi〉 = u2. The mean field u is determined from a pseudo-hybridization between the a1g
electron and the itinerant, i.e., e′g electron. A subsidiary condition ensures that there is one
a1g electron per site. Two temperatures characterize that approach. Above T = Tmag the
quantity Γ = 0 and the susceptibility is Curie-Weiss like because the intersite correlations
have vanished. Similarly, a vanishing mean field u marks the second temperature THF(≃
20 K) below which a narrow a1g band at EF appears giving rise to heavy quasiparticles.
More details are found in Ref. [303].
The mean-field approach has been generalized by treating also the a1g electron as
itinerant. The on-site Coulomb repulsion between the e′g and a1g electrons is taken into
account in a slave boson mean-field approximation [304]. In effect the a1g bandwidth is
strongly renormalized and gives rise to a sharp resonance at EF.
There have been also weak coupling approaches to explain the heavy quasiparticles.
One suggestion is based on multicomponent fluctuations due to the t2g and spin degrees
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Figure 7.5: Distortion of a pyrochlore lattice by elongation along the [111] axis. The resulting
rhombohedral lattice consists of Kagome´ and triangular planes.
of freedom [305]. One of the consequences of the large orbital contributions to the γ
coefficient of the specific heat is a small Sommerfeld-Wilson ratio of Rw ≃ 0.1. Another
approach treats the pyrochlore structure of the V ions as a network of Hubbard chains
[306]. Due to this one-dimensional feature electron correlations have strong effects on
electron-hole excitations and hence on the self-energy.
B. Structural Transition and Charge Disproportionation: AlV2O4
The spinel AlV2O4 is of interest because the average d-electron number per V ion is 2.5
and therefore the configurations are expected to fluctuate between 3d2 and 3d3. However,
what actually happens is that the system undergoes a phase transition at approximately
Tc = 700K to a charge ordered state. It is associated with a change of the lattice structure
from pyrochlore to alternating Kagome´ and triangular planes. This is shown in Fig. 7.5.
In the low temperature rhombohedral phase the [111] axis is elongated while the perpen-
dicular axes are shortened in order to keep the volume of the unit cell nearly constant.
Experimental results are shown in Fig. 7.6. The figure contains also a plot of the ob-
served changes of the angle between two unit vectors of the rhombohedral lattice as the
temperature is lowered below the phase transition temperature. Note that there are three
times as many sites on the Kagome´ lattice than there are on the triangular one.
In a simplified description the V ions have a valency of V4+ on the triangular and V2+
on the Kagome´ sites corresponding to d1 and d3 configurations, respectively. The charge
disproportionation is often called valence skipping. Of course, this is a simplified view
since in reality the disproportionation is considerably less than the separation 4× d2.5 →
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Figure 7.6: AlV2O4: Dependence of the V-O bond lengths on temperature. V1 and V2 refer to
V2+ and V4+ ions while O1 and O2 are different oxygen ions. (After [307])
Figure 7.7: Resistivity and magnetic susceptibility at 1 Tesla as function of temperature for
AlV2O4. The left inset shows the low temperature field cooled (FC) and zero field cooled (ZFC)
susceptibility in a field of 10−2 Tesla. (After [307])
3×d3+1×d1 would suggest. The system avoids frustration by distorting. Unfortunately
the experimental results are still sparse. It is not even clear whether AlV2O4 is a poor
metal or a small gap semiconductor at low temperatures. Resistivity measurements as
well as those of the susceptibility are shown in Fig. 7.7. The structural phase transition
shows up in both quantities, i.e., by a small but steep increase in the resistivity and a
pronounced decrease of the magnetic susceptibility.
For a description of the phase transition one must set up a model Hamiltonian. It
should also allow for explaining differences of charge ordering in AlV2O4 and LiV2O4 under
pressure. While AlV2O4 is a semiconductor or a metal in the charge ordered state, LiV2O4
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becomes an insulator [294]. Electronic structure calculations based on LDA+U provide
a realistic description of magnetic insulators but are not suitable for strongly correlated
paramagnetic metals. Therefore we exclude them here and start from a microscopic model
Hamiltonian at the price of having to introduce adjustable parameters. Nevertheless we
can uncover this way the processes which lead to the observed structural transition and
the accompanying charge order. From standard band-structure calculations it is known
that only t2g states are near the Fermi energy (compare with Fig. 7.3). All other bands
are well above or below EF. Therefore it suffices to include only t2g electrons in the model
Hamiltonian. We write it in the form
H = H0 +Hint +He−p , with
H0 =
∑
〈lµ,l′µ′〉
tνν
′
µµ′ (l, l
′) c†lµνσcl′µ′ν′σ
Hint =
∑
lµ
{
(U + 2J)
∑
ν
nlµν↑nlµν↓ + U
∑
ν>ν′
nlµνσnlµν′σ¯
+ (U − J)
∑
ν>ν′
nlµνσnlµν′σ
}
+
V
2
∑
〈lµ,l′µ′〉νν′σσ′
nlµνσnl′µ′ν′σ′
He−p = ǫ∆
∑
lνσ
∑
µ
(
δµ,1 − 1
3
(1− δµ,1)
)
nlµνσ +K
∑
l
ǫ2l . (7.10)
Here H0 describes the kinetic energy. The electron creation and annihilation operators
are specified by four indices, i.e., for the unit cell (denoted by l), the sublattice (µ = 1−4),
the t2g orbital (ν = dxy, dyz, dzx), and the spin (σ =↑, ↓). The brackets 〈...〉 indicate a
summation over nearest-neighbor sites. The term Hint describes the on-site Coulomb
and exchange interactions U and J among the t2g electrons. The last term contains the
Coulomb repulsion V of an electron with those on the six neighboring sites. Finally He−p
describes the coupling to lattice distortions. The deformation potential is denoted by ∆.
It is due to a shift in the orbital energies of the V sites caused by relative changes in the
oxygen positions. While the energy shift is positive for the V (1) sites it is negative for
the V (2) sites.
The elastic constant K refers to the c44 mode and describes the energy due to the
rhombohedral lattice deformation. It is reasonable to assume that like in Fe3O4 [308] and
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Yb4As3 [196] only the c44 mode is strongly coupled with the charge disproportionation.
One can give at least approximate values for all parameters except for V and ∆. Their
ratio will be fixed by the charge-ordering transition temperature while keeping the con-
straint V ≪ U . For the on-site Coulomb- and exchange integrals we set U = 3.0 eV and
J = 1.0 eV which are values commonly used for vanadium oxides [309]. Band structure
calculations which we have performed demonstrate that the hopping matrix elements tνν
′
µµ′
between different orbitals ν 6= ν ′ are negligible. For simplicity we can therefore omit
ν, ν ′. Then tµµ′(l, l′) = −t when l, l′ are nearest neighbors. We will take into account
the orbital dependent hopping matrix elements coming from a tight-binding fit of LDA
calculations. Furthermore the c44 elastic constant is neither known for AlV2O4 nor for
LiV2O4, while computational methods for its ab initio calculation in the case of materials
with strong electronic correlations are not mature enough. Therefore a representative
value c
(0)
44 /Ω = 6.1 · 1011erg/cm3 is used for AlV2O4 where Ω is the volume of the cubic
unit cell with a lattice constant of a = 5.844 A˚. This value is close to the experimental
value for Fe3O4 which has also the spinel structure. This leads to K ≃ 1.1 · 102 eV. The
deformation potential ∆ is not known but is commonly of the order of the band width.
For convenience we introduce the dimensionless coupling constant λ = ∆2/Kt and lattice
distortion δL = ǫ∆/t. From LDA calculations the bandwidth is 8t = 2.7 eV, and therefore
a reasonable value is λt = ∆2/K = 1 eV. This means ∆ = 10.5 eV which is twice the
value of Yb4As3 [31].
Not contained in the Hamiltonian (7.10) is a spin-spin interaction term between the V
ions. This might turn out a shortcoming since bandstructure calculations based on a local
spin-density approximation (LSDA) to density functional theory find effective exchange
constants which are strongly enhanced in the low temperature phase. Estimates are Jkk =
Jkt = 202 K for the high temperature phase where the subscripts k and t refer to Kagome´
and triangular sites. For the low temperature phase the corresponding estimates are Jkk
= 360 K and Jkt = 167 K [310].
Let us first consider H0 which is easily diagonalized. With four V ions per unit cell
and three t2g orbitals there are altogether 24 bands, assuming that the spin symmetry is
broken. Of those twelve are dispersionless and degenerate. Furthermore, there are two
sixfold degenerate dispersive bands (compare with Fig. 7.2). The Fermi energy is in a
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region of high density of states. More details are found in Ref. [282].
The next term we discuss is He−p which describes the deformation potential coupling.
When it is sufficiently strong it leads to charge ordering. There is no opening of a gap
though, but only a sharp decrease of the density of states near EF, i.e., the system remains
a metal. This feature does not change when the interactions U and V are included in
mean-field approximation, provided we deal with a paramagnetic state. Generally U
suppresses charge ordering while V enhances it. Again, no gap opens at EF but the
density of states decreases in its neighborhood. In mean-field approximation the relation
between the homogeneous lattice distortion δL along [111] and charge disproportionation
is given by
δL =
λ (n2 − n1)
2
(7.11)
where n1 =
∑
νσ〈nl1νσ〉 is the occupational number of the triangular sites while n2 = n3 =
n4 with n2 =
∑
νσ〈nl2νσ〉 is the one of the Kagome´ sites.
A shortcoming of the mean-field analysis is that it leads to a second-order phase tran-
sition instead of the observed first-order one. This is almost certainly due to strong corre-
lations which suppress charge fluctuations between different vanadium sites. In order to
incorporate them at least approximately, one must allow for unrestricted mean-field solu-
tions by breaking the spin symmetry. But the constraint of zero total magnetic moment
has to remain. This is done by ascribing to the sites µ of a tetrahedron an occupational
number nµ and a magnetization mµ =
∑
νσ〈nlµνσ〉σ. The spins are assumed to be di-
rected towards the center of the tetrahedron in the undistorted phase. For them the [111]
direction is a convenient quantization axis. In the distorted phase the spins of the V(1)
sites are slightly tilted with respect to this axis so that the net magnetization remains
zero. The free energy is a function of the different nµ and mµ and must be minimized
with respect to both. The energy bands do now depend on spin σ. The hopping matrix
elements between nearest neighbor sites must be transformed accordingly, so that the
different spin directions are accounted for. For details see [311]. As a result the charge
disproportionation is found as function of the various parameters. We show in Fig. 7.8 the
results for T = 0 as function of the ratio V/t. As usual the calculated disproportionation
is larger, here by a factor of 2.5 than the one obtained from a valence band analysis of
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Figure 7.8: Charge disproportionation based in Eq. (7.10) as function of V/t. The nµ denote
the occupation numbers of the four sites of a tetrahedron. In the inset the changes in the density
of states are shown when V/t is just below and above the critical value at which charge ordering
sets in. For V/t = 1.67 one has n1 = 2.5 - 3δ and ni = 2.5 + δ (i = 2 - 4) with a charge
disproportionation δ ≃ 0.25. Here U = 3.0 eV, J = 1.0 eV, λt = 1.0 eV and 8t = 2.7 eV. (After
[311]).
the measured distorted structure. This is due to the simplified model Hamiltonian which
does not allow for screening by non-d electrons. The same difficulty was found for Yb4As3
[31, 312]. Also shown in Fig. 7.8 as an inset is the change in the density of states in the
vicinity of the critical ratio (V/t)crit = 1.6 at which the transition to a charge ordered
state does occur. The strong change which one can notice might explain the observed
small but steep increase in the resistivity when charge ordering sets in. The phase tran-
sition is found to be of first order when the free energy is evaluated. For V/t = 1.67 the
calculated transition temperature is Tc = 660K which is reasonably close to the observed
one of Texp = 700K. Of course, there is some arbitrariness in the particular choice of
V/t. It should be pointed out that the LSDA calculations yield a value of δ = 0.17 for
the disproportionation and a small hybridization gap.
In the undistorted phase the point symmetry of the vanadium ions is D3d and the
t2g degeneracy is reduced to an a1g singlet and an e
′
g doublet. In the distorted, i.e.,
charge ordered phase the symmetry of the triangular sites remains D3d while the one of
the Kagome´ sites is lowered to C2h. This lifts also the e
′
g degeneracy. It is due to an
elongation of the crystal in [111] direction and a contraction perpendicular to it. While
in the distorted phase of AlV2O4 the energies of the three orbitals are nearly the same
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because of a very small distortion of the oxygen octahedra one expects that in LiV2O4 the
energy of the a1g orbital is highest. There the distortion of the octahedra is fairly large.
Since the changes in orbital energies are small in AlV2O4 one expects that the system
remains gapless even in the charge ordered state in agreement with LDA calculations. The
LDA band structure can be reproduced by a proper choice of the hopping parameters. By
determining self-consistently the occupational numbers of the three V (1) sites one finds
that nxy2 = n
zx
2 > n
yz
2 , n
xy
3 = n
yz
3 > n
zx
3 and n
yz
4 = n
zx
4 > n
xy
4 in the t2g basis. This shows
that the ordered orbitals on sublattices 2, 3 and 4 are perpendicular to each other. There
is no orbital ordering on the V (2) sites in the charge ordered state because of the small
energy difference between the a1g and e
′
g orbitals as compared with the bandwidth. The
sharp decrease of the density of states near EF as well as the order of the charge ordering
phase transition are not influenced by orbital order. The same holds true for the absence
of an energy gap at EF. Therefore orbital ordering is of little importance for AlV2O4.
These findings should be compared with charge ordering observed in LiV2O4 under
pressure. A crucial difference is the average d-electron number per V site which is 1.5 for
LiV2O4 as compared with 2.5 in the case of AlV2O4 and the distinct role of the a1g orbital.
Consequently in the limit t→ 0 the a1g orbital is empty at the V (1) sites of LiV2O4 while
the split e′g orbitals are singly occupied with S = 1. On the V (2) sites with d
0 also the split
e′g orbitals are unoccupied. Therefore a gap at EF is expected in the charge ordered state.
This is what is found when the Hamiltonian (7.5) is treated in mean-field approximation
with a filling factor of 1/4 instead of 5/12 as in the case of AlV2O4. The opening of a gap
can also be inferred from measurements of ρ(T ) [294]. Orbital ordering is obviously not
relevant here. For further details we refer to [311]. The structure in the distorted phase
on which the above theory has been based was recently called into question in Ref. [313].
Instead of a low-temperature structure consisting of triangular and Kagome´ planes those
authors interprete their data in terms of V7 molecular clusters. The future has to show
which structure is the correct one.
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Figure 7.9: Separated tetrahedra on a pyrochlore lattice after an electron has been added to the
system. Occupied sites are connected by solid red lines and empty by green lines (courtesy of
F. Pollmann).
C. Fractional Charges due to Strong Correlations
Consider the pyrochlore lattice occupied by half as many electrons than there are
number of sites. We take the limit U → ∞ and neglect for simplicity the electron spin
so that we are dealing with spinless fermions. In that case half of the lattice sites are
singly occupied and half of them are empty. Restricting the inter-site Coulomb repulsion
to nearest neighbors the Hamiltonian is
H = −t
∑
〈ij〉
(
c†icj + h.c.
)
+ V
∑
〈ij〉
ninj . (7.12)
The c†i create spinless fermions at sites i and as usual ni = c
†
icj. As discussed before,
the repulsion V is minimized when in each tetrahedron two sites are occupied and two
sites are empty (tetrahedron rule). Let us now add one particle to the system. Since each
site belongs to two tetrahedra, the above rule is violated for two neighboring tetrahedra
which now contain three electrons each. The interaction energy is increased by 4V . But
when one of the four nearest neighbors of the added particle hops onto an empty site the
two tetrahedra violating the rule are separated. This is shown in Fig. 7.9. The important
point is that the interaction energy remains unchanged by this separation , i.e., it is still
4V . When the charge of the added particle is e, each fragment must be assigned a charge
e/2.
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Figure 7.10: Ground-state configuration of a checkerboard lattice with half-filling of spinless
fermions. Occupied sites are connected by solid lines and empty sites by dashed lines. Hopping
takes place along thin lines with matrix element −t.
Taking into account the kinetic energy term of the Hamiltonian lifts the exponentially
large degeneracy of the ground state which is present when the kinetic energy term is ab-
sent. Deconfinement of the charges e/2 remains intact provided t/V is sufficiently small
[314–316]. Since a numerical study of a pyrochlore lattice is difficult we shall investigate
instead the simpler checkerboard lattice. The latter can be considered a projection of the
pyrochlore lattice onto a plane. But one must keep in mind that the lower dimension
of the checkerboard lattice may result in different behaviors as regards confinement or
deconfinement of the fractional charges e/2. This is known from lattice gauge theories
which are closely related to the present problem [314, 317]. Also the statistics of fraction-
ally charged excitations may differ in two and three dimensions. In two dimensions the
wavefunction of the particles belongs to a representation of the braid group while in three
dimensions it is one of the permutation group. Fig. 7.10 shows one of the ground state
configurations. They have the form of string nets (see also Ref. [318]). In the absence of
hopping the degeneracy is Ndeg = (4/3)
3N/4 where N = NxNy and Nx, Ny are the number
of lattice sites in x and y direction. In order to study numerically the ground state of the
system for large ratios of V/t it is advantageous to introduce an effective Hamiltonian [42]
which acts on the different configurations obeying the tetrahedron rule. They form what
will be called the allowed subspace of all configurations. An effective Hamiltonian allows
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for the diagonalization of much larger clusters than does the full H . To leading order in
t/V one finds that the energy is lowered for all allowed configurations by an amount of
∆E = −4t
2
V
∑
i
ni . (7.13)
Therefore it does not lift the degeneracy and one has to go to the next higher order
term. Different allowed configurations are connected through ring hopping processes.
The smallest non-vanishing process is
(7.14)
where filled dots denote occupied and empty dots empty sites, respectively. The site in
between can be empty or occupied. The arrows stand for particle hopping. With
tring =
12t3
V 2
(7.15)
this Hamiltonian can be written as
Heff = tring
∑
7
c†j6c
†
j4
c†j2cj5cj3cj1 . (7.16)
Hopping on larger rings implies higher orders in t/V . The matrix elements of Heff with
respect to different allowed configurations |i〉 and |j〉 are
〈j | Heff | i〉 = (−1)n0tring (7.17)
where n0 is the occupation number of the site inside the ring. It is worth realizing that
the sign dependence of 〈j|Heff |i〉 is absent when instead of a checkerboard lattice the
pyrochlore lattice is considered. In the latter structure there is no lattice site inside a
6-ring loop. The partial lifting of the degeneracy of the ground-state manifold by Heff
can be understood with the help of the height representation. For that purpose one
divides the criss-crossed squares of the checkerboard lattice into sublattices A and B and
assigns a clockwise and counter-clockwise orientation to them. To each occupied site is
attached a unit vector the direction of which is in accordance with the orientation of
the corresponding criss-crossed squares. At each empty site the vector is pointing into
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Figure 7.11: Values of the height field h for a part of a given configuration: solid and empty
dots mark occupied and empty sites, respectively.
opposite direction. This defines a vector field f(r) where r is defined with respect to
the uncrossed plaquettes. Because of the tetrahedron rule, i.e., two sites are occupied
and two are unoccupied on a criss-crossed square, the vector sum over a closed loop
vanishes, implying curl f = 0. Therefore f can be written as the gradient of a scalar field
h(r), i.e., a potential which is called height field. It allows for the introduction of two
topological quantum numbers κx and κy. They quantify the difference in the potential at
the upper and lower boundary and at the right and left one. Their values cover the range
−Nx/2 ≤ κx ≤ Nx/2 and −Ny/2 ≤ κy ≤ Ny/2.
In Fig. 7.11 an example is given of the change of the height field h(r) defined on the
uncrossed squares. On a torus κx and κy are winding numbers. An important point is
that the application of Heff does not change the topological quantum numbers of a config-
uration. Therefore the degenerate ground-state configurations are divided into different
classes according to (κx, κy). The matrix 〈i|Heff |j〉 reduces into block matrice character-
ized by (κx, κy). It turns out that Heff does not necessarily connect all configurations
within a class. Therefore the matrix (Heff)ij for the class (κx, κy) may reduce further to
irreducible blocks (κ
(α)
x , κ
(α)
y ). This holds true in particular for the class (0, 0) which has
the largest number of elements. It is found that for a system of size 8 x 8 with Nf = 32
spinless fermions the ground state has topological quantum numbers (0, 0). The subclass
to which it belongs has more than 105 elements. The ground state is two-fold degenerate
and the two states are related by particle-hole symmetry. Note that Heff has this symme-
try while H does not have it. The two states are charge ordered along one of the diagonals
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and can be transformed into each other by a rotation of 90 degrees. This invalidates a
supposition in Ref. [315]. The participation ratio (PR) of a wavefunction is a measure of
how extended that function is. With
| ψ〉 =
∑
ν
αν | ν〉 (7.18)
where |ν〉 denotes different configurations the participation ratio is
PR[ψ] =
1∑
ν
| αν |4 . (7.19)
For the ground state |ψ0〉 of the 8 x 8 system this ratio is very large, i.e.,
PR[ψ0] = 46.9 · 103 (7.20)
indicating that many configurations contribute to it. The largest possible value of PR
[ψ0] in a Hilbert space of dimension N is PR [ψ0] = N . The total density of state is
ρtot(E) =
∑
l
δ (E −El) (7.21)
where El are the eigenvalues of H . From it we can compute the specific heat C(T )
according to
C(T ) =
∂
∂T
∫
dEEρtot(E)e
−βE∫
dEρtot(E)e−βE
. (7.22)
Numerical results for different system sizes are shown in Fig. 7.12. One notices an
almost linear in T behavior. This suggests that a large quasiparticle mass in geometrically
frustrated lattices can possibly be due to charge instead of spin degrees of freedom, the
usual source of heavy quasiparticles. The large number of low lying excitations causing
the steep linear increase of the specific heat with temperature is here due to a release of
entropy (3/4) ln (4/3) ≈ 0.22 per site over a temperature range of kBT ≤ 2tring.
In the following we want to go beyond the space of allowed configurations which obey
the tetrahedron rule. When a particle is hopping to a neighboring empty site (vacuum fluc-
tuation) the tetrahedron rule is broken for two tetrahedra: now one tetrahedron contains
three particles, while another contains one only (see Fig. 7.13a). For the corresponding
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Figure 7.12: Specific heat per particle for a checkerboard lattice of spinless fermions at half
filling for various system sizes. Inset: corresponding entropies, the arrow marks the value of
2(3/4) ln(4/3). (After [42])
Figure 7.13: (a) Vacuum fluctuation. One criss-crossed square (tetrahedron) contains three
particles while another one contains one particle only; (b) particle added to the otherwise half-
filled checkerboard lattice; (c) after a hop of one of the electrons the two squares with three
particles each have separated. (After [315])
uncrossed squares curl f 6= 0. By subsequent hopping these two objects can separate
carrying a charge of ±e/2 each. As a result of the vacuum fluctuation the vector field
f(n) contains a vortex-antivortex pair. An insulator to metal transition may be viewed as
a proliferation of such pairs and resembles a Kosterlitz-Thouless transition. It is difficult
to compute numerically the ratio V/t at which this transition takes place, but an estimate
yields a critical ratio of (V/t)cr ≃ 7. This is considerably larger than the value obtained
by conventional equations of motion methods in Hubbard I-type approximation [319].
When an extra particle is added to the system two neighboring criss-crossed squares
contain three occupied sites each (see Fig. 7.13b). These two special squares separate
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Figure 7.14: Integrated spectral density as function of energy for a 36 sites checkerboard system
with 18 particles and V/t = 25. (a) When the excited states are fully accounted for and (b)
when only configurations are used in which the added particle remains an entity. (After [320])
from each other when one of the electrons is hopping to a neighboring site (see Fig. 7.13c).
There is no change in the particle repulsions associated with this separation of the two.
Since the charge of the added particle is e, each of the separated squares must have charge
e/2. The reason for that is easily seen. When a square with three particles moves in the
checkerboard lattice plane, the squares left behind must again satisfy the tetrahedron
rule. Inspection shows that this requires the backflow of a charge e/2, thus reducing the
charge flow due to hopping of an electron from e to e/2. For the checkerboard lattice it
turns out that ring hopping processes cause a (weak) restoring force on the two particles
with fractional charge e/2 [316]. We have not discussed the issue of the spin here but
instead have considered spinless or fully polarized fermions. In passing we point out that
not only do we have spin-charge separation when the spin is included but also is the spin
distributed over parts of the sample. For more details we refer to Ref. [315].
The spectral density is a quantity which is expected to show signatures of fractional
charges. For that reason we determine the integrated spectral density
S(ω) =
∑
kν
∣∣∣〈ψN+1kν ∣∣ c†kν ∣∣ψN0 〉∣∣∣2 δ (ω − EN+1kν + EN0 ) . (7.23)
Here |ψN+1kν 〉 are the different excited states characterized by momentum k and band
index ν of the N+1 particle system and EN+1kν are the corresponding energies. The energy
of the N -particle ground state is EN0 . The c
†
kν create particles in quantum states k, ν.
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For a 32 sites checkerboard cluster with N = 16 spinless fermions and V/t = 25 the
integrated spectral density is shown in Fig. 7.14a. When one includes only configurations
of the N + 1 particle system in which the added particle is not disintegrated like in Fig.
7.14a one obtains the spectral density shown in Fig. 7.14b. A comparison with Fig. 7.14a
shows a considerable reduction of the width of the excitation spectrum and an absence of
the low frequency part. Therefore we may conclude that hopping processes leading to a
separation of the charge e into two parts have an important effect on the spectral density
and constitute further evidence for the appearance of fractional charges.
The above considerations suggest that in 2D there are also other lattices than the
checkerboard one allowing for charge fractionalization. That holds particularly true for
the kagome´ lattice which at 1/3 filling can support excitations with charge e/3 and 2e/3
when a spinless fermion is added [321]. The requirement hereby is a short-range repulsion
V ninj when i and j are on the same hexagon.
The fermionic character of the particles discussed here makes the present model differ-
ent from related spin models and models for hard core bosons. Nevertheless, there exist
also similarities between the problem of fractional charges and resonating valence bonds
(RVB). For example, Kalmeyer and Laughlin [322] have shown that the ground state
wavefunction of an antiferromagnetic Heisenberg Hamiltonian with nearest-neighbor in-
teractions on a triangular lattice is practically the same as the fractional quantum Hall
effect (FQHE) wavefunction for bosons. As the ground state of a Heisenberg Hamiltonian
on a frustrated lattice is of the RVB type, the two phenomena, i.e., FQHE effect and
RVB’s are closely related. RVB systems support spinons, i.e., a spin flip with ∆sz = 1
breaks up into two spinons with spin 1/2 each [323–326]. The situation resembles the one
in Fig. 7.13 in particular when an Ising Hamiltonian us used. Spins up and down on a
checkerboard lattice correspond to occupied and unoccupied sites and a state with total
spin Sztot = 0 has a half-filled lattice of hard-core bosons as analogue. While a large body
of work exists connecting RVB models with confined and deconfined phases of compact
gauge theories (see, e.g., Refs. [317, 323, 327]) corresponding work for fermionic systems
is still missing.
Finally we want to comment on some modifications which occur when the spin of the
fermions is included. The question may be asked where the spin of an added electron
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Figure 7.15: String (marked in red) of an odd number of sites (here five) connecting two particles
with charge e/2.
goes when the excitation falls into two parts with charge e/2 each. The answer is found
by looking at Fig. (7.15) where periodic boundary conditions are used. The two charges
e/2 are connected by a spin chain containing an odd number of sites. The ground state
of that chain is two-fold degenerate and represents the spin degrees of freedom. Thus one
may state that the spin is smeared over parts of the system as is the connected spin chain.
This is a rather novel feature which we have not met before in condensed matter physics
to the best of our knowledge. It should be also noticed that in the presence of spins the
lowest order ring exchange process on a checkerboard lattice involves four sites instead of
six. This is different for the pyrochlore lattice where the smallest possible ring involves
six sites (see Fig. 7.4). So the ground-state degeneracy is lifted in order t2/V .
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VIII. HIGH-ENERGY EXCITATIONS
In Sec. II we demonstrated that strong electron correlations generate characteristic
low energy scales. They are much smaller than the Fermi energy, the typical energy scale
in a metal. But it is well known that strong correlations influence high-energy excitations
as well. Hereby the expression high energy is used quite flexible. For example, it may
include satellite structures or peaks as they are found in the photoelectron spectra of Ni
metal [328, 329] or of the high temperature superconducting cuprates. But it also includes
energies which are larger than the one at which Fermi liquid behavior breaks down. In
practice this may be a rather low energy or temperature. These effects are best studied
by investigating the one-particle Green’s function. In Dyson’s representation it reads
Gν(k, z) =
1
z − ǫν(k)− Σν(k, z) . (8.1)
The energy ǫν(k) describes the dispersion of electrons in band ν within an effective
single-electron approximation while the self-energy Σν(k, ω) contains all effects beyond
that approximation. In case that ǫν(k) describes the Hartree-Fock bands, Σν(k, ω) con-
tains the electronic correlations. When Landau’s Fermi liquid theory does apply, the
low-energy excitations near the Fermi energy are quasiparticles. They are obtained from
G(k, ω) =
Z
ω − ǫqp(k)− iγksgn ω +Ginc(k, ω) . (8.2)
For convenience we have omitted the band index ν. The first term contains the quasipar-
ticle pole at
ω = ǫqp(k) + iγk (8.3)
with the quasiparticle dispersion ǫqp(k) and lifetime γk. The second term is the incoherent
part which is of special interest here. Usually it is not further discussed but we want to
draw attention to its importance and to significant features when electron correlations
are strong. We may think of it as being due to the internal degrees of freedom of the
correlation hole which is surrounding an electron. The bare electron has weight Z < 1
in the quasiparticle. The reduction is due to the interaction of the electron (or hole)
with the surroundings. The internal degrees of freedom of the modified surroundings, i.e.,
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the correlation hole shows up in the integrated spectral density in form of quasiparticle
damping and satellite structures. Those structures have generally a k dependence which
is much weaker than the one of the quasiparticles. An example is the shadow band in the
Hubbard model when the Hubbard I approximation [7] is made.
The internal degrees of freedom of the correlation hole are best described by the projec-
tion operator method. The idea is to select those particular operators which describe the
most important microscopic processes in setting up the correlation hole. Green’s function
is determined within that restricted operator space. The Hubbard I approximation to the
Hubbard model is the simplest example. Here only one operator, i.e., c+iσni−σ where i is
the site index is used in order to describe the correlation hole. More interesting cases are
discussed in the following subsections.
We want to draw attention to the zero-point fluctuations of internal excitation modes of
the correlation hole. A well known example is Gaskell’s ansatz [330] for the ground-state
|ψ0〉 of a homogeneous electron gas. It is of the form
| ψ0〉 = exp
(∑
q
τ(q)ρ†qρq
) ∣∣ΦSCF0 〉 (8.4)
where |ΦSCF0 〉 is the Hartree-Fock ground state and ρq are the density fluctuations of
wavenumber q. Furthermore τ(q) ∼ q−2 when q → 0. Here the zero-point fluctuations of
plasmons are taken into account which are the internal excitation modes of the correlation
hole when the latter is described within the random phase approximation (RPA). It is
well known that the RPA models very well the long-range part of the correlation hole but
fails to describe properly the short-range part. Zero-point fluctuations of other modes, in
particular of those associated with the short-range part of the correlation hole enter in a
similar way the Jastrow prefactor in Eq. (8.4). We start out by describing the projection
operator formalism before we discuss a number of applications.
A. Projection Operators
In the following we shall use the retarded Green function in order to determine the
excitations of the system. It is given by
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GRνσ (k, t) = −iΘ(t)
〈
ψ0
∣∣∣[cνσ(k, t), c†νσ(k)]+∣∣∣ψ0〉 (8.5)
where |ψ0〉 is the exact ground state and Θ(t) is the step function, i.e., Θ(t) = 1 for
t ≥ 0 and zero otherwise. The superscript R will be left out in the following discussion
for simplicity. We assume that the Fourier transforms of the most important microscopic
processes for the generation of the correlation hole are represented by a set of operators
{Aµ(k)}, the dynamical variables. But we want to include in this set also the original
operators c†νσ(k). Explicit examples for proper choices of the Aµ(k) will be given when
specific applications of this method are discussed. Within that reduced operator space
ℜ0 spanned by the {Aν(k)} we define the Green function matrix
Gµν (k, t) = −iΘ(t)
〈
ψ0
∣∣∣[A†µ(k, t), Aν(k, 0)]+∣∣∣ψ0〉 . (8.6)
Note that the Green function (8.5) is just a diagonal element of that matrix. It is conve-
nient to introduce the following notation
(A|B)+ =
〈
ψ0
∣∣∣[A†, B]
+
∣∣∣ψ0〉 . (8.7)
This enables us to rewrite (8.6) after a Fourier transformation in the condensed form
Gµν(k, z) =
(
Aµ
∣∣∣∣ 1z − L Aν
)
+
(8.8)
where z = ω+ iη and η is a positive infinitesimal number. The Liouvillean L corresponds
to H and is defined by its action on an arbitrary operator A through
LA = i
dA
dt
= [H,A]− (8.9)
so that
A(t) = eiLtA(0) . (8.10)
By making use of the identity
1
a+ b
=
1
a
− 1
a
b
1
a+ b
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we can rewrite (8.8) in the form of the following matrix equation
[
z1 − (L+ M(z)) −1]G(z) =  (8.11)
with matrix elements
Lµν =
(
Aµ |LAν)+
χµν =
(
Aµ |Aν)+
Mµν(z) =
(
Aµ
∣∣∣∣LQ 1z −QLQQLAν
)
+
. (8.12)
The matrix M(z) is called memory function [331, 332]. It couples the relevant operators
{Aν} to the remaining degrees of freedom. The operator Q
Q = 1−
∑
ij
|Ai )+ χ−1ij (Aj | (8.13)
projects onto those remaining degrees, i.e., onto an operator space perpendicular to the
{Aν}, i.e., Q|Aν)+ = 0. Setting M(z) = 0 implies that the dynamics of the system is
approximated by the {Aν} and takes place within ℜ0. One may either choose a large
basis {Aν} and set M(z) = 0 or work with a small basis and keep M(z). Examples are
given below. If not stated otherwise we shall set M(z) = 0.
The dimension of the matrix equation (8.11) equals the number of dynamical variables
Aν(k). The energy resolution of the excitation spectrum depends on the size of the set
{Aν(k)}. For high-energy excitations a relatively small number of dynamical variables
is sufficient. By increasing their number one can increase the energy resolution of the
spectral density calculated from Eq. (8.8).
B. The Hubbard Model: Appearance of Shadow Bands
The Hubbard model shows particularly well a number of generic features caused by
strong electron correlations. Among them are the appearance of satellite structures,
shadow bands and a marginal Fermi liquid like behavior close to half filling. The Hamil-
tonian is of the well known form
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H = −t
∑
〈ij〉
(
c†iσcjσ + h.c.
)
+ U
∑
i
ni↑ni↓
= H0 +HI (8.14)
in standard notation. In the following we discuss solely for pedagogical and illustrative
reasons the spin-density wave (SDW) and Hubbard I approximation by applying projec-
tion operators. The simplest case in which a shadow band does appear, is a square lattice
at half filling when a spin-density wave (SDW) approximation is made. This simple ap-
proximation leads to an antiferromagnetic ground state |ΦAF 〉. Charge fluctuations are
suppressed here on a mean-field level by symmetry breaking. Breaking a symmetry can
reduce intersite charge fluctuations similarly as strong correlations do without symme-
try breaking. Therefore features of strong correlations show up already in this simple
mean-field scheme.
From the kinetic energy term in (8.14) one obtains the dispersion ǫ(k) = −2t(coskx +
cosky). The lattice constant has been set equal to unity. Therefore, at half filling the Fermi
surface is nested and the ground state in mean-field approximation is a spin density wave.
One finds
|ΦAF 〉 =
∏
kσ
[
ukc
†
kσ + σvkc
†
k+Qσ
]
| 0〉 (8.15)
where Q is a reciprocal lattice vector and c†kσ is the Fourier transform of c
†
iσ. Furthermore
u2k + v
2
k = 1 with
u2k =
1
2
(
1− ǫ(k)
E(k)
)
, v2k =
1
2
(
1 +
ǫ(k)
E(k)
)
E(k) =
(
ǫ(k)2 +
m20 U
2
4
) 1
2
. (8.16)
Here m0 is the staggered magnetization. The latter has to be calculated self-consistently.
In order to calculate the excitations we choose for the relevant dynamical variables {Aν}
A1(k) = c
†
kσ , A2(k) = c
†
k+Qσ . (8.17)
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When the 2 x 2 matrix (8.11) with M(z) = 0 is evaluated one finds
G11 (k, z) =
u2k
z − (U
2
− E(k)) + v2kz − (U
2
+ E(k)
) (8.18)
and for the spectral density
D (k, ω) = u2kδ
(
ω − U
2
+ E(k)
)
+ v2kδ
(
ω − U
2
−E(k)
)
. (8.19)
For each k point there are two contributions to D(k, ω), i.e., one δ-function peak with
a large weight and one with a small one. The peaks with the smaller weight form a
shadow band Esb(k) = −E(k) which complements the band resulting from the peaks
with large weight [333, 334]. Because of the mean-field level the shadow band disappears
for temperatures higher than the Ne´el temperature. This is in reality not the case and
therefore one would like to reproduce a shadow band also for arbitrary filling factors and
for the paramagnetic state. This can be done, of course, only by accounting for the strong
correlations. They are described in the simplest way by the Hubbard I [7] approximation.
In that case the following choice is made for the dynamical variables {Aν}
A1(k) = c
†
kσ , A2(k) =
1√
N0
∑
i
eikRic†iσδni−σ (8.20)
with δni−σ = ni−σ−〈ni−σ〉. The Ri denote the positions of the N0 lattice sites. Again, we
want to determine G11(k, ω) from (8.8) by setting M(z) = 0. The 2 x 2 matrix equation
can be easily solved and one finds
G11(k, z) =
[
z − ǫ(k)− U
2
n
(
1 +
Uˆ
z − Uˆ
)]−1
(8.21)
where n is the number of electrons per site and Uˆ = U(1− n/2). G11(k, ω) has two poles
centered at z = 0 and z = U . Neglecting terms of order U−1 we can rewrite (8.21) as
G11(k, z) =
1− n
2
z − ǫ(k) (1− n
2
) + n2
z − U − ǫ(k)n
2
. (8.22)
The poles give raise to two bands, i.e., the upper and the lower Hubbard band. Their
widths differ except for n = 1. For n = 0.25 the upper Hubbard band is reduced to a
satellite structure with a k-dependent dispersion. This is illustrated in Fig. 8.1 and is
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Figure 8.1: Schematic representation of the two bands resulting from the two variables of Eq.
(8.20), i.e., the upper and the lower Hubbard band. The electron number per site is n, the
broadening is artificial.
well known. The reason for repeating these facts here is that we want to proceed similarly
when we discuss the satellite structure in Ni or the spectral density of electrons in Cu-
O planes. We want to emphasize the point of view that the incoherent part of a Green
function is the superposition of satellite peaks which have a small k-dependence each. But
before, we demonstrate that for special band fillings a Hubbard model can show marginal
Fermi liquid behavior. This is shown explicitely for a square lattice.
C. Marginal Fermi Liquid Behavior and Kink Structure
The Coherent Potential Approximation (CPA) has been widely used in electronic struc-
ture calculations of disordered systems [335–340]. Here we want to combine it with the
projection operator technique and apply it to the Hubbard model. We remind the reader
that a CPA was introduced first by Hubbard when treating his Hamiltonian [20]. In
the following we want to treat the many-electron problem as accurately as possible for a
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number of sites which need not be connected. This cluster is embedded in a medium with
a coherent potential Σ˜(ω). The potential is determined self-consistently so that it agrees
with the momentum integrated self-energy Σ(k, ω) of the cluster. It is known [341, 342]
that the local projection operator method combined with the CPA [343] is equivalent to
the Many-Body CPA [344], the Dynamical CPA [345, 346] as well as to the Dynamical
Mean Field Theory (DMFT) which is based on many-body physics in infinite dimensions
[347, 348]. For reviews of the latter see [183, 349]. Here we want to discuss the more gen-
eral nonlocal version of the projection operator method [350] combined with the CPA. It
is based on a decomposition of the scattering matrix of the system into one-site, two-site
etc. scattering matrices. This way the scattering matrix can be calculated successively in
terms of increments, a method successfully applied in the theory of wavefunction based
electronic structure calculations of solids. For a review of that method see Refs. [41, 351].
We apply the theory to the Hubbard model on a square lattice near half filling [7, 20].
The results are interesting. A marginal Fermi liquid behavior is found for large U values
and small hole doping and a corresponding phase diagram is worked out [352]. It is also
found that for similar parameters the excitation spectrum (or real part of the self-energy)
has a kink near EF [353]. Such a structure was observed in a number of underdoped
cuprates like Bi2Sr2CaCuO8+δ or La2−δSrδCuO4 [354, 355]. It has been attributed to
electron-phonon interactions [355–358] and also to the interaction with a magnetic reso-
nance mode observed by inelastic neutron scattering [359–362]. But as it turns out, also
strong electron correlations in a 2D Hubbard model can produce it.
To reach our goal we start out by choosing for the {Aν} simply the operators c†iσ but we
keep this time the memory matrix, i.e., M(z) 6= 0. In that case we write for a paramagnetic
system
G(k, z) =
1
z − ǫ(k)− U2M(k, ω) . (8.23)
The matrix L in (8.11) gives only a constant energy shift and is neglected here. For
convenience a factor U2 has been extracted from M(k, z). We decompose
M(k, z) =
∑
j
Mj0(z)e
ikRj (8.24)
and write for the reduced memory matrix according to (8.12)
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Mij(z) =
(
c†iσδni−σ
∣∣∣∣ 1z − L¯ c†jσδnj−σ
)
+
, (8.25)
where L¯ = QLQ with the projector Q = 1−∑iσ |c†iσ)+(c†iσ|. Stopping at this stage, i.e.,
neglecting the new memory function in the denominator of (8.25) would bring us back to
the Hubbard I approximation. In order to establish a connection to the CPA we define
the Hamiltonian of an effective medium through
H˜(z) = H0 + Σ˜(z)
∑
i
ni (8.26)
with the corresponding Liouvillean L˜, i.e., L˜B = [H˜(z), B]− for arbitrary operators B.
The aim is to account efficiently for local as well as nonlocal correlations by means of an
effective medium characterized by Σ˜(z).
The coherent potential Σ˜(z) is determined self-consistently from
Σ˜(z) =
U2
N
∑
k
M(k, z) (8.27)
where N is the number of sites. With this in mind we decompose
L¯ = QL˜Q+
∑
i
Q
(
Uδni↑δni↓ − Σ˜(z)ni
)
Q
= L0(z) +
∑
i
L
(i)
I (z)
= L0(z) + LI(z) . (8.28)
Next we express (z − L¯)−1 in terms of a scattering (super)operator T as
1
z − L¯ =
1
z − L0 +
1
z − L0T
1
z − L0
= g0(z) + g0(z)Tg0(z) (8.29)
with
T = LI + LIg0LI + ... .
The T -operator can be decomposed into a sequence of many-sites increments
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T =
∑
i
Ti +
∑
〈ij〉
δTij +
∑
〈ijk〉
δTijk + ... . (8.30)
Those increments are closely related to the T operators Ti, Tij, Tijk, ... of single-site,
2-sites, 3-sites etc. clusters. It is
δTij = Tij − Ti − Tj
δTijk = Tijk − δTij − δTik − δTjk − Ti − Tj − Tk
... (8.31)
This enables us to introduce retarded memory functions for clusters
M
(c)
ij (z) =
(
c†iσδni−σ
∣∣∣∣ 1z − L¯(c) c†jσδnj−σ
)
+
. (8.32)
These matrices have dimensions 1 x 1 when c = i (one-site cluster) and 2 x 2 when
c = (i, j), i.e., in the 2-site cluster approximation. The Liouvillean L¯(c)(z) is given by
L¯(c) = L0(z) +
Nc∑
n∈c
L
(n)
I (z) . (8.33)
The sum over n involves all Nc sites belonging to a given cluster c. Within zeroth-order
renormalized perturbation theory (RPT-0) only that part of L
(n)
I (z) is used which projects
onto the operators c†iσδni−σ, i.e., P¯L
(n)
I (z)P¯ with the projector.
P¯ =
∑
iσ
∣∣∣c†iσδni−σ)
+
χ−1i
(
c†iσδni−σ
∣∣∣ (8.34)
and χi = 〈ni−σ〉(1−〈ni−σ〉). With this simplification the memory matrix can be expressed
in terms of a ”screened” one as
M
(c)
ij (z) =
[
g ·
(
1− L(c)I g
)−1]
ij
. (8.35)
The screened memory matrix is given by
gij(z) =
(
c†iσδni−σ
∣∣∣∣ 1z − L0(z) c†jσδnj−σ
)
+
. (8.36)
163
Figure 8.2: Left-site: Cluster with on-site Coulomb repulsion U embedded in a medium. Middle:
Cavities replacing the sites of the cluster. Right side: Uniform medium with self-energy Σ˜(ω).
(After [350])
The cluster memory matrixM
(c)
ij (z) describes a Hubbard cluster embedded in a uniform
medium with a Hamiltonian H˜(z) (see left side in Fig. (8.2)). The interactions in the
embedded cluster are given by
∑
iǫc(Uδni↑δni↓−Σ˜(z)ni). We start from a uniform medium
described by H˜(z) (see Eq. (8.28) and the right side of Fig. (8.2)). An alternative would
have been to start from the same medium but with cavities at the sites of the cluster (see
the middle of Fig. (8.2)), i.e., from a Hamiltonian H˜(c) with
H˜(c) = H˜(z)− Σ˜(z)
Nc∑
n∈c
ni . (8.37)
In this case the interaction in the cluster would be
∑
n∈c Uδni↑δni↓.
The diagonal matrix L
(c)
I in (8.35) describes the atomic excitations. The matrix ele-
ments are given by [L
(i)
I , L
(j)
I , ...]. It has one element L
(i)
I = U(1 − 2〈ni−σ〉)/[〈ni−σ〉(1 −
〈ni−σ〉)] when c = i and a second one L(j)I when c = (i, j). The incremental cluster expan-
sion is depicted in Fig. 8.3. With the above approximations the theory reproduces two
limiting cases exactly, i.e., the limit of small U when perturbation theory is applicable as
well as the atomic limit. This is an important feature of the present theory.
In the limit of large clusters the memory functions are independent of the medium.
But since the cluster expansion must be truncated in practical applications there is a
dependence of the memory functions on the medium and we must make an optimal choice
for it. When correlation effects on the static matrix elements are neglected one can write
down an explicit expression for the screened memory function of the form
g
(c)
ij (z) = Aij
∫
dǫdǫ′dǫ′′ρ(c)ij (ǫ)ρ
(c)
ij (ǫ
′)ρ(c)ji (ǫ
′′)χ(ǫ, ǫ′, ǫ′′)
z − ǫ− ǫ′ + ǫ′′ (8.38)
with Aii = [〈ni−σ〉(1 − 〈ni−σ〉)]/[〈ni−σ〉c(1 − 〈ni−σ〉c)] and Ai6=j = 1. Here ρ(c)ij (ǫ) is the
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Figure 8.3: Schematic drawing of the multisite cluster expansion of Green’s function. From left
to right: single-site, two-sites and three-sites contributions. Note that the sites of a cluster need
not be nearest neighbors.
density of states of a system with one or two empty sites (depending on the cluster c)
embedded in a medium with a coherent potential Σ˜(z). More specifically
ρ
(c)
ij (z) = −
1
π
Im[(z − H˜(c))−1]ij . (8.39)
Furthermore 〈niσ〉c =
∫
dǫρ
(c)
ii (ǫ)f(ǫ) where f(ǫ) is the Fermi function. Moreover
χ(ǫ, ǫ′, ǫ′′) = f(−ǫ)f(−ǫ′)f(−ǫ′′) + f(ǫ)f(ǫ′)f(−ǫ′′). These approximations are used in
order so solve Eq. (8.27) self-consistently whereby M(k, z) is replaced by Eq. (8.35).
We reemphasize that in the two-site cluster approximation for fixed site i, all sites
j are taken into account until convergence is achieved. For the Hubbard model on a
square lattice this includes sites which are more than ten lattice vectors apart! In this
respect the present theory resembles incremental schemes which have been applied in
the treatment of solids by quantum chemistry methods [363]. For a review see Ref.
[41]. The self consistent projection method (SCPM) provides an interesting link between
treatments of model Hamiltonians in solid state theory and true ab initio calculations with
controlled approximations based on methods used in quantum chemistry. Our theory
differs from extensions of the DMFT such as the Dynamical Cluster Approximations
[364] or the Cellular Dynamical Mean-Field Theory [365] where clusters of connected sites
are treated. They require a truly impressive amount of numerical work and have been
carefully reviewed in Ref. [366].
Determining M(k, ω) might look like a very demanding computational problem too,
but that is not really the case. In fact, we can calculate M(k, ω) directly without a
numerical analytic continuation from the imaginary axis as is the case in other schemes
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Figure 8.4: Single-particle excitations at zero temperatures for the Hubbard model on a square
lattice in units of the nearest-neighbor transfer integral t. Dashed line: Hartree-Fock result.
Open circles with error bars: QMC results for T = 0.33 [369]. (After [352])
[366]. Therefore a high numerical resolution as regards energy and momentum can be
obtained.
The following results are obtained for U = 8|t| and T = 0 in the underdoped regime,
i.e., for n ≤ 1. At half-filling, the system will always be an antiferromagnetic insulator
due to nesting. But in the effective medium approach described here one finds in addition
also a paramagnetic metallic solution. We use the latter here, being aware of the fact that
an arbitrarily small temperature or doping concentration will destroy antiferromagnetic
order in two dimensions (Mermin-Wagner theorem). A metallic solution does exist only
for U < Ucrit where in single-site approximation Ucrit ≃ 14|t| is obtained. Therefore with
a value of U = 8|t| we are still in the metallic regime. We find that a flat quasiparticle
band is crossing the Fermi energy EF . There is also an empty upper Hubbard band found
which is centered around the M point and there is incoherent spectral density near the
Γ point resulting from the lower Hubbard band. The results compare well with those of
Quantum Monte Carlo (QMC) calculations for finite temperatures [367–369]. This is seen
in Fig. 8.4. The Fermi surface for n = 0.95 (underdoped regime) is found to be hole like.
This is due to a collapse of the lower Hubbard band which causes a portion of the flat
quasiparticle band near the X point to sink below EF .
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These findings are contrary to expections from the Hubbard I approximation. From
(8.22) it is seen that within that approximation the spectral weight of the lower Hubbard
band increases while that of the upper Hubbard band decreases in case of hole doping n <
1. In the present, improved approximation this is not the case for small hole doping and
implies that Luttinger’s Theorem [30] does not apply here. It would require a reduction of
the volume enclosed by the Fermi surface with increasing hole concentration. For n = 0.8
(overdoped regime) an electron-like Fermi surface is found. These results are in agreement
with the Dynamical Cluster Approximation [370] and with QMC calculations [367–369].
An important finding is that for doping less than 2 % the effective mass mk
changes strongly between the M point, i.e., [π, π] where it is minimal and the X
point, i.e., [π, 0] where it has its maximum. It is computed numerically from mk =
1 − U2Re∂M(k, ω)/∂ω|ω=0+ . Near the X point one finds that the smaller the δω steps
are in computing the derivative, the larger becomes mk=X . One finds that approximately
mk ∼ lnδω, indicating marginal Fermi liquid behavior. The marginal Fermi liquid theory
[46, 47, 371, 372] had been designed in order to explain a number of features, observed
in the normal state of the high-Tc cuprates where electron correlations are strong. They
deviate from normal Fermi liquid behavior. Most noticeable is a linear temperature de-
pendence of the resistivity ρ(T ) ∼ T which has been observed, e.g., in doped La2CuO4
materials. It is suggestive to associate this dependence with a quasiparticle scattering rate
1/τ(T ) ∼ ρ(T ), i.e., τ−1 ∼ ImΣ(T ) ∼ T . Then it is plausible to assume that for T < |ω|
the corresponding expression is ImΣ(ω) ∼ |ω|. Indeed, optical reflectivity measurements
on YBa2Cu3O4 are in accordance with this form [373]. But also the frequency-dependent
spin susceptibility at low T shows marginal Fermi liquid behavior. Real and imaginary
part of Σ(k, ω) are related to each other via a Kramers-Kroning relation from which is
follows that ReΣ(ω) ∼ ωln(ω/ω0) where ω0 is a cut-off parameter. From this form of
ReΣ(ω) we conclude that the residuum of the Green’s function pole (see Eq. (8.2)) is
Z(ω) ∼ 1/|ln(ω/ω0)| and that the quasiparticle mass mk diverges at the Fermi energy
like mk ∼ |ln(ω/ω0)|.
The above treatment shows that a marginal Fermi liquid type of behavior can be
obtained from a Hubbard Hamiltonian on a square lattice, provided one is in a certain U
dependent doping regime. We expect that this region will be enlarged when long range
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Figure 8.5: Phase diagram for the Hubbard model on a square lattice as function of hole doping
δn. In the upper shaded region two self-consistent solutions are found one of which corresponds
to a marginal and the other to a normal Fermi liquid. In the lower shaded region two slightly
different marginal Fermi liquid solutions are found. (After [352])
antiferromagnetic correlations are taken into account which have been neglected here.
The phase diagram in the U vs. δn plane is shown in Fig. 8.5, where δn denotes hole
doping. There are two small regions in which two self-consistent solutions are found.
They separate the marginal Fermi liquid regime from the normal Fermi liquid one. For
smaller U values the cross-over between the two regimes is continuous.
It is instructive to consider the origin of the marginal Fermi liquid like behavior of the
self-energy. For half-filling a van Hove singularity shows up in the density of states at
EF which leads, as is well known, to a self-energy of marginal Fermi liquid type. With
hole doping this singularity moves rather fast away from EF provided correlation effects
are small [374–376]. But when U is large as assumed here, and for small hole doping
spectral density moves to high energies and therefore EF remains virtually pinned to the
van Hove singularity. This changes at higher doping concentrations where EF moves to
lower energies and normal Fermi liquid behavior is recovered.
It is interesting that for small hole doping the calculations for U = 8|t| show a kink in
the excitation spectrum at approximately ωkink = −0.8|t|. A kink has been observed in
high-resolution photoemission experiments in the quasiparticle band dispersion of high-Tc
cuprates [354, 355]. It was found that along the nodal direction (0, 0)−(π, π) the effective
Fermi velocity vF as defined by the form ω(k) = vF (k)(|k| − kF ) is neither sensitive to
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Figure 8.6: Schematic drawing of the dispersion ω(k) near kF in the presence of a kink.
the type of cuprate, nor to doping concentration or isotope substitution [377] as long as
ω < ωkink (= 60 - 70 meV). But when ω > ωkink a strong dependence of vF on those
quantities as well as on k is observed. The form of the dispersion is schematically shown
in Fig. 8.6.
There have been two possible explanations advanced for this experimental observation.
One is based on a coupling of electrons to the longitudinal optical phonon mode found
in inelastic neutron scattering experiments [355]. The other is based on a coupling of
the electronic quasiparticles to spin fluctuations, in particular to an observed resonance
mode [359, 360, 378]. No consensus has been reached yet. So it is interesting to note
that a kink is also obtained from the Hubbard model on a square lattice for small doping
concentrations. Here it is based on long-ranged electron correlations. In Fig. 8.7 we show
the excitation spectrum near EF for a small hole concentration of δn = 0.01 and U = 8|t|
as before [353] (compare with Fig. 8.4).
As before, the calculations assume a paramagnetic ground state. The kink structure be-
comes weaker as the doping concentration increases while the kink position changes little
with δn. For δn = 0.05 the kink has disappeared together with the remnants of the lower
Hubbard band. The ratio of the Fermi velocities v′F/vF above and below ωkink is found to
be v′F/vF = 1.8 for δn = 0.01 and 1.5 for δn = 0.02. The kink is caused by a hybridization
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Figure 8.7: Hubbard model on a square lattice near half-filling. Contours of spectral function
of excitations along M − Γ for hole doping δn = 0.01 showing a kink. (After [353])
of the quasiparticle excitation with short-range antiferromagnetic fluctuations. With de-
creasing antiferromagnetic correlations, e.g., by hole doping the kink structure does also
decrease and eventually disappears. Whether or not it provides an explanation for the
observed kink in the underdoped regime of La2−xSrxCuO4 remains an open question.
D. Nickel and its Satellite
Photoelectron spectroscopy has revealed a pronounced satellite structure in Ni metal
which is approximately 6 eV below the Fermi energy EF [328]. It is due to strong electron
correlations and a number of different theoretical model calculations have been performed
to explain it. The simplest way of including correlations is by calculating the self-energy
in second-order perturbation theory [379, 380]. This results in a d-band narrowing effect
as well as in a satellite structure. However, for a quantitative comparison with exper-
iments this is not sufficient. Another well known method is the t-matrix approach of
Kanamori [21]. It accounts for multiple scattering of two d-holes, but it is strictly valid
only in the cases of small or almost complete band filling. It has been used to explain
the satellite structure [381, 382] and was subsequently extended to include also multiple
electron-hole scattering [383–385]. These calculations establish also a link to calculations
based on couplings of a hole to magnons [386–389]. There have been also numerical di-
agonalizations based on a 4-sites tetrahedral cluster with five d-orbitals per site [390]. A
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correctly positioned multiplet structure was obtained for ferromagnetic Ni but more de-
tailed information is beyond the scheme of that approach. Other calculations were based
on a LDA+DMFT approach [391] and on a Gutzwiller projected wavefunction [392]. In
the latter case band narrowing but no satellite structure was obtained.
Here we want to start from a five-band Hubbard model and to calculate the spectral
density for paramagnetic Ni with the help of the projection operator method [393]. It
gives good insight into the relevant microscopic processes which contribute to the satellite
and are described by the set of operators {Aν} (see Eq. (8.6)). The results are found to be
similar to those obtained when the two-hole one-electron t matrix is solved by employing
Faddeev’s equations [394].
We write the five-band Hubbard Hamiltonian for the d electrons of Ni in the following
form
H = H0 +
∑
l
H1(l)
H0 =
∑
kνσ
ǫν(k)nνσ(k)
H1(l) =
1
2
∑
ijmn
∑
σσ′
Vijmna
†
iσ(l)a
†
mσ′(l)anσ′(l)ajσ(l) . (8.40)
Here l is a site index and i, j,m, n denote different d orbitals. The ǫν(k) with ν =
1, ..., 5 are the energy dispersions of canonical d-bands obtained by solving a one-particle
equation. We use for them the LDA bands being aware of the fact that they contain
already some correlation effects. The nνσ(k) = c
†
kνσckνσ are number operators for Bloch
states with quantum numbers k, ν and σ. Their creation operators are expressed in terms
of the basis operators a†iσ(l) through
c†kνσ =
1√
N0
∑
ln
ανn(k)e
ikRla†nσ(l) (8.41)
where N0 is the number of sites.
The interaction matrix elements in (8.40) are of the form
Vijmn = Uimδijδmn + Jij(δinδjm + δimδjn)
Uim = U + 2J − 2Jim (8.42)
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where U and J are average values of the Coulomb- and exchange interaction, respectively.
The matrix Jij can be expressed in terms of J and a single anisotropic parameter ∆J
provided we deal with a cubic lattice as is the case here. For more details we refer, e.g.,
to Refs. [395, 396]. When electronic correlations are neglected the ground state is of the
form
| Φ0〉 =
∏
|k|<kF
νσ
c†kνσ | 0〉 . (8.43)
The ground state with the inclusion of correlations |ψ0〉 can be determined within the
Hubbard model (8.14) by means of local correlation operators [397, 398]. They are ap-
plied on | Φ0〉 and generate a correlation hole around each d electron. We do not describe
this process here in detail but refer to the original literature. Instead, we concentrate on
identifying those operators {Aν} which are needed in order to describe the satellite struc-
ture in Ni as well as possible. They can be obtained by simply calculating [H1(l), a
†
i↑(l)]−
and considering the operators which are generated by this commutator. They will be
important to generate a local, i.e., on-site correlation hole for an electron in orbital i at
site l. We find this way
A
(1)
ij (l) =
 2a
†
i↑(l)δni↓(l), i = j
a†i↑(l)δnj(l), i 6= j
A
(2)
ij (l) =
1
2
(
a†i↑(l)s
z
j (l) + a
†
i↓s
+
j (l)
)
and
A
(3)
ij (l) =
1
2
a†j↓(l)a
†
j↑(l)ai↓(l) . (8.44)
Thereby the notation δniσ(l) = niσ(l) − 〈niσ(l)〉 with niσ(l) = a†iσ(l)aiσ(l) and si(l) =
1
2
∑
αβ a
†
iα(l)σαβaiβ(l) has been used. The operators A
(1)
ij (l) describe density correlations
while the A
(2)
ij (l) and A
(3)
ij (l) describe spin correlations of the added electron on site l. The
relevant operators {Aν} consist therefore of A(0)ν (k) = c†kν↑ and
A
(α)
ij (k) =
1√
N0
∑
l
A
(α)
ij e
ikRl , α = 1, 2, 3 . (8.45)
One checks easily that for each k point there are 66 relevant operators {Am(k)}, i.e.,
1 + 25 + 20 + 20. Thus the (66 x 66) matrix
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Figure 8.8: (a) full spectrum of paramagnetic Ni for U = 0.56, J = 0.22 and ∆J = 0.031 in
units of W ; (b) LDA results; (c) spectrum when J = ∆J = 0; (d) spectrum when ∆J = 0. The
peaks (1) - (3) correspond to 1S, 1G and 1D, 3P and 3F atomic d8 configurations; (e) spectrum
when |Φ0〉 instead of |ψ0〉 is used. (After [393])
G(z) = (z− L)−1 (8.46)
(see (8.8)) has to be diagonalized for each k point. The roots of the secular equation yield
the d bands as well as the satellite structures.
The spectral density obtained this way for paramagnetic Ni is shown in Fig. 8.8. The
parameters have been chosen as U/W = 0.56, J/W = 0.22 and ∆J/W = 0.031 in units of
the bandwidth W . Those values were obtained from a fit of experiments which measure
the multiplet structure of Ni ions put into an Ag matrix [394, 399]. A d electron number
of nd = 9.4 has been taken. A comparison with the calculations in SCF approximation,
here identified with the LDA results show a narrowing of the bandwidth and a pronounced
satellite structure. With a spin averaged bandwidth of W = 4.3 eV obtained from a local
spin-density approximation this satellite is peaked at 6.8 eV below the top of the d bands
(Fig. 8.8). This has to be compared with an experimental value of 6.3 eV. The shape
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Figure 8.9: Narrowing of the quasiparticle bands of fcc paramagnetic Ni due to electron cor-
relations (solid lines). The bands without correlations are identified here with the LDA bands
(dotted lines). (After [393])
of the satellite reflects the atomic d8 multiplet. When the anisotropy parameter ∆J = 0
is set to zero, it is split into three substructures representing a 1S state, two degenerate
singlets 1G and 1D and two degenerate triplets 3P and 3F . The energy difference between
1G and 3F is 2J and between 1S and 1G is 5J . The three structures at −1.9W , −1.1W
and −0.7W correspond to the three atomic levels. The main peak at −1.1W is split by
the anisotropy parameter into finer structures. But also the eg − t2g splitting as well as
the quasiparticle dispersion have an effect on the satellite structure. Also shown are the
modifications in the satellite structure which arise when the ground state |ψ0〉 is replaced
by the one without correlations |Φ0〉. For completeness we show also the reductions in
the widths of the different quasiparticle bands when correlations are taken into account
(see Fig. 8.9). We want to mention that a satellite below the d bands is also found for
fcc Co as well as for bcc Fe while for fcc Sc a satellite above the d bands is obtained. We
repeat that our theoretical findings are based on a 5-band Hubbard model. It might not
be sufficient for a satisfactory description in all cases because s electrons have been left
out altogether and because intersite correlations are not taken into account in the choice
for the set {Aν}.
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E. Multiplet Effects in 5f Systems
The high-energy effects due to strong correlations discussed so far result from the over-
all suppression of charge fluctuations. They reflect the presence of atomic configurations
with well-defined occupations of the partially filled inner valence shells. In a free atom or
ion, the degeneracies of these configurations are (partially) lifted by the electron-electron
interaction. This leads to the formation of atomic multiplets where the scale for the
excitation energies is set by the exchange constant. The latter involves the anisotropic
part of the Coulomb interaction which remains (almost) unscreened in a metal. As a
consequence we expect pronounced multiplet effects in the single-particle spectra when-
ever the the exchange constant exceeds the gain in kinetic energy as measured by the
corresponding effective band width. This is the case for the high-energy satellites in Ni
which were discussed in Sec. VIII E. Multiplet effects are also strongly evident in the
actinide compounds where the 5f exchange constant is of order 1 eV and exceeds the bare
effective band width. Here we focus on U-based heavy-fermion compounds where strong
intra-atomic correlations are responsible for the dual character of the 5f electrons. We
restrict ourselves to qualitative features of the 5f -spectral function
Ajz(k, ω) =

∑
n
∣∣∣〈Ψ(N+1)n ∣∣∣c†jz(k)∣∣∣Ψ(N)0 〉∣∣∣2 δ (ω − ω(+)n0 ) ; ω > 0∑
n
∣∣∣〈Ψ(N−1)n |cjz(k)|Ψ(N)0 〉∣∣∣2 δ (ω + ω(−)n0 ) ; ω < 0 (8.47)
with
cjz(k) =
∑
a
eikacjz(a) ; ω
(±)
n0 = E
(N±1)
n − E(N)0 . (8.48)
It yields the probability for adding (ω > 0) or removing (ω < 0) a 5f electron with
energy ω in a state characterized by momentum k and angular momentum projection jz
to the N -particle ground state |Ψ(N)0 〉 with energy E(N)0 . The states with N ± 1 and their
energies are denoted by |Ψ(N±1)n 〉 and E(N±1)n , respectively. The notation was introduced
in Sec. V.
The structure of the spectra in the strong-coupling limit can be understood by consid-
ering the atomic limit where the system is modeled as a statistical ensemble of isolated 5f
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Figure 8.10: Configurational energies vs. 5f -valence for the microscopic model adopted to
describe the U sites. For a qualitative discussion, the value U0 is treated as a parameter since
it is screened in a metal and concomitantly will depend upon the crystallographic environment
of the U site.
atoms. The absence of pronounced valence peaks in the photoemission and inverse pho-
toemission spectra suggests that the energies of the f 2- and f 3-configurations, are (almost)
degenerate i.e., E(5f 2) = E(5f 3). The variation with 5f -valence of the configurational
energies E(fn) is shown schematically in Fig. 8.10.
The ground state will mainly involve 5f 2 and 5f 3 configurations. The corresponding
spectral functions are obtained in close analogy to the classical work of Hubbard [7]. Let
us first consider the zero-configuration width approximation which neglects intra-atomic
correlations. The valence transitions f 2 → f 1 and f 3 → f 4 occur at high energies set
by the isotropic average of the Coulomb interaction and, concomitantly, do not affect
the low-temperature behavior. The latter is determined by the low-energy peak resulting
from the transitions f 2 ↔ f 3 within the f 2- and f 3-configurations. This peak is a direct
consequence of the intermediate-valent ground state. The distribution among the peaks
can be estimated from combinatorial considerations. The weight Z(f 2 → f 1) of the
transition f 2 → f 1 equals the probability that a state with a given jz is occupied in that
f 2 contribution of the mixed-valent ground-state. Following these lines one finds
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Figure 8.11: Left panel: Multiplets for f2 and f3 configurations of the U model in the atomic
limit. The levels are obtained by diagonalizing the Coulomb matrix using j-j coupling and
Coulomb parameters of UPt3. Right panel: Spectral function for the model in the atomic limit.
Z
(
f 2 → f 1) = 1
6
Z
(
f 2 → f 3) = 1
3
Z
(
f 3 → f 2) = 1
4
Z
(
f 3 → f 4) = 1
4
(8.49)
The central focus is the evolution of the low-energy peak whose spectral weight sums
up to 7/12 (= 1/3 + 1/4). Intra-atomic correlations which are usually described by
Hund’s rules yield the multiplets displayed schematically in Figure 8.11. The values for
the excitation energies are calculated from the Coulomb parameters of UPt3 adopting
j − j−coupling. In the atomic limit the model spectral function has a low-energy peak
resulting from transitions between the Hund’s rule ground state manifolds |f 2, J = 4, Jz〉
and |f 3, J = 9/2, Jz〉 as well as peaks corresponding to transitions into excited multiplets.
Due to the rotational invariance of the Coulomb interaction, the spectral functions do
not depend upon the magnetic quantum number jz. The spectral weights for the pho-
toemission and inverse photoemission parts, 1
10
∑
Jz
|〈f 2, J ′, Jz − jz|cjz |f 3, J = 9/2, Jz〉|2
and 1
9
∑
Jz
|〈f 3, J ′, Jz + jz|c†jz |f 2, J = 4, Jz〉|2 are easily obtained by expressing the matrix
elements in terms of reduced matrix elements and Clebsch-Gordan coefficients.The exci-
tation energies as well as the corresponding spectral weights are listed in Table III. We
should like to mention that there is no transition into the excited multiplet |f 2, J = 0〉.
The model therefore predicts 5f spectral weight at ≃ 1 eV binding energy in the
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PES BIS
Position / [eV] -1.06 0.00 0.00 1.60 2.73
Spectral weight 0.054 0.196 0.218 0.032 0.083
Table III: Positions and spectral weights of the atomic transitions in uranium. When added the
weight at energy position 0.00 of the particle and hole propagation is 0.414.
photoemission spectra from U-based heavy fermion compounds. The position of these
5f structures should not depend sensitively on the actual crystalline environment since
they result from intra-atomic excitations. The weights, however, will be altered by the
reconstruction of the ground state and the low-energy excitations in an extended solid
and may vary with chemical composition and temperature. These predictions seem to be
in agreement with recent experiments [400]. Recent photoemission studies by Fujimori et
al. [401] seem to indicate the presence of features in the proper energy range. The fact
that they cannot be attributed to LDA energy bands further supports our interpretation
in terms of multiplet side bands. An unambiguous identification, however, will require
resonant photoemission experiments.
F. Excitations in Copper-Oxide Planes
It is well known that the copper-oxide based perovskites which play a major role in
high-temperature superconductivity are strongly correlated electron systems. This is im-
mediately obvious by realizing that, e.g., La2CuO4 is an insulator and not a metal despite
the fact that with one hole per unit cell one would expect a half-filled conduction band.
Note that insulating behavior is found also above the antiferromagnetic transition tem-
perature and therefore is unrelated to the doubling of the unit cell when the material
becomes an antiferromagnet. Indeed, LDA calculations give an effective Coulomb repul-
sion of two d holes on a Cu site of Ud = 10.5 eV and a hopping matrix element of a hole
from a Cu 3dx2−y2 orbital to an O 2px(y) orbital of tpd = 1.3 eV. Therefore the bandwidth
is small as compared with Ud.
The strong correlations lead to a single-particle spectral density which is quite distinct
from the one of weakly correlated electrons. In fact, the excitations are dominated by
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Figure 8.12: Cu and O orbitals accounted for in the 3-band Hubbard Hamiltonian (8.54)
the internal degrees of freedom of the correlation hole so that the one-particle or coherent
part of Green’s function plays a secondary role here. This will become clear towards the
end of this section.
Again we shall use a model Hamiltonian although an ab initio calculation would be
highly desirable. We want to write it in hole representation in the form of a three-band
Hubbard or Emery model. The unit cell consists of one Cu 3dx2−y2 orbital and two O
2px(y) orbitals (see Fig. 8.12). The orbital energies are ǫd and ǫp. Two holes on a Cu site
repel each other with Ud and on a O site with Up. The hopping matrix element between
a Cu orbital and an O orbital is tpd and tpp between the orbitals of the two O atoms.
The parameter values can be derived from a constrained LDA calculation [402] with the
following results: Ud = 10.5 eV, Up = 4.0 eV, tpd = 1.3 eV, tpp = 0.65 eV, ǫp−ǫd = 3.6 eV.
It is helpful to first introduce a basis of oxygen orbitals which is diagonal with respect to
oxygen-oxygen hopping processes tpp. Let us denote the corresponding creation operators
by c†mkσ where m is an oxygen band index. Those bands have a dispersion
ǫm(k) = ǫp ± 2tpp [cos [k (r1 + r2)]− cos [k (r2 − r1)]] , (m = 1, 2) (8.50)
where the vectors r1 and r2 are shown in Fig. 8.12. Due to the different orientations of
the O 2px(y) orbitals, the sign of tpp depends on the direction. It is positive in the direction
r1 + r2, −(r1 + r2) and negative in the direction r1 − r2, r2 − r1.
Next we introduce a linear combination of oxygen orbitals which possesses the same
symmetry on a CuO4 plaquette as the tpd-matrix elements, i.e.,
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p†kσ =
∑
m
φmkc
†
mkσ , (8.51)
with
φmk = − i√
2
[sinkr1 ± sinkr2] . (8.52)
The model Hamiltonian we shall be using can thus be written as
H =
∑
mkσ
ǫm(k)c
†
mkσcmkσ + Up
∑
J
np↑(J)np↓(J) (8.53)
+ǫd
∑
kσ
d†kσdkσ + Ud
∑
I
nd↑(I)nd↓(I)
+2tpd
∑
kσ
(
p†kσdkσ + h.c.
)
.
As usual npσ(J) and ndσ(I) are the occupation number operator of the O 2px(y) orbital
on site J and of the Cu 3dx2−y2 orbital on site I, respectively.
With the help of the above Hamiltonian we calculate the spectral density of the Cu-O
planes, with and without hole doping. For that purpose we have to choose the right set of
relevant operators {An(k)}. They must include the most important microscopic processes
in the strongly correlated system which generate the correlation hole of an electron. First
of all, the hole operators
Ap(m,k) = p
†
mk , Ad(k) = d
†
k↑ , m = 1, 2 (8.54)
must be part of the set. They are supplemented by a number of local operators. In
order to suppress double occupancies of the d and p orbitals due to the large values of
Ud and Up, we must include d¯
†
↑ = d
†
↑(I)nd↓(I) and p¯
†
↑ = p
†
J↑np↓(J), i.e., their Fourier
transforms
Ad(k) =
1√
N
∑
J
e−ikRI d¯†I↑
Ap(k) =
1√
2N
∑
J
e−ikRJ p¯†J↑ (8.55)
180
where N is the number of Cu sites and there are two O sites per Cu site. In addition
we want to account for spin flips of d holes at Cu sites in combination with spin flips at
neighboring O sites. Those processes are important for the formation of a Zhang-Rice
singlet [403]. This is a singlet state formed by a hole at a Cu site and another one at a
nearest-neighbor O site.
The corresponding microscopic operator is
Af(k) =
1√
N
∑
I
e−ikRI p˜†I↑S
+
I (8.56)
where
p˜†Iσ =
1
2
(
p†1σ + p
†
2σ − p†3σ − p†4σ
)
(8.57)
is a superposition of the four O 2p orbitals which surround the 3d orbital of Cu site I.
The operator S+I = d
+
I↑dI↓. For a possible formation of triplet states also the operator
Aa(k) =
1√
N
∑
I
e−ikRI p˜†I↑nd↓(I) (8.58)
is needed. In order to describe charge transfer in the vicinity of an added hole we also
include
Ac(k) =
1√
N
∑
I
e−ikRIp†I↑p
†
I↓dI↓ . (8.59)
This completes the choice of the set {Aν(k)}. With 9 operators Aν(k) we have to diago-
nalize for each k point (9 x 9) matrices Lµν and χµν (see (8.12)). The static expectation
values which enter the matrix elements are determined from the spectral functions to
which they are related via
〈
ψ0
∣∣A†m(k)An(k)∣∣ψ0〉 = +∞∫
−∞
dωf(ω)Amn(k, ω) (8.60)
where f(ω) = [eβω + 1]−1 with β = (kBT )−1 is the Fermi distribution function. It
can be replaced by a step function. By solving Eq. (8.60) self-consistently the static
correlation functions are obtained. For more details we refer to the original literature
[404, 405]. The resulting density of states are shown in Figs. 8.13 for the half-filled
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Figure 8.13: Spectral density of Cu-O planes described by the Hamiltonian (8.54); (a) at half-
filling; (b) for 25 % hole doping. Solid and dashed lines show the Cu and O contributions. In the
hole doped case spectral density has been shifted from the upper Hubbard band to the region
near EF (dotted line). Parameters are Ud = 8, Up = 3, tpp = 0.5, tpd = 1, ǫp− ǫd = 4. Compare
also with Fig. 8.14. (After [404])
case as well as for 25% of hole doping. The two cases are supposed to simulate La2CuO4
and La2−xSrxCuO4, respectively. The agreement with results of exact diagonalization of a
small cluster containing four CuO2 units [406] is very good. It is noticed that at half filling
the system is insulating and a gap is present. Around ω = 0 one notices the O 2p band and
a 3d component due to hybridization. The upper Hubbard band is centered at 5tpd. The
structure near −7tpd results mainly from Ad(k) and is interpreted as the lower Hubbard
band. The peak near −4tpd comes mainly from Ac(k), i.e., from charge fluctuations.
The structure close to 2.5tpd marks the Zhang-Rice singlet state. It is important for the
interpretation of spectroscopic experiments [407]. When the system is doped with holes
the Fermi energy moves into the Zhang-Rice singlet band. Simultaneously there is a
transfer of spectral density taking place from the upper Hubbard band to energies below
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Figure 8.14: Schematic representation of the density of states of a Cu-O plane described within a
3-band Hubbard model. (a) independent electron approximation. A, B, NB denote antibonding,
bonding and nonbonding part; (b) splitting of the d band into a lower (LHB) and upper (UHB)
Hubbard band; (c) singlet-triplet splitting (S, T) S = Zhang-Rice singlet
EF .
As mentioned at the beginning of this section we are dealing here with a situation where
the internal degrees of freedom of the correlation hole dominate the spectral density. This
is most clearly seen by comparing the density of states for the half-filled case with the one
obtained in the independent electron approximation. The latter is shown in Fig. 8.14a. It
consists of a bonding, nonbonding and antibonding part. The splitting of the d electron
contributions into a lower and upper Hubbard band is schematically shown in Fig. 8.14b
and the singlet-triplet splitting in Fig. 8.14c. The difference between Figs. 8.13a and b
demonstrates nicely the effect of the excitations of the correlation hole.
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IX. SUMMARY AND OUTLOOK
The different topics we have discussed in this review concern mainly low energy ef-
fects of strongly correlated electrons, though not exclusively. In Sec. VIII we have also
given examples of high energy features like shadow bands, satellites and kink effects which
originate from strong electron correlations. Low energy effects are mainly due to heavy
quasiparticles consisting of an electron with its (rigid) correlation hole. The latter is very
pronounced when correlations are strong and therefore an electron moves with a reduced
Fermi velocity through the system dragging the correlation hole with it. Low temper-
ature properties are strongly influenced by the effective mass of the quasiparticles. Im-
portant examples are Ce-based heavy fermion metals where an interplay of strong on-site
4f Coulomb correlations and hybridization with conduction electrons leads to the heavy
quasiparticle mass. These features may be described within Renormalized Band Theory
by assuming periodic scattering with a resonant phase shift. In this way one obtains the
proper heavy quasiparticle bands and the Fermi surface. In recent years it has been re-
alized that in U-based heavy fermion compounds like, e.g., UPd2Al3 heavy quasiparticles
originate from a special mechanism: the 5f electrons form a two-component system with
partly itinerant and partly localized orbitals and the renormalization of the former via
intra-atomic excitations of the localized 5f electrons leads to strong mass enhancements.
In fact, this mechanism has also been identified as the origin of superconductivity in
UPd2Al3 which is not based on electron-phonon interactions.
We have also given examples where the low energy excitations cannot simply be de-
scribed by a Fermi liquid of heavy quasiparticles. In general, even in weakly correlated
metals, one expects non-Fermi liquid behavior close to quantum phase transitions. The
earliest examples are the logarithmic corrections to the linear specific heat term coming
from electrons dressed by paramagnon excitations close to a quantum critical point of fer-
romagnetism. By now numerous examples of mostly Ce-based heavy fermion metals have
been found where the vicinity to an AF quantum phase transition leads to pronounced
non-Fermi liquid anomalies. Their microscopic understanding is still at an early stage.
A different type of deviation from the Fermi liquid picture emerges in strongly corre-
lated electron compounds which exhibit Wigner-lattice type charge order as is the case
e.g., in Yb4As3. Here spin and charge degrees of freedom which are responsible for low
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energy excitations may belong to different types of electrons, i.e., they appear to be sepa-
rated. In the example of Yb4As3 the spin degrees of freedom involve 4f holes of Yb while
the charge degrees of freedom were found to be due to As 4p holes. The spins of 4f holes
are aligned along chains and then the 1D neutral spinon excitations cause the large linear
specific heat term while light 4p holes carry the current.
Quite generally charge ordering in 3d or 4f mixed valent systems is a promising route
to obtain low-dimensional spin structures. An example is NaV2O5. There the 1D spin ex-
citations that emerge via charge ordering interact with the lattice leading to a spin-Peierls
type dimerization and spin-gap formation. An even stronger kind of lattice coupling occurs
in the manganites which leads to polaron formation. The intersite Coulomb correlations
then drive charge order of polaronic quasiparticles as observed in the bilayer-manganites.
The non-stoichiometric compounds of this class are examples of strong Hund’s rule cor-
relations of itinerant (eg) and localized (t2g) electrons. This leads to almost ideal 2D
ferromagnetic order driven by kinetic or double exchange mechanisms.
Another deviation from a simple Fermi liquid heavy-quasiparticle description was found
for the Hubbard model on a square lattice at a particular range of doping and for U above
the critical value of the metal-insulator transition for half filling. Here the excitations were
of a form previously termed marginal Fermi liquid and suggested to explain some of the
properties of layered cuprates.
High-energy features of strongly correlated electrons result on the other hand from
excitations of internal degrees of freedom of the correlation hole. While the slowly moving
quasiparticle has a low excitation energy the internal excitations of its cloud correspond to
high energies and show up as satellite structures in photoelectron spectroscopy. Examples
were given in Sec. VIII.
In which direction will research on the theory of strongly correlated electrons develop
in the future? Here one can only speculate at the risk of being completely wrong. Firstly
there is the field of electronic structure calculations. After LDA based density functional
calculations turned out to describe insufficiently strongly correlated electrons they were
combined successfully with other approaches to improve on the shortcomings. As dis-
cussed in this review Renormalized Band Structure calculations showed considerable pre-
dictive power. But also LDA+U and LDA+GW schemes have been applied and yielded
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insight into strongly correlated electrons. However the more corrections are added to
the original approximation to density functional theory like LDA, the less controlled the
results are. Double counting of correlation contributions or screening is one of the uncer-
tainties, accounting for the spatial extend of the correlation hole is another. The latter is
a problem which also dynamical mean field theory (DMFT) is facing in its present form.
Extension of that theory to clusters [366] are desirable but difficult to realize in prac-
tice. This suggests that over the long run wavefunction-based approaches using quantum
chemical methods may be a possible solution to the problem. They are technically very
demanding but they are well controlled and allow for a detailed understanding of different
correlation processes. They may have a great future [41].
Exact diagonalizations will certainly also play their role in the future. Usually they
use model Hamiltonians with model parameters obtained from single particle LDA(+U)
calculations. With increasing possibilities to treat larger clusters they will lead to much
new insight into the nature of the correlated ground state as well as the excitations
responsible for low temperature thermodynamic anomalies.
Analyses of the excitation spectrum of correlation holes seem to be a very promising
field. By projecting the calculations onto a few selected variables which represent the
most important degrees of freedom, insight may be gained about the relative importance
of different correlations. We expect considerable extensions of our understandings of ele-
mentary excitations here. As was shown in Sec. VII in special lattices (here geometrically
frustrated ones) it may happen that an electron added to the system may separate into
two parts when correlations are strong. This may give raise to charge fractionalization, a
phenomenon known from the fractional quantum Hall effect (FQHE) [40]. Even if there
is a weak restoring force between the two parts we would have ”quasiparticles” of con-
siderable spatial extent. They would have little in common with the usual picture of an
electron surrounded by a correlation hole. Interestingly enough, certain analogies to field
theories in elementary particle physics do appear here when dealing with confinement
and deconfinement [314, 317]. After all, why should nature restrict itself to realize certain
basic properties only in one particular field of physics and not in others too.
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List of acronyms
AF antiferromagnet
ARPES angle resolved photoemission spectroscopy
BEC Bose Einstein condensation
BZ Brillouin zone
CDW charge density wave
CEF crystalline electric field
CMR colossal magnetoresistance
CO charge order
CPA coherent potential approximation
DE double exchange
dHvA de Haas-van Alphen
DOS density of states
DM Dzyaloshinsky-Moriya
DMFT dynamical mean-field theory
EHM extended Hubbard model
e-p electron-phonon
FL Fermi liquid
FM ferromagnet
FQHE fractional quantum Hall effect
FS Fermi surface
HF heavy fermion or Hartree-Fock
ICM incommensurate magnet
INS inelastic neutron scattering
ISSP Ising-spin-Peierls
ITF Ising model in transverse field
JT Jahn-Teller
JW Jordan-Wigner
KS Kondo singlet
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LDA local density approximation
LSDA local spin density approximation
n.n. nearest neighbor
n.n.n. next nearest neighbor
NCA non-crossing approximation
NFL non-Fermi liquid
NMR nuclear magnetic resonance
ODLRO off-diagonal long range order
PM paramagnet
QCP quantum critical point
QMC quantum Monte Carlo
QPT quantum phase transition
RPA random phase approximation
RKKY Ruderman-Kittel-Kasuya-Yoshida
SCF self consistent field
SCPM self consistent projection method
SDW spin density wave
TB tight binding
WFM weak ferromagnet
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