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Abstract The elastic task model, a significant development in scheduling of
real-time control tasks, provides a mechanism for flexible workload manage-
ment in uncertain environments. It tells how to adjust the control periods
to fulfill the workload constraints. However, it is not directly linked to the
quality-of-control (QoC) management, the ultimate goal of a control system.
As a result, it does not tell how to make the best use of the system resources to
maximize the QoC improvement. To fill in this gap, a new feedback schedul-
ing framework, which we refer to as QoC elastic scheduling, is developed in
this paper for real-time process control systems. It addresses the QoC directly
through embedding both the QoC management and workload adaptation into
a constrained optimization problem. The resulting solution for period adjust-
ment is in a closed-form expressed in QoC measurements, enabling closed-loop
feedback of the QoC to the task scheduler. Whenever the QoC elastic sched-
uler is activated, it improves the QoC the most while still meeting the system
constraints. Examples are given to demonstrate the effectiveness of the QoC
elastic scheduling.
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1 Introduction
Real-time process control systems are conventionally designed to perform pe-
riodic feedback control actions at fixed control periods. Digital control theory
has been well established to support this design methodology. Corresponding
to the fixed-period control techniques, the fixed worst-case scenarios of task
scheduling and workload management have also been extensively investigated
for providing some hard or soft timing behavior guarantees to real-time tasks.
However, the computing environment and the available resources of a con-
trol system may change over time. For example, a new control task may be
added into the control system at runtime, resulting in a reduction in the com-
puting resources allocatable to the existing control tasks. A change in control
mode for some control loops, e.g., from start-up to normal control or from
normal control to shut-down, also demands re-allocation of the computing
resources among the control tasks. These and many other scenarios require
flexible workload management and runtime resource allocation.
For real-time process control systems, the control periods of the control
tasks can be made adjustable in a certain range, opening a door for co-design
of control and scheduling to adapt the changing environment of the system.
The benefits of relaxing the periodicity assumption are discussed in Anta and
Tabuada (2009) for networked control systems. If the system is not overloaded,
a shorter control period usually leads to better quality of control (QoC) but
consumes more computing resources. However, in overload conditions, enlarg-
ing the control period generally benefits the QoC improvement through reduc-
ing excessive computing workload. Therefore, a compromise has to be made
to balance the processor workload and the control performance.
Among several methods dealing with dynamic control period assignment,
the elastic task model (Buttazzo et al, 2002) is a significant development,
which provides a mechanism for flexible workload management in uncertain
environments. The recent work in Chantem et al (2009) enables theoretic inves-
tigations into the elastic scheduling in an optimization framework, facilitating
further development of period adjustment methods using optimization theory.
The elastic scheduling aims to manage the system workload such that the
multiple control tasks are always schedulable in uncertain environments (But-
tazzo et al, 2002). Through adjusting the control periods, it allocates the
computing resources dynamically among the control tasks to maximize the
workload management performance while still meeting the schedulability re-
quirement (Chantem et al, 2009). However, the elastic scheduling is not di-
rectly linked to the ultimate goal of a control system: the QoC management.
It neither tells how to make the best use of the system resources to maximize
the QoC improvement nor gives a solution that allows feedback of the QoC
measurements to the elastic scheduler. As a result, it does not directly manage
the QoC performance. This motivates the research of this work.
Addressing the QoC explicitly, this paper proposes a QoC elastic scheduling
framework for real-time process control systems. This is achieved through two
steps: (1) to embed both the QoC management and workload adaptation into
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an objective function; and (2) to optimize this objective function against the
selection of the control periods subject to a number of system constraints. The
resulting optimal solution is in a closed-form expressed in QoC measurements,
enabling direct and closed-loop management of the QoC.
The rest of this paper is organized as follows: Following this introductory
section, Section 2 reviews related work and motivates this research. Section
3 introduces some definitions and notations. Section 4 briefly discusses the
basic elastic task model and develops some new insights into the model. The
main results of the QoC elastic scheduling are developed in Sections 5 and
6. Examples are given in Section 7 to demonstrate the proposed QoC elastic
scheduling. Finally, Section 8 concludes the paper.
2 Related Work
The control period of a control loop is a fixed parameter in classical control
design. It is chosen before the controller is implemented and tuned. A common
rule of thumb is to choose the sampling frequency (and thus the control fre-
quency) to be 4 to 20 times the bandwidth of the closed-loop system. A˚stro¨m
and Wittenmark (1997) suggested to choose the sampling period such that
(the period)×(the natural frequency of the plant) is between 0.2 and 0.6.
Considering both the QoC improvement and workload constraints, Seto
et al (1996) investigated how to choose the fixed sampling frequencies such that
all control tasks are schedulable and the QoC performance is maximized. The
method was also extended to systems with analytically redundant controllers
(Chandra et al, 2003). Palopoli et al (2005) presented an approach to optimize
a robustness metric, i.e., the stability radius, in scheduling of control tasks.
In this approach, the control periods are considered as decision variables. All
these references deal with fixed control periods, while our work in this paper
handles variable control periods.
In comparison with fixed-period sampling, variable-period sampling is shown
to give better control performance for some simple systems (A˚stro¨m and Bern-
hardsson, 2002). Along this direction, Tabuada (2007) proposed an event-
triggering real-time scheduling scheme with a variable control period to sta-
bilize control tasks. Henningsson et al (2008) explored two sporadic control
schemes for first-order linear stochastic systems. Recently, Wang and Lemmon
(2009) showed how a self-triggering scheme can stabilize a control system. In
this scheme, when the system state is sampled, the system decides the next
sampling instant along with the new control signal. All those methods deal
with a single control task, while the work presented in this paper investigates
multitasking scheduling.
Adaptation of control periods has been investigated for workload manage-
ment in real-time control systems. Anta and Tabuada (2009) discussed the
benefits of relaxing the periodicity assumption for networked control systems.
Several linear and non-linear programming approaches were developed with
different complexity of computing for adaptive period scaling (Beccari et al,
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2005). Cervin (2003) developed a method incorporating with the Earliest-
Deadline-First (EDF) scheduling policy to re-scale the periods when the pro-
cessor is overloaded. A feedback scheduling scheme was proposed by Buttazzo
and Aneni (2002) to automatically adjust the task periods without knowing
the actual computation times of the tasks. With QoS management and task
period adjustment, an adaptive reservation based approach was developed by
Abeni et al (2005) for dynamic scheduling of real-time systems for workload
maintenance. Amirijoo et al (2007) presented a scheduling method to support
the specified performance of real-time control systems with limited resources
and unpredictable workload. All those reported approaches focus on multi-
tasking schedulability and workload management. They do not address the
QoC directly, which is the ultimate goal of a control system, but the work
presented in this paper will do.
Attempting to address the QoC, Cervin et al (2002)) proposed a feedforward-
feedback scheduling approach for real-time control tasks in an optimization
framework with linear and quadratic cost functions. This was a significant
work because it made an effort to approximate the QoC in task scheduling de-
sign. Buttazzo et al (2007)) studied QoC management in overload conditions
for real-time control systems. They attempted to link the QoC to the elastic
task model for period adaptation. However, these two typical approaches did
not feed the actual QoC back to the scheduler. As a result, the QoC man-
agement was in open-loop, implying that direct QoC management was not
achieved. In contrast, this paper investigates closed-loop QoC management in
real-time control task scheduling.
Linking task schedulability directly to the QoC, a hierarchical feedback
QoC management framework was proposed in Tian et al (2011) for real-time
control systems with multiple control tasks. It uses a task decomposition mode
for continuous QoC evaluation, and then dynamically adjusts the control peri-
ods for QoC improvement. If the total requested workload exceeds the desired
value, global adaptation of control periods is triggered for workload main-
tenance. A sufficient stability condition is also derived for a class of control
systems with delay and period switching. In comparison with the approach de-
veloped in Tian et al (2011) which is based on heuristic rules, the QoC elastic
scheduling in this paper will be established from mathematical optimization.
The idea of dynamical allocation of processor resources based on the plant
state information was proposed in Marti et al (2004). Later, Henriksson and
Cervin (2005) investigated the problem of optimal online sampling period as-
signment, and proposed a suboptimal solution. In this method, a periodic
scheduler was required to compute the control periods based on a finite hori-
zon predicted cost, demanding significant computational effort. Recently, Ben
Gaid et al (2009) developed a similar approach in which a particular atten-
tion was paid to reducing the computational complexity. Despite its significant
achievements in overhead reduction, the approach in Ben Gaid et al (2009)
is tightly coupled with the process dynamics and thus requires good process
models. However, accurate process models may not be available in many indus-
trial process control applications (Tian et al, 2003). Different from this type
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of approaches based on process models, the QoC elastic scheduling presented
in this paper does not require accurate process models explicitly.
Recently, a Draco dynamic resource management system is proposed for
resource-constrained control tasks (Marti et al, 2009). It optimizes an objec-
tive function with respect to the task rates and subject to some task rate
constraints. Conceptually dependent on the task rates and the plant state, the
objective function is approximated by a Taylor series, which is a slight exten-
sion to the linear and quadratic approximation in Cervin et al (2002). Despite
its mathematical soundness, such an approximation makes the objective func-
tion lose its physical insight. For example, under the linear approximation, an
optimal solution from Marti et al (2009) is to allocate all available slack to the
control task with the maximum value of the objective function component. If
another control task has the same value, no slack resource is available at all.
From the control perspective, this is not an optimal strategy because it does
not always improve the overall QoC the most. In comparison, this paper will
present a QoC elastic scheduling framework that re-distributes the available
processor resources among all control tasks to maximize the QoC improvement
of the overall control system whenever the scheduler is activated.
A significant development in this area is the elastic scheduling by Buttazzo
et al (2002) and Buttazzo and Aneni (2002), who considered control period
adjustment explicitly in task scheduling for flexible workload management. In
particular, the elastic compression algorithm presented in Buttazzo et al (2002)
is elegant and powerful for practical implementations. The elastic scheduling
has also been investigated for other applications, e.g., in elastic DVS manage-
ment (Marinoni and Buttazzo, 2007) and in an adaptive fair sharing controller
with nonlinear elastic scheduling (Ushio et al, 2007). Recently, Chantem et al
(2009) have proven that the elastic compression algorithm gives an optimal so-
lution to a quadratic programming problem, and have further generalized the
elastic scheduling for more complicated scenarios in real-time control systems.
The most significant contribution from Chantem et al (2009) is that they have
put the elastic scheduling into a rigorous optimization framework, facilitating
further theoretical development of the elastic scheduling.
Despite significant developments in elastic scheduling for real-time con-
trol, technical gaps also exist in this area. Like many other period adaptation
methods, the existing elastic scheduling methods focus on the schedulability
of control tasks. They tell how to adjust the control periods and workload
when there is a request for period adjustment, but do not provide direct QoC
management in a closed-form that feeds the actual QoC measurements back to
the scheduler. This means that the workload is allocated no matter how poor
or how well the control loops behave. The QoC has been inherently assumed
to be satisfactory when the task set is made schedulable. However, this is
generally not true in control practice. Task schedulability does not necessarily
mean satisfactory QoC, which is the ultimate objective in a real-time control
system. The QoC elastic scheduling presented in this paper is significantly
different from the standard elastic task model in the sense that the QoC is
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directly managed in a closed-form that enables feedback of the actual QoC
measurements to the QoC elastic scheduler.
3 Definitions and Notations
Consider a real-time control system consisting of multiple single-input-single-
output (SISO) plants and a uniprocessor controller. Each plant is controlled
by a periodic real-time control task running on the controller. For n plants,
there are n control tasks, as shown in Fig. 1.
Fig. 1 A control system with n real-time control tasks.
Define an integer set I = {1, · · · , n}, where n ≥ 1. Let Gpi denote the ith
plant, i ∈ I. The setpoint and output of the ith plant Gpi are represented by
ydi and yi, respectively, i ∈ I. The control error of the ith control loop for Gpi
is ei = yi − ydi, i ∈ I. The variation of ei from the last period to the current
period is denoted by e˜i = ei−e
old
i . It is the one-step difference in ei, and varies
over time as long as the loop is not at its steady state.
The controller for the ith plant Gpi is denoted by Gci, i ∈ I. It is imple-
mented as a periodic task Ti(ci, di, pi), where ci, di and pi are the worst-
case execution time, deadline and period, respectively. It is assumed that
di = pi ∀ i ∈ I in this work unless otherwise specified explicitly. All control
tasks form the task set T = {T1, · · · , Tn}.
The processor workload (or utilization) of the ith control task Ti is Ui =
ci/pi, i ∈ I. Define the workload set U = {U1, · · · , Un}. To execute all n tasks
in the task set T on the uniprocessor controller, the total requested workload
is U =
∑n
i=1 Ui. The setpoint of the total workload of these control tasks is
denoted by Ud, which can be interpreted as the processor resources available to
the task set T. The terms “workload”, “utilization” and “processor resources”
are used interchangeably in this paper when there is no confusion.
The schedulability of n periodic control tasks on a uniprocessor controller
largely depends on the total requested workload U and the scheduling policy
in use. A necessary condition for the schedulability is U ≤ 1. This is also a
sufficient condition when the EDF scheduling policy is employed. However,
schedulability analysis for the popular fixed priority (FP) scheduling policy
is more complicated. When the rate monotonic (RM) algorithm is adopted
with the FP, a sufficient condition for the schedulability of n periodic tasks is
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U ≤ n
[
2(1/n) − 1
]
provided there are no preperiod deadlines and no intertask
interference other than simple preemption (Liu and Layland, 1973). As this
is not a necessary condition, sometimes a particular set of tasks may have a
U above this bound and still be schedulable with the FP. The existing elastic
scheduling methods (Chantem et al, 2009; Buttazzo and Aneni, 2002; Buttazzo
et al, 2002) have employed the EDF in order to simplify the schedulability
analysis, and so does this work.
For period adjustment, assume that the period pi can be adjusted between
its lower bound pmini and upper bound p
max
i , 0 < p
min
i ≤ pi ≤ p
max
i , i ∈ I.
When pmini = pi = p
max
i , a fixed period is assigned to the ith task. Corre-
sponding to pmini and p
max
i are the upper and lower workload bounds U
max
i =
ci/p
min
i and U
min
i = ci/p
max
i , respectively, with the constraints 0 < U
min
i
≤ Ui ≤ U
max
i , i ∈ I.
The distances of a variable Z from its upper and lower bounds are denoted
by margins Z and Z, respectively,
Z = Zmax − Z ≥ 0, Z = Z − Zmin ≥ 0 (1)
where Z can be U, p, and Ui and pi for i ∈ I, respectively. The workload
margins will be used later in the development of the QoC elastic scheduling.
Moreover, additional variables and notations are also used in discussions
of process dynamics and controller design. Without sacrificing the readability
of the paper, they will be introduced later when they appear.
4 Basic Elastic Scheduling
This section briefly discusses the basic elastic task model and develops some
new insights into the elastic scheduling. It will make our development of QoC
elastic scheduling in Section 5 easier.
The elastic scheduling for period adaptation of n periodic control tasks
(Buttazzo and Aneni, 2002; Buttazzo et al, 2002) is described in Chantem
et al (2009) as:
min
Ui∀i∈I
JU =
∑n
i=1 wi(U
max
i − Ui)
2
s.t.:
∑n
i=1 Ui ≤ Ud, Ui ≥ U
min
i , Ui ≤ U
max
i , ∀ i ∈ I
(2)
Firstly, let us investigate all possible scenarios of the constraints in Eq. (2)
under wi > 0 ∀i ∈ I. The following Lemma 1 is a mathematical statement of an
infeasible design, which requests more utilization than the physically available
one. The existence and uniqueness of the solution to the optimization problem
in Eq. (2) are confirmed in Lemma 2 when the allocatable workload Ud just
meets the minimum workload requirement, and in Lemma 3 when Ud meets
or exceeds the maximum workload requirement, respectively.
Lemma 1 The optimization problem in Eq. (2) does not have a feasible solu-
tion if
∑n
i=1 U
min
i > Ud.
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Lemma 2 If
∑n
i=1 U
min
i = Ud is satisfied, then the optimization problem in
Eq. (2) has a unique solution Ui = U
min
i ∀ i ∈ I.
Lemma 3 If
∑n
i=1 U
max
i ≤ Ud holds, then the optimization problem in Eq.
(2) has a unique solution Ui = U
max
i ∀ i ∈ I.
When Ud is more than enough for the minimum workload requirement but
not sufficient for the maximum workload requirement, i.e.,
∑n
i=1 U
min
i < Ud
and
∑n
i=1 U
max
i > Ud, Chantem et al. (2009) state in their Lemma 1 that the
optimal solution to Eq. (2) satisfies
∑n
i=1 Ui = Ud and Ui 6= U
max
i for i ∈ I.
The following Lemma 4 is their Theorem 1 for the optimal solution.
Lemma 4 (Theorem 1 of Chantem et al (2009)) Given the optimization
problem in Eq. (2) and
∑n
i=1 U
max
i > Ud and
∑n
i=1 U
min
i ≤ Ud, let Û =∑
Ui 6=Umini
Umaxi +
∑
Ui=Umini
Umini . A solution to the problem, Ui, is optimal
if and only if
Ui = U
max
i −
1/wi∑
Uj 6=Uminj
(1/wj)
(Û − Ud), (3)
for Û > Ud and Ui > U
min
i , and Ui = U
min
i otherwise.
Now, consider the scenario with wi = 0 for some i ∈ I (but not all wi’s are
zero) in the optimization index JU in Eq. (2). If wi = 0, JU in Eq. (2) does not
involve Ui explicitly. Chantem et al. (2009) claim that in this case the value
of JU does not change regardless of what Ui value is used, and thus suggest to
arbitrarily choose Ui = U
min
i . However, the following theorem indicates that
the value of JU does change as the value of Ui changes, and Ui = U
min
i that
they have arbitrarily chosen gives the optimal solution.
Theorem 1 Given the optimization problem in Eq. (2) and
∑n
i=1 U
max
i > Ud
and
∑n
i=1 U
min
i ≤ Ud, let Ûi6=m =
∑
{Ui 6=Umini ,i6=m}
Umaxi +
∑
{Ui=Umini ,i6=m}
Umini .
If wm = 0 for an integer m ∈ I, then the solution {Ui} given in Lemma 4 for
i, j 6= m and Û and Ud being respectively replaced by Ûi6=m and Ud − Um,
together with any value of Um ∈ [U
min
m , U
max
m ], is a feasible solution. More-
over, the solution {Ui} given in Lemma 4 for i, j 6= m and Û and Ud being
respectively replaced by Ûi6=m and Ud − Um, together with Um = U
min
m , is the
optimal solution.
Proof When wm = 0, re-arrange Eq. (2) as
min JU =
∑n
i=1 wi(U
max
i − Ui)
2
s.t.:
∑
i6=m Ui ≤ Ud − Um, Ui ≥ U
min
i , Ui ≤ U
max
i , ∀ i ∈ I
(4)
The solution {Ui} given in Lemma 4 for i, j 6= m with Û and Ud being re-
spectively replaced by Ûi6=m and Ud − Um, together with any value of Um ∈
[Uminm , U
max
m ], still meets the constraints in Eq. (4). Thus, they form a feasi-
ble solution. As Um changes in the range [U
min
m , U
max
m ], there are an infinite
number of such feasible solutions.
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JU does not involve Um explicitly, but its value is affected by Um indirectly
through the constraint
∑
i6=m Ui ≤ Ud −Um and the expression of Ui given in
Lemma 4 for i, j 6= m with Û and Ud being respectively replaced by Ûi6=m and
Ud − Um. Only those Ui’s with Ui < U
max
i contribute to JU. It follows that
JU =
∑
{Ui 6=Umaxi ;i,j 6=m}
(
Ûi6=m − Ud + Um
)2
wi
(∑
{Uj 6=Uminj ,j 6=m}
1
wj
)2 (5)
It is seen from Eq. (5) that JU varies as Um changes in the range [U
min
m , U
max
m ],
and takes its minimum when Um = U
min
m . This completes the proof.
If all wi’s are zero, we have the following remark:
Remark 1 If wi = 0 holds for all i ∈ I, then the problem in Eq. (2) is not an
optimization problem anymore. As a result, any period selection meeting the
constraints in Eq. (2) would work. In particular, choosing Ui = U
min
i ∀ i ∈ I
in this case would save the computing resources the most.
5 QoC Elastic Scheduling Theory
In order to address the QoC directly in the elastic scheduling, the QoC of a
real-time control system needs to be measured and fed back to the scheduler
in real-time. This section starts with characterization of the QoC for period
adaptation of real-time control tasks. Then, it proposes a new optimization
framework, which we referred to as QoC elastic scheduling, to directly link
the QoC to the period adjustment and workload management. After that,
theoretical results are derived from the QoC elastic scheduling framework.
5.1 QoC Characterization
The QoC of a control loop can be characterized by some sort of control per-
formance indices (Buttazzo et al, 2007; Shin et al, 1985). Depending on the
applications, the performance indices used for QoC evaluation can be dif-
ferent. A commonly used performance index is the following quadratic func-
tion, which considers both the deviation of the system state (or output) and
the energy consumption of the control: Ji =
∫ t
0
(
eTi Qiei + u
T
i Riui
)
dt, i ∈ I,
where ei is the control error, ui is the control signal, and Qi and Ri are
matrices of appropriate dimensions, respectively. Under linear feedback con-
trol ui = −Kiei, where Ki is the controller gain, this quadratic index is
reduced to Ji =
∫ t
0
eTi (Qi + K
T
i RiKi)eidt, i ∈ I. For SISO systems which
would be the focus of the theoretical development in this paper, all vari-
ables and matrices in the performance index Ji become scalars. It follows that
Ji = (qi + rik
2
i )
∫ t
0
e2i dt, i ∈ I, where qi, ri and ki are scalar forms of Qi, Ri
and ki, respectively. Thus, the QoC can be characterized by an integral form
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of e2. As qi+ riK
2
i is a constant, optimizing this Ji is equivalent to optimizing
the integral of squared error (ISE):
ISEi =
∫ t
0
e2i dt, i ∈ I (6)
Other popularly used QoC metrics with the integral form of e are the integral
of absolute error (IAE) and the integral of timed absolute error (ITAE):
IAEi =
∫ t
0
|ei|dt, ITAEi =
∫ t
0
t|ei|dt, i ∈ I (7)
All these performance indices and their variants with the integral form of
the control error are useful in evaluating the QoC over a period of time, and
have been successfully applied in optimal control, where the instantaneous
plant output is fed back to the controller for control computation. It is worth
mentioning that although these performance indices all have an integral form of
the control error, each of them relates to a different problem in control design.
For more discussions on this topic, refer to some control theory textbooks,
e.g., A˚stro¨m and Wittenmark (1997); A˚stro¨m and Ha¨gglund (1995).
It is also noticed that these performance indices never decrease over time.
They reflect the accumulative performance rather than the instantaneous per-
formance. The use of such performance indices in optimal control also demands
significant computational effort in general. Inspired by the idea of feeding the
instantaneous controlled variable back to the controller for control computa-
tion, this paper proposes to feed an instantaneous QoC index back to the
elastic scheduler for period adaptation. A similar idea has also been used in
Tian et al (2011).
In order to define an instantaneous QoC performance index to drive the
period adjustment in the task scheduler, let us examine some typical scenarios
of period adjustment requirements for a control loop:
1. If the control performance is not acceptable, more frequent control actions
should be scheduled. How do we know the control performance is not ac-
ceptable? A big |ei| is a good indicator.
2. If the control performance is deteriorating, more frequent control actions
should be scheduled (even with a small |ei|). What tells us the performance
is deteriorating? A big |e˜i| can be a good measure in many cases.
3. If the control performance is improving, less frequent control actions can
be scheduled to save computing resources. A decrease in some sort of com-
bination of |ei| and |e˜i| shows the improving performance.
4. If a control loop reaches its steady state, its control period can be scheduled
to its upper limit pmaxi to save computing resources. At the steady state,
both |ei| and |e˜i| will be around zero.
Therefore, the following index Ei is defined to characterize the instanta-
neous QoC of the ith control loop to drive our dynamic period assignment
(Tian et al, 2011):
Ei = αi|ei|+ (1− αi)|e˜i|, αi ∈ [0, 1], i ∈ I (8)
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where αi is a weight. It is a linear combination of |ei| and |e˜i| through a single
parameter α, and thus is the simplest form among all possible forms when both
|ei| and |e˜i| are considered. Additional information, e.g., eie˜i that captures
whether the QoC is improving or deteriorating, may also be introduced into
the QoC index; but this requires an additional parameter and thus introduces
extra complexity. Therefore, this paper employs the instantaneous QoC index
defined in Eq. (8) for our investigation into the QoC elastic scheduling.
5.2 Problem Formulation
For a control system with n real-time control tasks, we hope to minimize an
objective function JE expressed in {Ei} which characterizes the QoC. Linear
and quadratic objective functions are the simplest forms, i.e.,
min
Ui∀i∈I
JE =
∑n
i=1 wiEi Or: JE =
∑n
i=1 wiE
2
i
s.t.:
∑n
i=1 Ui ≤ Ud, Ui ≥ U
min
i , Ui ≤ U
max
i , ∀ i ∈ I,
(9)
where wi ≥ 0 is a weight, and Ei is defined in Eq. (8). While the optimization
problem in Eq. (9) has its insight in optimizing the QoC with respect to the
control periods, it is not well linked to the workload management. Also, the
problem is difficult to solve in practice because Ei is not expressed explicitly
in pi or Ui. The settings of Ui affect Ei in a complicated manner though linear
or quadratic approximation might be useful (Seto et al, 1996; Chandra et al,
2003; Cervin et al, 2002; Eker et al, 2000).
For simultaneous consideration of both the QoC and the workload of a
control system with multiple control tasks running on the controller, the ob-
jective function of the optimization should involve both the QoC performance
index and the workload performance index. Instead of trying to approximate
the QoC index Ei in terms of pi or Ui (Seto et al, 1996; Chandra et al, 2003;
Cervin et al, 2002; Eker et al, 2000), considering Ei as a constant over a cer-
tain period of time and then embedding this constant into the basic elastic
task model would provide an effective way for both QoC management and
workload adaptation. In formulating the scheduling optimization problem, we
attempt to achieve a closed-form solution expressed in the QoC measurements
to enable closed-loop feedback of the QoC to the task scheduler. Thus, a spe-
cial attention is paid to the issue on how to embed the QoC into the elastic
scheduling. For the same reason, the workload margin variables {U i}, instead
of {Ui}, will be used to establish the QoC elastic scheduling framework.
Following the above discussions, four objective functions may be defined
using both Ei and U i. They are:
JUE =
∑n
i=1 wiEiU i; JUE =
∑n
i=1 wiE
2
i U i;
JUE =
∑n
i=1 wiEiU
2
i ; JUE =
∑n
i=1 wiE
2
i U
2
i .
(10)
As Ei is computed from the plant measurements and the optimization is con-
ducted with respect to {pi} (or equivalently {U i}), the first two objective
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functions lead to simplex optimization problems, while the last two result in
quadratic optimization problems that represent an effort to optimize an energy
function of the system. This paper limits its focus on quadratic optimization
due to its explicit physical insights. Particularly, the following quadratic opti-
mization framework is investigated in detail for QoC elastic scheduling:
min
Ui∀i∈I
JUE =
∑n
i=1 wiEiU
2
i
s.t.:
∑n
i=1 U i ≥ U
max − Ud, U i ≤ U
max
i − U
min
i , U i ≥ 0, ∀ i ∈ I.
(11)
The results derived from this optimization framework will be extended later
to the optimization problem for the objective function JUE =
∑n
i=1 wiE
2
i U
2
i ,
the last objective function in Eq. (10).
5.3 Main Results
Under the optimization framework in Eq. (11), all results given in Section 4
are also true with wi and Ui there being replaced by wiEi and U
max
i − U i
here, respectively. But the interpretation and physical insights of the results
are different under the new QoC elastic scheduling framework.
In parallel to Lemmas 1 to 3 in Section 4 for the standard elastic scheduling,
the following statements are for the QoC elastic scheduling. The optimization
problem in Eq. (11) does not have a feasible solution if
∑n
i=1 U
min
i > Ud. It
has a unique solution Ui = U
min
i ∀ i ∈ I if
∑n
i=1 U
min
i > Ud. Moreover, it
gives a unique solution Ui = U
max
i ∀ i ∈ I if
∑n
i=1 U
max
i ≤ Ud holds, which
implies that the system has more than sufficient computing resources.
Let us consider another special case before presenting our main results.
When all n loops have reached their respective steady states, all Ei’s become
zero. This implies that all weights wiEi = 0 ∀ i ∈ I in the index JUE of Eq.
(11). According to Remark 1 and Eq. (1), we have the following remark:
Remark 2 If all n loops are in their respective steady states, the problem in
Eq. (11) is no longer an optimization problem. Thus, any period selection
satisfying the constraints in Eq. (11) would work. In practice, we would prefer
to choose pi = p
max
i ∀ i ∈ I in this case to save computing resources. The
corresponding workload becomes Usteady state = U
min =
∑n
i=1(ci/p
max
i ).
The following theorem states that if some, but not all, wi’s or Ei’s are zero,
the corresponding pi’s should be set to their respective upper limits.
Theorem 2 If the ith loop has reached its steady state (but not all loops have
reached their respective steady states), the QoC elastic scheduling optimization
in Eq. (11) requires setting the corresponding pi to its upper limit.
Proof If the ith control loop has reached its steady state, we have Ei = 0
from the definition of Ei in Eq. (8), i.e., wiEi = 0. Then, according to Remark
1 and Eq. (1), and replacing wi in Remark 1 with wiEi, we know that this
theorem is true. This completes the proof.
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Under the conditions
∑n
i=1 U
min
i > Ud,
∑n
i=1 U
min
i = Ud and
∑max
i=1 ≤ Ud,
Lemmas 1, 2 and 3 given in Section 4 are still valid for the optimization
problem in Eq. (11). For
∑n
i=1 U
min
i < Ud and
∑n
i=1 U
max
i > Ud, the following
theorem shows how to schedule the periods, according to the weights wiEi with
consideration of the QoC measurements, to eliminate the excess workload.
Theorem 3 Given the QoC elastic scheduling optimization problem in Eq.
(11) and
∑n
i=1 U
max
i > Ud and
∑n
i=1 U
min
i ≤ Ud, denote
ÛE =
∑
Ui 6=Umini
Umaxi +
∑
Ui=Umini
Umini . (12)
A solution to the problem, U i, is optimal if and only if
U i =
1/(wiEi)∑
Uj 6=Uminj
1/(wjEj)
(ÛE − Ud) (13)
for ÛE > Ud and U i < U
max
i − U
min
i and the ith control loop is not at its
steady state (i.e., wiEi > 0), and U i = U
max
i − U
min
i otherwise.
Proof The results of this theorem can be derived from Lemma 4 (Theorem
1 of Chantem et al. (2009)) by replacing wi with wiEi, considering that the
steady state of the ith control loop will give Ei = 0, and employing Eq. (1).
The detailed proof is omitted here to save space.
Remark 3 ÛE − Ud in Eq. (13) represents the total excess workload, if the
upper workload limits are allocated to the control loops, over the allocatable
Ud. Theorem 3 shows that unless the workload margin U i has reached its
upper limit Umaxi − U
min
i , it should be set to be proportional to this excess
workload and the proportional coefficient is dependent on the corresponding
QoC measurement. We have the following corollary:
Corollary 1 Given the QoC elastic scheduling optimization problem in Eq.
(11) and
∑n
i=1 U
max
i > Ud and
∑n
i=1 U
min
i ≤ Ud, denote ÛE as in Eq. (12).
A solution to this problem, U i, is optimal if and only if
U i = Ki/Ei (14)
for ÛE > Ud and U i < U
max
i − U
min
i and the ith control loop is not at its
steady state (i.e., wiEi > 0), and U i = U
max
i − U
min
i otherwise, where Ki is
a coefficient.
Proof This Corollary can be directly derived from Theorem 3 by denoting
Ki =
1/wi∑
Uj 6=Uminj
1/(wjEj)
(ÛE − Ud). (15)
Remark 4 In addition to Ei, Ki in Eq. (15) can also be computed from the
plant measurements every time when the QoC elastic scheduler is activated.
14 Y-C Tian and L Gui, QoC Elastic Scheduling for Real-Time Control Systems
Remark 5 The significance of Corollary 1 is the statement that unless it has
reached its upper limit the workload margin U i should be set to be inversely
proportional to the QoC measurement Ei. When the QoC deteriorates, the
value of Ei in Eq. (8) increases, and consequently a smaller U i should be set,
implying that more processor utilization should be allocated to the control
loop. In particular, if the QoC of a loop is significantly worse than other
loops, most of the total allocatable workload will be assigned to this loop for
improvement of the overall QoC of the system. This is what we expect in real
system design. Therefore, the QoC elastic scheduling framework in Eq. (11)
well reflects the requirements of the process control systems.
Remark 6 Another insight from Eq. (14) in Corollary 1 is that it gives a closed-
form solution (expressed in Ei) to the QoC elastic scheduling problem in Eq.
(11), enabling direct closed-loop feedback of the QoC measurements to the
scheduler for QoC management and workload adaptation.
5.4 Extension of the Main Results
Now, consider the QoC elastic scheduling under the objective function JUE =∑n
i=1 wiE
2
i U
2
i , the last objective function in Eq. (10). The optimization prob-
lem is expressed as:
min
Ui∀i∈I
JUE =
∑n
i=1 wiE
2
i U
2
i
s.t.:
∑n
i=1 U i ≥ U
max − Ud, U i ≤ U
max
i − U
min
i , U i ≥ 0, ∀ i ∈ I.
(16)
As Ei can be computed from the plant measurements, changing the QoC elastic
scheduling optimization from Eq. (11) to Eq. (16) does not cause any extra
difficulty in mathematical operations. It is a replacement of Ei with E
2
i in both
the objective function and the optimal solution. Therefore, replacing Ei with
E2i in the results shown in Theorem 3 gives the results for the optimization
problem in Eq. (16). The following theorem states this fact:
Theorem 4 Given the QoC elastic scheduling optimization problem in Eq.
(16) and
∑n
i=1 U
max
i > Ud and
∑n
i=1 U
min
i ≤ Ud, denote ÛE as in Eq. (12).
A solution to the problem, U i, is optimal if and only if
U i =
1/(wiE
2
i )∑
Uj 6=Uminj
1/(wjE2j )
(ÛE − Ud) (17)
for ÛE > Ud and U i < U
max
i − U
min
i and the ith control loop is not at its
steady state (i.e., wiE
2
i > 0), and U i = U
max
i − U
min
i otherwise.
Remark 7 The solution in Eq. (17) can be expressed as:
U i =
Ki
E2i
, Ki =
1/(wi)∑
Uj 6=Uminj
1/(wjE2j )
(ÛE − Ud) (18)
These relationships are in parallel to Eqs. (14) and (15).
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6 QoC Elastic Scheduling Algorithm
This section develops some strategies for implementation of the QoC elastic
scheduling in practical systems. A complete QoC elastic scheduling algorithm
will be presented as well at the end of this section.
First of all, noise and disturbances always exist in industrial environments.
To smooth out possible big fluctuations in the control periods due to noisy
plant measurements and other disturbances, a forgetting factor βi ∈ [0, 1] can
be introduced into the QoC index Ei defined in Eq. (8):
Ei = βiE
old
i + (1− βi) (αi|ei|+ (1− αi)|e˜i|) , i ∈ I. (19)
Secondly, the QoC elastic scheduling in Eq. (11) or (16) can be generalized
by replacing Ei or E
2
i with a function f(Ei) in the objective function JUE:
min
Ui∀i∈I
JUE =
∑n
i=1 wif(Ei)U
2
i
s.t.:
∑n
i=1 U i ≥ U
max − Ud, U i ≤ U
max
i − U
min
i , U i ≥ 0, ∀ i ∈ I.
(20)
Obviously, the optimization in Eq. (11) is a special case of Eq. (20) with
f(Ei) = Ei, i ∈ I. (21)
And the optimization problem in Eq. (16) is a also special case of Eq. (20) with
f(Ei) = E
2
i ∀ i ∈ I. Other forms of f(Ei) can also be designed for improved
system performance. For example, a small dead zone can be introduced
f(Ei) =
{
0, if Ei ≤ E
L
i , E
L
i ≥ 0;
Ei, otherwise
(22)
where i ∈ I and ELi is a small threshold. While mathematically E
L
i can be set
to be zero to make f(Ei) fully linear to Ei, it is preferable in practice to have
ELi > 0 to avoid frequent, and unnecessary, changes in pi when the output yi of
the ith loop is maintained in a small range around its steady state. According
to the definition of Ei in Eq. (8), we have Ei ≥ 0 and f(Ei) ≥ 0.
For general forms of f(Ei), such as that in Eq. (22), similar results to
those in Remark 2, Theorem 2 and Theorem 3 can be derived with wiEi being
replaced by wif(Ei). Similar results to Corollary 1 can also be obtained with
Ei being replaced by f(Ei).
Thirdly, the QoC elastic scheduler is implemented in a separate periodic
task running on the uniprocessor controller. This raises an issue on the de-
termination of the activation period of the scheduler. A big activation period
leads to sluggish responses to the changes in the system environments and the
QoC. A small activation period allows quick responses to these changes but de-
mands more computing resources and may even cause instability of the control
system even though each of the control loops is stable at every fixed control
period (Hespanha and Morse, 1999). How to choose the period of the elas-
tic scheduler is still an open problem. Neither the standard elastic scheduling
(Buttazzo et al, 2002; Chantem et al, 2009) nor this QoC elastic scheduling
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has solved this problem theoretically. Therefore, comprehensive testing and
assessment should be conducted for the chosen scheduler period before the
control system is deployed, as we always need to do so in a real system design.
In our case studies to be discussed later in Section 7, heuristic knowledge has
been used to determine the scheduler period, as in other existing methods
(Buttazzo et al, 2002; Chantem et al, 2009).
Finally, there is another issue directly relevant to the selection of the sched-
uler period. Multiple control tasks in a control system may work in different
time scales. For example, one control task may have a control period of a few
milliseconds, while another one may be activated every few seconds. There-
fore, any selection of the scheduler period does not fit all of these control tasks.
To overcome this difficulty, the concept of allowable minimum waiting time,
denoted by WTmini for the ith loop, is introduced. It is the allowable mini-
mum time interval for period adjustment of the control loop. When activated,
the scheduler will calculate the elapsed time since the previous period adjust-
ment, which we call the waiting time WTi, for each of the control loops. If
WTi ≥ WT
min
i , the scheduler will adjust the period again for this loop and
reset WTi = 0. In this way, the scheduler period can be chosen according to
the control loops with small control periods; and big WTi values can be set
for control loops with big control periods, enabling the scheduler works well
for all control loops.
Following the above discussions, a periodic QoC elastic scheduling algo-
rithm is given below in Algorithm 1, which is self-explained.
Algorithm 1: Periodic QoC Elastic Scheduling
1: Initialize three empty sets Inc, Imaxp, Ic; //No change, max p, change
2: For control loops i to n
3: WTi=WT
old
i +scheduler period; //Waiting Time
4: Calculate Ei; //Eq. (8) or (19)
5: Calculate f(Ei); //Eq. (21) or (22)
6: If WTi < the allowable WT
min
i
7: Append i into the set Inc; //No change in p
8: Else
9: WTi = 0; //Reset waiting time
10: Append i into:
11: Imaxp, if f(Ei) = 0; or //max p
12: Ic, otherwise; //Change in p
13: End If
14: End For
15: Set Ui = U
min
i ∀ i ∈ Imaxp; //Rmk 2 & Thm 2
16: For all i ∈ Ic
17: Calculate the excess workload ÛE − Ud;
18: If ÛE − Ud ≤ 0 //More than sufficient Ud
19: Set Ui = U
max
i ∀i ∈ Ic; //min p, Thm 3
20: Go to step 30;
21: End If
22: Calculate feedback gain Ki; //Eq. (15) or (18)
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23: U i = Ki/f(Ei); //Eq. (14) or (18)
24: If U i ≥ U
max
i − U
min
i //i.e., Ui ≤ U
min
i , smaller than lower bound
25: Move i from Ic into Imaxp and set Ui = U
min
i ;
26: Go back to step 16; //Re-schedule for new Ic
27: End If
28: End For
29: Set Ui from the calculated U i ∀i ∈ Ic; //Eq. (1)
30: Update WT oldi =WTi ∀i ∈ I; //I = Inc ∪ Imaxp ∪ Ic
31: Return with success.
7 Case Studies
The standard elastic scheduling has been shown to be advantageous in real-
time control systems in comparison with many other scheduling strategies
(Buttazzo et al, 2002; Buttazzo and Aneni, 2002; Buttazzo et al, 2007; Chantem
et al, 2009). The work presented in this paper attempts to extend the stan-
dard elastic scheduling for simultaneous closed-loop QoC management and
workload adaptation. As no similar work has been reported which provides
benchmark examples, we will design our own case studies and compare the
QoC elastic scheduling with fixed-period scheduling as well as the standard
elastic scheduling. To show the applicability of the QoC elastic scheduling in
a wide range of industrial process control systems, two sets of closed-loop con-
trol experiments will be carried out: one for open-loop stable processes and
the other for open-loop unstable processes. The ITAE index is employed for
quantitative analysis of the control performance.
The main purpose of this section is to demonstrate the effectiveness of the
QoC elastic scheduling. Therefore, detailed discussions on controller design
and tuning, which are neither the main themes nor the contributions of this
paper, will be omitted in order not to distract readers from the main purpose
of this section. Interested readers may refer to A˚stro¨m and Ha¨gglund (1995)
or other introductory control textbooks.
7.1 Example 1: Open-Loop Stable Processes
Consider closed-loop control of three typical industrial processes governed by
Gpi(s) =
Kpi
Tpis+ 1
e−τpis, i = 1, 2, 3 (23)
where Kpi, Tpi, and τpi are process gain, time constant and delay, respec-
tively. Many industrial processes can be approximated by this model, e.g., the
injection velocity of industrial thermoplastic molding (Tian and Gao, 1999).
Each of the three processes is controlled using the popular Proportional-
Integral (PI) control algorithm
Gci(s) = Kci [1 + 1/(Tcis)] , i = 1, 2, 3 (24)
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where Kci and Tci are controller gain and integral time, respectively. The
controller parameters are tuned using the ITAE tuning for setpoint tracking
Kci = 0.586
1
Kpi
·
Tpi
(τpi + ci)0.916
, Tci =
[
1.030− 0.165
τpi + ci
Tpi
]−1
Tpi, (25)
where the control task execution time ci is considered as a pure delay. Embed-
ding ci into the controller tuning is inspired by a similar idea in the treatment
of network-induced delays in networked control systems (Tian and Levy, 2008).
Table 1 summarizes the the settings of the three processes under PI con-
trol, the fixed-period scheduling with EDF, the standard elastic scheduling
(wi=1 ∀ i ∈ I) and the QoC elastic scheduling. In deriving the control periods
of the standard elastic scheduling, we have used the compression algorithm in
the original work of Buttazzo et al (2002). The optimization framework devel-
oped in Chantem et al (2009) gives the same settings for the standard elastic
scheduling. As the worst-case execution times of the three control tasks do
not change in our case studies, the control periods of the control tasks become
fixed in the standard elastic scheduling.
Table 1 Example 1 - Three control tasks with Kpi=1, ci=0.53ms and di=pi ∀ i ∈ I
(Scheduler: p=6ms, c=0.25ms, Ud = 99% including the scheduler workload 0.25/6=4.17%).
Plant Gi(s) G1 G2 G3 U (%)
Tpi (ms) 8 10 12
τpi (ms) 5 6 7
pmini (ms) 0.8 1.0 1.2
pnominali (ms) 1.32 1.65 1.98
pmaxi (ms) 2.0 2.5 3.0
Umini (%) 26.50 21.20 17.67 65.37
Unominali (%) 40.15 32.12 26.77 99.04
Umaxi (%) 66.25 53.00 44.17 163.42
Kci 0.9787 1.0506 1.1065
Tci (ms) 8.7342 10.8430 12.9525
Std elastic p (ms) 1.2216 1.7587 2.4875 Ud − 4.17%
QoC elastic: wi=1 ∀ i ∈ I. Use f(Ei) in Eqs. (22) & (19) with
αi=0.25, βi=10%, E
L
i =0.01, WT
min
i =p
max
i ∀ i ∈ I
In digital control, the PI control is implemented as
uik = u
(P )
ik + u
(I)
ik , u
(P )
ik = Kci (rik − yik) , i = 1, 2, 3; k = 1, 2, · · ·
u
(I)
ik = u
(I)
i(k−1) +
Kci · pi
Tci
[
ri(k−1) − yi(k−1)
]
,
(26)
where variables u, r and y are control signal, process setpoint and output,
respectively, and their subscript ik indicates the ith control loop in the kth
control period. Compared with the original PI controller in Eq. (24), the dig-
italized PI controller in Eq. (26) keeps the proportional gain Kci unchanged
but re-scales the integral time to Tci/pi which is inversely proportional to the
control period pi.
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For each control loop, choose the control period pi = Tpi/10 ∼ Tpi/4,
as shown in Table 1. All three control tasks are assumed to have the same
execution time of 0.53ms. The total workload ranges from 65.37% for the
maximum periods to 163.42% for the minimum periods. The EDF is employed
as the scheduling policy. The simulation package TrueTime (Ohlin et al, 2007)
is used as our simulation tool.
To evaluate the performance of the control system under various scheduling
methods, three types of setpoint profiles relevant to real industrial process
control (Tian and Gao, 1999) are introduced to the three processes, as shown
in Fig. 2. Without loss of generality, the first, second and third setpoint profiles
are assigned to the first, second and third processes, respectively. Introducing
a step change to all three processes at the same time at t = 0 simulates the
worst case scenario. In accordance with Tian and Gao (1999), the control
system is simulated for 2.5s timespan. ITAE indices are computed to quantify
the control performance. Since the control periods of the three processes are
different, computing the ITAE indices using the control periods will lead to
unfair comparisons. Therefore, a fixed time step of 1ms is used to compute the
ITAE indices from 0 to 2.5s for all three loops.
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Fig. 2 Setpoint profiles for the three processes in Example 1.
Under pmax, pmin and pnominal with EDF, all three control loops can func-
tion with different levels of control performance. The resulting ITAE indices
of the system to track the setpoint profiles are shown in Table 2. It is seen
that the ITAE indices under pnominal that consumes 99.04% of the processor
resources outperform those under pmax and pmin. Heavily overloading the pro-
cessor at pmin that requests 163.42% processor utilization in total results in
control performance deterioration; while less frequent control actions at pmax
also lead to performance degradation though only 65.37% processor workload
is requested. It is worth mentioning that depending on how relatively small
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pmin is, the control performance of a system at pmin may be better or worse
than that at pmax.
Table 2 ITAE×103 under different scheduling strategies (Example 1).
Scheduling G1 G2 G3 Sum U (%)
EDF at pmin 187.0 92.0 256.8 535.8 163.42
EDF at pmax 114.4 90.5 273.1 478.0 65.37
EDF at pnominal 113.8 87.7 249.7 451.1 99.04
Standard elastic 113.8 93.4 288.2 495.4 99*
QoC elastic 114.3 87.6 244.5 446.5 Avg. 68.24*
* including the scheduler’s workload (4.17%).
When the standard elastic scheduling is adopted, the control system be-
haves with similar control performance under 99% processor workload in com-
parison with the fixed-period EDF scheduling at pnominal that demands 99.04%
processor utilization. This is also shown in Table 2. Because the execution
times c1, c2 and c3 of the three control tasks do not change over the time in this
example, the distribution of the processor utilization to the tasks is also kept
unchanged. Effectively, the standard elastic scheduling becomes fixed-period
scheduling though the control periods of the three loops are determined using
the elastic scheduling rules (Buttazzo et al, 2002; Chantem et al, 2009).
Under the QoC elastic scheduling framework, let all three control tasks ex-
ecute with their respective nominal periods at the beginning. A periodic task
is also created as the QoC elastic scheduler with the parameters specified in
Table 1. The control results of the system with the setpoint profile in Fig. 2
are given in Table 2, Fig. 3 and Fig. 4, respectively. It is seen from Table 2 that
the QoC elastic scheduling outperforms the fixed-period scheduling and the
standard elastic scheduling in the sense that it gives improved ITAE indices
with the average workload 68.24% that is much lower than the allocatable
workload (94.83% = 99%− 4.17%). Fig. 3 shows that the output signals of all
control loops are quite acceptable. Therefore, with the QoC elastic schedul-
ing, a significant saving in the computing resources is achieved with improved
system performance. This is useful particularly for embedded systems with
limited computing and power resources.
Let us have a closer look at the system performance from 0 to 0.1s. A
plot of the activations of the three control tasks and the QoC elastic scheduler
task is shown in Fig. 5. The corresponding system output signals and period
adaptation are depicted in Fig. 6. When a unit step change in setpoint is
introduced into all three control loops at t = 0s, all these loops exhibit the
same control error of e = 1. Because of the time delays in the three processes,
the output signals of the processes will not respond to the step change (i.e.,
they will keep e = 1 and e˜ = 0) until the time delays elapse. During this dead
time, all loops have the same QoC, and thus UE = U
max = 163.42% and the
excess workload ÛE − Ud = 68.59%. This excess workload of 68.59% is evenly
distributed to the three control tasks, i.e., each loop should deduct 68.59%/3 =
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Fig. 3 Output signals of the control system under QoC elastic scheduling (Example 1).
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Fig. 4 Plots of p1, p2, p3 and U under QoC elastic scheduling (Example 1).
22.8633% from its maximum workload. The resulting period settings are the
same as those in Table 1 for the standard elastic scheduling.
With the smallest time delay which is 5.53ms (= 5ms + 0.53ms), G1 re-
sponds to the step change earlier than other two loops. Although e1 becomes
smaller, e˜1 starts to rise. Effectively, f(E1) becomes bigger than those of all
other loops. Consequently, p1 is reduced to increase the control frequency of
the G1 loop, and p2 and p3 are enlarged to balance the processor workload.
This can be seen from Fig. 6. The time instant for this period switching is
11.63ms in our simulation.
Later, G2 starts to respond to the step change; and after a further delay
G3 responds to the setpoint change as well. As a result f(E2) and f(E3) start
to increase and gradually become dominant while the control performance of
the G1 loop is being improved. This demands a gradual decrease in p2 and p3
in the QoC elastic scheduling, and consequently an increase in p1 for the next
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Fig. 6 Output signals and period adaptation from 0 to 0.1s (Example 1).
few periods of the QoC elastic scheduler. The processor is running at its full
utilization capacity allocatable to the three control tasks.
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The QoC elastic scheduler keeps adjusting the control periods of the three
loops according to the QoC measurements to maximize the control perfor-
mance while still meeting the processor workload constraints. At about t =
47.05ms, the control loop G1 has already reached its steady state, and the
QoC elastic scheduler sets p1 to its upper bound, allowing more processor
workload resources for the other two loops (Fig. 6). Later, G2 also reaches its
steady state, and p2 = p
max
2 is set to the loop at about t = 58.65ms. With
both p1 and p2 being set to their respective upper bounds, p3 can be set to
its lower limit to enable the fastest improvement of the control performance
of the G3 loop while the total processor workload of the three control tasks
drops slightly. At about t = 79.94ms, it is set to its maximum value by the
scheduler as the G3 loop has also reached its steady state. From this time
instant, all three loops are controlled under their respective maximum control
periods with good performance, the total requested processor utilization drops
significantly to as low as 65.37%. This is clearly shown in Fig. 6.
Look back at Figs. 3 and 4 again. The step change in the setpoint of
the G2 loop at 0.5s triggers a decrease of p2 for a while in the QoC elastic
scheduling. Similarly, the step changes in the setpoint of the G3 loop at 1s
and 1.5s also require reducing p3 for improved control performance. When
any of these loops reaches its steady state, the QoC elastic scheduler sets the
corresponding control period to its upper bound to save processor resources
without sacrifice of the control performance.
It is seen from the above discussions that the QoC elastic scheduling man-
ages the QoC among all control loops through integrating QoC monitoring
and workload adaptation into a unified framework. It is also noticed that the
QoC management is in a closed-loop form allowing feedback of the QoC to the
scheduler.
7.2 Example 2: Open-Loop Unstable Processes
Consider closed-loop control of three open-loop unstable processes
Gpi(s) =
Kpi
s(Tp1is+ 1)(Tp2is+ 1)
, Tp1i > Tp2i, (27)
where Kpi is process gain, Tp1i and Tp2i are two time constants, and i = 1, 2, 3.
Each of the three processes is controlled using a Proportional-Derivative (PD)
controller of the form
Gci = Kci(1 + Tdis), i = 1, 2, 3, (28)
where Kci and Tdi are controller gain and derivative time, respectively. As
the PD controller cannot be well tunned for the open-loop unstable processes
in Eq. (27) by using the ITAE tuning, which is adopted in Example 1, the
Betrags Optimum (BO) tuning method is employed in this example to tune
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the PD controller (A˚stro¨m and Ha¨gglund, 1995)
Kci =
1
2KpiTp2i
, Tdi = Tp1i, i = 1, 2, 3. (29)
The resulting closed-loop system has the natural frequency of 0.7/Tp2i for
the ith loop (i = 1, 2, 3). According to A˚stro¨m and Wittenmark (1997), the
control period pi is chosen in the range of 0.2Tp2i/0.7 to 0.6Tp2i/0.7. It is worth
mentioning that the BO tuning does not suit PI controller tuning in Example
1 for the first-order plus delay processes in Eq. (23).
For digital control, the PD controller in Eq. (28) is implemented as (A˚stro¨m
and Ha¨gglund, 1995):
uik = u
(P )
ik + u
(D)
ik , u
(P )
ik = Kci(rik − yik),
u
(D)
ik =
Tdi
piNdi+Tdi
u
(D)
i(k−1) +
NdiKciTdi
piNdi+Tdi
(yi(k−1) − yik),
(30)
where i = 1, 2, 3; k = 1, 2, · · · ; Nd is a filter parameter; and the other notations
are the same as those in Eq. (26). The settings of the three processes under
digital PD control, the fixed-period scheduling under EDF, the standard elastic
scheduling (wi=1 ∀ i ∈ I), and the QoC elastic scheduling are summarized in
Table 3.
Table 3 Example 2 - Task settings with Kpi=1, ci=1.85ms and di=pi ∀ i ∈ I (Scheduler:
p = 19ms, c = 0.8ms, Ud = 99% including the scheduler workload 0.8/19=4.21%).
Plant Gi(s) G1(s) G2(s) G3(s) U (%)
Tp1i, Tp2i (ms) 11, 10 13, 12 15, 14
pmini (ms) 2.8 3.3 3.9
pnominali (ms) 4.789 5.646 6.705
pmaxi (ms) 6.7 7.9 9.4
Umini (%) 27.61 23.42 19.68 70.71
Unominali (%) 38.63 32.77 27.59 98.99
Umaxi (%) 66.07 56.06 47.44 169.57
Kci 50.000 41.667 35.714
Tdi (s) 0.011 0.013 0.015
Std elastic p (ms) 4.4963 5.9421 8.2189 Ud − 4.21%
QoC elastic: wi = 1 ∀ i ∈ I; Use f(Ei) in Eqs. (22) & (19) with
αi=0.25, βi=10%, E
L
i =0.01, WT
min
i = p
max
i ∀ i ∈ I.
To evaluate the performance of the control system, the same setpoint pro-
files as those in Example 1 (Fig. 2) are also applied to this example. As in
Example 1, the ITAE index is adopted for quantitative analysis of the control
performance, and its computation is conducted in 1ms increment for all three
control loops for fair comparisons. The simulation timespan is 2.5s.
The output signals and period adaptation of the three control tasks under
the QoC elastic scheduling are depicted in Fig. 7. It is seen from Fig. 7 that
with period adjustment, the control system tracks the setpoint changes very
well, highlighting the applicability of the QoC elastic scheduling in a wide range
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of control systems with complicated process dynamics. Quantitative analysis
of the ITAE performance of the control system is tabulated in Table 4 for
fixed-period scheduling with EDF, the standard elastic scheduling, and the
QoC elastic scheduling. It indicates that the QoC elastic scheduling improves
the control performance over the fixed-period scheduling at pnominal and the
standard elastic scheduling. The performance improvement is achieved with
much reduced consumption of the processor resources, i.e., average 78.90% in
comparison with 99% under the standard elastic scheduling and 98.99% under
fixed-period scheduling at pnominal, respectively. The significant saving of the
processor utilization is due to the fact that the QoC elastic scheduling sets
the period of a control task to its upper bound when the loop has reached its
steady state. If several or all control loops have reached their respective steady
states, their control periods are all set to their respective upper bounds without
sacrificing the QoC performance. This is clearly shown in Fig. 7. Generally,
every time when the QoC scheduling is activated, it makes the best use of the
available processor resources among all control tasks to improve the overall
QoC performance the most.
Table 4 ITAE×103 of the three control loops (Example 2).
Scheduling G1 G2 G3 All U (%)
EDF at pmin 50.2 26.9 70.4 147.5 169.57
EDF at pmax 40.6 25.7 71.9 138.2 70.71
EDF at pnominal 40.3 24.4 70.2 134.9 98.99
Std elastic 40.3 22.8 73.9 137.0 99*
QoC elastic 40.2 23.2 66.9 130.4 Avg. 78.90*
* including the scheduler’s workload (4.21%).
8 Conclusion
A new feedback scheduling framework, the QoC elastic scheduling, has been
developed in this paper for direct QoC management and workload adaptation
in real-time process control systems. Consistent with the ultimate goal of a con-
trol system, the main objective of the QoC elastic scheduling is to improve the
QoC performance. Therefore, a QoC performance index estimated in real-time
from plant measurements is embedded into the standard elastic task model to
form a constrained optimization problem with respect to the control period
selection. The resulting optimal solution is in a closed-form expressed in the
QoC measurements, enabling direct feedback of the QoC measurements to the
period scheduler. It improves the QoC the most while meeting the system con-
straints whenever the QoC elastic scheduler is activated. The proposed QoC
elastic scheduling framework has been demonstrated through two examples,
one with open-loop stable processes and the other with open-loop unstable
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Fig. 7 Plots of process outputs, period adaptation and U under QoC elastic scheduling
(Example 2).
processes. Further testing of the QoC elastic scheduling in experimental sys-
tems would be our future work.
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