Abstract. In this paper, the basic concept of the algorithm is introduced first. Then four basic design strategies commonly used in algorithm design are discussed. The divide-and-conquer strategy is the most commonly used strategy for designing effective algorithms. The dynamic programming algorithm is a method of filling the table from bottom to up. The greedy algorithm has a certain connection with the design concept of the dynamic programming algorithm, but its efficiency is higher, and it often leads to an optimal solution. The backtracking algorithm is a depth-first search method. In the discussion of each algorithm, this paper first introduce its basic ideas, and then explain how to solve problems under the guidance of basic ideas through examples.
FIGURE 1. Divide and conquer strategy basic idea icon

Chessboard coverage problem
Problem Description
In a checkerboard composed of 2 × 2 squares, if exactly one square is different from the other squares, the square is called a special square, and the checkerboard is said to be a special chessboard.
In the chessboard cover problem, all squares except a special square on a given special board are covered with 4 different L-shaped dominoes shown in figure. 2 , and any two dominoes cannot overlap [1] .
FIGURE 2. Different types of L-shaped dominoes
Example
Divide a chessboard with a size of 2 × 2 into four 2 × 2 chessboards. The special square will be located in one of the 4 minor chessboards. In order to convert the remaining three non-specific checkerboards to a special board, an L-shaped domino overlays the meeting of the three chessboards, thereby transforming the original question into four smaller board coverage problems. Use this division recursively until the board is reduced to a 1 × 1 board.
Assume that the gray board is a special board, and place the L-shaped dominoes in the order of upper left, upper right, lower right, and lower left. The same-color grid is an L-shaped domino, and the numbers in the squares represent the order of placing the L-shaped dominoes. When k=2, 
DYNAMIC PROGRAMMING ALGORITHM The basic idea
Dynamic programming is a bottom-up form-filling method of the system that is suitable for solving optimization problems. Usually can be designed according to the following 4 steps [1] :
i Find out the nature of the optimal solution and characterize its structure.
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ii Recursively define the optimal value. iii Calculate the optimal value from the bottom up. iv According to the information obtained when calculating the optimal value, construct the optimal solution.
Multiplicative Product of Matrix
Problem Description
Given n matrices{ , ,…, } where and are multiplicative, i=1, 2, ..., n-1. Considering the product … of these n matrices. Let be a × matrix, for example, is a × matrix, and is a × matrix. Since the matrix multiplication satisfies the associative law, the sequential product of the computed matrix can have many different calculation orders. This order of calculation can be determined by brackets. If the calculation order of a matrix concatenated product is completely determined, that is, the concatenated product is completely bracketed, then the matrix concatenation products can be calculated by calling the standard algorithm of two matrix multiplications in this order. The fully bracketed matrix concatenation product can be recursively defined as:
i A single matrix is completely bracketed.
ii The matrix concatenated product A is completely bracketed, then A can be expressed as a product of two completely bracketed matrix concatenated products B and C and bracketed, ie, A=(BC). Now consider the optimal parenthesizing method of the matrix concatenation products … , that is, minimize the number of multiplication operations.
Resolution steps
The matrix concatenation product … is simply referred to as A[i] [j] . Assuming that the amount of multiplication is minimal, it is ( … )( … ) Using the binary pair <m,k>, m is the minimum multiplication workload, k indicates that the problem is broken after .
+ × × ≤ < With dynamic programming algorithms to solve problems, they can be calculated in a bottom-up manner based on their recurrence. During the calculation, save the solved sub-question answer. Each sub-problem is calculated only once, so that a large number of repeated calculations are avoided, and eventually the polynomial operation amount is obtained. Suppose = 3, = 5, = 2, = 6, = 6, = 4 
The basic idea Greedy algorithms always make the best choice at present. In other words, the greedy algorithm does not consider the overall optimality, and the choice it makes is only a partial optimal choice in a certain sense.
Knapsack problem
Problem Description
Give the number, weight, and value of the following n types of items; a backpack can load items with a weight of c at most, and find the best loading scheme to maximize the value of the backpack. 
Problem-solving ideas
i Each item has a number, weight, value and loading ratio.
ii Calculate the unit value of each item and sort it later.
iii The backpack has a weight limit c, and packs as many items with the highest unit value as possible into the backpack. If this item is fully packed in a backpack and the total weight of the item in the backpack does not exceed c, then the item with the next highest value is selected and the backpack is loaded as much as possible until the backpack is full. 
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BACKTRACKING ALGORITHM
The basic idea
The backtracking method first gives a fixed ordering to the rules, and then starts from the starting node (the root node) and searches the entire solution space in a depth-first manner. This starting node becomes the active node and it also becomes the current expansion node. At the current expansion node, the search moves in the depth direction to a new node. This new node becomes the new active node and becomes the current expansion node. If the current expansion node can no longer move in the depth direction, the current expansion node becomes a dead node. At this point, move back (backtrack) to the nearest live node and make this live node the current expansion node. The
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backtracking method recursively searches through the solution space in this way until it finds that the desired solution or solution space has no live nodes [1] .
N queen problem
Problem Description
Place n queens that are not attacked on the n × n grid. According to chess rules, a queen can attack a chess piece that is in the same row or on the same column or on the same diagonal line. The n queen problem is equivalent to placing n queens on the n × n grid, and any 2 queens are not placed on the same row or on the same column or on the same diagonal line.
Example
Use g [n] [n] to represent the square on the board. The sequence of rules is g [1] [1], g [1] [2],...,g [1] [
[n]. The n-tuple x [1: n] vi When searching for a new node in the depth direction, it is found that it can no longer move in the depth direction, so g [2] [4] becomes a dead node. Move back to the nearest live node, g [1] [1].
vii When searching for a new node in the depth direction, it is found that it can no longer be moved in the depth direction, so g [1] [1] becomes a dead node.
viii At this point, g [1] [2] is the current expansion node, 
