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Abstract
Syncytial embryos develop through cycles of nuclear division and rearrange-
ment within a common cytoplasm. A paradigm example is Drosophila melanogaster
in which nuclei form an ordered array in the embryo surface over cell cycles
10-13. This ordering process is assumed to be essential for subsequent cellu-
larization. Using quantitative tissue analysis, it has previously been shown
that the regrowth of actin and microtubule networks after nuclear division
generate reordering forces that counteract its disordering effect (Kanesaki et
al., Integrative Biology 2011). We present here an individual-based computer
simulation modelling the nuclear dynamics. In contrast to similar modelling
approaches for e.g. epithelial monolayers or tumour spheroids, we focus not
on the spatial dependence, but rather on the time-dependence of the inter-
action laws. We show that appropriate phenomenological inter-nuclear force
laws reproduce the experimentally observed dynamics provided that the cy-
toskeletal network regrows sufficiently quickly after mitosis. Then repulsive
forces provided by the actin system are necessary and sufficient to regain
the observed level of order in the system, after the strong disruption result-
ing from cytoskeletal network disassembly and spindle formation. We also
observe little mixing of nuclei through cell cycles. Our study highlights the
importance of the dynamics of cytoskeletal forces during this critical phase
of syncytial development and emphasises the need for real-time experimental
data at high temporal resolution.
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1. Introduction
Spatial control of subcellular components is essential for cellular function-
ality, most obviously during e.g. mitosis or cell polarisation (Fletcher and
Mullins (2010); Bornens (2008)). Such spatial control is particularly signifi-
cant in multi-nucleate cells such as muscle myofibres (Metzger et al. (2012))
and invertebrate syncytial embryos (Foe and Alberts (1983)). The paradig-
matical example of a syncytial embryo is Drosophila melanogaster, in which
nuclei initially undergo rapid cycles of almost synchronous division and rear-
rangement within a common cytoplasm. These cycles begin with 9 nuclear
divisions in the yolk centre (each 8 minutes long) after which the majority
of the nuclei migrate to the egg surface to form a two-dimensional array at
the embryo surface where they undergo a final four divisions (which take 9,
10, 12 and 21 minutes, respectively) (Foe and Alberts (1983)) (see Fig. 1).
During these final four divisions the nuclear movements are constrained to
the embryo surface, with the nuclei attached to the plasma membrane by
an actin-based mechanism. The establishment of a regular arrangement of
nuclei at the embryo surface is assumed to be essential for controlling cell size
at cellularization, during which membranes form separating the nuclei into
individual cells (Blankenship and Wieschaus (2001)). Additionally, regular
positioning and uniform cell size are hypothesised to be important for estab-
lishing morphogen gradients within the embryo (Bollenbach et al. (2008)),
and for planar cell polarity signalling later in development (Ma et al. (2008)).
To achieve organelle organisation at the subcellular level requires the
action of mechanical forces. These forces are generated through the cellular
cytoskeleton, which in general is formed from intermediate filaments, actin
filaments and microtubules and their associated accessory proteins and motor
proteins (Fletcher and Mullins (2010)). Within the syncytial embryo these
cytoskeletal elements form large networks that span the embryo, potentially
enabling the generation of both short- and long-range forces. In particular
each nucleus in the surface array is associated with an F-actin ‘cap’, a pair
of centrosomes and an enclosing microtubule basket, with additional cortical
F-actin and astral microtubules underlying the enclosing membrane of the
egg, see Fig. 1(a) (Schejter and Wieschaus (1993); Foe et al. (1993); Cao
et al. (2010); Foe et al. (2000)). These structures maintain the nuclei at
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Figure 1: The syncytial embryo. (a) Schematic of a section of the syncytial embryo in
which nuclei arrange themselves in a two-dimensional array at the surface. Mitosis pro-
gresses in a wave-like manner across the embryo, usually beginning at the poles. The
insets are top-down views of the nuclear array showing the arrangement of the cytoskele-
ton during interphase and during mitosis. In interphase each nucleus is associated with a
microtubule array (green lines) that emanates from its centrosomes and additionally with
an actin cap that lies above it (red discs). In mitosis the cytoskeletal networks break down,
with the remaining microtubules forming the mitotic spindle that drives the daughter nu-
clei apart. Arrows indicate the direction of force on each nucleus. (Colour online). (b)
Fluorescence images showing the organisation of actin caps, nuclei and microtubules in a
syncytial Drosophila melanogaster embryo during interphase 12. Top: F-actin labelled by
moesin-GFP. Middle: Nuclei labelled with Histone H2Av-GFP. Scale bar 10µm. Bottom:
Dynamic microtubules visualised by a temporal projection of EB1-GFP images. (Repro-
duced from (Kanesaki et al. (2011)) by permission of The Royal Society of Chemistry.)
Scale bar 10µm.
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the embryo surface, while during interphase it is observed that both the
actin caps and the microtubule baskets and asters overlap and interact (Foe
et al. (2000)) (see Fig. 1(b)). In a similar manner to the actin caps, nuclear
positioning could also be influenced by membrane-based furrows that are
associated with each nucleus (Foe et al. (1993); Mazumdar and Mazumdar
(2002)). However, at present it is not clear exactly how these membrane
invaginations mechanically contribute to nuclear ordering.
Importantly, the cytoskeletal networks are highly dynamic. Prior to mito-
sis they completely break down before the mitotic spindle drives the separat-
ing daughter nuclei apart. The actin and microtubule systems then reform
after division. Interestingly although nuclear division happens almost si-
multaneously there is in fact a small temporal offset so that division events
progressively occur across the embryo. This results in the visually arresting
division wave phenomenon, usually referred to as the mitotic wave (Foe and
Alberts (1983)) (see video S1). The underlying mechanisms driving this phe-
nomenon are not clear. An obvious possibility is the diffusion of a molecule
involved in cell cycle control, which then triggers mitosis, leading to an ex-
cited wave based on a biochemical activator. Recently an alternative has
been suggested, namely an excited wave based on mechanical stimulation
(Idema et al. (2013)). The wave is predominantly initiated at the anterior
and posterior poles and then travels towards the equator of the embryo within
half a minute (Foe and Alberts (1983)).
We develop here an individual-based simulation of the syncytium, which
enables the analysis of individual nuclear positioning throughout the cell
cycle. This is the first such simulation of this system. This framework
enables us to investigate the necessary conditions for cytoskeletal derived
forces to achieve the observed nuclear self-organisation in the embryo. In
particular, we focus for the first time on the essential time-dependence of
the internuclear forces on the cell cycle. In syncytial embryos, individual
nuclei are able to interact with each other directly through the cytoskeleton
thus generating directly internuclear forces. As a result, the appropriate
modelling framework is to use individual-based ‘cell-centre’ models consisting
of particles interacting via position-dependent force laws, see e.g. Meineke
et al. (2001); Mirams et al. (2013); Drasdo and Ho¨hme (2005).
Various interaction potentials have been used with such cell-centre models
in order to capture different cellular behaviours. These range from simple lin-
ear spring-like force laws, e.g. Mirams et al. (2013); Meineke et al. (2001), to
models that include cell-cell adhesion forces (Drasdo and Ho¨hme (2005)) and
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more complex elastic interactions, e.g. interacting elastic spheres (Schaller
and Meyer-Hermann (2005)). An additional benefit of using centre-based
models is the ability to coarse-grain these simulations to continuum descrip-
tions, thus generating multi-scale models with the attendant computational
advantages of continuum modelling (Drasdo (2005); Murray et al. (2012)).
Individual-based models have clear advantages for modelling the syncytium
as they capture the essential nature of a system. However, in contrast to
the models discussed above, our focus here is on how the interaction forces
change in time, rather than on the exact form of their spatial dependence.
We show that a simple constant pressure model of internuclear forces can
reproduce the experimentally observed nuclear ordering dynamics. This is
based on a comparison with a recent experimental study that used quantita-
tive image analysis and the calculation of time-dependent order parameters
to track nuclear ordering throughout the cell cycle (Kanesaki et al. (2011)).
We predict that repulsive forces are necessary and sufficient to generate
the observed reordering within the embryo. Similar ordering processes are
known from densely packed colloidal systems or electrons on a sphere (Bow-
ick et al. (2002)), but in our case the ordering occurs in a density-independent
manner and after anisotropic perturbations caused by the mitotic spindles.
Our results also suggest the existence of attractive forces in the cytoskele-
tal network associated with the microtubule network. Most importantly, we
show that correct reordering of the nuclei is crucially dependent on the time
of reconnection of the cytoskeletal network, and predict that it is essential
that cytoskeletal networks rapidly reform after nuclear division. Disorder-
ing of the nuclei and the mitotic spindle force are found to be nonlinearly
correlated, with the maximum disorder observed in the system determined
by the strength of the mitotic spindle. We also observe that nuclei maintain
their relative spatial positions across phases of division and rearrangement
in agreement with recent 3D imaging data (Krzic et al. (2012)).
2. Computational model of the syncytium
We here develop an individual-based simulation of the syncytial embryo of
Drosophila melanogaster. We use this simulation to investigate the ordering
dynamics of the nuclei of the syncytial embryo throughout cell cycles. We
only consider the final cycles during which the nuclei are constrained to move
on the surface of the embryo and focus on the role of the temporal changes
in the cytoskeletal networks on this process. We adopt an individual-based
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model representing each nucleus by its centre of mass xi and its nuclear
age τi ∈ [0, τc], where τc is the cell cycle length. Internuclear forces are
calculated based on time since division. Significantly very different force-
generating mechanisms act during nuclear division and during the periods
between divisions and so the model is split into two parts covering each
phase with each part discussed separately below.
We develop a three-dimensional simulation of the Drosophila embryo,
modelling the embryo as a sphere, rather than only representing a slice
through the syncytium. Although the Drosophila embryo is ellipsoidal in
shape a spherical shape has several computational advantages, as explained
below, and due to the relatively high density of nuclei represents the global
dynamics well without loss of generality. The next-neighbour relationships
are defined using a Voronoi tessellation, as is usual for cell-centre based mod-
els see e.g Honda (1978); Meineke et al. (2001); Osborne et al. (2010); Schaller
and Meyer-Hermann (2005). On a surface the Voronoi region Ri can be de-
fined for each point for the point xi by
Ri = {x ∈ U |dg(x,xi) < dg(x,xj), j 6= i}, (1)
where U is the unit sphere and dg the geodesic distance. The Delaunay
triangulation joins points sharing a Voronoi edge and defines the neighbour
relationships. On a sphere S, the same neighbour relationships would be
obtained using a definition based on a Euclidean distance metric and it has
been shown that the Delaunay triangulation of a set of points on the surface
S is equivalent to the convex hull of S (Sugihara (2000)), subject to the usual
non-degeneracy assumptions. This has the advantage that the calculation of
a convex hull is a standard computational problem, solvable in O (n log n)
time, where n is the number of points. On non-spherical surfaces, provided
the points are sufficiently dense, similar simplifications can be exploited to
generate surface tilings (Fletcher et al. (2012); Trichas et al. (2012)). To re-
strict the nuclear motion to the embryo surface as is observed experimentally
it is assumed throughout that the surface exerts a restraining force cancelling
out the radial component of the internuclear force. This restraining force is
in actuality actin dependent as it has been shown that inhibition of the
actin cytoskeleton leads to retraction of the nuclei into the yolk region by a
microtubule-based mechanism (Foe and Alberts (1983); Edgar et al. (1987)).
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2.1. Equations of motion during interphase
Interphase begins with the cytoskeletal networks just beginning to regrow
and reconnect as mitosis comes to an end. We model the reconnection process
by considering that each pair of neighbouring nuclei i, j become connected
and exert force on each other only when enough time has passed. To set this
criterion we introduce τ¯ij = min(τi, τj) and reconnect nuclei when τ¯ij > ατdiv,
see Fig. 2(a). When α < 1, the cytoskeletal networks reconnect before the
period of mitosis is completed and at this point the interconnected networks
dominate the dynamics.
Throughout the cell cycle the internuclear forces increase as the F-actin
caps and microtubules grow and become more dense with the contact area be-
tween the caps and microtubule baskets additionally increasing over time, see
Fig. 1. We thus consider a cytoskeleton network that builds the internuclear
forces throughout the cell cycle up to a maximum constant internuclear force.
Such a constant force law is consistent with a model for actin cap growth by
polymerisation which is stalled at a constant force. It has also been recently
shown that cortical nuclear organisation is myosin II independent, supporting
the model that F-actin acts primarily through non-contractile filaments and
does not rely on generating active forces (Kanesaki et al. (2011)). We find
that this minimal model is sufficient to describe the experimental data and it
is well-suited to the demands of modelling the rapidly changing cytoskeletal
network and nuclear density doubling. In this model, the spatial dependen-
cies then come about through the implicit cut-off distance generated by the
time taken for reconnection, ατdiv.
We consider in the supplementary material (ESM) an alternative mod-
elling approach based on a linear spring-based internuclear force (see Path-
manathan et al. (2009) for a comparative study of such models). We find
that a spring-based model, in which the internuclear force increases with spa-
tial distance, can reproduce the experimentally observed data only when the
spring rest length is large enough that the network primarily generates repul-
sive internuclear forces. In this case, the profiles produced by the constant
force model are recovered. We also note that care has to be taken when using
spring models for the syncytium that the network does not tear apart after
mitosis and generate voids in the array. Given these observations, the bio-
logical justification for constant internuclear force presented above and the
fact that spring-based models introduce additional unnecessary fit parame-
ters into the simulation we proceed with a model of a constant internuclear
force. Note that the dependence of the internuclear force on time and on the
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local directions introduced by spindle formation and mitosis distinguishes
this model from the Thomson problem of minimal energy arrangements of
electrons on a sphere (Bowick et al. (2002)).
The internuclear force is thus given by Fij = Fij(xi−xj)/ |xi − xj| where
Fij (τ¯ij) = Fˆmax

0 τ¯ij < ατdiv
τ¯ij−ατdiv
(β−α)τdiv ατdiv ≤ τ¯ij < βτdiv
1 βτdiv ≤ τ¯ij < γτc
1− τ¯ij−γτc
(1−γ)τc γτc ≤ τ¯ij
, (2)
and Fˆmax, β, γ are constants (see Fig. 2(b)). To ensure a smooth transi-
tion between phases γ is chosen to allow a gradual degradation and unless
otherwise stated γ = 0.5. Earlier experimental investigations suggest that
both attractive and repulsive forces are present within the network, with the
attractive forces being associated with the microtubule network (Kanesaki
et al. (2011)). We thus here include the possibility for both attractive and
repulsive forces, so that when Fij is positive nuclei repel each other, and
when negative they attract each other.
Note that in the interconnected network nuclear neighbours interact strongly
via the actin caps and microtubule baskets, see Fig. 1. Nuclear motion is
predominantly resisted by this nuclear-nuclear friction rather than by the
cytoplasm so that the equation of motion for the ith nucleus is given, in the
over-damped limit, in terms of the relative velocity∑
j∈n(i)
(vi − vj) =
∑
j∈n(i) Fij
µ¯
, (3)
where µ¯ is the effective viscosity of the two-dimensional layer of nuclei, vi is
the velocity of the ith nucleus and n(i) are the neighbours of i. The system
thus behaves as a highly viscous liquid, see e.g. Bittig et al. (2008). Note that
the system of equations Eq. (3) are underdetermined, and are completed by
adding the condition that the centre of mass of the system is fixed in space.
2.2. Simulating mitosis
When the nucleus reaches the end of the cell cycle at τi = τc the nucleus
enters mitosis and divides into two daughter nuclei. In the simulation the
two daughter nuclei are placed a small distance d apart with the axis of
division chosen randomly to represent that the spindle axis has no preferred
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Figure 2: Interphase force laws. (a) After mitosis nuclei exert forces on each other only
once the cytoskeleton has regrown sufficiently to reconnect. This takes ατdiv minutes to
achieve, where τdiv is the time required for mitosis. (b) Plot of internuclear force after
connection. The force increases in time due to actin and microtubule growth to a maximum
Fmax. (Colour online).
direction as confirmed by image analysis. The mitotic phase takes time τdiv
to be completed, during which time the daughter nuclei are driven apart by
the mitotic spindle. We assume that the mitotic spindle generates a constant
force Fdiv between the nuclei, which in this case arises due to the model of
active force generation by molecular motors in which a constant number of
motors work close to the stall condition (Guthardt Torres et al. (2012)). Prior
to mitosis the other cytoskeletal network elements are disassembled which
means that resistance to the motion of the separating nuclei is provided by
the cytoplasm of the embryo rather than by internuclear friction. Thus we
have as the equation of motion for nucleus i at position xi in the over-damped
limit that
vi(t) =
Fdiv
µ˜
, (4)
where µ˜ is the effective drag coefficient of the nucleus through the cytoplasm
and Fdiv is the constant force between daughter nuclei. For a viscous fluid of
viscosity µ and a spherical nucleus of radius r Stokes’ drag gives µ˜ = 6piµr.
During both interphase and the mitotic phase a strong repulsive hard-
sphere force is introduced to prevent nuclei approaching too closely to each
other, however, due to the very small interaction radius used this force does
not greatly contribute to the system dynamics.
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2.3. Simulating the mitotic wave
An additional feature of the biological system that we incorporate into the
simulation is the mitotic wave. This is the small temporal offset in the start
of mitosis that is observed to generate a wave of division events across the
embryo. Possibly mechanisms for controlling this wave include entrainment
by a guiding wave (e.g. calcium), diffusion of activating cell-cycle factors from
one nucleus to another, a mechanical activation by dividing neighbouring
nuclei, or synchrony by singly dividing cells. The exact biological mechanism,
however, remains unclear, although a recent theoretical model by Idema et al.
(2013) describing the embryo as a mechanically excitable medium suggests
that mechanical signalling is an important factor. Given this current lack
of knowledge, we simply introduce the phenomenon by hard-wiring it into
the simulation through setting the initial age of each nucleus not to zero but
rather as
τi =
τc
vwave
‖2θi/pi − 1‖ (5)
where θi ∈ [0, pi] is the polar angle illustrated in Fig. 6(c) quantifying distance
along the axis of the embryo. The constant vwave controls the speed of the
wave. Eq. (5) introduces a gradient in cell age along the embryo axis, thus
generating a wave of division events. In actual fact some noise is introduced
into this age profile when the simulation is initialised (see the discussion of
implementation below).
2.4. Parameter values and non-dimensionalisation
The simulation is non-dimensionalised by rescaling time and length scales
with the radius R of the embryo and cell cycle time τc, respectively, i.e.
by introducing dimensionless lengths rˆ and times tˆ such that r = Rrˆ and
t = τctˆ. The velocities are rescaled so that v = V vˆ, where V = R/τc. The
cell cycle length is taken as that of 13th interphase, i.e. τc = 21.1 minutes
(Foe and Alberts (1983)). The initial daughter separation distance is taken
as d = 0.08R, with τdiv = 0.063τc = 1.34 minutes (Kanesaki et al. (2011)),
and the hard sphere cutoff distance dcut = 0.04R. The time step is 0.0002τc.
We also introduce the non-dimensional division force κdiv = ‖Fdiv‖ /(µ˜V )
and the non-dimensional maximum ordering force Fmax = Fˆmax/(µ¯V ), which
are used to parameterise Figs. 5(b) and 6(b). The hard-sphere force is set at
3Fmax.
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2.5. Initial conditions and implementation
We initialise the simulation with 300 nuclei, which corresponds in terms
of nuclear density to being at the beginning of interphase 12, and run the
simulation for two divisions. We begin with a regular array, which is achieved
by randomly distributing the nuclei and then applying a strong repulsive
force. Note that as cell age is allocated using Eq. (5) to each nucleus at this
initial ordering introduces a degree of noise into the distribution.
The model is implemented in C++. To solve Eq. (3) the “PETSc” suite
(Balay et al. (2011, 2010, 1997)) with an LU decomposition is used, the
convex hull is calculated using “qhull” (Barber et al. (1996)), and the cell
cycle model is provided by “Chaste” (Mirams et al. (2013); Pitt-Francis et al.
(2009)).
2.6. Quantification of nuclear ordering
We consider two measures of order in the array, namely the normalised
standard deviation in internuclear distances σ/µ, which quantifies the de-
gree of regularity in spacing, and the averaged local bond orientational order
parameter φ, which quantifies the deviation of the arrangement from a hexag-
onal lattice see e.g. Kansal et al. (2000). We choose these measures in order
to compare our results with the experimental data of Kanesaki et al. (2011),
in which the order of the nuclear array was tracked throughout the cell cy-
cle in real-time. Both σ/µ and φ define quantifications of order that are
independent of the cell density.
The parameter φ is given by
φ =
1
N
N∑
j=1
∣∣∣∣∣∣ 1n(j)
n(j)∑
i=1
exp
(
i6θˆi
)∣∣∣∣∣∣ . (6)
The angles θˆi are the angles that the neighbours of nucleus j make with a
fixed reference direction, n(j) is the number of neighbours of nucleus j and N
is the total number of nuclei. For a perfect hexagonal lattice φ = 1, as a result
of the number 6 in the argument of Eq. (6), and as the arrangement deviates
from this so φ decreases. In the simulations, in order to compare with the
two-dimensional data of Kanesaki et al. (2011) we project the position of
each nucleus and its neighbours onto the tangent plane, with the reference
direction fixed, before φ is calculated.
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Figure 3: Snapshots of a simulation of the syncytial embryo. Starting from interphase (a)
the embryo undergoes a period of mitosis (b), with nuclear division being initiated at the
poles of the embryo. Subsequent to mitosis daughter nuclei are driven apart by the mitotic
spindle (c) before reordering (d). Nuclear colour indicates cell age. Simulation parameters
κdiv=1.02, vwave=40, α = 0.9, β = 1.3, γ = 0.5 and Fmax = 7.5. (Colour online).
3. Results
Simulation snapshots (Fig. 3) show that the simulation qualitatively re-
produces the dynamics of nuclear self-organisation throughout the cell-cycle
(compare also the simulations S2 in the supplementary material). All the
distinctive visual features of the wild-type embryo have been implemented
including the mitotic wave progressing from the poles to the equator of the
embryo. To show that the simulation framework is able to accurately cap-
ture the dynamics of nuclear organisation in syncytial embryos we look for
agreement between the simulation and experimental results. Tracking the
order parameters σ/µ through a cell cycle we find we can achieve very good
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agreement with the experimental curves for wild type embryos at a similar
stage of development, see Fig. 4(a),(b). In the case of the order parame-
ter φ, the agreement is less immediately clear due to the large variability in
the experimental data, see Fig. 4(c),(d). It can, however, be seen that the
experimental curves show a sharp increase in disorder during mitosis before
recovering an ordered arrangement in a biphasic manner and that the sim-
ulated curves show the same qualitative behaviour with quantitative values
comparable with those observed experimentally. There are two main fit pa-
rameters used to achieve this agreement, namely the strength of the mitotic
spindle κdiv and the reordering force parameter Fmax, the influence of each
of which we consider in more detail below.
In the following, for simplicity and ease of comparison the degree of or-
der is quantified using the more clear and robust measure of the standard
deviation of the intercell distances σ/µ rather φ.
Before proceeding, however, we note that a striking feature of the agree-
ment between the plots is the first initial proto-peak in σ/µ before maximum
disorder is achieved. This peak is a consequence of the onset of chromosome
segregation and the instantaneous introduction of small finite distances. In
the simulation these distances are introduced at division when the daughter
nuclei are placed a small distance d apart, with the height of the proto-peak
decreasing with increasing d (see supplemental Fig. S2). This makes d an
additional fit parameter of the system. In the experimental data, the proto-
peak is generated by a similar mechanism, namely the instantaneous small
separations that are introduced at each time step during division through
the image analysis. The effect is magnified in the simulations due to the
distances introduced being in general smaller than those in the equivalent
experimental images. It is interesting to see that the introducing criteria for
cells being disjoint occurs equivalently in both simulation and image analysis,
with similar implications for the interpretation of the data.
3.1. Disordering is nonlinearly correlated with spindle elongation κdiv and is
unaffected by the mitotic wave speed.
Focusing first on the process of disordering, experimentally it is observed
that immediately prior to chromosome segregation the cytoskeletal elements
break down, thus allowing the mitotic spindle to drive the two daughter
nuclei apart. This effect can be isolated in the simulation by including only
the mitotic spindle force, switching off all other cytoskeleton-derived intercell
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Figure 4: Quantitative comparison with experimental data of ordering in simulated em-
bryos. The degree of order in the simulation tracked through a complete cell cycle for nine
simulations compared with equivalent experimental values for Drosophila melanogaster
taken from Kanesaki et al. (2011). Simulation parameters κdiv=1.02, vwave=40, α = 0.9,
β = 1.3, γ = 0.5 and Fmax = 7.5. Normalised standard deviation of intercell distances
σ/µ: (a) Simulated, (b) Experimental. Orientational order parameter φ: (c) Simulated,
(d) Experimental. (Colour online).
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Figure 5: Disordering of syncytial embryos by mitosis. (a) Plot showing the effect of
varying the mitotic wave speed on the disordering of the system. Simulation run without
reordering forces, see Methods, with wave speed parameter vwave =75, 45, 30, 15 and
κdiv = 1.02. (b) Plot of the maximum disorder as quantified by σ/µ against the spindle
elongation force κdiv, again in the absence of reordering with vwave = 40. Insets indicate
the effect of increasing spindle elongation force κdiv on the nuclear arrangement in a regular
lattice. (Colour online).
forces, see Methods. In this case the system proceeds to disorder, but there
is no reordering after the end of mitosis.
Looking first at the effect of the mitotic wave parameter vwave on the
process of disordering, the only observed effect of a slower mitotic wave is to
delay the time at which maximum disorder is achieved (see Fig. 5(a)). The
maximum value of disorder and the curve shape are similar across the range
of wave speeds. It has previously been reported that the maximum amount
of disorder generated in the system correlates with the extension of the mi-
totic spindle (Kanesaki et al. (2011)). Here we see that there is a nonlinear
relationship between the spindle force κdiv and the observed disordering of
the system (see Fig. 5(b)). The cartoons in Fig. 5(b) explain the main ef-
fect behind this nonlinearity. When the spindle is weak it can only drive
the nuclei a very small distance apart thus introducing large variation in
internuclear distances. Equally very strong spindles drive the nuclei a large
distance apart, which again results in nuclei approaching each other closely
introducing small distances into the system. Between these two extremes
the spindle pushes nuclei apart but to a distance that effectively halves the
inter-nuclear distances and explains the observed minimum in the graph.
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3.2. Reordering dynamics are dependent on the reconnection time of the net-
work and a repulsive internuclear force Fmax.
In the simulations two key parameters control the reordering dynamics of
the array, namely the maximum reordering force Fmax and the reconnection
time of the nuclei after division ατdiv. To investigate the importance of
reconnection timings on the ordering of the system multiple simulations were
run with different values of α, ensuring that β, which controls the rate of
increase of the internuclear force post reconnection is adjusted accordingly
to maintain the gradual rise in force. We find that varying α has a dramatic
effect on the profile of the ordering curve, see Fig. 6(a). If the actin caps
and the microtubule baskets connect nuclei too late then a characteristic
flattened top is introduced into profile of the order parameter σ/µ. Such a
plateau has not been observed experimentally. Interestingly the criterion to
remove this feature is that α ≤ 1, i.e. that the cytoskeletal elements have
begun to reconnect nuclei before the mitotic phase is completed. This has
the added implication that the cytoskeletal networks nearer the poles will
reconnect nuclei before all nuclei have exited mitosis in the embryo.
The reordering of the nuclei subsequent to mitosis is driven by the re-
ordering force. Fig. 6(b) clearly shows that attractive forces are insufficient
to generate system order post mitosis. When Fmax is negative the degree
of system disorder is observed to increase subsequent to the division phase.
This increase can be ascribed to the tendency of attractive forces to induce
clustering of nuclei within the embryo.
In contrast for strong repulsive forces system order is dynamically recov-
ered in a manner comparable to that experimentally observed. The strength
of the maximum repulsive force has a strong effect on the qualitative dynam-
ics of system ordering. In Fig. 6(b), σ/µ is plotted for a range of repulsive
forces ranging from 0 to 10 are plotted. For weaker forces it is observed that
the initial steep recovery is lost although the system does still recover over a
much longer timescale, until at Fmax = 0 the system fails to reorder.
Taken together these results show that these repulsive forces (changing in
time in coordination with the cell-cycle) are necessary and sufficient to drive
the ordering of the embryo after mitosis, with a strong maximum repulsive
force required to generate the observed biphasic reordering dynamics. It is
thus also clear that any attractive forces present in the system must be of a
smaller magnitude than the main repulsive forces that drive ordering of the
embryo.
16
Time (min)
σ
/μ
σ
/μ
Time (min)
(c)
(a) (b)
θ=0, cell age=1
θ=pi/2, cell age=a<1
Division and mixing
cell age ∝ θ
θ
cell age ∝ θ
θ (pi)
(d)
 0.15
 0.25
 0.35
-2  0  2  4
 0.97
 0.98
 0.99
 1
 0  0.2  0.4  0.6  0.8  1
 0.15
 0.25
 0.35
-2  0  2  4
C
e
ll 
A
g
e
 /
 τ
c
 
F
max
=0.5
F
max
=-0.5
F
max
=-5
F
max
=2
F
max
=0
F
max
=10
F
max
=5
F
max
=1
F
max
=-1
α=1.35
α=1.05
α=0.75
α=1.20
α=0.9
Figure 6: Recovery of positional order after mitosis. (a) Effect of α on reordering. α =
0.75, 0.9, 1.05, 1.20, 1.35 with β = 1.15, 1.30, 1.45, 1.60, 1.75, respectively and with Fmax =
7.5. (β is chosen to keep the slope of F constant). (b) Effect of Fmax on reordering.
Fmax = −5 to 10 from top to bottom with α = 0.9, β = 1.3. (c) Schematic showing the
initial relationship between cell age and the azimuthal angle θ, with a possible arrangement
post division. (d) Graph of cell age against θ, for the initial arrangement with noise added
(blue stars), after one division (green crosses) and after a second division (red plus signs),
with Fmax = 7.5, α = 0.9, β = 1.3. (Colour online). The straight line is the perfect
unmixed arrangement Eq. (5). (κdiv = 1.02, vwave = 40, γ = 0.5 for all simulations).
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3.3. Nuclei maintain their relative positions through cell cycles.
A further important observation that can be made from the simulations
is that there is very little mixing amongst the nuclei following mitosis, with
daughter nuclei in general maintaining their positions relative to the poles
of the embryo. At the start of the simulation each nucleus is given an age
that is dependent on their position relative to the poles, with nuclei at the
poles more mature and closer to division. Cell age then linearly decays with
azimuthal angle θ so that nuclei at the equator are younger and divide last
(see Fig 6(c)).
This temporal offset is inherited by daughter nuclei after division. Cell
division and rearrangement act to mix the nuclei after each division and the
linear relationship between cell age and azimuthal angle will be lost over
time, finally obtaining an arrangement with random positioning (Fig 6(c)).
A plot of cell age against θ over two cell divisions is shown in Fig 6(d). The
blue star symbols are the initial distribution of ages into which noise has been
introduced just before the first division takes place (see Methods), the green
crosses are the positions just before the second division and the red pluses
are the positions at the end of the final interphase. A linear relationship
between cell age and θ is strikingly maintained across these two cell cycles
with a slight increase in the breadth of the distribution at each division. This
observation is of interest in that it suggests that control of the mitotic wave
could be achieved at least partially through templating the wave profile early
in the developmental process, and that this inheritance property could act
to stabilise the wave through cell cycles.
4. Discussion
We have presented here individual cell-centre based simulations of the
dynamics of syncytial embryos, and have shown that our model can describe
the observed ordering dynamics of nuclei throughout the cell cycle. An un-
usual aspect of this system is the rapidity of development, with almost syn-
chronous nuclear division occurring within a fixed geometry, which imposes
constraints on the potential internuclear forces. We have shown that simple
force laws with a constant repulsive order force are sufficient to reproduce the
experimental data. The temporal changes in the cytoskeletal networks are of
crucial importance to the system dynamics and we find that it is necessary
for the cytoskeletal networks to quickly reform before anaphase is everywhere
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completed (i.e. α ≤ 1). Provided that α ≤ 1, we can achieve good quantita-
tive agreement between our simulations and the reported experimental data
using only the two key fit parameters κdiv, which quantifies the strength of
the mitotic spindle, and Fmax, the maximum reordering force. The mitotic
spindle force κdiv nonlinearly correlates to disordering and within the usual
physiologically regimes we see that increasing the strength of the spindle in-
creases system disorder. Increasing the reordering repulsion Fmax controls
how quickly we are able to achieve a regular array post mitosis. We note
that the need for strong repulsive forces for correct system ordering was also
observed when using a network of interconnected springs, suggesting a con-
served mechanism of action. The need for repulsive forces for ordering is
similar, but in detail different from, the situation with inert particles like
colloids (Bowick et al. (2002)). The essential difference is that here we deal
with a dynamic system that completely changes its character during mitosis,
when the cytoskeleton networks disassemble and the mitotic spindle appears
as a local and anisotropic perturbation. It is remarkable that we find that
the fast recovery of repulsive interactions is still sufficient to keep order in
this system.
Experimental studies into the individual roles of the F-actin and micro-
tubules usually attempt to isolate their functions by the use of e.g. mutant
embryos and microinjection of drugs to disrupt the cytoskeleton (Cao et al.
(2010)). Looking at the recently reported quantitative data on ordering in
Kanesaki et al. (2011), the injection of the drug latrunculin, which depoly-
merises F-actin while leaving the microtubules intact, results in an increase
of disordering in the system in a manner strikingly consistent with Fig. 6(b)
with Fmax attractive. Our simulations thus support the reported suggestion
that the microtubule network acts attractively throughout the embryo but
that these forces are usually screened out by the actin caps. The emerging
model of an attractive tensile network of microtubules, resisted by actin caps
bearing the tensional forces, has clear analogies with the tensegrity model
of cells (Ingber (2003); Stamenovic´ and Ingber (2009)). Cellular tensegrity
models consider that the actomyosin complexes of the cell generate a pre-
stress resisted by microtubules acting as compression ‘struts’ and by cellular
attachments to the ECM. This antagonistic force mechanism enables the cell
to stabilise its shape and resist deformation. We note that here we encounter
a similar situation, but with reversed roles of the actin networks and micro-
tubules. Although in principle not necessary for generating system order in
the syncytial embryo, microtubule-associated attractive forces could play a
19
key role in stabilising the system and reducing spatial noise.
A particular advantage of using simulations to investigate biological sys-
tems is the ability to easily access parameter regimes not experimentally
achievable. For example, in this study we have studied the roles of the mi-
totic wave and mitotic spindle in system disordering by varying both the
wave speed and the strength of the mitotic spindle in a controlled manner.
Our investigation of the role of the mitotic spindle in generating disorder
showed a nonlinear relationship between spindle strength and disorder. This
had not previously been noticed as the small parameter regime that was ex-
perimentally accessible indicated a nearly linear relationship (Kanesaki et al.
(2011)).
The simulations model the reordering force as independent of internu-
clear spacing, although increasing in time. Such a force law is consistent
with the fact that the actin caps grow by polymerisation and are stalled at
constant force, although it is not possible at this stage to distinguish between
different force generation models. To further develop the model and estab-
lish in detail the specifics of the internuclear forces requires more detailed
quantitative experimental data. In particular, experiments are required that
mechanically perturb the network in a focused manner, for example, the use
of laser ablation to carefully cut out sections of the cytoskeletal network.
Within the simulation framework, such experiments could be reproduced by
removing neighbour connections from the triangulation. An additional chal-
lenge, is to obtain data in three dimensions at high temporal resolution rather
than using the two-dimensional slices usually considered. There have been
studies looking at the entire embryo in three dimensions on fixed embryos
(Kera¨nen et al. (2006)), but an exciting development is the recent interest in
using imaging and data analysis techniques to track live nuclei in real-time
in three dimensions (Krzic et al. (2012); Tomer et al. (2012)).
Despite allowing isotropic division and free nuclear movement very little
mixing of nuclei is observed across the cell cycles. Daughter nuclei thus
inherit and in general maintain their spatial position relative to the poles as
indeed observed experimentally (Krzic et al. (2012)). Although this might to
some degree be expected due to the energy barrier imposed by the repulsive
internuclear forces, this observation has profound implications for the system.
It suggests that templating could play a role in maintaining the mitotic wave
itself, as once the temporal offset is set it can be maintained over several
cell divisions. It would be interesting to use the simulation to investigate
the possible mechanisms of control of the mitotic wave and its interplay with
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the ordering dynamics. Of particular interest in this context is the recent
work of Idema et al. (2013) modelling the syncytium and mitotic wave as a
mechanically excitable medium. However, such an approach would not only
require a more detailed mechanical model, but also more experimental input
on the details of the underlying regulation, including the signaling proteins
regulating the regrowth of the actin network.
We note that mitosis is a critical moment for the mechanical stability in
the syncytium and that by using a wave, the system distributes this insta-
bility in space and time; as only a small region of the whole syncytium is
dividing at a given time, there is no global instability. The maintenance of
relative nuclear positioning could be significant for morphogen gradient estab-
lishment and embryo segmentation. The gap genes hunchback, giant, Kru¨ppel
and knirps, in particular, pattern the trunk region of the embryo early in de-
velopment into regions with clearly defined boundaries (Jaeger (2011)). This
restriction of mixing by physical forces in the syncytium echoes that observed
at later stages of development. For example, in the Drosophila wing disc,
Aliee et al. (2012) have shown using computational modelling combined with
experiment that acto-myosin generated cell tension maintains compartment
boundaries in the face of cellular proliferation. Our simulation framework
now enables a similar combined approach to be undertaken at the syncytial
stage, elucidating how biochemical and mechanical signalling coordinate in
early development.
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