Abstract. Metallicities ([Fe/H]) from low resolution spectroscopy obtained with the Very Large Telescope (VLT) are presented for 98 RR Lyrae and 3 short period Cepheids in the bar of the Large Magellanic Cloud. Our metal abundances have typical errors of ±0.17 dex. The average metallicity of the RR Lyrae stars is [Fe/H]=−1.48 ± 0.03 ± 0.06 on the scale of Harris (1996) . The star-to-star scatter (0.29 dex) is larger than the observational errors, indicating a real spread in metal abundances. The derived metallicities cover the range −2.12 <[Fe/H]< −0.27, but there are only a few stars having [Fe/H]> −1. For the ab−type variables we compared our spectroscopic abundances with those obtained from the Fourier decomposition of the light curves. We find good agreement between the two techniques, once the systematic offset of 0.2 dex between the metallicity scales used in the two methods is taken into account. The spectroscopic metallicities were combined with the dereddened apparent magnitudes of the variables to derive the slope of the luminosity-metallicity relation for the LMC RR Lyrae stars: the resulting value is 0.214 ± 0.047 mag/dex. Finally, the 3 short period Cepheids have [Fe/H] values in the range −2.0 <[Fe/H]< −1.5. They are more metal-poor than typical LMC RR Lyrae stars, thus they are more likely to be Anomalous Cepheids rather than the short period Classical Cepheids that are being found in a number of dwarf Irregular galaxies.
Introduction
The Large Magellanic Cloud (LMC) is a first step in our knowledge of the extragalactic astronomical distance scale. A variety of distance estimates to the LMC have been published in recent years (for references, see Clementini et al. 2003a) . Among those based on Population II indicators, most are tied to the value of the absolute visual magnitude of the RR Lyrae variables, that is the radial pulsators within the classic instability strip on the core He-burning phase of the metal-poor stars (the so-called horizontal branch, HB). The mean intrinsic luminosity of the RR Lyrae stars depends on metallicity according to a relation often assumed to be linear: M V (RR) = α[Fe/H] + β (Sandage 1981a,b) , and, at fixed metal abundance, it is also slightly dependent on evoluSend offprint requests to: R.G. Gratton ⋆ Based on data collected at the European Southern Observatory, proposal numbers 62.N-0802, 66.A-0485, and 68.D-0466 tion off the Zero Age Horizontal Branch (ZAHB ; Sandage 1990 ).
The precise form of the M V (RR)−[Fe/H] relationship is still matter of debate; and while growing consensus is being reached on its zero point (β ∼ 0.6 mag at [Fe/H]=−1.5, Cacciari & Clementini 2003 , and references therein), there is still disagreement on the value of the slope since literature values range from 0.30 to 0.18-0.20 mag/dex (Cacciari 1999 , Carretta et al. 2000 . It has even been suggested that α may not be unique on the metallicity range spanned by the Galactic globular clusters (GGCs) since two different linear relationships would be followed by the metal-poor ([Fe/H]< −1.5) and the metal-rich ([Fe/H]> −1.5) Galactic and LMC cluster RR Lyrae stars (Rey et al. 2000 , Caputo et al. 2000 . Sandage (1993a) found a rather steep slope of the M V (RR)−[Fe/H] relationship α ∼ 0.30 mag/dex from the from the so-called period-shift analysis of the RR Lyrae stars in a number of Galactic globular clusters.
The theoretical evolutionary and pulsation models of horizontal branch (HB) stars favour instead a shallower slope α ∼ 0.2 mag/dex, and also provide evidence for a non-linearity that makes the relation steeper for more metal rich stars, as recently reviewed and summarized by Cacciari & Clementini (2003) . A mild slope was also found from the Baade-Wesselink method applied to Galactic field RR Lyrae stars (Fernley et al. 1998) , and from the determination of the magnitude of the HB in globular clusters of M31 (Rich et al. 2001) , However both these studies do not find clear evidence for a break at [Fe/H]=−1.5, thus raising concerns on the actual universality of the HB luminosity-metallicity relationship.
The slope of the luminosity-metallicity relation of the RR Lyrae stars can provide clues on the Galactic globular clusters relative ages and on the time scale of the Galactic halo formation and early evolution. In fact, given the almost constant difference in luminosity between Turn-Off and HB stars: ∆V HB TO , found for the GGCs, if α is as steep as ∼ 0.3 mag/dex, globular clusters of different metallicities would be coeval; while if it is ∼ 0.2, the most metalrich globular clusters like 47 Tuc would be ∼ 2 − 3 Gyr younger than the most metal-poor ones (Sandage 1993b , and references therein).
Furthermore, the entire Population II distance scale would be affected if the M V (RR)−[Fe/H] relation was found to be not universal and depending instead on the star formation history and the environment conditions of the host galaxy.
It is thus important to derive the luminositymetallicity relationship for RR Lyrae stars in different extragalactic systems, the LMC in particular. Walker (1992a) presented both photometry and metallicity estimates (based on the color magnitude diagrams and the properties of the RR Lyrae variables) for the LMC globular clusters known to host RR Lyraes, which however are only a few (7) and cover a small range in metal abundance (−2.3 < [Fe/H] < −1.7, Walker 1992a, and references therein). Furthermore, these clusters are spread over a wide region of the sky, and some of them may well be at distances somewhat different from the average of the LMC: given the small numbers involved, uncertainties related to the depth of the LMC may be as large as about 0.1 mag. More recently, several thousands field RR Lyrae variables have been identified in the Clouds by surveys devoted to the detection of microlensing events (MACHO: Alcock et al. 1996; OGLE: Udalski et al. 1997) . However, metallicity estimates are available so far only for a handful of them (Alcock et al. 1996) . If we combine the depth uncertainties with possible evolution off the ZAHB, at least 100 variables are needed to obtain an accuracy of 0.05 mag/dex in the slope of the luminosity-metallicity relation.
In recent years we began a study of the RR Lyrae variables in two fields close to the bar of the LMC. Our initial aim was to derive the mass-metallicity relation for the double mode pulsators (RRd), described in an earlier paper (Bragaglia et al. 2001) . Accurate photometry for these fields in the Johnson BV and Cousins I bands was obtained using the Danish 1.5 m telescope, and spectroscopy of the RRd variables was obtained using the EFOSC spectrograph at the 3.6 m ESO telescope. The analysis of the photometric data is described in separate papers (Clementini et al. 2003a , Di Fabrizio et al. 2004 . Adding spectroscopic observations, these data are well suited to a more extensive study of the properties of RR Lyrae stars in the LMC, in particular for determining their luminosity-metallicity relation, filling the gap left by previous studies.
We were able to obtain adequate spectroscopic data for about 100 LMC RR Lyrae stars using FORS1 at VLT, and derived abundances using a variance of the Preston ∆ S method (Preston 1959 ). An astrophysical discussion of the M V (RR)−[Fe/H] relationship we derived, and of its impact on the distance to the LMC, has been already presented (Clementini et al. 2003a ). Here, we give details on the acquisition and reduction of the spectroscopic data (Section 2), on the extraction of line indices (Section 3), and the derivation of the metallicities (Section 4). We then list the metal abundance of the individual variables, estimate the associated errors, discuss the properties of the sample (Section 5), compare the metal abundances of the ab-type RR Lyrae with those derived from analysis of the Fourier terms of the light curves (Section 6), and describe the derivation of the luminosity-metallicity relation (Section 7). Finally, in Section 8 we comment on the metallicities of the short period Cepheids present in our sample.
Observations and data reduction
Spectroscopic data for the LMC targets and for HB stars in a number of calibrating globular clusters were collected with FORS1 (FOcal Reducer/low dispersion Spectrograph), mounted at UT1-Antu of the ESO Very Large Telescope (Paranal, Chile), on UT 21, 22, and 23 December 2001. The first two nights were rather good (almost photometric, with seeing varying between 0.5 ′′ and 1.3 ′′ , but generally less than 1 ′′ ), and the last one slightly worse (light clouds present, and seeing varying between 0.8 ′′ and 1.7 ′′ , but generally larger than 1.2 ′′ ). We used FORS1 in multi object (MOS) mode: up to 19 spectra could be obtained in one exposure, using 19 pairs of movable slitlets, about 20 ′′ long, on a field of view (FoV) of 6.8 arcmin 2 . We selected the blue grism GRIS 600B, covering the 3450 -5900Å wavelength range, with a dispersion of 50Å mm −1 (R ≃ 800), with slits 1 ′′ large. In this mode, each pixel is about 1.2Å. Only part of the FoV (about two thirds) was usable for each pointing, to cover the relevant wavelength range (i.e., ∼ 3900 -5100 A) cointaining both the Caii K and the hydrogen Balmer lines up to Hβ.
Pre-imaging frames were required, in conjunction with FIMS (the FORS Instrumental Mask Simulator package), to prepare all masks (42 in total: 33 on the LMC, 2 each on M68 and NGC1851, 1 on NGC3201, 4 on ω Cen). In the case of the LMC, our original "Field A" and "Field B" (see Clementini et al. 2003a , and Di Fabrizio et al. 2004), having a side of ∼ 13 arcmin, were divided in 4 sub-fields each to fit into the FORS usable FoV. We were able to fit into the 33 LMC masks about 100 of the 125 RR Lyrae stars, and 3 of the 4 short period Cepheids we had detected and studied.
Figures 1a-d, 2a-d show the eight LMC FORS1 subfields with the variables identified according to Di Fabrizio et al. (2004) identifiers. Centre of field coordinates are provided in Table 1 .
Preparation of the observations was a delicate task, since we wanted to maximize the number of RR Lyrae's observed at/near minimum light for each pointing, as this minimizes errors in abundance derivations. We prepared a special software to help maximizing the efficiency of these observations. The nights were divided in time slots, considering an overhead of 15 minutes for each pointing, and an exposure of 30 minutes on the LMC, and of 1-3 minutes on the GC's. We then used our own positions, periods, and epochs for the LMC RR Lyrae stars to derive for each time slot the maximum number of targets observable at minimum light in a single pointing, and filled the remaining slits with other RR Lyrae variables taken at random phase, and with clump stars. For the RR Lyrae stars in the calibration clusters M68, NGC 1851 and ω Cen we used the published light curves (from Walker 1998 for NGC 1851; from Clement et al. 1993, and Brocato et al. 1994 for M68; from Kaluzny et al. 1997 for ω Cen), and re-derived ephemerides, to decide which RR Lyrae star to observe, choosing preferentially those at minimum light. For the NGC 3201 variables we used updated ephemerides and finding charts kindly provided to us in advance of publication by A. Layden and A. Piersimoni, respectively. The efficiency of our selection is reflected in the large number of RR Lyrae that could be observed, since a simple division of the variable density for the available field and acceptable phase would have given about 50% less observations than we were actually able to perform. We obtained adequate spectroscopic data for 101 variables in the LMC, and observed also 9 RR Lyrae stars, 4 red and 1 blue HB stars in NGC 1851, 8 RR Lyrae's and 4 red HB's in NGC 3201, 13 RR Lyrae's, 7 blue and 1 red HB stars in M68, and 17 RR Lyrae variables, 1 Anomalous Cepheid (AC) and 1 Population II Cepheid (P2C) in ω Cen (see Tables 3, 4 , 5 and 6). Multiple observations were obtained for about 50% of the LMC variables and for the RR Lyrae stars in ω Cen, in particular. Spectra were also obtained for 355 clump stars, their analysis is in progress. Exposure times were of 60 s for ω Cen, 120 s for NGC3201, 180 s for M68 and NGC1851, and 1800 s (generally, with a few 1600 and 2100 s exposures) for the LMC. For the latter, we had to compromise between signal to noise ratio (S/N) and time resolution, in order to obtain the highest S/N without phase smearing. The S/N varies, depending on exposure time, sky conditions, airmass (about 1.4 to 1.7 in all nights), and on actual centering of the star in the slit, but it is generally of about 35 at 4700Å, and about 20 at 3950Å, as estimated by the pixel-to-pixel scatter. These values agree well with expectations based on the Exposure Time Calculator when typical observing conditions are considered, thus showing that centering errors did not introduce significant light losses for most of the stars.
Calibration frames (bias and flat field images, and wavelength calibration lamps) were obtained during daytime.
The MOS frames were reduced using standard routines in IRAF.
1 They were trimmed, corrected for bias and for the normalized flat field; special care was devoted to the flat-fielding procedure, since the CCD was read by four amplifiers, and a "normalization" was needed to eliminate jumps at the junctions. Up to 19 spectra were present in each frame, and were extracted with the optimal extraction and automated cleaning options switched on. The sky contribution was subtracted making use of the slit length. Given the reasonable seeing conditions, contamination of targets from nearby stars was reduced to a minimum, except for a few objects. For each science mask, a HeCdHg lamp was acquired, and used to calibrate in wavelength the spectra, each one covering a different spectral range, depending on the target position, as usual in MOS observations, but all comprising the Ca ii K to Hβ lines. About 10 lines of the calibration lamp were visible for each aperture, and the resulting dispersion solutions have r.m.s. of about 0.05Å. Further cleaning of cosmic rays hits and bad sky subtractions was done using the clipping option in the splot task; unfortunately a few spectra were unusable for our procedure because of direct hits on the Ca ii K line. Figure 9 shows examples of the obtained spectra. Details of the reduction procedures can be found in Taribello (2003) .
Line indices
Metal abundances for the RR Lyrae variables can be obtained by comparing the strength of the Ca ii K line with that of the H lines (Preston 1959 ). Preston used spectral types, best suited for photographic spectra; since we have CCD spectra, we prefer to use line indices.
The spectra were measured using the program ROSA by Gratton (1989) . The following steps were done on each spectrum.
1. Geocentric radial velocities were measured by cross correlating the spectra with a suitable template (the RR Lyr variable 2 in M68, observed at high S/N). The zero point of the radial velocities was obtained by combining all data for M68, and comparing the resulting average velocity with that listed in Harris (1996) . The error in the radial velocity measured from each individual spectrum, derived from the square average of the r.m.s. values for the 48 stars in our sample with multiple observations, is of 40 km s −1 . This error includes both the measure uncertainty, which is mainly due to centering errors of the stars on the slits, and the contribution due to variation of the radial velocity with phase during the pulsation. The error distribution of the 48 stars with multiple observations is gaussian, with only a few (6) outliers with errors larger than 70 1 IRAF is distributed by the National Optical Astronomy Observatory, which is operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation. km s −1 . The average velocity of these 48 stars, without applying phase corrections, is 261 ± 40 km s −1 (rms scatter), where 25 km s −1 is the internal error (since we have on average 2.4 observations per star) and 30 km s −1 is the velocity dispersion. These radial velocities are suited to study the kinematics of the old stellar component in the LMC, which however is beyond the purposes of the present work and will be discussed in a separate paper. 2. All spectra were shifted to rest wavelength using the above measured geocentric radial velocities, and rebinned at costant wavelength step. 3. In order to estimate line indices, instrumental fluxes in a few bands were measured on the spectra, by simply integrating the spectra within given limits. These bands were centered on the Ca ii K line, Hδ, Hγ, and Hβ. For each line, we also defined two reference "pseudo-continuum" bands located roughly symmetrically on each side of the lines. The list of bands we used is given in Table 2 ; they are shown in Figure 10 . 4. For each line i we constructed a line index I i , defined as:
where F i is the instrumental flux measured for the band containing the line, F (c i1 ) and F (c i2 ) are the fluxes measured in the reference continuum bands, and w i1 and w i2 are weights that take into account the separation in wavelength between the line and the comparison bands. Note that w i1 + w i2 = 1. By defining the line indices in this way we minimize the errors in the flux measurements due to the atmospheric dispersion and centering on the slit, that cause part of the light from the star to fall out of the slit. 5. The line indices for the three H lines are very well correlated to each other, except for a small trend of the H β index, which is slightly larger for the cooler stars (see Figure 11 ). We then defined an index < H > as simply the average of the three line indices measured for the hydrogen lines H δ , H γ , and H β . 6. Finally, we defined K the line index for the Ca ii K line.
We did not apply any correction for the Ca II K interstellar absorption line, because it is expected to be small for the LMC and the calibrating cluster stars, that all have reddenings E(B − V ) < ∼ 0.11 mag (see discussion in Gratton et al. 1986) .
Expected errors σ i in the indices may be estimated by differentating eq. (1). If we further assume that the average fluxes within each band are close to each other, and note that the sum of the weights of the comparison bands is equal to 1, we may write:
where ∆ is the wavelength step, ∆λ i , ∆λ i1 , and ∆λ i2 are the widths of the bands containing the line i and the continuum comparison bands, and w i1 and w i1 are the weights attributed to them. Sawyer-Hogg (1973) for the RR Lyrae stars, and from Walker (1992b) for the red HB stars (rHB). Sawyer-Hogg (1973) for the RR Lyrae stars, and from Walker (1994) for the blue and red HB stars (bHB and rHB, respectively).
Metallicity calibration
< H > is essentially a measure of the strength of the Hydrogen lines. Within the temperature range of interest, < H > is positively correlated with temperature, and it changes with phase since the temperature of a pulsating star changes with phase during the pulsation cycle. The run of < H > with phase for the globular cluster variables is shown in Figure 12 . In general, < H > is a function of the temperature T , gravity g, and metal abundance
. K is a measure of the strength of the Ca ii K line. In this range of temperatures, K decreases with temperature. Again, K is Kaluzny et al. (1997) ; the type classification for the Population II Cepheid (P2C) and for the Anomalous Cepheid (AC) is from Nemec, Nemec, & Lutz 1994; BDE=Butler et al. (1978) ; caby= Rey et al. (2000) ; Others= average of BDE and Rey et al. (1978) . a function of temperature, gravity, and metal abundance: K = K(T, g, [Fe/H]). If we now limit ourselves to stars on the HB 2 , we find that for these stars the gravity g is essentally a function of temperature and metal abundance. We may then simplify the relations for < H > and K and 2 The three LMC short period Cepheids in our sample were all treated as being HB stars, we will come back to this point in Section 8.
write < H >=< H > (T, [Fe/H]) and K = K(T, [Fe/H]).
We further notice that the dependence of < H > on metallicity is weak. We then expect that stars in a cluster (all having the same [Fe/H]) will define a nearly uniparametric sequences in the < H > −K plane, with the sequences of different clusters being shifted according to metallicity. Metallicities (for horizontal branch stars) can then be derived from the location of the stars in this plane, provided that suitable calibration sequences are available. This is the procedure adopted throughout this paper, following the recipe described below.
First, we plotted the K index measured on each spectrum of the calibrating clusters M68 and NGC 1851 against the < H > index (see Figure 13 and Table 3 and  4) 3 . Note that Figure 13 contains both variable and constant HB stars. We found that the RR Lyrae stars have < H > between 0.08 and 0.33: stars out of this range are non variables (those with < H > less than 0.08 are red horizontal branch stars, mainly observed in NGC1851; while those with < H > larger than 0.33 are blue horizontal branch stars, mainly observed in M68). RR Lyrae may be both fundamental mode (ab-type) and first overtone (c-type) pulsators; when observed near minimum, abtype RR Lyrae's have < H >∼ 0.13, and c-type ones < H >∼ 0.19. However, apart from segregation in the values of < H > when observed at minimum light, we found no systematic offset between the relations defined by variable and non variable stars whithin each cluster. In practice, we found that for each cluster there is a well defined relation between < H > and K, with a small scatter around it, although only for M 68 and NGC 1851 the spread in < H > is large enough to define adequately the relation over a wide range of values of < H >. In fact for NGC 3201 we do not have blue HB stars and the variables were observed almost exclusively around minimum light, Tables 3 and 4). while, due to the spread in metallicity the ω Cen variables the relation between < H > and K for this cluster is very scattered. On the other hand, since the variables in M68 and NGC 1851 were observed when the stars where at different phases and may have different effective gravities at the same temperature, we expected some thickness in these relations, since each star is expected to describe a loop in this diagram during its pulsation cycle. However, Figure 13 suggests that this thickness is small enough that can be neglected in our analysis.
The mean relations drawn from the data in Figure 13 are: (1996) .
Metallicities for all other stars (both in the LMC and in NGC 3201 and ωCen clusters) were then derived by linear interpolation/extrapolation between these two relations, entering the measured values of < H > and K indices. We defined a metallicity index:
where K is the Ca II K line index of the star and K 1 , K 2 are derived entering into equations (3) and (4) the < H > index measured for the star. The M.I. values derived by this procedure for the HB stars of the 4 calibrating clusters are listed in Columns 9 and 10 of Tables 3,4,5 and 6, and in Column 11 of Table 7 for the LMC variables. [Fe/H] abundances were then derived from the relation:
Of course, these metallicities are less reliable when extrapolations outside the metallicity range defined by NGC 1851 and M68 are required. However, as it will be Fig. 15 . Comparison between metal abundances from the present analysis and the average of the values determined by Butler et al. (1978) using the ∆S method, and by Rey et al. (2000) using the caby photometry, for RR Lyrae's in the globular cluster ω Cen. The solid line represents equality of the two values. discussed in Section 5 these extrapolations are necessary only for a few of the LMC variables in our sample (see Figure 16 ). Metallicity indices and corresponding metal abundances obtained for the stars in the calibration clusters using this procedure are given in Column 10 of Tables 3, 4 , 5, and 6. Metal abundances derived for the LMC variables are provided in Column 12 of Table 7 and discussed in Section 5.
As a first test of the accuracy of this abundance calibration, we considered the case of NGC3201, for which 8 variables were observed. All but one of the spectra for these stars were taken close to minimum light, i.e. over a rather small range of values of < H > (see upper panel of Figure 14 and Table 5 ). The average abundance we obtained is [Fe/H]=−1.49 ± 0.02, that nearly coincides with the value of [Fe/H]=−1.48 listed by Harris (1996) . The star-to-star scatter of 0.08 dex is indeed very small, in agreement with the high S/N of these spectra.
A further test is given by the abundances we obtain from the spectra of variables in ω Cen, a cluster that is known to have a large star-to-star scatter in the [Fe/H] values for individual stars. Butler et al. (1978) in this cluster (see Table 6 and lower panel of Figure 14 ). For several stars we obtained spectra at different phases; by comparing the abundances obtained from these spectra, we obtain a standard error of [Fe/H] Figure 15 . The agreement is good: the average difference is 0.01 ± 0.04 dex, with a star-to-star scatter of the residuals of 0.18 dex, in good agreement with the error bars both in our and other determinations. Figure 16 shows the run of the K spectral index as a function of the < H > for the variables in the two fields of the LMC. Most of the stars lie between the ridge lines for M68 ([Fe/H]=−2.06) and NGC1851 ([Fe/H]=−1.26), with only a few stars above the latter line (i.e. more metal-rich than this cluster). We obtained metallicity determinations for 101 LMC variables from the analysis of 168 spectra. According to Di Fabrizio et al. (2004) 98 of these stars are RR Lyrae, and 3 are short period Cepheids. Table 7 lists the metal abundances for the stars in the two fields of the LMC. Column 1 gives the variable identification with the first two characters indicating the FORS1 subfield where the star is located (see Figures 1a-d, 2a-d) , and the remaining digits giving Di Fabrizio et al. (2004) identification number. Column 2 gives the variable type (ab: fundamental mode; c: first overtone; d: double-mode pulsator; SPC: Short Period Cepheid). Columns 3 and 4 give the mean observed and dereddened V magnitudes taken from Di Fabrizio et al. (2004) . According to Clementini et al. (2003a) reddenings of E(B − V )=0.116 and 0.086 mag were adopted for the stars in field A and B, respectively. Column 5 gives the Heliocentric Julian Day (HJD) of observation at mid exposure. Columns 6 to 9 give the measured line indices, and Column 10 gives the value of < H > (the average for the three H line indices). Column 11 gives the metallicity index (M.I.) and Column 12 gives the metallicity obtained for each spectrum from our calibration of the line indices. Tabulated errors are obtained as detailed below. Finally, Column 13 gives the final value of the metallicity for each variable obtained by a weighted average of the metallicity determinations from individual spectra. These metallicities are tied to Harris (1996) (this is the only star with this label in our sample), A3-02119 and A1-10360, c−type variables for which we obtain [Fe/H]=−0.79 ± 0.26 and −0.27 ± 0.24, respectively. It should also be noted that abundances for stars whose metallicity is larger than [Fe/H]=−1.26 (the metallicity of NGC1851) are actually obtained by extrapolation, and are then much more uncertain: this applies in particular to the stars with [Fe/H]> −1.0. On the whole we think that there is little evidence for RR Lyrae stars more metal rich than [Fe/H]= −1 in the LMC, from our data.
Metal abundances of the LMC variables
To estimate observational errors in the [Fe/H] values, we have compared results obtained from multiple observations of the same star. Since the ridge lines for the two comparison clusters tend to converge at large values of < H > (i.e., high temperatures, that is spectra taken far from minimum light), we expect that the accuracy of the metallicities is a function of the phase at which the spectra were taken. We have then divided the stars into three groups according to the average strength of the < H > parameter. For each group we estimated the quadratic mean of the r.m.s., weighting values for individual stars according to the number of observations; results are shown in Table 8 . As expected, the r.m.s. scatter increases with increasing strength of the H lines. We then made a linear fit throughout these data, and assumed that the error in the metallicity determination is given by:
These empirical estimates of the errors in our metallicities can be compared with the values expected from the quality of our spectra (that we remind are within expectations on the basis of the Exposure Time Calculator). Errors are mainly due to the K index, the contribution by errors in the < H > index (evaluated to be 0.014 by comparing the values obtained from different lines) being smaller, although not entirely negligible. By applying eq. (2), the expected error in the K index is 0.029 for a typical spectrum in the LMC. This value may be compared with that obtained from multiple spectra of the same star taken at very similar phase. Using eight independent pairs of observations for which the < H > index differs less than 0.01, the error in individual K measurements is 0.033, in good agreement with expectations. If we now take into account the sensitivity of metallicity to variations of the K index (as a function of < H >), that can be obtained by combining eqs. (3) and (4), and the small contribution given by the errors in < H > (provided by the slopes of the eqs. (3) and (4)), we may estimate the predicted errors for typical RR Lyrae stars of the LMC: the expected values for the three bins of Table 8 are 0.157, 0.189, and 0.226 dex, respectively. These values, listed in the last column of Table 8 , agree well with the observed errors, confirming that the accuracy of our abundance determinations is within expectations.
Multiple observations of the same variable were then combined, weighting individual determinations according to the error estimated in this way thus producing the average values listed in Column 13 of Table 7 .
The metallicity distribution of the RR Lyrae stars in our two fields of the LMC is given in Table 9 and shown in Figure 17 . The average metallicity of the sample is <[Fe/H>= −1.48 ± 0.03 ± 0.06 dex, where the last error bar accounts for possible zero point errors in our calibration. The star-to-star scatter (r.m.s=0.29 dex) is clearly larger than the mean quadratic error of 0.17 dex of the abundances for individual stars 5 . By quadratically subtracting the two values, the intrinsic star-to-star scatter is 0.23 dex. There is no clear systematic offset between field A and B: the average abundances are −1.45 ± 0.04 and −1.52 ± 0.04 dex, respectively. The distribution of Figure 17 appears to be somewhat skewed, with more stars more metal-poor than the average value than stars more metal rich than this value.
If we divide the variables according to the Bailey types, we find average metallicities of [Fe/H]=−1.51 ± 0.03 dex for ab−type RR Lyrae's, [Fe/H]=−1.36 ± 0.07 dex for c−type ones, and finally [Fe/H]=−1.57 ± 0.09 dex for double pulsators. Differences between values for different types are quite small; the somewhat larger value found 5 This error is smaller than the values quoted in Table 8 because on average about 1.6 observations were obtained for each star Table 8 . Errors as a function of < H > for the LMC stars for c−type variables may be due to a few stars with larger error bars, for which we found metallicities [Fe/H]> −1. Note that since on average c−type variables have higher temperatures, they have weaker Ca ii K lines, making the errors of the metal abundance determinations larger.
Comparison with abundances from light curve Fourier analysis
Metallicities from the parameters of the Fourier decomposition of the V light curves were derived for 29 RRab's in our photometric sample, 7 of which do not have spectroscopic metal abundances, applying Jurcsik & Kovács Note: V and V 0 are mean apparent and dereddened intensity averaged magnitudes taken from Di Fabrizio et al. (2004) . Shift means that there is an offset between light curves obtained in 1999 and in 2001; Incomplete means that the light curve is incomplete, so that no meaningful average magnitudes could be obtained; Blazhko means that the light curve shows evidence of a significant Blazhko effect (Blazhko 1907) ; Blend means that the stellar image appears blended in some frames; The metal abundance of B1-05952 is uncertain (see Section 8).
(1996) and Kovács & Walker (2001) techniques (see Di Fabrizio et al. 2004 , for details).
These metal abundances are on the metallicity scale defined by Jurcsik (1995) which is, on average, about 0.2 dex more metal rich than Harris (1996) scale. The average metallicity of this subsample of stars is: [Fe/H]=−1.27 (σ=0.35, 29 stars), in good agreement with the average values derived from the spectroscopic analyses, once differences between metallicity scales are properly taken into account. 
The star-to-star comparison between photometric and spectroscopic abundances is shown in Figure 18 . On average, the difference is 0.30 ± 0.07 dex, with photometric abundances being larger as expected. However, there are three stars (A10214, A26525, and B3-01408) that have large residuals between photometric and spectroscopic abundances. The light curve of one of these stars (A10214) does not fully satisfy the completness and regularity criteria for a reliable application of Jurcsik & Kovacs (1996) method (the star has a large D m value, see Di Fabrizio et al. 2004 ) and, for all these stars the reddening E(B − V ) Fig. 18 . Comparison between metal abundances for LMC RR Lyrae's obtained from spectroscopy and from analysis of the terms of a Fourier decomposition of the light curves following Jurcsik & Kovács (1996) and Kovács & Walker (2001) technique. Open symbols mark stars for which discrepant reddening values were derived using Sturch (1966) method. The solid line is the mean offset between the two metallicity sets.
derived from the Fourier decomposition of the light curve is quite discrepant with respect to the average of the other stars. This suggests that the Fourier analysis for these stars may be unreliable. If they are dropped, the average difference between the two sets of metal abundances is 0.28±0.05 dex, in reasonable agreement with the expected offset between the Jurcsik (1995) and Harris (1996) metallicity scales. The r.m.s of the residuals (0.24 dex), agrees well with observational errors of both metallicity determinations (0.17 dex from spectroscopy; ∼ 0.2 dex from photometry).
The luminosity -metallicity relation for RR Lyrae stars
As discussed in the Introduction the metallicity [Fe/H] influences the absolute magnitude of the RR Lyrae stars M V (RR) through a relation generally assumed to be of linear form: M V (RR)=α×[Fe/H]+β. Rather large uncertainties exist on the slope α of this relation whose derivation was the ultimate goal of the present spectroscopic study. The LMC bar is the ideal place for defining the slope of the M V (RR)-[Fe/H] relation since it contains a very numerous population of RR Lyrae stars, spanning more than 1.5 dex in metallicity, and the variables are all at the same distance from us, hence we do not have to worry about the absolute magnitudes, i.e. about model assumptions. There still remains to consider the intrinsic spread in the luminosities of the RR Lyrae stars due to their evolution off the ZAHB. To minimize this effect a fairly large number of variables is needed: we estimated that about 100 stars are required to reduce the error bar in α down to better than 0.05 mag/dex. We have combined the individual metal abundances of the RR Lyrae stars derived from our spectroscopic study (see Column 13 of Table 7 ) with the corresponding dereddened mean apparent V magnitudes derived from our photometric work (see Column 4 of Table 7 ) to determine the slope of the luminosity-metallicity relation for RR Lyrae stars with accuracy of 0.05 mag/dex. For 11 of the RR Lyrae variables we have analyzed spectroscopically, the light curve is either incomplete, or with systematic shifts between the 1999 and the 2001 photometry, or the star image appears to be blended (see Columns 3-4 of Table 7 ), so that accurate values of the average apparent magnitude could not be obtained for these stars. Our luminositymetallicity relation is thus based on the remaining 87 stars which cover the metallicity range from [Fe/H]=−0.79 to −2.12. We have divided the whole metallicity range into 5 bins, to have a reasonable number of objects in each of them, and computed both the average metal abundance and the average dereddened apparent luminosity V 0 and the corresponding rms errors for each bin, these values are given in Table 10 .
From a least square fit of these average values weighted by the errors in both variables we derive the following relation between the apparent luminosity and the metallicity of the RR Lyrae stars in our sample:
where the error in the slope was evaluated via Monte Carlo simulations. The relation is shown in Figure 19 , where we distinguish between single and double-mode RR Lyrae stars, indicated by open and filled squares respectively. We note that the LMC RRd's are systematically offset to slightly higher luminosities, thus suggesting that these stars may be more evolved than their single-mode pulsator counterparts.
A complete discussion of the impact of the new luminosity-metallicity relation has been given in Clementini et al. (2003a) ; here we only recall that the mild slope we derive agrees very well both with the results by Rich et al. (2001) Baade-Wesselink analysis of Milky Way field RR Lyrae stars (Fernley et al. 1998) . We also note that Figure 19 does not show clear evidence for a break in the slope around [Fe/H]=−1.5 as proposed by the theoretical models. This seems to suggest that the luminosity-metallicity relation for HB stars is universal, at least in M31, the LMC and the Milky Way. However, we caution the reader that there are only 4 stars with metallicity larger than 
The average metallicity of the short period Cepheids
Our LMC sample includes 3 variables (star #9604 and #10320 in Field A, and star #5952 in field B) that have periods (0.29< P < 0.63 days) in the range typical of the RR Lyrae stars but are from 0.5 to about 0.9 mag brighter than the average luminosity of the HB in these fields (see left panels of Figures 4 and 5 of Clementini et al. 2003a) . The classification of these variables posed some difficulty since, as discussed in Di Fabrizio et al. (2004) , their average luminosities, periods and amplitudes are consistent either with those of the Anomalous Cepheids (ACs) commonly found in dwarf Spheroidal galaxies (e.g. Pritzl et al. 2002 , and references therein), or of the low luminosity (LL) Cepheids (Clementini et al. 2003b ) and of the short period Classical Cepheids found in a number of dwarf Irregular galaxies (Smith et al. 1992 , Gallart et al. 1999 , Dolphin et al. 2002 . Knowlewdge of the metallicy may help to classify these variables since there is a limiting metallicity above which no ACs should be generated (Bono et al. 1997 , Marconi et al. 2004 6 , and ACs are expected to have low metal abundances, similar to or lower than the metallicity of the oldest populations in the host system, while short pe- Fig. 20 . Spectra of the variable star #73, one of the two suspected Anomalous Cepheids in ω Cen. For each spectrum we give the phase along the pulsation cycle; the minimum light corresponds to the phase interval 0.40< φ min < 0.52 (bottom spectrum). Fig. 21 . Spectra of the 3 LMC SPC in our sample. For each spectrum we give the corresponding phase along the pulsation cycle. The interval of minimum light is 0.77< φ min < 0.85 for star A2-9604, 0.50 < φ min < 0.68 for star A2-10320, and 0.77 < φ min < 0.83 for star B1-5952.
riod Classical Cepheids should have metallicities similar to those of the Population I component in the system. Two suspected ACs are known in ω Cen (Nemec et al. 1994 , Kaluzny et al. 1997 ), a cluster known to span a wide range in metallicity with at least three separate enrichment peaks (Norris, Freeman, & Mighell 1996 , Suntzeff & Kraft 1996 , Pancino et al. 2002 and suggested to possibly be the remnant of a disrupted dwarf galaxy. One of them is among the stars in our sample (variable #73, see Table 6 ). The spectra of this star are shown in Figure 20 , those of the 3 LMC short period Cepheids are shown in Figure 21 .
In the derivation of the spectroscopic abundances both the Anomalous Cepheid in ω Cen (variable #73), and the 3 short period Cepheids in the LMC were analyzed as being normal horizontal branch stars. Indeed, the surface gravity of these supra-HB stars should be similar to that of the RR Lyrae variables, because they are brighter but also likely more massive. We then expect that the metallicity calibration we use, based on normal horizontal branch stars, should be roughly correct also for them. In order to check this assumption in Figure 22 we show the run of the < H > values versus intrinsic (B−V) 0 colours for the LMC variables. These colours were derived from the B, V light curves (Di Fabrizio et al. 2004) , dereddened according to E(B − V ) A =0.116 and E(B − V ) B =0.086 (Clementini et al. 2003a) , and correspond to the colour at the phase of each individual spectrum. Only data of stars observed around minimum light are displayed in Figure 22 . Different symbols are used for the various types of variables. Two of the RR Lyrae stars (A1-19711 and A2-25301) deviate from the general trend, we suspect that the ephemerides and/or the reddening of these two variables may be wrong. The short period Cepheids (filled symbols in Figure 22 ) follow the general < H > −(B − V ) 0 relationship defined by the RR Lyrae variables. The SPC spectra closer to minimum light fall on the upper envelope at redder colours of this relation. This suggests that the metallicity calibration we have adopted holds also for the SPCs. However, star B1-05952 falls outside the range defined by the RR Lyrae variables, in a totally extrapolated region of this relation, thus its metal abundance could be slightly overestimated.
The [Fe/H] value we obtain for the ω Cen candidate Anomalous Cepheid #73 is [Fe/H]= −1.50±0.12, in agreement with previous estimates (see Table 6 ). This star appears to be marginally more metal-rich than the main metal-poor component of ω Cen at [Fe/H]∼ −1.6 (Norris et al. 1996) , but definitely metal-poorer than both the secondary metallicity peak at [Fe/H]∼ −1.2 (Norris et al. 1996) , and the metal-rich peak at [Fe/H]∼ −0.6 (Pancino et al. 2002) .
For the 3 short period Cepheids in our LMC sample we derive: [Fe/H]=−1.96 ± 0.16 for A2-09604, [Fe/H]=−1.66 ± 0.09 for A2-10320, and [Fe/H]=−1.59 : ±0.03 for B1-05952, and a corresponding average value of [Fe/H]=−1.74 ± 0.11. Both individual and average metallicities of these three variables are well below the average metal abundance of the RR Lyrae stars in our sample ([Fe/H]=−1.48 ± 0.03) thus suggesting that these three short period Cepheids are more likely to be Anomalous Cepheids with masses M ∼ 1.3M ⊙ rather than the short period tail of the LMC Classical Cepheids.
It would be important to derive metallicities for more Anomalous Cepheids in different environments. More extensive samples of Anomalous Cepheids with adequate high resolution spectroscopic data would be clearly welcomed.
