In previous articles we derived and tested the quasi-Gaussian entropy theory, a description of the excess free energy in terms of the potential or full internal energy or enthalpy probability distribution, instead of the (con gurational) partition function. We obtained in this way the temperature dependence of thermodynamic functions in the NV T , NpT and V T ensembles assuming a Gaussian, Gamma or Inverse Gaussian distribution. In this article we extend the theory to describe the density dependence of thermodynamic properties, using the distribution of volume and number of particles in the isothermal-isobaric and grand canonical ensemble, respectively. In both ensembles pressure-density expressions for a Gaussian and various Gamma distributions are derived and applied to water. A Gamma description for the volume distribution turns out to be a good model in the gas range, which is in accordance with the volume distribution of an ideal gas. A Gamma description for the particle number distribution works well for liquid densities.
Introduction
The prediction of the temperature and density behavior of realistic uid-like molecular systems based on an exact statistical mechanical approach is both very challenging and important for practical applications and the prediction of equations of state. The evaluation of the partition function for systems with interacting molecules is in general extremely di cult, and often severe approximations have to be made, unlike the situation for molecules in the ideal gas phase, see for example Frenkel et al. 1 However, as we have shown in previous articles, 2{7 for the evaluation of macroscopic thermodynamic properties of realistic systems most of the information which is present in the partition function is redundant. It is su cient to focus on the probability distribution of the appropriate uctuations in the system, which completely determine the free energy di erence with respect to a proper reference. This is the approach of the quasi-Gaussian entropy theory (QGE). Its basic principles are explained in section 2 of the preceding article. 7 In that article we derived the temperature dependence of thermodynamic properties in various ensembles.
In the present paper we will describe how to extend the quasi-Gaussian entropy theory in an exact way to describe the density dependence of thermodynamic functions in the isothermal-isobaric and grand canonical ensemble. This is accomplished by using distributions of the volume and number of particles. Just as for the temperature dependence in the previous article, 7 we can immediately obtain expressions for the thermodynamic functions without explicitly solving the appropriate thermodynamic master equation (TME).
The article is organized as follows.
In section 2 we present the theory concerning density dependence of thermodynamic properties using the QGE approach. The de nition of the system and reference state (2.1), a discussion on the distribution of the volume and number of particles (2.2), the derivation of related thermodynamic functions from the free energy (2.3) and some important model distributions (Gaussian and Gamma) and corresponding statistical states (2.4) are described. As the isothermal-isobaric and the grand canonical ensemble di er in some important aspects, the speci c applications and \special" statistical states of these ensembles are discussed in sections 2.5 and 2.6. To facilitate the derivations, we use a uni ed notation for properties in various ensembles as introduced before, 7 see Table 1 .
A discussion on the thermodynamic master equation and its implications for phase transitions is presented in section 3. Applications to water of the various statistical states are presented in section 4, along with some results on a model system, the ideal gas. Finally, in section 5 we give the conclusions. The density dependence of thermodynamic properties, i.e., the dependence on volume (isothermal-isobaric ensemble) or particle number (grand canonical ensemble), can be obtained in the following way.
In the isothermal-isobaric ensemble the Gibbs free energy di erence between two di erent pressures is 
There is one major di erence between this expression and Eq. 1: N is a discrete variable and the corresponding distribution of the number of particles is also discrete. However, for a macroscopic system the change due to a single particle can be regarded as a di erential. In the case that an analytical expression of Q(N; V; T) is available, we can rewrite the grand canonical partition function as (8) where in the last step we have used Eq. 7. For macroscopic systems, not at extremely low pressure and density, e J 0 0 (even for a system of 1 m 3 at 0.1 Pa and 300 K we nd e J 0 3 10 ?11 ). Hence under normal conditions we can safely neglect the rst term on the right-hand side of Eq. 5: are the continuous distributions of the particle number uctuations at 0 and , respectively. In this paper we will use these virtually exact equations. Only in the limit of zero pressure or density when really tends to ?1 Eq. 8 has to be used, see section 2.6. It is important to note that Eq. 9 implies the equality between the moments of the continuous number of particles, N, and the ones of the discrete number, N. Hence for systems not in the zero pressure limit, we can really consider the instantaneous number of particles as the continuous variable N.
The integral on the right-hand side of Eqs. 10 and 11 is only depending on T, V and . Taking the derivative with respect to the chemical potential yields @ J @ T;V = ?N( ) (12) and upon inversion (N). Hence adopting the general symbols as de ned in Table 1 
and upon inversion y(Y ). Note that we use a zero superscript to denote that the property is evaluated at y 0 , in order to distinguish this from the zero subscript as used in the preceding article, 7 
Volume and particle number distribution
We can use the central limit theorem to show that for macroscopic systems, which may be considered as a very large collection of identical independent subsystems, 0 ( Y 0 ) can be described by a unimodal distribution close to a Gaussian. Since 
by expanding the expression between square brackets in a Pad e approximant 17, 18 around the mode (maximum of probability) of the distribution. In Eq. 16 
Statistical states
In the following we will describe the solutions of F, Y (y) and hence y(Y ) for the Gaussian and Gamma state with the help of Eqs. 13 -14. In the two subsequent sections we will derive for the isothermal-isobaric and grand canonical ensemble speci c Gamma states, according to the speci c physical restrictions valid for each ensemble. Unlike for the analogous case in the temperature, 7 in this paper we will not explicitly describe the solutions of the conjugated equations (Eqs. 18 -22) for these statistical states. For a Gaussian state, de ned by the Gaussian distribution 2, 6 ( ) 
Isothermal-isobaric ensemble
At this point it is useful to address some speci c features of the isothermalisobaric ensemble and the corresponding restrictions on the possible solutions of the generalized Pearson system. Clearly, for p = 0 (i.e., y = 0) the Gibbs free energy G diverges, see Eq. 1, as R 1 0 expf? A(V)gdV ! 1 since A is a decreasing function of V because @A=@V = ?p < 0. Therefore the distribution 0 must have a MGF e t which diverges at one nite value of t, and since the volume distributions are de ned from a nite lower limit V min to in nity, we must select solutions of the generalized Pearson system with m + 1 = n (cf. Eq. 16 
where the function p(V ) is equal to a 0=1] Pad e approximant of p around V 0 and V min < V 0 since for reasons of thermodynamic stability (@V 0 =@p) T;N < 0.
In the isothermal-isobaric ensemble the limit to the point of divergence of the MGF, p ! 0, corresponds to V ! 1 and clearly to an ideal gas condition.
This implies that the proper description of any gas phase (or uid phase above the critical point) must be a diverging state. Since from Eq. 37 it follows that the expression p 2 (@V=@p) = p 0 2 (@V 0 =@p) is volume independent, and the input parameters can be obtained at arbitrary V 0 , the value of p 2 (@V=@p) can also be calculated in the ideal gas condition, giving 
Clearly, Eq. 41 resembles a van der Waals like expression of the pressure, although derived in a completely di erent way. V min is the \minimum" volume of the system, which must be zero or positive and temperature independent for a system described by an exact diverging Gamma state, like in the van der Waals equation, where V min = (2=3) N 3 HS (Ref. 24) can be identi ed as the hard sphere volume of the molecules. When the Gamma state is an approximation to a more complex statistical state, V min extracted from experimental properties re ects the e ect of both repulsive (\hard core") and attractive interactions, in which case V min is in general temperature dependent and can be even negative (if the attractive forces are dominating, i.e., p 0 is smaller than the ideal gas pressure at V 0 ). Obviously for an ideal gas V min = 0.
For the construction of equations of state, the most useful equations are the p(V ) relations. We will therefore summarize the properties of the p(V ) equations in the isothermal-isobaric ensemble, i.e., the limits of V and the corresponding pressures. 
In Table 2 we have summarized the limit properties of these NpT pressure equations. Clearly, of the four expressions the diverging Gamma state is the only completely physically correct solution. A negative Gamma state in the volume is a very unphysical state, even as a local approximation, since both limits are incorrect. The positive Gamma state, however, could be used as a local approximation e.g. at higher density. Note also that a Gaussian state (equivalent to a second order cumulant expansion) is clearly less \physical" than the diverging Gamma state, which has even a lower complexity (i.e., number of input data at V 0 ).
Grand canonical ensemble
In this section we will address some speci c points of the grand canonical ensemble.
First of all, using standard thermodynamic manipulations, we can rewrite the derivatives (@Y 0 =@y) T 
where max > 0 since (@ =@N 0 ) > 0. This formally exact Gamma state could be applicable at every non-zero pressure, and only in the extremely dilute case should be combined with Eq. 8. Also in this case the most interesting property is the pressure as a function of the density, and we will give a summary of the di erent statistical states. As the volume is xed, we can directly nd the expressions for p, since J( ) = In Table 3 we have summarized the limit properties of these V T pressure equations. Clearly, the zero limit Gamma state is the only completely physically correct solution. Note that in all cases where there exist a nite minimum density, i.e., for the ? + N] and ? 0 + N] states, we have to use the complete expression for J, Eq. 8, in order to obtain the correct zero density pressure limit. Also note that the concept of in nite potential barriers, i.e., hard-sphere like interactions, is not compatible with positive Gamma states for the number of particles, since for those states the density can reach in nity. In fact, for a system with hardsphere like contacts, any exact distribution ( N) must be de ned on the nite interval 0; N max , which gives rise to extra restrictions on the possible polynomials P m ( N 0 ) and G n ( N 0 ) in the generalized Pearson system, Eq. 16, and so requires more complex solutions than a Gamma distribution. However, for such systems we can use at least as a local high-density approximation a ? ? N] state, which has a nite maximum density.
Thermodynamic master equations and phase transitions
In the previous sections of this article and in the preceding article 7 we derived expressions for various thermodynamic properties as a function of temperature or density, always using the moment generating function evaluated at the reference condition. Expressing the free energy di erences in terms of the moment generating function in the actual condition (Eqs. 10, 15 and 83 of the previous article, 7 and Eqs. 2 and 11 of this article) and now combining these with the corresponding thermodynamic relation (Eqs. 18 and 78 of the previous article and Eqs. 3 and 12 of this article) results in a set of closed di erential equations (thermodynamic master equations analogous to the one described for the canonical ensemble in previous papers 2, 3, 6 ) with solutions that provide the temperature or the density dependence of the thermodynamic properties. In fact, for a given type of distribution the derivation of the previous sections, where we used the reference moment generating functions, provides such solutions without explicitly solving the corresponding thermodynamic master equation (TME). We can illustrate this using as an example the volume uctuation distribution in the isothermal-isobaric ensemble. In this case combining Eq. 2 with Eq. 3 we have: where, as we showed, the central moment generating function G V ( p) = e p V can be expressed in terms of a set of volume derivatives with respect to the pressure. Hence Eq. 59 is a closed ordinary di erential equation and must have a unique solution providing V (p) at a given temperature and number of particles. Moreover, since the type of di erential equation in Eq. 59 is fully de ned by the type of volume distribution at one arbitrary pressure p, it follows that the type of distribution must be conserved at every other pressure. It should then be clear that the expression of V (p) obtained in the previous sections, directly di erentiating the logarithm of the central moment generating function at the reference condition with respect to p (using Eq. 1 in Eq. 3), must be the solution of Eq. 59, as it follows from the fact that Eq. 59 has a unique solution de ned by one type of distribution or moment generating function. The same argument can be easily applied to any possible uctuation-ensemble combination, leading exactly to the same result.
As previously noted for the potential energy uctuation in the canonical ensemble, this fact has very important consequences, implying, for instance, that the knowledge at one arbitrary pressure of the exact volume distribution contains complete information on the volume uctuations at every other pressure and hence the knowledge at this single point provides the full thermodynamics at every other possible pressure for a given temperature and number of particles. Only the presence of a singularity in a TME can restrict the range of applicability of its solution, implying in general the existence of two independent branches of the solution at the two sides of the singularity. From a general thermodynamic point of view this seems to be the case when a system undergoes a phase transition where many of its properties are considered to have a singularity. However, with the use of statistical mechanics we can understand that this common thermodynamic consideration on phase transitions must be regarded only as a very useful approximation, but never really exact. 25 In fact, in order to have real singularities at the phase transition we should assume that the system is exactly con ned in one region of the available phase space and then, at the phase transition, moves into another exactly con ned part corresponding to the new condition. In this case the moments of the distribution and hence the thermodynamic properties can have a real singularity. It is easy to see that this is impossible because any exact con nement can only be produced by in nite energy barriers in phase space, which are of course non-compatible with any transition (the system would remain trapped in the initial region at every temperature and density). More in general, if a set of moments are diverging at a certain temperature they will still diverge at any higher temperature, implying that a real singularity for the moments at a single nite temperature should be impossible. In a real system even when it is in a stable monophasic condition there is always a non-zero probability, although numerically virtually zero, that the system is in the multiphase phase-space region, hence having a phase separation or vice versa when the system is in a stable multiphase condition. The de nition of a stable monophasic or multiphasic condition can only be based on probability. Hence the information which is in principle available at one state point could be really enough to rebuild the thermodynamic behavior at any other state point and therefore for each TME a single solution with no singularities should be always expected.
Clearly in usual monophasic conditions a system can be described virtually exactly as really con ned in the single phase phase-space region, since the probability for any transition outside this region is almost zero, and therefore the corresponding distributions (for the energy, volume and number of particles) are virtually indistinguishable from those obtained for an exactly con ned system. However, such usually negligible \hidden" information will become essential, inuencing the whole shape of the distributions and not only the very far tails, when the system is close to the critical point where large microscopic uctuations are possible, and at the coexistence line where a system becomes macroscopically multiphasic. In the latter case the transition is very sharp in temperature or density and corresponds to a catastrophic exchange of probability between the monophasic and multiphasic phase-space regions. Phase transitions can therefore be usefully modelled as thermodynamic discontinuities although no mathematical singularities really occur. In practice the exact TME solutions although existing, are extremely di cult to be properly modelled. We showed 6 that the statistical states necessary to describe a multiphasic system are much more complex than the ones which can be used successfully for single phase conditions. Hence, since any exact solution of a TME should describe both the monophasic as well the multiphasic condition, its complexity 6 should be at least the same as that of the simplest statistical state needed to model the multiphase system. Such highly complex unimodal distributions (de ned by a large number of moments or deriva-tives) are really necessary to reproduce the very irregular behavior of a system at phase transitions or at the critical point. In the latter case the extra complication of the correlation length which tends to in nity could even imply that locally the distribution is not necessarily properly modelled by an exact unimodal curve. It is clear then that statistical states which can reproduce with high accuracy only the thermodynamics of monophasic systems must be always regarded as excellent approximations in a monophasic range of the exact statistical state, unable to describe directly any multiphase condition.
Results
First we derive for an ideal gas the volume distribution in the NpT ensemble and the particle number distribution in the V T ensemble. For simplicity we will give a description for monatomic molecules, since the generalization to polyatomic molecules is straightforward and does not alter the results.
In the isothermal-isobaric ensemble we obtain from the monatomic ideal gas partition function 
which proves that the volume distribution of an ideal gas in the isothermalisobaric ensemble is a diverging Gamma distribution (b 1 = 1= p), and also suggests that it might be a good description for real gases as well. Note that since for an ideal gas the volume and the internal energy are uncorrelated, 21 the MGF of the instantaneous enthalpy distribution function in the NpT ensemble is the product of G U (t) and G pV (t), where G U (t) = ( = ? t) 3N=2 follows from the distribution of the kinetic energy of a monatomic gas with 3N degrees of freedom 7 and G pV (t) = G V (pt), so G H (t) = G U+pV (t) = G U (t) G pV (t) = ? t (66) which is in agreement with Eq. 103 of the preceding article. 7 For a monatomic ideal gas in the grand canonical ensemble the partition function is given by While in the isothermal-isobaric ensemble the Gamma state for the volume is the exact statistical state of an ideal gas, a Gamma state for the density in the grand canonical ensemble is not, and can only be an approximation to this ideal gas Poisson state. Or, in other words, a diverging Gamma state for the volume ? d + V] might in general be a good description at least of the gas phase, whereas a zero-limit Gamma state for the number of particles ? 0 + N], although physically acceptable, will never be a good description, as not even the ideal gas behaviour is properly described.
Based on this we tried to model the p-V relation of gaseous water using a di- pressure any more. For comparison we also present a second order cumulant expansion of the free energy di erence in p , equivalent to a Gaussian state, Eq. 43. Results for one isotherm (573 K) are given in the insert of Fig. 1 (the other isotherms give similar results). Although a Gaussian state uses more input data than a diverging Gamma state, the behavior of the former is clearly wrong. Just as for the temperature dependence 7 , the use of a physically acceptable Gamma distribution increases the quality of the model considerably, compared to a simple cumulant expansion. For the dense part of the phase diagram we tried as a local approximation a negative Gamma state in the number of particles, ? ? N], Eq. 56, for the di erent isotherms, see Fig. 2 . Although it is a local approximation , we expect it to be better at high density than the physically acceptable zero limit Gamma state, since the former has a maximum density N max , where a singularity occurs in accordance to the usual simple \hard sphere" model of liquids. For each isotherm initial values were obtained in a single point within the range 1200 < p 0 < 3400 bar, 30:4 < 0 N < 57:5 mol/dm 3 , 0:03 < 0 < 0:08 (kJ/mol) ?1 and 72 < N max < 88 mol/dm 3 . The latter corresponds to a hard-sphere radius 1:49 < r HS < 1:60 A, which is clearly larger than the value r HS = 1:35 A previously obtained from the phase-space con nement along isochores. 6 From Fig. 2 it is clear that a ? ? N] state is perfectly able to describe the pressure of a dense liquid like water; up to the coexistence line for isotherms below T c (see also Fig. 3 ) and for the highest isotherm up to the critical density (17.51 mol/dm 3 ). Note that also in this case a second order cumulant expansion (equivalent to a Gaussian state) is much worse than the used Gamma state (data not shown).
In Fig. 3 
Conclusion
In this article we showed how to extend the quasi-Gaussian entropy theory in an exact way to describe density dependence of thermodynamic properties in noncanonical ensembles using the probability distribution of the volume and number of particles. We derived general expressions for the solutions of thermodynamic master equations for the density dependence in the NpT and V T ensemble, and described speci c aspects of these conditions. General Gaussian and Gamma statistical states were derived, as well as special Gamma states, such as the diverging Gamma (NpT ) and zero limit Gamma state ( V T), according to the speci c physical constraints of each ensemble. These Gaussian and Gamma states were used to reproduce the thermodynamics of water in gas and liquid conditions. In contrast to the situation in the canonical ensemble using the energy uctuations, in these non-canonical ensembles we encounter phase transitions. Following the usual thermodynamic approach (i.e., regarding the phase transitions as singularities), we have two distinct solutions for the subcritical isotherms: a gas and a liquid one.
In this article we rst showed that in the NpT ensemble an ideal gas is described by a diverging Gamma state for the volume uctuations, suggesting that in general such a diverging Gamma state could be a good description, at least of the gas behavior. In the case of the grand canonical ensemble, on the contrary, the ideal gas statistical state for the particle number uctuations is given by a (discrete) Poisson distribution, implying that even the physically acceptable zero limit Gamma state is not able to reproduce exactly the ideal gas behavior. This suggests that Gamma states for the particle number uctuations are likely to be useful especially as high-density local descriptions (negative Gamma states with a maximum density) but are not accurate in describing the gas range density dependence.
Secondly, as previously obtained for the temperature dependence, 7 also for the density dependence a considerable part of the ( uid) phase diagram can be described by Gamma states and only at the phase transitions or in the vicinity of the critical point more sophisticated statistical states are required. The results clearly show that we can describe the thermodynamics of water using two Gamma state solutions, a low-density (gas) diverging Gamma state for the volume uctuations, and a high-density (liquid) diverging Gamma state for the particle number uctuations, but no single Gamma state can be used as a unique statistical state of the system for all densities, even at supercritical isotherms. This implies that for a real system its unique exact solution, able to describe both gas and liquid conditions including phase transitions and the critical point region, is beyond the Gamma level of the theory in NpT and V T ensembles.
Interestingly, while for the temperature dependence 7 at least for water both the liquid and the gas side can be accurately modelled by Gamma states for the enthalpy uctuations in the NpT ensemble, in the case of the density dependence, we can only describe the liquid and gas behavior using two Gamma states from di erent ensembles: a volume NpT diverging Gamma state on the gas side and a particle number V T negative Gamma state for the liquid side. As obtained for the temperature dependence in the previous paper, also for the density dependence a second order cumulant expansion is much worse than the used Gamma states.
