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A B S T R A C T
We study the rheology of a soft particulate system with attractive in-
teractions. Lees-Edwards boundary conditions are used to simulate
a shear-controlled flow. Unlike repulsive systems, it is found that in
systems with a damping force directed normally to the contact point,
attractive interactions result in a finite yield stress, and an iso-static
structure emerges below the jamming point. The rheology can be ex-
plained by a scaling argument that exploits the vicinity to the isostatic
state. In addition, flow curves exhibit non-monotonic behavior, result-
ing in persistent shear-banding in large systems.
Furthermore we investigate the role of dissipation mechanism by
implementing several models for the dissipation of energy. A tan-
gential damping gives rise to the monotonic flow curves and the
development of a viscous flow in the over-damped regime. How-
ever in that case, decreasing the damping factor introduces the in-
ertial time-scale, leading again to non-monotonic flow curves and
inertia-induced shear-banding, which are intrinsically different from
the above mentioned shear bands.
Finally we introduce thermal fluctuations to our system and inves-
tigate the interplay of temperature and attraction with respect to flow
properties and particles’ dynamics. Namely a phase-separation at in-
termediate values of the underlying parameters is observed to occurs,
the amount and rate of which has been quantified in this work by in-
troducing a properly chosen order parameter.
Our results shed some light on the rich and complex rheological
response of attractive particles, in terms of interaction details, such as
the dissipation model, thermal noise and range of the attraction.
v
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I N T R O D U C T O RY M AT E R I A L

1
T H E O R E T I C A L B A C K G R O U N D
1.1 soft material
Soft condensed matter is the term to refer to materials that are sensi-
tive to external forces, such as thermal and mechanical stress, whose
magnitude is comparable to thermal fluctuations. As a response to
such external drivings, they are deformed, or change the structure. A
large category of soft materials is Complex Fluids, referring to materi-
als that are neither simple liquids nor solids with crystalline structure.
We are familiar with plenty of these materials in our daily life. Paints
that we use for drawing, food products like tomato ketchup or mayon-
naise, health products as toothpaste, soaps and shampoos and many
materials which are important in industry as fine powders, granular
material and polymer melts, they all belong to the class of soft mat-
ter. Foams and emulsions, which are dispersions of gas bubbles or
liquid droplets in a liquid, are other examples of soft matter. Most
importantly, most of biological systems consist of soft matter.
There are a number of common features that motivates people to
consider them as a specific class of material. Because of the impor-
tance and applications of such materials, they are of intense inter-
est to researchers. Pierre-Gilles de Gennes, (1932–2007), who is often
known as the "founding father of soft matter", won the Nobel Prize
in physics in 1991 for his works on soft materials.
Interesting behavior arises from soft matter, which are not easily
predictable, if possible at all, from properties of its ingredients. Rel-
evant length scales are often intermediate between atomic sizes and
macroscopic scales. Soft matters usually self-assemble in structures at
mesoscopic sizes, where quantum effects are unimportant. Therefore,
coarse-grained models can be used to study such material, without a
need to account for all details on atomic scales.
For instance, common features of complex fluids as an example of
soft matter, can be caught by some general models or phenomena,
regardless of their dramatic differences on atomic level. In the rest
of this chapter, we review some of those models, theories and phe-
nomena, which are necessary to establish a theoretical framework for
the result section. We specifically focus on crowding effects and flow
properties of particulate systems.
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Figure 1.1: Components of the stress tensor σ for a unit volume of a material.
Surface normal vectors are indicated by red dashed vectors.
1.2 categories of soft matter : mechanical response
Normal condensed matter are known in two general categories, solids
and liquids. However, in the case of complex fluids, it is not that simple
to classify the system in either of those categories. For example, is the
shaving foam, as a typical example of complex fluid, solid or fluid?
Without applying a large stress, it seems to behave as a solid and
does not flow. But in the presence of an adequate stress, it behaves
as a fluid. To understand and explain the complex behavior of soft
matter precisely, we first review the definitions of solid and fluid in
terms of mechanical response of the system.
1.2.1 Stress Tensor and Strain
Consider a volume element of a material presented in Figure 1.1 with
force ~F exerting on it. Stress σ is a second order tensor with nine
components measuring the force per area exerted on each face of the





where indexes indicate components in orthogonal Cartesian coordi-
nation system. In Equation 1.1, Fi indicates the force in î direction
exerting on the face of the unit volume with a normal surface vector
of ĵ and the area of Aj. Indexes i, j,k can take any value from (x̂, ŷ, ẑ).
In general, σ components have two different types: for a given sur-
face, σii is called the normal stress (compression or tension) which
is perpendicular to the surface, and the shear stress σij (i 6= j) that
1.2 categories of soft matter : mechanical response 5
Figure 1.2: A sketch of the deformation of a material in response to the ap-
plied shear stress σxy. The deformation is measured by the shear
strain, γ = ∆x/L.
is parallel to the surface. Please note that the pressure (or the normal




(σxx + σyy + σzz). (1.2)
Figure 1.1 displays all components of the stress tensor on different
faces of the unit volume.
The response of the system to shear stress, σij in Figure 1.1, can be
used to define whether the system is solid or fluid. Solid materials
can sustain shear stress while fluids are subjected to flow in response
to a shear stress. Figure 1.2 illustrates a two-dimensional sketch of a
material deformation due to a shear stress σxy. Here, for simplicity
we assume A = Ay, thus by definition, shear stress is defined as
σxy = Fx/A. The deformation can be measured through shear strain






For a solid, imposing the shear stress to the material causes a constant
strain in response. In the case of simple solids, the strain is propor-
tional to the applied stress as
σxy = Gγ, (1.4)
where the factor of proportionality, G, is called the shear modulus.
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1.2.3 Viscous Fluid
For a fluid, a constant shear stress leads to a time-dependent strain;
the material flows. The rate of changes in strain, is called the strain





where t indicates the time. The strain rate is related to the applied
shear stress as
σxy = η(γ̇)γ̇. (1.6)
The factor η, is called viscosity which in general might be a function
of strain rate itself. If we imagine the fluid as several layers of mate-
rial flowing on top of each others, then η can be considered as the
resistance of the material to the relative motion of neighboring layers.
It should be mentioned that Equation 1.6 is a tensorial equation as,
σ = η∇~v, (1.7)
in which ~v represents the velocity vector. In the case of isotropic fluid
(no preferred direction for the material), the viscosity tensor reduces
to two real components: The shear viscosity, describing the fluid’s resis-
tance to the shear deformation and the bulk viscosity, corresponding
to the fluid’s resistance to compression or expansion.
1.2.4 Newtonian Fluid
Newtonian fluids are the simplest mathematical model of fluids at
which by definition, the stress σ, is linearly proportional to the rate
of change of the fluid deformation in time, or the strain rate γ̇,
σ = ηγ̇. (1.8)
In such a flow, η is constant in time and does not depends on γ̇.
Figure 1.3 displays a simple shear system or laminar flow, where the
fluid is confined between two parallel plates, one fixed and the other
moving with a constant velocity, v. We assume the top plate is the
moving one. If v is small enough, the fluid’s particles move parallel
to the moving plate and their velocity decreases from v to 0 linearly
with the distance to the moving plate. In the larger scale, each layer of
the fluid moves faster than the one further from the moving plate. The
relative motion of neighboring layers, gives rise to a friction force. In
particular, the fluid will exert a force F on the moving plate, resisting
its motion. This force should be canceled by an external force to keep
the plate moving with a constant speed. If the area of the plates is




Figure 1.3: A fluid in a simple shear geometry (laminar flow). The fluid is
confined between two plates. While the lower plate is stationary,
the upper one is moving with a constant velocity v.






where the ratio v/H is the rate of shear deformation or the strain rate
(γ̇ = v/H) and the viscosity η is equivalent to the friction coefficient.








where ∂v/∂y corresponds to the local strain rate. Equation 1.9 was
first derived by Newton, assuming that the flow moves along parallel
lines.
1.2.5 Complex Fluid
Usually flow behavior of complex fluids are categorized in time-dependent
and time-independent behaviors. Time-dependent fluids exhibit a com-
bination of viscous and elastic responses, depending on the time-scale
in which the shear stress is applied. This kind of behavior is called
viscoelasticity. If a constant stress is applied at time t = 0, at first
the system responds as an elastic solid and deforms with a constant
amount of strain, γ = σ/G0. Here, G0 is the instantaneous shear mod-
ulus. However after a certain time τ, it starts to flow as a viscous fluid
with a constant strain rate γ̇ = σ/η. The time τ is the relaxation time,
separating the solid-like behavior from the fluid-like behavior. One fa-
mous example of such materials is the silly putty toy, which is made
of silicone polymers. It acts as a solid if the stress is applied in a time
shorter than the relaxation time. If we throw the toy toward the wall
fast enough, it bounces back as an elastic solid. On the other hand,
if we just hold the paste at some height, after some time the gravity
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results in the flow of it toward the ground; the paste flows as a vis-
cous fluid. For a Newtonian fluid, one can estimate η by balancing the
elastic and viscous responses of the material at the relaxation time.
η ∼ G0τ. (1.10)
One example of time-independent fluid behavior is the Viscoplastic-
ity, in which stress scales paly the main role to detemine the response
of the system. For such materials, a stress threshold, yield stress σy,
exists which must be exceeded to deform or flow the material. If the
externally applied stress is less than σy, the material responds as an
elastic solid. As it was mentioned earlier, shaving cream exhibits such
yield behavior.
Unlike Newtonian fluids, complex fluids usually do not conform
to the Newtonian postulate, the linear relation between σ and γ̇,
expressed in Equation 1.6. Hence these fluids are also called non-
Newtonian Fluids, including foams, dispersions and suspensions, emul-




Figure 1.4: Possible behavior of a fluid in response to an applied stress. The
viscosity, η = dσ/dγ̇, is constant for newotonian fluids, increas-
ing for shear-thickening flows and decreasing for shear-thinning
flows.
The main feature of Complex fluids is that the viscosity, η, may be
a varying function of γ̇ or σ. Under some circumstances, the viscosity
can be even a function of time, depending on the history of the fluid.
In this sense, there are three main categories for the response of a
fluid to an applied stress. For Newotonian fluids, the viscosity η is con-
stant and the strain rate γ̇ is linearly proportional to the shear stress,
as it was discusses above. For some materials, viscosity decreases as
the strain rate is increased, called shear-thinning behavior. An exam-
ple of such materials is paint, which explains why it moves easier as
one does faster brushing. Another type of materials are those whose
viscosity is an increasing function of strain rate; it gets harder to flow
the material in higher rates. This behavior is called shear-thickening
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and is often seen in pastes. Figure 1.4 demonstrates these three types
of flow in terms of the stress as a function of strain rate.
Some material as hard sphere colloidal suspensions can experience
shear-thinning and shear-thickening behavior at different regimes of
applied stress or strain rate [Chen et al., 2010; Wagner and Brady,
2009]. Figure 1.5 displays the connection between the microstructure
of the material and the corresponding shear regime. For such sys-
tems, the suspension in equilibrium resists to flow as a Newtonian
fluid with a constant viscosity. Increasing shear stress (strain rate), or-
ganizes particles in a way that the viscosity decreases; shear-thinning
occurs. Further increase of the shear stress (strain rate) results in the
formation of clusters, due to enhancement of hydrodynamic interac-
tions between particles. Thus, particles face more difficulty to flow,
the viscosity increases again and transition to the shear-thickening
regime happens [Wagner and Brady, 2009].
Figure 1.5: Microstructure and corresponding viscosity of shear-thinning
and shear-thickening regimes in hard-sphere colloidal suspen-
sions. The picture is adapted from [Wagner and Brady, 2009],
with the permission of the American Institute of Physics.
1.3 rheology : study of flow and deformation
Rheology is defined as the study of the flow of materials. It includes
flows in a liquid state, as well as behavior of solids which flow under
application of external force, instead of exhibiting elastic deformation.
It usually deals with materials which have a complex microstructure,
such as muds, suspensions, polymers, granular material, as well as
bodily fluids (e.g., blood) and other biological materials which are all
categorized as soft material.
To make such materials flow, they are often sheared in nature and
industry. The shear is sometimes induced by the relative motion of
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boundaries, leading to a relative velocity between them and the bulk
material. It is worthy to describe different shear geometries which are
common in studies of rheology of soft matter.
1.3.1 Shear Geometries
Figure 1.6, adapted from [Forterre and Pouliquen, 2008], displays dif-
ferent geometries used to study rheology of dense granular matter.
Figure 1.6: Different shear geometries, often used to shear granular materi-
als. (a) plane shear, (b) Couette cell, (c) silo, (d) incliend plane, (e)
flows on a plie, (f) rotating drum. Red arrows indicate velocity
field in each geometry. This figure is adapted from [Forterre and
Pouliquen, 2008].
Among setups depicted in Figure 1.6, planar shear and Couette
cell are more common in experiments. Plane shear is the simplest
protocol to study the rheology of systems, specially from the com-
putational point of view. There, there is a relative motion of the two
parallel boundaries in opposite directions, imposing a shear in the
perpendicular direction, the Shearing direction. The distance between
upper and lower boundaries can be fixed or flexible, depending on
the experiment. In numerical studies, other boundaries stay station-
ary, with the periodic boundary conditions.
Couette cell is another shear setup which is proper for experiments
because of its periodicity in the flow direction. The shear is imposed
by the relative rotation of inner and outer cylinders. In another ver-
sion of Couette cell, the bottom plate can also be rotating with the
cylinders. The top boundary, similar to the plane shear, might be
fixed or flexible depending on the experiment. Because of the sym-
metry of Couette cell, one can rotate cylinders as long as it is desired.
Hence, large amount of strain would be accessible in laboratories.









Figure 1.7: The jamming phase diagram for a system at zero temperature
and repulsive interactions. Below the jamming point, φJ, the sys-
tem behaves as a fluid. Above the jamming point, the yield stress
line needs to crossed to flow the system.
In this work, we only focus on the plane shear whose numerical
implementation is explained in Chapter 2.
1.4 the jamming transition
Consider a box of volume V with N frictionless particles inside it, at
zero tempretaure and zero shear stress. Particles interact via repul-
sive pair potentials that disappears at the cutoff distance, namely the
summation of their radii. For such a system, the volume fraction φ is
defined as the fraction of the box volume occupied with particles. For







with Ri being the radius of ith particle. For dilute systems (small φ),
the system acts as a fluid. Any arbitrary stress would be enough to
flow the system. Void space in the system helps particles to move
easily due to the applied stress. However, increasing φ gradually re-
duces the void space between particles. At a specific volume fraction,
the jamming point φJ, particles get jammed and the system starts to
behave as a disordered solid. This fluid-solid like transition is called
the jamming transition.
For φ > φJ, the applied stress needs to exceed a threshold to break
the structure of particles and flow the system. That threshold stress
is called the yield stress, usually indicated by σy. Figure 1.8 represents
a so-called jamming phase diagram at zero temperature, adapted
from [Liu Andrea J. and Nagel Sidney R., 1998].
The order parameter that characterized the jamming transition is
connectivity, which is the average number of contacts per particle, re-
sembled by z. For systems below φJ, z = 0 since repulsive interactions
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push away overlapping particles, leading to the disappearance of con-
tacts. However for φ > φJ, particles are forced to make contacts due
to lack of void spaces. Thereby, a system spanning force (contact) net-
work form, resulting a finite z for a disordered solid. At the jamming
transition φ = φJ, z jump discontinuously from z = 0 to the iso-
static connectivity ziso. For frictionless particles, ziso is the minimum
connectivity needed for the emergence of rigidity and mechanical
stability in the system. In the d-dimensional system consisting of N
particles, there are Nd equations describing forces exerting on par-
ticles. In order to have mechanical stability, these equations need to
be satisfied by Nz/2 inter-particle forces. Therefore, one can conclude
ziso = 2d [Maxwell, 1864].
Further compressing of a system to obtain φ > φJ, imposes more
contacts between particles resulting in larger connectivity, z > ziso. It
is found in numerical simulations that the excess number of contacts
grows as [Durian, 1995; O’Hern et al., 2002; O’Hern et al., 2003]
δz ∝ δφβ≈1/2, (1.12)
with δz = z − ziso is the distance to the isostatic connectivity and
δφ = φ−φJ indicates the amount of compression above the jamming
point.
1.4.1 The Value of φJ
As we discussed above, the jamming point is attributed to an iso-
static arrangement of particles. However, the isostatic structure can
be sensitive to the preparation procedure. Each mechanically stable
arrangement of particles indicates a local minimum of the potential
energy of the system. Imagine a given local minimum of potential en-
ergy (E) corresponding to a mechanical stable state of the system. If
we decompress the system gradually, the potential energy eventually
reaches E = 0, the resulting volume fraction is the jamming volume
fraction φJ and the network of particles becomes isostatic.
In this procedure, different initial points may lead to different val-
ues of φJ. Therefore, it should be mentioned that for a given set of
particles, there is a distribution of values of φj with a vanishing width
in the infinite system-size limit [O’Hern et al., 2002; 2003]. So al-
most all initial points reach the same jamming volume fraction. For
mono-disperse packings of spherical particles in three dimensions, it
is found that φJ ≈ 0.64, close to the random close packing density. For
two-dimensional sets of bi-disperse disks, which is the main interest
of this work, the jamming volume fraction is found to be φJ ≈ 0.8430.
However, Chaudhuri, Berthier, and Sastry, 2010, showed that even
in the thermodynamic limit, different protocols might lead to differ-
ent values of φJ, which are all sharply defined. Therefore, instead
of one unique jamming volume fraction, there is finite range of val-
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ues of φJ, corresponding to the presence of many local minima or
metastable states in the energy landscape of the system [Chaudhuri
et al., 2010].
1.5 effect of temperature
1.5.1 The Glass Transition
The emergence of solidity in disordered assemblies of particles is
observed in many situations in everyday life, industry and nature.
Foams and granular matters are typical examples of materials expe-
riencing the jamming transition, while neglecting the temperature is
an appropriate assumption [Liu and Nagel, 2010]. For those materi-
als, even small rearrangements of particles cost the energy orders of
magnitude greater than the thermal energy at room temperature.
However, thermal forces are important in the case of relatively
small-sized particles. Consider a dilute colloidal suspension, whose
properties are determined by the competition between Brownian, hy-
drodynamic and inter-particle forces. Compressing such a system, it
undergoes a glass transition from thermal equilibrium, while its dy-
namics turns sluggish and the shear viscosity increases dramatically.
Such a behavior is observed for a wide range of materials including
emulsions, polymer networks, liquid crystals and etc. [Chen et al.,
2010]. The volume fraction at which the glass transition takes place is
indicated by φG.
1.5.2 Jamming Transition versus Glass Tansition
For a long time, the jamming transition and the glass transition had
been assumed to share physical roots. Both phenomena deal with the
emergence of rigidity by increasing the volume fraction of a disor-
dered set of particles, near a critical threshold. The resulting amor-
phous solid responds elastically to small applied stress, but flows if it
exceeds a threshold, the yield stress. This similarity is the main idea
behind the jamming phase diagram proposed by Liu and Nagel (see
Figure 1.8), where the jamming point φJ is assumed to be the limiting
value of φG(T) while the temperature T goes to zero [Liu Andrea J.
and Nagel Sidney R., 1998].
However, detailed studies in the last few years suggest that the jam-
ming transition takes place well inside the glass phase, indicating that
separate microscopic mechanisms are responsible for them [Ikeda,
Berthier, and Sollich, 2012; Mari, Krzakala, and Kurchan, 2009]. Nu-
merical studies of the rheology of soft particles reveal that the shear
stress contributions from jamming and glass transitions are in fact
additive. While the dynamics of colloidal hard spheres is mainly de-
termined by glass physics, materials like foams are more strongly in-
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Figure 1.8: The jamming phase diagram proposed by Liu Andrea J. and
Nagel Sidney R., 1998. Outside the shaded area, where the tem-
perature is high or the applied stress is larger than the yield
stress, or the system is dilute enough, the system behaves as a
fluid. Please note that the zero-temperature plane is identical to
Figure 1.7. This figure is obtained from [Liu Andrea J. and Nagel
Sidney R., 1998] with the permission.
fluenced by the jamming transition. For materials with intermediate
particle size like emulsions, both jamming and glass effects are impor-
tant to account for the flow behavior of the system [Ikeda, Berthier,
and Sollich, 2013]. Figure 1.9 displays the phase diagram proposed
by Ikeda et al., 2012, including both glass and jamming phases.
In Chapter 5, we study the role of thermal fluctuations on rheology
of weakly attractive systems. We explore the crossover from athermal
to thermal limit, where glassy dynamics is dominant. The intermedi-
ate regime, where thermal fluctuations compete with attraction is of
main interest, which will be discussed intensively.
1.6 role of particles interactions
Other than macroscopic parameters like the volume fraction or tem-
perature, microscopic details as particle interactions would also affect
the properties of the system. Specially, when the behavior of the sys-
tem under steady shear is sought, details of particle interactions play
a significant role as it is explained by some examples below.
1.6.1 Dissipation and Inertia
In order to model an externally driven friction-less system in the
athermal limit, e.g. shearing systems, a dissipation mechanism should
1.6 role of particles interactions 15
Figure 1.9: The unified Jamming phase diagram for thermal and athermal
systems, obtained by Ikeda, Berthier, and Sollich, 2012. For sys-
tems at finite temperature, the jamming transition occurs inside
the glass phase, φJ > φG. This figure is obtained from [Ikeda,
Berthier, and Sollich, 2012] with the permission.
be considered, otherwise particles heat up. For instance, one can con-
sider foams and emulsion. Microscopically, such materials consist of
deformable particles stabilized by surfactants, without experiencing
Coloumb-like friction. For bubbles, drag force is governed by means
of complex physical mechanisms, including dynamics and interaction
between surfactants [Denkov et al., 2008; Höhler and Cohen-Addad,
2005].
From theoretical point of view, the choice of the dissipation and
its strength may considerably vary the flow properties of the system.
Below the jamming, granular particles flow in a manner that the pres-
sure and the shear stress are proportional to the squared of the strain
rate, σ ∝ γ̇2 (at low γ̇), which is called Bagnold scaling [Bagnold,
1954]. However, some other materials like foams or emulsions demon-
strate the Newtonian fluid behavior, the linear dependence of shear
stress on the strain rate σ ∝ γ̇ [Boyer, Guazzelli, and Pouliquen, 2011;
Durian, 1995]. Other than the mass of particles, the possibility of the
formation of large connected clusters of particles is found to be a key
parameter to determine whether a system has a Bagnoldian or New-
tonian rheology [Vågberg, Olsson, and Teitel, 2014]. In the context of
frictionless particles, the Bagnoldian rheology is accompanied by the
vanishing connectivity at the limit of zero strain rate, even at dense
regime. However, the Newtonian flow behavior is associated with the
presence of large connected clusters, formation of which, can be con-
trolled by the dissipation mechanism in particle collisions. If the rela-
tive velocity of colliding particles decays to zero during the collision,
they remain in contact and eventually, large clusters form. Vågberg
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et al., 2014, showed that the tangential dissipation has a crucial role
on the development of such clusters.
Other than the type of the dissipation, its strength is also impor-
tant to determine the rheology of system. Large damping sets the
system in the over-damped regime, where kinetic terms are negligi-
ble in particles dynamics. On the other hand, inertia becomes impor-
tant when damping is small, e.g. when the relative velocity of col-
liding particles remains finite after the collision. For athermal dense
systems in the quasistatic limit, shear takes place through a series
of rapid rearrangements of particles, avalanches. When the system is
trapped in a local minimum of potential energy, the applied strain
leads to the increase of energy and shear stress until the minimum
becomes unstable. Then, rapid avalanches of rearrangements results
in a sharp drop in the energy and shear stress and the system falls
in another local minimum. In the over-damped regime, the statistics
of such avalanches obey a power-law scaling described with same
exponents in 2D and 3D systems. When damping is reduced, iner-
tia might carry the system over subsequent energy barriers, reaching
a lower minimum in the energy landscape. A different universality
class describes the statistics of avalanches in the under-damp regime,
where inertia is a key parameter [Salerno and Robbins, 2013; Salerno,
Maloney, and Robbins, 2012].
Inertia also affects the flow behavior of systems under steady shear.
For instance, the over-damped rheology of dense disordered solids is
expressed by the competition between elastic and dissipative forces
whose ratio is given by the Weissenberg number. On the other hand,
decreasing the damping is found to change the rheology significantly.
Nicolas, Barrat, and Rottler, 2016, reported non-monotonic flow curves
in the under-damped regime of dense flow. In Chapter 4 we study ef-
fects of different dissipation models and inerta in details.
1.6.2 Friction
In the presence of friction, particles not only transmit normal forces
but also tangential forces, in the case of collision or contact formation.
Therefore, it is not a surprise to find friction, changing the physical
properties of the system dramatically. For instance, while the yield
stress of friction-less systems changes continuously over the jamming
transition, flow curves of frictional systems display a discontinuous
jump over that transition [Grob, Heussinger, and Zippelius, 2014;
Grob, Zippelius, and Heussinger, 2016; Otsuki and Hayakawa, 2011].
In addition, Otsuki and Hayakawa, 2011, showed that in frictional
flows, there are three characteristic volume fractions for the jamming
transition, with the vanishing distance in the limit of zero friction
coefficient. In contrast to friction-less systems, connectivity does not
vanish for all φ < φJ, force chains exist below the jamming but above
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another critical density (φc). For a given volume fraction between φc
and φJ, both inertial and plastic flow can be observed, as well as
jammed states. Thus, a more complicated phase diagram is necessary
to describe the rheology of frictional systems close to jamming. Fig-
ure 1.10 demonstrates such a phase diagram, adapted from [Grob et
al., 2014].
Figure 1.10: Phase diagram for frictional systems. Reentrant flows exist
at small and large stress. The figure is adapted from [Grob,
Heussinger, and Zippelius, 2014], with the permission.
It is also known that in addition to hydrodynamic interactions, the
shear-thickening transition can also be induced by the presence of
frictional forces. Such thickening can occur at strain rates which are
associated with shear-thinning in friction-less systems [Brown and
Jaeger, 2012; Heussinger, 2013].
1.6.3 Attractive Interactions
Including attraction in particles interactions might also alter the phys-
ical properties of the material significantly. Thermal systems with at-
tractive interactions are found to form repulsive glasses as well as
gels and attractive glasses [Eckert and Bartsch, 2002; Pham et al.,
2002]. It is a daily observation in beaches that in contrast to dry sand
grains, wet sands can be used to build complicated structures as sand-
castles or sculptures. Attractive systems below the jamming point are
found to exhibit finite yield stress, which is absent in the case of re-
pulsive interactions [Coussot, 2007; Moller et al., 2009; Rahbari et
al., 2010]. Lois, Blawzdziewicz, and O’Hern, 2008, reported that there
are three regimes of mechanical responses for athermal attractive sys-
tems, characterized by two critical transitions, connectivity and rigid-
ity percolation. The latter coincides on the jamming point. Further-
more, the phenomenon of spatially inhomogeneous flows, which is
called shear banding, has often been attributed to attractive interac-
tions [Bécu, Manneville, and Colin, 2006; Moller et al., 2009]. Under-
18 theoretical background
standing such important and complicated variation in flow behavior,
as a consequence of attractive interactions, is the main motivation of
this work.
Different circumstances give rise to attractive interactions among
particles. Adding some liquid to granular medium might lead to the
formation of capillary bridges among grains, stabilizing sandcastles
made of wet sand [Fraysse, Thomé, and Petit, 1999; Herminghaus,
2005; Hornbaker D. J. et al., 1997; Mitarai and Nori, 2006]. In fine
powders, van der Waals forces induce attraction [Castellanos, 2005].
Adding nonadsorbing polymers to colloidial suspensions can also re-
sult in attractive interactions [Ilett et al., 1995; Lekkerkerker et al.,
1992].
In Chapter 3, we introduce our simple framework to study weak
and short-range attractive interactions. Such interactions can be con-
sidered to model cohesive grains or attractive emulsions [Chaudhuri,
Berthier, and Bocquet, 2012; Lois et al., 2008].
1.7 flow heterogenities
Many soft materials exhibit a phenomenon known as shear banding,
in which the material flows in bands with different strain rates, even
when the stress field is homogeneous through the whole system [Di-
voux et al., 2016; Ovarlez et al., 2009; Schall and Hecke, 2010]. In
other words, shear-banding refers to the coexistence of high-sheared
and low-sheared bands in a flow, where originally one general strain
rate is expected. Such flow patterns appear since the material is un-
able to steadily flow at an applied strain rate.
Figure 1.11: Velocitiy fields of a shear banded flow in planer shear geometry
and corresponding flow curves. (a) Banded flow with finite val-
ues of γ̇h and γ̇l and (b) a yield stress fluid in a shear-banded
state. For yield stress fluids, γ̇l = 0 and the system is shear
banded for all γ̇ < γ̇h.
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If a fluid exhibits a non-monotonic flow curve (shear stress as a
function of strain rate), then the flow is mechanically unstable along
the decreasing part of the flow curve [Yerushalmi, Katz, and Shinnar,
1970]. Figure 1.11 displays two possible shear-banded states of a flow,
with corresponding non-monotonic flow curves. In analogy with the
pressure-volume relation in the case of van der Waals gas, the unsta-
ble part needs to be replaced by a stress plateau, and the flow splits
into bands bearing high and low strain rates, denoted by γ̇h and γ̇l.
These strain rates are connected to bounds of the stress plateau in the
flow curve. Different local strain rates in bands, result in different lo-
cal viscosities in the flow. Thus, the local structure of the flow is also
different in bands with different strain rates [Dhont, 1999; Picard et
al., 2002].
Coussot and Ovarlez, 2010, proposed a minimal model which at-
tributes shear-banding in jammed systems to situations when the
characteristic relaxation time of the system becomes smaller than its
restructuring time. For yield stress material (which flow if the ap-
plied stress exceeds the yield stress), that condition results in the non-
monotonic flow curve. Interplay between shear-induced destruction
of the local structure and its attraction-induced reconstruction can
also exhibit non-monotonic flow curves, attributing shear-banding in
different materials to attractive interactions [Bécu et al., 2006; Moller
et al., 2009]. In Chapter 3 and 4, we will discuss about shear-banding
in our attractive systems, thoroughly.

2
S I M U L AT I O N S : T E C H N I C A L D E TA I L S
In order to study the rheology of weakly attractive system, we use
molecular dynamics to simulate two-dimensional systems of friction-
less, soft particles under steady shear with a finite rate. Below, some
definitions and technical details are explained.
2.1 plane shear : lees-edward boundary condition
There are two different methods to implement the shearing in pla-
nar geometry. One is assuming the moving boundaries as confining
walls, while the driving force is used to work on them. The alterna-
tive is eliminating walls and the external driving force and using the
Lees-Edwards boundary conditions. In the latter case, the periodic
images of the system beyond the moving boundaries are also mov-
ing, imposing the shear without external force [Lees and Edwards,
1972].
Figure 2.1: Lees-Edwards boundary condition for a system in simple shear
flow. The system, represented as a green cell in middle, has nor-
mal periodic boundaries is the direction of flow. However, upper
and lower periodic images of the system are moving in oppo-
site directions, with constant speeds ±γ̇L, with γ̇ denoting the
applied strain rate and L, being the length of the system in flow
gradient direction.
As It is depicted in Figure 2.1, whenever a particle crosses upper or




x ± γ̇Lt, (2.1)
21
22 simulations : technical details
where γ̇ is strain rate, L indicates the size of the system in flow gra-
dient direction and t, is the shearing time. If the particle goes to an
upper periodic image, the shift in its position is positive, otherwise it
is negative.
2.1.1 Imposing Large Deformations
In practice, the relative distance of the simulation box and vertical




2 . This constraint is necessary to
avoid extremely tilted boxes, that make simulations inefficient. If a
larger deformation is desired, whenever the limiting tilt 12 (−
1
2 ) is
reached, vertical images flip to the other limiting position, −12 (
1
2 ).


















If d and V represent respectively the dimension and volume of a
given system with N particles, the αβ component of the stress tensor










The first term in equation above, is the kinetic term or the stress con-
tribution from the flow. There, mi is the mass of ith particle, vi,α and
vi,β indicate velocity components of the ith particles in α and β direc-
tion. The second term in Equation 2.2 is known as the virial term, the
stress contribution from inerparticle forces. There, while the index i
indicates the ith particle, Fi,α expresses the α component of the net
force F and ri,β is the β component of the positional vector.
By definition, the pressure tensor is the negative of the stress tensor,








where d is the dimension of the system and the sum is over all unit
vectors of the coordination system. Similar to the stress, pressure can
also be split into kinetic and virial terms.
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In the limit of small strain rates, the kinetic term in Equation 2.2
becomes negligible; the physics is mainly determined by interactions.
On the other hand at large strain rates, total stress diverges from
virial stress due to the flow enhancement of the kinetic term. For the
rest of this text, whenever we talk about the shear stress, pressure
or any stress-related quantity, we use only the virial term unless it is
mentioned explicitly. The difference becomes important in Chapter 4,
when we discuss the stability of the interface in shear-banded flows.
2.2.2 Potential Energy










where U is the potential interaction and rij, denotes the distance be-
tween particles i and j. In Chapter 3, we introduce a simple form of
U(rij) to model weakly attractive interactions between soft particles
(see Equation 3.1).
2.3 measurments
In order to setup our simulations, we first obtain a random initial
configuration of particles at a given volume fraction. Then, a damped
dynamic algorithm is used to minimize the potential energy of the
system, eliminating overlaps between particles [Bitzek et al., 2006].
Using Lees-Edwards boundary conditions, the system is sheared
with a constant strain rate, γ̇. Therefore, the strain is proportional to
time linearly γ = tγ̇. After reaching the stationary state, where macro-
scopic observables do not change systematically but fluctuate around
mean values, we start measuring desired quantities. Measured ob-
servables are averaged over long strain windows with a size depend-
ing on the observable and system parameters, 6 < ∆γ < 100.

Part II
R E S U LT S

3
R H E O L O G Y O F AT H E R M A L S Y S T E M S
W I T H W E A K LY AT T R A C T I V E
I N T E R A C T I O N S
In the introduction section, we presented a brief review on soft mate-
rial. We discussed the importance of the flow behavior of such mate-
rials and how it is effected dramatically, in the presence of attractive
interactions. Here we establish a numerical framework to study rhe-
ology of such materials.
In this chapter, we focus on athermal systems under shear, corre-
sponding to shearing granular matter. The typical size of a granular
grain is larger than 1µm. In such length-scales, the potential energy
of the particle with mass m raised by its size in the Earth gravity field
is mgd, is much larger than KBT , the thermal energy-scale at room




Therefore, in the context of granular matter, thermal effects are neg-
ligible and athermal models are enough to capture the main physics
of the system. Hence, the phase diagram of complex fluids presented
in Figure 1.8 is reduced to its athermal plane (σ vs. 1/ρ) to describe
the system (see the left panel in Figure 3.2).
3.1 the particle interactions
We start by introducing a minimal model to include weak attractive
interactions in our simulations. N soft disk particles interact via a
harmonic repulsive potential when they overlap. In addition, there
is a short-range attractive force between the particles in a particular
distance. A parameter u is introduced to characterize the range and
also the strength of the attractive force. The inter-particle potential is

















, 1+ u < rijdij < 1+ 2u
0, rijdij > 1+ 2u
(3.1)
where rij is the distance between the ith and jth particles, and
dij = (di + dj)/2 is the summation of their radii. Figure 3.1 displays
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the potential energy and the corresponding conservative force, where
the attractive parts are plotted in green. The attractive force has the
similar form as ones used in [Chaudhuri et al., 2012; Lois et al., 2008].
A viscous damping force has been used to keep the system ather-
mal. Next chapter is dedicated to study the importance of the choice
of damping force. In the current chapter however, we just use a dis-
sipation model called Contact Dissipation in Normal direction or CDn
model that is described as follows. When two particles overlap (being
in contact), rij < dij, they experience a dissipative force proportional
to their relative velocity:
~Fdiss. = −b[(~vi −~vj).r̂ij]r̂ij, (3.2)
where b is the damping coefficient. This damping force is directed
normally to the contact point, that explains the Normal word in the
name. CDn model is typically associated to studies of massive dry
granular particles [Shäfer, Dippel, and Wolf, 1996]. In the simulations
which are discussed in this chapter, it is chosen that b = 2 which
indicates that our system is always in the over-damped regime. In
the next chapter under-damped systems and their novel physics are
also investigated.



















Figure 3.1: Interparticle potential V(r), for ε = 1 and u = 0.05. d is the
summation of particles radii. The inset shows the corresponding
elastic force. The attractive part is shown green.
3.2 simulation setup
For the simplicity, we just use two-dimensional systems in the sim-
ulations which gives us benefits in computational resources. In all
simulations, a 50:50 binary mixture of two particles with a relative
radii of 1.4 is chosen to avoid crystallization.





2 where Ri is the radius of
particle i and L is the system length. A wide range of volume frac-
tions, from φ < 0.50 to φ = 1.0 has been investigated when jamming
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occurs at φJ ∼ 0.8430. In order to understand the effect of system size,
different systems sizes have been studied, N = 1000, 10000 and 20000.
The unit of energy is determined by ε. Thus, the attraction strength
is given by εu. The unit of length is the diameter of the smaller parti-
cle type, d = 1.0. The unit of time is hence d/
√
ε/m, where m = 1.0
is the mass of particles. The velocity-Verlet algorithm is used to inte-
grate the particles’ equations of motion. Lees-Edward boundary con-
ditions are used to impose shear with a certain rate, γ̇.
3.3 flow curves
The reduced jamming phase diagram for athermal repulsive systems
is depicted in the left panel of Figure 3.2, while the typical flow curves
are presented in the right panel. Above the jamming point, as dis-
cussed earlier, the system responses as a disordered solid and in or-
der to make the system flow, a stress larger than a certain threshold,
the yield stress, needs to be exerted on the system. The yield stress
flows are characterized by a finite stress at the limit of zero strain
rate. On the other hand, below the jamming point, imposing any ar-











Figure 3.2: (Left), The jamming phase diagram for repulsive systems in the
zero temperature plane. (Right), Typical flow curves for a repul-
sive system in both sides of the jamming point.
By definition, the shear stress has the dimension of [M][L]2−D[T ]−2,
where [M], [L] and [T ] respectively represent the mass, length and
time dimensions and ds is the spatial dimension of the system. In the
model we proposed for athermal repulsive system subject to the shear
with a fixed rate, two time-scales are relevant. One is the shearing
time-scale, τγ̇ = 1/γ̇, which is corresponded to the flow of particles.
The other time-scale is the damping time, τd = m/b, which measures
the energy dissipation time-scale during the time particles endure
contacts.
The ratio of those time-scales determines the flow regime of parti-
cles. If the damping time is very short compared to the shearing time,
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τd/τγ̇  1, the flow is in the inertial regime. Therefore, unless the
system is highly dense, the shear stress σxy behaves as
σxy ∼ md
2−dsγ̇2, (3.3)
which is known as Bagnold scaling [Bagnold, 1954]. On the other
hand, if τd/τγ̇  1, the flow behavior deviates from Baglond scaling.
This regime is called the quasistatic regime, where the stress does not
depends on flow-rate related quantities [Campbell, 2002].
However, the above argument is not necessarily valid in attractive
systems, since the attraction introduces new energy, time and length
scales. Some experiments and also numerical studies show that in
attractive systems, a finite yield stress develops below the jamming
transition [Coussot, 2007; Lois et al., 2008; Moller et al., 2009; Rah-
bari et al., 2010]. The effect of attraction on the yield stress for highly
dense systems is also studied in [Chaudhuri et al., 2012]. While the
yield behavior is expected since the system is highly packed (φ = 1.0),
different attraction strength changes the level of stress. We raise the
question how the flow curve, σ = σ(γ̇), is affected by introducing the
attraction both below and above the Jamming transitions.
In Figure 3.3, the left panel presents flow curves obtained by shear-
ing a system with N = 1000 at φ = 0.75 and with different attraction
ranges, u. The dashed line shows the corresponding flow curve for a
repulsive system, u = 0.0. In such a system the Bagnold scaling de-
termines that shear stress decreases as strain rate decreases. On the
other hand, if we define the yield stress as
σy = σ(γ̇) γ̇→ 0, (3.4)
one can see as soon as a finite value sets to the attraction range, a
small yield stress appears in the limit of small strain rates. However,
in the limit of large strain rates, flow curves reproduce the result for
repulsive systems. Thus, attraction affects the system only at small
strain rates. The strain rate window in which this change occurs
is broadened with increasing the attraction range. We refer to this
regime as “attraction-dominated” regime. The rest is called “repulsion-
dominated” regime.
In the right panel of Figure 3.3, attractive flow curves for different
volume fractions φ and a fixed u = 2× 10−4 have been demonstrated.
The finite value of σy is observed to appear at volume fractions much
below the jamming point φJ = 0.8430. Above the jamming point, flow
curves follow a standard Herschel-Bulkley form which is consistent
with the results presented in [].
Flow curves presented in Figure 3.3 display two interesting fea-
tures: First, as mentioned before, is the appearance of finite yield
stress below the jamming point where the fluid-like behavior is ex-
pected for repulsive systems. The second feature is the non-monotonic
form of σ = σ(γ̇), signaling the possibility of shear-banding which is
discussed in details later.
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(a) (b)
Figure 3.3: Flow Curves, σ = σ(γ̇) for (a) different attraction range, u, at a
fixed volume fraction φ = 0.82 and (b) for different volume frac-
tions, φ, at a fixed attraction range, u = 2× 10−4. The dashed
line corresponds to the repulsive system, u = 0.0. For such sys-
tems, the jamming transition occurs around φJ ≈ 0.8430.
3.3.1 Finite Yield Stress
As it is depicted in Figure 3.3 (right), finite yield stress exists even
far below the jamming point, where zero yield stress is expected for
repulsive systems. A valid question is that at what volume fraction
the rigidity transition occurs in such systems? Is there a threshold in
volume fraction above which the shear rigidity sets in for weakly at-
tractive systems? To answer this question one needs to go to smaller
φ than what we show in Figure 3.3. For φ < 0.50 the system shows
strong sensitivity to the initial configuration and defining a steady
state to measure the yield stress is difficult. In such systems, parti-
cles frequently form a large cluster and flow for a while, or form
two or more smaller clusters which do not interact most of the time,
due to the large void spaces between them(see Figure 3.4). These two
possibilities can be converted to each-other during a simulation time.
Therefore the stress measurement would be highly sensitive to the
strain window at which the measurement is performed. To avoid such
technical problems, we focus on denser systems (φ > 0.50).
3.3.2 Non-monotonic behavior
Looking at attraction-dominated regime, one can see in Figure 3.3 a
non-monotonic behavior in flow curves below the jamming point. In
the range of attraction strength that we investigated and for φ < φJ,
there exists a strain rate window where stress decreases with strain
rate. This is similar to the non-monotonic dependence of pressure p
to volume v in the Van der Waals equation for gases. Figure 3.5 dis-
plays a typical p(v) curve for an isotherm van der Waals gas. The
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Figure 3.4: Two snapshots of a dilute system with N = 1000, u = 2× 10−4
and φ = 0.40. (Left), All particles form a large cluster and flow
due to shearing. (Right), Later in the same system, particles form
two isolated clusters which do not interact for a long time. Ar-
rows indicate the shearing direction.
non-monotonic part which is shown in red color, is mechanically un-
stable and needs to be replaced by an iso-pressure line obtaining from
the Maxwell equal area construction. Along that line, phase-coexistence
occurs.
In the shearing systems we study, the same situation happens. The
part in flow curves with dσ/dγ̇ < 0 is not mechanically stable. Thus at
least from theoretical point of view, non-monotonic flow curves lead
to mechanical instability and as a phase coexistence, localized shear
bands form in the corresponding systems (bands with different γ̇ but
similar σ) [Dhont, 1999; Picard et al., 2002]. However, no shear bands
is observed in our systems with N = 1000, and the flow stays stable
because of the small system size [Dhont, 1999]. In Section 3.11, using
linear stability analysis, we will discuss how small system sizes pre-
vent shear-banding in system with non-monotonic flow curves. There,
we will also study shear localization in larger systems, and properties
of shear bands, in details.
3.4 phase diagram
Regarding the yield stress emergence and the non-monotonic behav-
ior of the flow curve below the Jamming point, the jamming phase
diagram needs to be modified for attractive systems. The left panel in
Figure 3.6 shows such a modified phase diagram in the (σ,φ) plane.
Above the jamming point, φ > φJ, flow curves are monotonic, the
yield stress is independent of u and scales as σ(rep)y ∝ (φ−φJ)α. We
found α ≈ 1.04 which is consistent with the reported value for the
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Figure 3.5: A typical (p, v) diagram of the van der Waals gas with the re-
duced equation of state as (p+ 3
v2
)(3v− 1) = 8t, at the constant
temperature t = 0.8. The red line indicates the non-monotonic
part, where ∂p/∂v > 0 and the system is not stable. The dashed
line is the phase coexistence line, obtained from the Maxwell
equal area construction, replacing the two shaded regions with
equal area. Along that line, two phases of the system, gas and
liquid, coexists with the same pressure.
repulsive particles [Heussinger, Chaudhuri, and Barrat, 2010]. This
value for α might be affected by finite size effects [Olsson and Teitel,
2011].
In contrast to repulsive systems and as a consequence of finite at-
traction, the system exhibits solid-like behavior (finite σy) below the
jamming point even at the smallest φ that we have explored, φ = 0.50.
The corresponding solid region in the phase diagram is separated
from the flow region by the yield stress line which does not exist for
φ < φJ in repulsive systems, where the shear rigidity sets in at φJ.
In Figure 3.6 (left) the yield stress line for u = 2× 10−4 is plotted.
In addition, a dashed line determining the regime where the system
flows corresponding to the non-monotonic part of the flow curve is
illustrated. For each φ, this line marks the location of the minimum
in the non-monotonic flow curve. Thus, in this regime, steady state
shear banding is expected.
The left panel of Figure 3.3 shows that the non-monotonicity in
flow curves disappears with increasing attraction strength. So, a valid
question rises that how the threshold of attraction, at which such
flow instabilities do not appear, changes as a function of φ. In order
to answer this question we obtained the corresponding phase dia-
gram of the system in (u,φ)plane, presented in the right panel of
Figure 3.6. This threshold decreases with decreasing φ. For a system
at φ = 0.70 we observed such non-monotonic behavior for all the
attraction strengths that we explored (2× 10−5 6 u 6 5× 10−2).





Figure 3.6: (Left), The jamming phase diagram for weakly attractive sys-
tems: The black line indicates σy(φ) for u = 2 × 10−4. Above
the Jamming point, yield stress behaves as σy ∝ δφα where we
found α = 1.04. Below the jamming point φJ ≈ 0.8430, finite
σy and also non-monotonic flow curves are observed. (Right),
The phase space of u and φ, where points to observe the non-
monotonic (cross symbols) or monotonic (plus symbols) flow
curves are determined. The threshold φ of the transition between
non-monotonic and monotonic flow curve decreases with the at-
traction strength.
3.5 connectivity
A pair of particles are in contact if their distance is in the range of
the pair potential. If zi indicates the number of contacts for ith parti-
cle in the system, we can define the average coordination number or







Looking at connectivity z, provides more information about the
micro-structure of the system.
3.5.1 Isostatic point
The isostatic point is the point at which particles in the system has the
minimum number of contacts to form a system spanning structure
which is mechanically stable. The connectivity of the system at the
isostatic point is shown by ziso. For the systems showing rigidity, like
a system above the jamming point, it is necessary to have
z > ziso (3.6)
while in the context of jamming transition, z = ziso happens exactly
at φ = φJ.
The fact that at the isostatic point, all the forces are balanced due
to the contacts, helps us to calculate ziso. If the forces are not bal-
ance, there would be some movement like rearrangements to reach
the equilibrium. For a system with the average connectivity z, there
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are Nz/2 constraints coming from contact forces (each contact in-
volves two particles). On the other hand, there are N particles in a
d-dimensional system with Nd force equations. At the isostatic point,




which gives the ziso as
ziso = 2d. (3.8)
This is known as Maxwell criterion for mechanical stability, estab-
lished by J. C. Maxwell in 1864[Maxwell, 1864].
For repulsive systems, z shows a discontinue transition at the jam-
ming transition. For static systems with repulsive interactions, z = 0
at φ < φJ, and it scales as
z− ziso ∼ (φ−φJ)
1/2 (3.9)
above the jamming point [O’Hern et al., 2003].
3.5.2 New Type of Connectivity
In our model, with the finite range of attraction u, it is reasonable to
define a new type of contact. The left panel of Figure 3.7 visualizes the
idea of new type of contacts on the force diagram. Whenever particles
interact via the repulsive term of equation 3.1, which corresponds to
rij < dij,
the contact is repulsive. Following the same argument, when
1 < rij/dij < 1+ 2u
which corresponds to particles interacting via an attractive force, the
contact is also attractive. Average repulsive and attractive connectivity
can then be defined as the average number of repulsive and attractive
contacts, indicated by zrep and zatt. The total connectivity of the
system is now defined as
z = zrep + zatt. (3.10)
Figure 3.7 shows how the repulsive and attractive coordination
numbers vary with strain rate as well as the total coordination num-
ber for a system with u = 2× 10−4 and φ = 0.75. At small strain rates,
both repulsive and attractive connectivity are constant with larger
number of particle pairs with rij 6 dij. Increasing the strain rate,
zatt rapidly decays as attractive contacts break apart with increasing
γ̇ and become negligible in the repulsion-dominated regime. On the
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Figure 3.7: Different kind of connectivity as a function of strain rate for a
system at φ = 0.75 and u = 2× 10−4. At small strain rates, attrac-
tive contacts play important role and keep the total connectivity
larger than the isostatic value. at large strain rates, repulsive con-
tacts are dominant, determining the total connectivity behavior.
The drop in z(γ̇) from isostatic point to the value much smaller,
indicates the attractive timescale τa.
other hand, zrep exhibits a non-monotonic behavior. While contacts
get initially disrupted and thereby decrease by increasing the strain
rate, particles once again get pushed together when the repulsion-
dominated regime kicks in. Thus, at large strain rates, z is mainly
indicated by zrep.
3.5.3 Rigidity Below the Jamming Point
It is already known that for repulsive systems below the jamming
point φ < φJ, where no rigidity develops, the connectivity is signif-
icantly smaller than ziso. How does the presence of attraction affect
the formation of contacts and value of z? Figure 3.7 shows such a
situation, where z(γ̇) is plotted at φ = 0.75: despites the fact that the
system is below the jamming point(φJ = 0.8430), the total connectiv-
ity in the limit of small γ̇ is almost the same as an isostatic system,
z ≈ ziso.
This behavior is more apparent in Figure 3.8, which exhibits z(γ̇)
for different φ from far below the jamming point (φ = 0.65) to highly
dense system(φ = 1.0). The dashed line represents the connectivity
in a repulsive system at φ = 0.65 and solid lines correspond to attrac-
tive systems with u = 2× 10−4. In the limit of small strain rates, it is
observed that z(γ̇)→ 0 at γ̇→ 0 for repulsive particles below the jam-
ming, which is expected for our model of particles dynamics [Våg-
berg, Olsson, and Teitel, 2014]. But in attractive systems and below
the jamming, as soon as the attraction is introduced, zy ≡ z(γ̇ → 0)
jumps to a value slightly larger than the isostatic connectivity ziso = 4.
Figure 3.8 reveals that such a behavior holds for φ even far below φJ.
Therefore, finite but small attraction for systems at φ  φJ results
in similar isostatic structures as the structure for φ = φJ in repul-
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Figure 3.8: z(γ̇) for different volume fractions. The dashed line corresponds
to the repulsive system u = 0.0, solid lines represent attractive
system with u = 2× 10−4.
sive systems. This structure is responsible for the appearance of finite
yield stress in attractive systems below the jamming point, presented
in Figures 3.6 and 3.3.
As one can see in Figures 3.8 and 3.7, at the limit of small strain
rates, z(γ̇) > ziso. z(γ̇) remains almost constant with γ̇ until at a spe-
cial strain rate, it drops to a value far below ziso. This behavior of con-
nectivity indicates that at small strain rates, attractive forces keep the
nearly-isostatic structure of the system stable until the point where
the strain rate is fast enough to destroy the structure. This strain rate
gives us an attractive time-scale τa which is found to scale with the
attraction range as:
τa ∼ 1/u. (3.11)
Figure 3.9 displays δz = zy − z as a function of rescaled strain rate
γ̇τa, for different values of u and φ < φJ. Scaling the strain rate by
τa, collapses all δz obtained from the attraction-dominated regime on
a single curve.
For φ > φJ we find zy − ziso = ζ0(φ − φJ)1/2 with ζ0 ≈ 3.78,
consistent with Equation 3.9. In the limit of large strain rates, z(γ̇)
reproduces the repulsive results as it is shown in Figure 3.8 for a
system at φ = 0.65.
3.5.4 Fragile Solid: Yield Stress and Connectivity
Now we explain the connection between yield stress and connectivity
of the system below the jamming point. Lets assume δ represents the
relative displacement of neighboring particles. It can be decomposed
into components which are perpendicular (δ⊥) and parallel (δ‖) to
the contact line. It is known [Hecke, 2010] in elastic spring networks
and systems of soft repulsive particles, that the linear response close
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Figure 3.9: The distance to the yield connectivity δz = zy− z, versus rescaled
strain rate γ̇τa. Rescaling the strain rate with attractive time-
scale, collapse all δz obtained from different values of u and
φ < φJ on a single curve. While different colors indicated dif-
ferent u, symbols represents different φ.
to the isostatic point is characterized by strong non-affine motion,





δz = z − ziso expresses the distance to the isostatic point. Such dis-
placements are directed tangentially to the particle contact. The cor-
responding shear modulus to such a linear-elastic response reads as
glin ∼ δz. (3.13)
In our system when the contact is not broken, particles see each
other through the harmonic force with a range determined by u. Thus
for motion amplitudes smaller than this range our system can be con-
sidered as a network of elastic springs and yielding can be defined as
the point where the motion amplitude exceeds the range of attraction
and breaks the contact.
To determine the yielding point, we use the non-linear loading
conditions where the particle’s tangential motion is associated with
higher-order longitudinal contribution (Pythagoras) [Lieleg et al., 2007;





In our attractive system, the maximum dilation strain should be
smaller than the attraction range, δ‖ < u (Figure 3.10). Thus, putting





Figure 3.10: Sketch of a pair of particles at the yielding point.
Since we have σy ∼ glinγy, one can write the following scaling relation







1 , σ(rep)y  σ(att)y .
(3.16)
Weak attractive forces as we use in our model result in formation of
weak solid (nearly-isostatic network of particles) below the jamming
point. The mechanical response of this weak solid is explained by
Equation 3.16. Figure 3.11 shows that Equation 3.16 holds nicely for
systems with a wide range of volume fractions below the jamming
point and different attraction ranges (Dashed line). Above the jam-
ming point, the well-known repulsive behavior σy ∼ |δφ|α is observed
(Figure 3.11: Dotted line). This can be understood by noting the fact
that in highly dense systems, the repulsive term of Equation 3.1 is
dominated.
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Figure 3.11: Yield stress σy normalized by |δφ|α as a function of the combi-
nation u1/2δz3/2. For φ < φj, Equation 3.16 holds. For φ > φj
(Dashed line), yield stress shows the expected repulsive behav-
ior σy ∼ |δφ|α (Dotted line).
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At small γ̇, relaxation time is much smaller than shearing time scale
which leads to the continuous reconstruction of the fragile solid. On
the other hand at large γ̇ this local structure breaks down due to
fast shearing and relatively large relaxation time. The competition
between these two mechanisms, attraction induced aggregation and
shear induced rupture of local structure, explains the decrease of
stress at the intermediate regime or in other words, the non-monotonic
behavior of the flow curve. In the Section 3.11, we will discuss about
this behavior and its consequences in more details.
3.6 potential energy
The attractive force in the model we study, introduces a new energy-





We study the average potential energy of the system, E, to under-
stand how this new energy-scale show up during the rheology. The







where rij is the distance between particles i and j, V(rij) obtained
from Equation 3.1, is the corresponding potential energy of the con-
tact between that pair of particles and Nz/2 indicates the number of
contacts in the system.
Figure 3.12 shows E = E(γ̇) for different φ. The dashed line corre-
sponds to the repulsive system at φ = 0.65 and solid lines represent
systems with u = 2× 10−4. Above the jamming, φ > φJ, the repulsive
term from Equation 3.1 is dominated thus E(γ̇) reproduces the repul-
sive results. On the other hand, in the attraction-dominated regime,
most of the particles make contacts influenced by attraction. Hence,
the attractive potential energy is written as
E ∼ −εu2Nz(γ̇)/2 (3.19)
The quantity Nz(γ̇)/2 gives the number of contacts as a function of
the strain rate. Figure 3.7 shows that z(γ̇) is almost constant in the
small γ̇ regime, below the jamming point. Further, it also does not
vary much with φ (see Figure 3.8). Thus, in this regime, equation 3.19
explains that the potential energy is expected to be constant, which is
illustrated in the bottom panel of Figure 3.12.
Similar to defining a stress threshold for yielding to occur, one can
define a yield potential energy as
Ey = E(γ̇) γ̇→ 0. (3.20)
3.6 potential energy 41



























Figure 3.12: Potential Energy E as function of strain rate γ̇ for different
volume fractions. The dashed line represents repulsive system
with vanishing energy at the limit of zero strain rate. Solid lines
are associated with attractive systems with the attraction range
u = 2× 10−4.
The variation of the estimated Ey with φ is shown in Figure 3.13
for different attraction strengths. Above the jamming point, where
repulsion dominates, the yield energy grows as E(rep)y ∝ (φ − φJ)β
where we find β ≈ 2.1. It is known for purely repulsive particles that
the energy scales with stress as E ∝ σ2. Therefore it is expected to
find β = 2α which is consistent with our observations.
Below the jamming point, where attraction dominates, it is expected
from Equation 3.19 that |Ey| ∼ u2 (see section (c) in Figure 3.13).
Figure 3.13: Yield potential energy Ey as a function of φ for different at-
tractions u in (a) repulsion-dominated regime, φ > φJ and (b)
attraction-dominated regime, φ < φJ. (c) Scaled Ey(φ) by u2 in
the attraction-dominated regime.
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3.7 shear stress ratio
The nearly-isostatic solid formed due to attractive interactions at φ <
φJ, provides resistance to plastic deformations under shear. In the
context of shearing granular matter, this macroscopic resistance (or





Figure 3.14: Shear-stress ratio as a function of γ̇ for different attraction
ranges at φ = 0.75 (left panel) and for different volume frac-
tions at u = 2× 10−4. Note that for φ < φJ, the maximum peak
appears close to γ̇∗ where σ(γ̇∗) is minimum.
Left panel in Figure 3.14 shows data for µ as a function of strain
rate, for a system at φ = 0.75 and changing attraction strength. Right
panel in Figure 3.14 shows µ(γ̇) for a fixed attraction (u = 2× 10−4)
but different volume fractions. In both panels the strain rate is rescaled
with the attractive time-scale τa. The yield stress ratio, or the resis-
tance of the system at the limit of vanishing strain rate, can be also
defined as
µy = µ(γ̇) γ̇→ 0. (3.22)
In the left panel of Figure 3.14, we observe that the yield stress ratio
increases with attraction strength. This is expected since attraction
results in particle clustering which is not in favor of flowing process,
leading to the stronger resistance [Gu, Chialvo, and Sundaresan, 2014;
Rognon et al., 2008].
It can also be seen in Figure 3.14 that for φ < φJ and finite u,
µ(γ̇) develops a peak at a strain rate close to γ̇∗, where the minimum
occurs in flow curves σmin = σ(γ̇∗) (see Figure 3.3). In fact, rescaling
of γ̇ by τa, results in the location of the peak to be at the same γ̇∗ for
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different u, with the peak hight decreasing with increasing attraction.
Figure 3.15 shows the yield stress ratio and the height of the peak
in µ(γ̇) as functions of u. In the right panel of Figure 3.14, there is a
discontinuity in µ(γ̇τa) at φ = 0.65 which is explained in below.



























Figure 3.15: For a system at φ = 0.75, µy (blue curve) and the height of the
maximum peak in µ(γ̇) (green curve), are plotted as functions
of attraction strength, u.
To aid the discussion on macroscopic resistance, we also present
the data for pressure in Figure 3.16, for the same set of φ for which
shear stress is shown in Figure 3.3. Pressure displays a similar non-
monotonic behavior as shear stress, the quantitative comparison of
which is captured by µ. The striking observation is that at φ = 0.65
the pressure curve becomes discontinues on the log-scale, in the regime
where it is non-monotonic. In that window, the pressure is actually
negative implying the dominance of internal tensile forces within the
system.
For φ < φJ, the non-monotonic behavior of µ(γ̇) is observed and
disappears for φ > φJ. Recalling the discussion above, the appar-
ent discontinuity of µ for φ = 0.65 is due to the pressure becoming
negative. The non-monotonic behavior of µ is observed since, under
shear, the pressure of the particle assembly drops faster than the shear
stress. This results in changes in micro-structure of the system, which
is discussed in the next section.
3.8 structure factor
In order to study the local structures of the system in attraction-
dominated regime, a natural quantity to measure is the structure fac-
tor of the system, S(q), which is defined as:





with N as the number of particles and ri, rj being the position of
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Figure 3.16: Pressure P as a function of strain rate γ̇ for different volume
fractions. The attraction range is u = 2 × 10−4. The disconti-
nuity in P(γ̇) at φ = 0.65 corresponds to negative values of P
(compressive pressure).
is the Fourier transform of the number density. The structure factor






Figure 3.17 shows S(q) at u = 2× 10−4 and φ = 0.75 for different
γ̇. One can observe a small peak at q < 2 in the attraction-dominated
regime which is not as enhanced in the repulsion-dominated regime.
If the peak appears at q∗, we define S∗ = S(q∗). This peak corre-
sponds to the local structure formation in the limit of small but finite
strain rates.
Figure 3.18 provides two snapshots of the system from the attraction-
dominated (γ̇ = 1e− 6) and repulsion-dominated regime (γ̇ = 1e− 3)
to compare. In the left panel, formation of a local structure, small clus-
ters and voids, is clear. In the limit of slow shearing, attractive forces
help particles to form and maintain these clusters, leading to the for-
mation of an isostatic network of particles that we discussed before.
The small peak in the structure factor, S∗, rises due to this structure,





which indicates the cluster size. For the system presented in the Fig-
ure 3.18 (a) (φ = 0.75, u = 2× 10−4 and γ̇ = 1e− 6), q∗ ≈ 1.2 which
gives l∗ ≈ 5.2. In the repulsion-dominated regime (Figure 3.18 (b)),
where the strain rate is relatively large, S∗ disappears. Fast shearing
prevents the cluster formation, leading to the homogeneous flow.
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Figure 3.17: Structure factor S(q) for different γ̇ at u = 2 × 10−4 and
φ = 0.75. There is a small peak S∗ for q < 2 associated with the
local structure and particle clusters in the attraction-dominated
regime. Since data points were noisy according to the small sys-
tem size, they have been smoothed using the Savitzky-Golay
filter.
In Figure 3.19 the attractive time-scale τa is used to rescale γ̇ which
collapses all S∗ data points for different attraction ranges on a single
curve. It demonstrates the distinct effect of attractive interactions in
determining the micro-structure over large length-scales.
For such a binary mixture that we study, one can further investigate






















where Ns and Nl are the number of small and large particles (Ns =
Nl = N/2). S00(q) corresponds to the smaller particle type with di-
ameter d = 1.0, S11(q) is calculated for the larger one with d = 1.4
and S01(q) explores the structures only made of two different types




[S00(q) + S11(q)] + S01(q) (3.29)
Figure 3.20 shows these different partial structure factors for a
system similar to Figure 3.18 (a), deep in the attraction-dominated
regime. The first peak in S00(q) is much larger than the one in S11.
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Figure 3.18: Two snapshots of the system in the steady state at φ = 0.75 and
u = 2× 10−4: (a), in the attraction-dominated regime, where
γ̇ = 1e− 6 and (b), in the repulsion-dominated regime, where
γ̇ = 1e − 3. While the local structure and small clusters of
particles, as well as voids, appear in the attraction-dominated
regime, the system in the repulsion-dominated regime is homo-
geneous.
Thus, smaller particles contribute largely in the formation of clus-
ters at attraction-dominated regime. This is a reasonable observation
due to the fact that smaller particles have effectively more space than
larger particles to form clusters.
It is tempting to attribute this effect to some sort of phase separa-
tion under shear. However, we did not observe any substantial growth
of these meso-clusters on the time-scales accessible to our simulations.
In Chapter 5, we will discuss that thermal fluctuations are necessary
to evolve the system toward phase separation.
3.9 particles dynamics
In the previous section we reported how weak and short-ranged at-
tractive forces lead to the yield behavior, originating from the devel-
opment of an isostatic structure. Other than the static structure of par-
ticle clusters, their dynamics is also affected by attraction. Displace-
ments and velocity fluctuations are natural choices to study particles
dynamics.
3.9.1 Mean-squared Displacement
To study particles trajectories, we investigated particles non-affine dis-
placements, which is defined as particle displacement when the affine
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Figure 3.19: The first maximum in the structure factor, S∗ as a function of
γ̇τa for a system at φ = 0.75 and different attraction strength.
The attractive timescale τa is used to rescale the strain rate γ̇.
















Figure 3.20: Partial structure factor S(q) for a system at u = 2× 10−4, φ =
0.75 and γ̇ = 1e− 6. S00 corresponds to the smaller particles,
while S11(q) measures the structure factor of larger particles.
part imposed by the shear flow is eliminated. At any time t, the non-
affine position of a particle can be written as:




where r(t) = x(t)x̂+ y(t)ŷ is the position of particle at time t, x̂ is the
normal vector in the shearing direction and ŷ is the normal vector
in gradient direction. Then, mean-squared displacement in a desired
direction is defined as
〈dr(t)2〉 = 〈[rnaff.(t0 + t) − rnaff.(t0)]2〉 (3.31)
where r can be either x or y, corresponding to the shearing and gra-
dient directions.
Figure 3.22 shows the non-affine mean-squared displacement of
particles at u = 2× 10−5 and φ = 0.75 for different strain rates. Since














Figure 3.21: Displacement fields for a system at u = 2 × 10−4, φ = 0.75
and different γ̇. In upper panels, displacements are measured
over strain window ∆γ = 10−2, while in lower panels the strain
window is ∆γ = 1.
in our simulations strain γ is linearly proportional to the time, γ = γ̇t,
we report 〈dr2〉 as a function of γ, instead of time. In the repulsion-
dominated regime, there is no difference between the MSD in shear-
ing and in gradient direction [see Fig. 3.22(d)].
Deep in the attraction-dominated and repulsion-dominated regimes,
diffusive behavior is observed for large strains [Fig. 3.22(a) and (d)].
In the attraction-dominated regime, particles are attached to the iso-
static network of particles and in case of losing contacts and leav-
ing its location, they reconstruct contacts soon. It makes the time
to observe diffusion much longer than the one in a repulsive sys-
tem. Anisotropic behavoiur of the flow is also revealed by non-affine
MSD calculation in the intermediate regime that is associated with
large fluctuations of velocity and displacement in shearing direction
(Fig. 3.22 (c)). These enhanced fluctuations, lead to the shear band
formation in large enough systems, which we will discuss in the next
section. In contrast to the gradient direction, particles hardly show dif-
fusive behavior in the shearing direction over the simulation time we
used. The anisotropic flow is more pronounced around the minimum
of the flow curve, where the attractive branch meets the repulsive one.
Our results show that the minimum in non-monotonic flow curve,
the maximum in the shear-stress ratio and the enhanced anisotropic
behavior, are all associated to an almost same range of strain rates.
The following scenario justifies these observations. In the limit of
γ̇ → 0 the nearly isostatic and system spanning structure forms due
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Figure 3.22: non-affine mean-squared displacement for (a) where the system
is close to yield regime, (b) and (c) around the minimum in the
flow curve where the attractive and repulsive branches meet
and (d) in the repulsion-dominated regime for a system at u =
2× 10−5 and φ = 0.75.
to the short relaxation time compared to the shearing time scale. It re-
sists to flow and its structure is reconstructed shortly after the shear
induced rupture. Increasing the strain rate leads to stronger resistance
of the structure (increasing µ) and also fluctuations in the shearing
direction (anisotropy). At a certain strain rate (1/τa), the attractive
aggregation fails to compete with the shear-induced destruction, re-
sulting the decrease of µ and the drop of z below ziso with γ̇. Since
there is no more local particle clusters to impose large fluctuations in
the shearing direction, the system behaves as an isotropic flow again.
In the diffusive regime, the mean-squared displacement is propor-
tional to the diffusion constant D as:
〈[x(t0 + t) − x(t0)]2〉 = 2Dt. (3.32)
Therefore, fitting a linear function to the mean-squared displacement
at large strains, gives the diffusion constant of the system. In Fig-
ure 3.23, the diffusion constant in the gradient direction,Dy is plotted
as a function of γ̇τa for a system at φ = 0.75 and different attraction
ranges. Larger values of Dy in low strain rates indicates that in con-
trast to the repulsion-dominated regime, non-affine displacements
dominate the diffusion of the particles in the attraction-dominated
regime at large timescale.
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Figure 3.23: Diffusion constant in gradient direction, Dy as a function of
rescaled strain rate, γ̇τa, for a system at φ = 2e−5 and different
u.
Figure 3.24: Probability distributions of non-affine velocity in the shearing
direction, for a system at u = 2× 10−4, φ = 0.75 and different
γ̇.
3.9.2 Velocity Fluctuations
While the diffusion constant measures displacement fluctuations in
large strains, velocity fluctuations capture particles’ dynamics in small
strains (short timescales). The mean-squared velocity is defined as
〈(v(t)/γ̇)2〉 = 〈[(v(t0 + t) − v(t0))/γ̇]2〉. (3.33)
To eliminate the role of the strain rate, velocities are devided by γ̇.
Since in short times dr ∼ v∆t, thus 〈(v(t)/γ̇)2〉 measures the slope of
〈dr2〉 in short times or in the ballistic regime. Figure 3.25 displays that
〈(v(t)/γ̇)2〉 can be collapsed on a single master curve if the strain rate
is rescaled by the attractive time-scale. We found that the dependence
of v2 on γ̇ in our results is consistent with [Ono et al., 2003].
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In the context of non-affine motion, both of diffusion constant and
mean-squared velocity, exhibit faster motion of particles in the attraction-
dominated regime. These results can be understood by noting the
fact that attractive contacts in the attraction dominated regime, make
affine displacements more costly (in terms of energy) than the non-
affine displacements. So non-affine displacements are dominant at
small strain rates. As discussed previously, particles hardly diffuse
in our simulation time at some range of strain rates, specially in the
shearing direction. Therefore the corresponding data points in Fig-
ure 3.23 are the lower bound of the diffusion constant D.
Figure 3.25: Variation of non-affine mean-squared velocity and diffusion
constant with strain rate (scaled by the attractive time-scale)
in shearing and gradient directions for a system at φ = 0.75.
While solid lines represent the shearing direction, dashed lines
correspond to the gradient direction.
3.10 consitutive relation : the fluidity model ap-
proach
It is necessary to build a theoretical model in order to support the
physical explanation we provided for the flow behaviour of the sys-
tem. To derive a relevant constitutive equation for the system we use
the Fluidity model approach, which is discussed in [Olmsted, 2008].
We assume that the stress is composed of two separate contribu-
tions from elastic forces and the viscous term:
σ = ηγ̇+ σs (3.34)
with η indicating the viscosity of the system and σs corresponding to
the elastic stress. The rheological properties of the system is governed
by the temporal evolution of σs which is explained by an additional
equation of motion. In our system, we take the viscosity to scale lin-
early with the strain rate (η ∼ γ̇), to obtain the Bagnold scaling in the
repulsion-dominated regime.
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We define fluidity as reciprocal of viscosity, a = 1/η and its evolu-
tion describes the elastic stress. Fluidity is a measure for the extent of
aggregation into a network structure. In systems with high fluidity,
only small aggregation occurs while a vanishing fluidity associates to
a solid-like state. Among different choices for the evolution equation






with a relaxation rate
1/τ0 = e
−r0σsγ̇. (3.36)
The term r1σsγ̇ reflects the shear induced fluidization and it is
balanced through a relaxation process explained by the term −a/τ0.
As Equation 3.36 indicates, the relaxation rate itself also depends on
the shear in such a way that it gets inhibited by shear in a less-fluid
state. It is warranted in our simulations, since the local energy input
σsγ̇ gets dissipated via inelastic collisions, before a rigid structure
forms.






with W(x) being the Lambert-W function, σy = 1/
√
r1 the yield
stress, and the time-scale τ = r0/2
√








where the time-scale is taken to depends on the inverse attraction
strength, τ ∼ 1/u, as we found earlier as the attractive time-scale τa.
The stress in the repulsion-dominated regime is assumed to show the
Bagnold scaling. Since
σ(rep)(γ̇) = ηγ̇, (3.39)
we conclude that η ∼ γ̇ which governs the Bagnold scaling.
Using the constitutive model given by Equation 3.38, we obtain
the flow-curves presented by dashed lines in Figure 3.26. The non-
monotonic and the Bagnold scaling are well fitted by the constitutive
equation.
In the limit of fast shearing (γ̇ & 10−3, although the precise thresh-
old depends on u and φ), soft-core effects appear in the system. Par-
ticles are energetic enough to pass through each-other, leading to a
deviation from the Bagnold scaling. The model can not reproduce
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Figure 3.26: Non-monotonic flow-curves for systems at (left) φ = 0.82 but
different attraction and (right) u = 2× 10−4 but different vol-
ume fractions. Dashed lines indicates the fitted function derived
from the constitutive equation 3.38.
some other details of the simulation results. For example, in the limit
of small γ̇, the fluidity model predicts σ → σy/(1+ γ̇τa) while the
simulation data reveals a weaker dependence like a logarithmic func-
tion.
3.11 shear bands : theory
It has been mentioned in the Introduction chapter that the non-monotonic
σ(γ̇) is a signature of mechanical instability [Fielding, 2014; Ovarlez
et al., 2009; Picard et al., 2002; Schall and Hecke, 2010]. Therefore it is
reasonable to expect shear-banding in systems with such strong non-
monotonic flow-curves presented in Figure 3.3. However, no shear
bands are observed for corresponding systems with N = 1000. To
know why, we need to have a theoretical review on the concept of
shear-banding.
3.11.1 Constitutive Equation
In a two-dimensional flow subject to simple shearing, the linear ve-
locity profile governs. Thus, the fluid velocity v is along the shearing
direction x̂ and it is a function of the distance from the bottom of the








where ρ is the mass density and Σ indicates the stress. The stress
follows the constitutive relation,
Σ(y, t) = η(γ̇(y, t))γ̇(y, t), (3.41)
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with γ̇(y, t) = ∂v(y, t)/∂y as the local strain rate and η as the viscos-
ity. According to Equation 3.40, the stress should be constant in the
stationary state which is equivalent to the mechanical stability.
In the shear-banded state, the system is divided in two bands with
different strain rates, connecting with an interface. The stress ob-
tained from the standard constitutive relation satisfies the mechani-
cal stability condition in bands, but not in the interface where γ̇ is
not constant. Hence, following the work by Dhont [Dhont, 1999] one
can conclude that the constitutive relation needs be revised.
To derive the standard constitutive relation (Equation 3.41) only
first-order spatial derivatives of the flow velocity are considered to
contribute to the stress. Regarding the shear banded state, this as-
sumption is not valid any more and higher-order spatial derivatives
should be also accounted for as well to include the spatial depen-
dence of the viscosity, η = η(y, t). The symmetry properties of Σ
indicates that the additional contribution should be in the form of
∼ ∂2γ̇(y, t)/∂y2. The reason that this additional term is not consid-
ered in molecular systems is that the range of interactions is very
small in such systems. However, larger size of particles in colloidal
macromolecules or granular material, leads to a contribution of even
relatively small gradients of strain rate, to the stress.
Now, the constitutive relation can be written as




Parameter κ, the shear-curvature viscosity has been first introduced
by Dhont [Dhont, 1999] and is called . A similar expression for the
stress is also given by Olmsted [D. Olmsted, Peter and David Lu, C-
Y., 1999]. Later we will derive the analytical expression for κ = κ(γ̇)
and connect it to the interface width between shear bands.
Now for the stationary state one can write




where the time dependence is gone due to the stationary flow condi-
tions and the stress is constant all over the system, Σ(y) = Σstat..
3.11.2 Van der Waals Loop
Consider a shear-banded state of an example system like Figure 3.28
(a) and (b). There are two bands with different strain rates (γ̇− and
γ̇+) connecting with an interface with width size w. To calculate the
stress contribution of the term η(γ̇(y))γ̇(y), it is necessary to obtain
the strain rate dependence of the viscosity. Since viscosity is an even
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Figure 3.27: the stress contribution of σ = η(γ̇)γ̇ as a function of strain rate
γ̇, for a simple model described in Equation 3.44. To obtain η(γ̇),
we set η0 = 200, η∞ = 0.1 and α = 500.
function of the strain rate, η(−γ̇) = η(γ̇), we choose the simplest form





where zero and large limits of the strain rate are indicated by η0
and η∞ respectively. The parameter α can be chosen to find the best
fit to the experimental data, which is not important for the purpose
of theoretical discussion here. Figure 3.27 displays the resulting flow
curve σ = η(γ̇)γ̇, exhibiting a non-monotonic behavior.
Figure 3.28 represents a typical shear-banded state of the system.
In panel (a), the velocity profile of the system displays two bands:
one at the top of the system with almost zero flow rate, and the other
flowing with a local strain rate much larger than the imposed strain
rate, γ̇0. Panel (b), displays the local strain rate profile of the system,
which is basically the derivative of the velocity profile presented in
panel (a) with respect to y, γ̇(y) = dvx(y)/dy.
Crossing the interface, the term σ(γ̇) = η(γ̇(y))γ̇(y) contributes
to the stress with a large gradient following the van der Waals-like
behavior, as is depicted in Figure 3.28(c).
Panel (d) in Figure 3.28 illustrates the variation of d2γ̇/dy2 with
respect to y, showing the same symmetry as σ(y). To obtain a uniform
stress over the whole system in the stationary state, the change of
σ(y) should be compensated for with the stress contribution from the
curvature-viscosity term.
Including the shear-curvature viscosity contribution, the Navier-
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Figure 3.28: (a) The velocity profile of a shear banded system. (b) The strain
rate profile of the same system as (a). (c) the variation of σ =
η(γ̇)γ̇ for the same system as (a). (d), the second derivative of
the local strain rate, d2γ̇(y)/dy2 as a function of y for the same
system as (a).
In the case we are interested in, the plane shear geometry, boundary
conditions are read as
v(y = 0, t)) = 0,
v(y = L, t) = γ̇oL,
(3.46)
where L is the size of the system in the gradient direction and γ̇ is the
external strain rate.
3.11.3 Maxwell Construction and Phase Coexistence
Consider a shear-banded state of the system like Figure 3.28 (a) and
(b) where two bands with different strain rates (γ̇− and γ̇+) are con-
nected with an interface with width size w. In the stationary state,




dγ̇ = 0. (3.47)
If κ is assumed to be independent from the strain rate γ̇, Equa-
tion 3.47 reduces to





which implies the stress selection by a Maxwell equal area construc-
tion in the (σ, γ̇) plane. Maxwell equal area construction results in the
replacement of the unstable part of the flow-curve by a plateau, along
which shear bands coexist.
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3.11.4 Linear Stability Analysis: Size Matters
In this section, we analyze the stability of linear velocity profiles
in non-banded systems, using linear stability tools. Assuming that
δv(y, t) indicates a small deviation from a linear velocity profile due
to the imposed strain rate, γ̇0. After linearizing Equation 3.45 with













The solution of this equation can be given in terms of the Fourier
series. To impose the boundary condition δv(y = 0, t) = 0, we ex-










, n = 1, 2, 3, ... . (3.51)





















Therefore, the time evolution of Fourier coefficients are given as












with an ≡ an(t = 0) indicating the initial perturbation. Therefore,

















The exponential dependence of δv on t determines the proper con-
dition for a stable velocity profile. In the case of imposed strain rate,
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where all Fourier modes with a wave number less than k∗ grow ex-
ponentially in time and dominate. Thus, for a stable velocity profile,
all relevant wave number should be larger than k∗ which results in
the exponential decay in amplitude of corresponding Fourier terms.
It is necessary to note that here σ(γ̇) is the total stress in the system
before the shear-banding, where the velocity profile is still linear. As
it is shown later, in the banded system the negative slope of σ versus
γ̇ is less and in the thermodynamic limit, it approaches zero corre-
sponding to the plateau determined by Maxwell area construction.
3.12 shear bands : simulations
3.12.1 The form of κ(γ̇)
The theoretical discussion above reflects the importance of κ as the
shear-curvature viscosity, in shear-banding phenomena. Now one can
explain why no shear band forms in the system presented in Fig-
ure 3.30 with N = 1000. The shear band formation can not be ob-
served if the wavelengths of unstable modes do not fit inside the sys-
tem. Hence, to observe the shear localization it is necessary to have a
large enough system [Dhont, 1999].
The fluidity model presented in Section 3.10 provides an analytical













τγ̇2 (W(τγ̇) + 1)
+ 2βγ̇. (3.57)
The critical system size, below which shear bands do not form, can
















κ has the same dependence on γ̇ as σ′. Furthermore, it is found to
have
κ ∼ L∗2. (3.60)
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The same scaling can also be found with respect to the interface width.









in which integrating both sides over the interface width ∆w, results
in
κ ∼ ∆w2. (3.62)
The mentioned scaling relations can be checked by investigating shear-
banding in systems at different attractions for instance.
3.12.2 Flow Curves and System Size
Increasing the system size from N = 1000 to N = 10000 quickly
results in shear bands formation in the system. Figure 3.29 illus-
trates a typical non-affine velocity field of such a system (N = 104,
u = 2× 10−5, φ = 0.82 and γ̇ = 5× 10−6) with shear bands, and cor-
responding connectivity profile. The connectivity profile shows that
one band forms as an isostatic network of particles and flows with al-
most zero strain rate, and the other one flows with a strain rate larger
than the imposed one, as a fluid.
Shearing directionConnectivity
Figure 3.29: A snapshot of the non-affine velocity field in a system exhibiting
shear-banding, using N = 2× 104 particles, φ = 0.82, u = 2×
10−5 and γ̇ = 2.5× 10−6. The coloring is based on the velocity
in the shearing direction. Stream lines show the non-affine flow
field. The corresponding connectivity profile reveals that in the
solid band, connectivity fluctuates around the isostactic value
but decreases in the fludized band.
A valid question is how shear-banding affects the flow-curve. Fig-
ure 3.30 exhibits σ(γ̇) for two different system sizes, with N = 1000
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and N = 20000. For N = 20000 we start shearing the system with a
random initial configuration at γ̇ = 10−4, ramp it down until γ̇ =
10−6 (circles) and then ramp it up (squares). At each γ̇, the system is
sheared for γ = 20 except at γ̇ = 10−6 where the system is sheared for
γ = 12. Filled symbols indicate strain rates in which shear bands form.
One can see that shear localization depresses the non-monotonic be-
havior of the flow curve, specifically in the ramp-up branch. The min-
imum of the flow curve is shallower in the ramp-up branch, while the
range of strain rates in which the shear localization occurs is wider.
Similar hysteresis effect is also observed in recent experiments using
the same protocol [Divoux, Grenard, and Manneville, 2013]. As it has
been suggested in several works, the stress-decreasing part of the flow
curve is expected to be replaced by a straight line in the thermody-
namic limit [Dhont, 1999; Ovarlez et al., 2009]. Our observations in









Figure 3.30: Flow curves for different system sizes N, at φ = 0.82 and u =
2× 10−5. The non-monotonic part of the flow curve gets smaller
as system size increases and the system is sheared longer. Filled
symbols indicate shear band formation.
3.12.3 Properties of Shear Bands
We investigated how the spatial location of the fluidized band, in the
shear gradient direction changes in time. In order to do that, we mon-
itored the position of the center of the band. Figure 3.31 displays how
that position changes in time as the imposed strain rates is ramped
up. At small imposed γ̇, the position of the band fluctuates, although
the total strain (∆γ = 12 or 20) is not large enough for the band to tra-
verse the entire system. As the strain rate increases and gets closer to
the repulsion-dominated regime, the band moves more slowly which
is consistent with our results for the non-affine motion of particles in
small systems [see Fig. 3.23].
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Figure 3.31: Position of the fludized band in time as the imposed γ̇ is
ramped up. Larger fluctuations at smaller γ̇ is consistent with
the results for the non-affine motion of particles in small sys-
tems.
To understand the effect of the applied strain rate, we also explore
how the spatial profile of the shear-bands change, when the imposed
strain rate is varied. In Figure 3.32 we show the spatial profile of lo-
cal strain rates (γ̇local), normalized by the imposed γ̇. At the smallest
strain rate, we have a localized band of large fluidization. Increas-
ing the strain rate, we observe that the height of this spatial profile
decreases, implying that the fluidized region has less contrast in flow-
rate with the solid-like region. Also, the width of this region broadens
and the shear-band finally disappears in the regime where repulsion
dominates. In all these cases, we have checked and found that the
stress generated in the system is spatially uniform, albeit with minor
fluctuations.























Figure 3.32: Spatial profiles of local strain rates, normalized by γ̇, as it is
ramped up. The contrast in the flow rates of bands decreases
with increasing γ̇.
From the spatial profiles of the shear-bands, we compute the width
of the solid-like and fluid-like regions, as well as the interface of the
shear-band (Figure 3.33). As described above, the width of the solid-
like region decreases linearly and similarly the liquid-like region in-
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creases with increasing γ̇. On the contrary, the width of the interface
remains nearly constant, consistent with earlier numerical observa-
tions [Martens, Bocquet, and Barrat, 2012].
Figure 3.33: Shear bands and the interface width in units of system size, as
a function of imposed strain rate γ̇. The dashed line is the fitted
linear function to the size of fluid band, Sf(γ̇) = 4.31× 104 ×
γ̇+ 6.51× 10−2. The dotted line presents the fitted function to
the size of solid band which is by definition Ss(γ̇) = 1− Sf(γ̇).
4
T H E R O L E O F D I S S I PAT I O N
4.1 introduction
In the previous chapter we presented how a weak attractive inter-
action changes the rheological response of soft particulate systems,
close to the jamming point. We found non-monotonic flow-curves,
rigidity below the jamming point and permanent shear-banding in
large systems. In this chapter we address the question what is the
role of dissipative forces in the context of attractive systems we study.
The role of different models of energy dissipation on rheology of
repulsive and frictionless systems is studied in [Vågberg et al., 2014].
They reported either Bagnoldian or Newtonian rheology depending
on whether large clusters of particles develop in the system. They
found tangential dissipation in collisions (over-damped regime), has a
crucial role on the development of large clusters of repulsive particles.
The mass (inertia) is another important parameter to determine the
mechanical response of the system. Reducing the damping eventually
puts the system in the under-damped regime where the energy input
due to shearing is dissipated in longer time, promoting the plastic
flow. In the quasi-static limit, two different universality classes govern
the statistics of avalanches in the over-damped and under-damped
regimes [Salerno and Robbins, 2013; Salerno et al., 2012]. Weak dissi-
pation in disordered solids might lead to heating up the system due
to shearing, resulting in non-monotonic flow curves [Nicolas et al.,
2016].
In this chapter we report our findings on the role of dissipation
on rheology of attractive systems. we discuss two different models of
contact dissipation. By varying the damping factor, we explore two
flow regimes: the over-damped and the under-damped regime.
4.2 damping regimes
Whenever two particles collide and form a contact, Equation 3.1 en-
sures that they can be modeled as a damped harmonic oscillator. Tem-
poral evolution of such an oscillator in one dimension, is governed by







+ εx = 0, (4.1)
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with Fc = −εx and Fdiss = −bdxdt are respectively conservative and






+ω20x = 0, (4.2)
where β ≡ b/2m is the damping ratio and ω20 =
√
ε/m is the natu-
ral angular frequency. This is a homogeneous second-order differential
equation, with solution of the form
x(t) = eλt. (4.3)
Substituting it in Equation 4.2, we reach the auxiliary equation for λ
as
λ2 + 2βλ+ω20 = 0, (4.4)














The harmonic oscillator displays three different behavior, depend-
ing on the value of β2 −ω20. Those categories are called over-damped,
under-damped and critical damping which are discussed in the follow-
ing subsections.
Figure 4.1: Time evolution of a damped harmonic oscillator, in three dif-
ferent damping regimes. Data point are calculated from Equa-
tion 4.6, with A1 = 1, A2 = 0 and ω0 = 1. Damping factor β is
set to β = 2 for over-damped, β = 0.15 for under-damped and
β = 1.0 for critical damping.
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4.2.1 Over-damped Oscillator
If β2 −ω20 > 0, the oscillator is in the over-damped regime. In this










β2 −ω20. In the over-damped regime, the decay term
exp(βt) dominates, x(t) does not oscillate and asymptotically reaches
x = 0. Such an over-damped x(t) is plotted in Figure 4.1, in blue color.
In the context of colliding particles in the over-damped regime, their
relative velocity is dissipated very fast, hence particles stay next to
each-other after the collision.
4.2.2 Under-damped Oscillator
If β2 −ω20 < 0, then the oscilator is in the under-damped regime. In
this case, it is better to define a new frequency as
ω2 ≡ ω20 −β2, (4.8)









However, ω2 is not a true frequency since the oscillator never re-
turns to a point with the same velocity. The maximum of x(t) decays
in time due to the exponential decay of e−βt. Figure 4.1 displays such
an under-damped x(t) in green color.
In terms of colliding particles in the under-damped regime, the rel-
ative velocity of particles remains finite after the collision. Therefore,
particles are still energetic, might pass a distance and endure more
collisions with other particles.
4.2.3 Critical Damping
Over-damped and under-damped regimes are separated via the criti-
cal damping case, where β2 −ω20 = 0. For a critically damped oscil-
lator, x(t) can be written as
x(t) = (A1 +A2t)e
−βt. (4.10)
With the same initial configuration, a critically-damped oscillator reaches
the equilibrium much faster than over-damped and under-damped
oscillators. In Figure 4.1, temporal evolution of a critically-damped
oscillator is plotted in red.
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4.3 different damping mechanisms
After a short discussion about damping regimes, here we discuss
about different dissipation models. To obtain the results we presented
in Chapter 3, dissipation is governed by the following equation
~Fdiss. = −b[(~vi −~vj).r̂ij]r̂ij, (3.2 revisited.)
where b is the damping factor and the damping force is proportional
to the relative velocity of colliding particles in the direction normal
to the contact point. Following the work by Vågberg [Vågberg et al.,
2014] we refer to this damping model as the Contact Dissipation in
normal direction (CDn model).
Another possibility for implementing dissipation is the Contact Dis-
sipation model, where the damping force is proportional to both nor-
mal and tangential components of the relative velocity of colliding
particles. We refer to this model as CD model, the damping force is
given as
~Fdiss. = −b(~vi −~vj). (4.11)
The CD model was first introduced by Durian [Durian, 1997] to study
the mechanics of foam bubbles under shearing. In both CDn and CD
models, if mass of all particles is kept fix, then the damping regime
of the system is tuned by b.
In the CDn model, while the normal relative velocity of particles
gets dissipated in collisions, the tangential relative velocity of parti-
cles stays untouched, even in the over-damped regime or in the case
of inelastic collisions. Therefore even if the normal relative velocity
gets damped completely during the collision time, the non-zero tan-
gential velocity allows for particles to rotate around each-other and
break the contact later. On the other hand, such a rotational motion
is not possible in the over-damped CD model since both normal and
tangential components of the relative velocity get dissipated, keep-
ing particles in contact until an external perturbation is applied, e.g.
collision with another particle.
Another possible choice of the dissipation model is the Reservoir
Dissipation, which we refer to as the RD model. In this model, dissi-
pation does not occur in contacts, as the case of CDn and CD models.
Instead, for a shearing system with a rate of γ̇, every particle with a
velocity of ~v experiences a dissipative force as
~Fdiss. = −ζ(~v− γ̇yx̂), (4.12)
where ζ, tuning the strength of the dissipation, is the damping factor.
While x̂ indicates the shearing direction, y is the position of the parti-
cle in the shear gradient direction. In RD model, if a particle deviates
from the linear flow profile, Equation 4.12 ensures that its velocity
decays to the flow velocity, ~vflow(y) = γ̇yx̂.
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In dense particulate systems, RD model can be considered as a
mean-field approximation of CD model [Durian, 1997; Tewari et
al., 1999]. It can also model the drag force on a particles floating in
a shearing fluid, such as massive particles in emulsions or suspen-
sions [Kawasaki, Ikeda, and Berthier, 2014; Trulsson, Andreotti, and
Claudin, 2012].
4.4 dissipation in normal direction
To understand how the results presented in the previous chapter de-
pend on energy dissipation, we vary the damping factor b to explore
different damping regimes. In Figure 4.2, flow-curves for a system
using the CDn model are presented where u = 7e− 4 and φ = 0.75.














Figure 4.2: Flow-curves for a system with N = 1000, at u = 7× 10−4 and
φ = 0.75.
We observe that by decreasing the damping coefficient, which even-
tually leads to under-damping, the non-monotonicity in the flow curves
becomes more pronounced. We have already discussed the connec-
tion between the non-monotonic flow-curves, mechanical instability
and shear-banding in the previous chapter. Therefore, from Figure 4.2
one can conclude that under-damping enhances mechanical instabil-
ity in the system. In effect, decreasing the damping coefficient results
in the increase of timescales for energy dissipation leading the system
into a fluidized state for a longer period.





which measures the competition between the inertia and damping.
The smaller b is, the larger τd gets, which means the energy is dissi-
pated in longer times. In Figure 4.3, we rescale the imposed strain rate
γ̇ with the dissipation timescale τd. Thereby, the data for different b
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can be collapsed in the low strain-rate regime, with the tuning of b
leading to exploration of different regimes in this branch. Further, if
b is small, the minimum in the flow curve occurs later, leading to the
pronounced non-monotonicity.














Figure 4.3: Same flow-curves as Figure 4.2, where the damping time-scale,
τd ∼ 1/b is used to rescale γ̇. Data points in the attraction-
dominated regime with different b, collapse on a single curve.
In simulations with the CDn model, dissipation has more influence
on the rheology of the system in the attraction-dominated regime. It
can be understood by noting the fact that in the regime of small strain
rates, more particles are in contact, where the damping force is also
applied on particles.
We have also observed that if we look at the variation of Epot with
changing b, there is a change with decreasing the imposed γ̇. Typi-
cally, at large γ̇, the average potential energy of the system decreases
as the system gets more damped (i.e. increase of b); quicker dissipa-
tion prohibits the system from exploring all possible higher energy
states. However, for γ̇ in the ´́ attractive regime´́ , we see that Epot
decreases with decreasing b; the under-damping allowing the system
to explore lower energy states in the landscape (Figure 4.4). Such a
scenario has also been proposed in [Nicolas et al., 2016] to under-
stand how damping influences steady state rheology of amorphous
systems.
Figure 4.5 demonstrates the connectivity data for same systems
presented in Figure 4.2. The left panel displays z(γ̇) for different b.
Smaller b leads to lower strain rate at which the isostatic structure of
particles breaks down. This is expected since particles are more ener-
getic at smaller b, thus are more likely to break contacts. We found
the strain rate scales with b−1/4. The left panel in Figure 4.5 displays
how all δz = zy − z for systems with different b collapse on a sin-
gle curve, if the strain rate is rescaled by b−1/4. However, the true
4.5 full contact dissipation 69
Figure 4.4: The potential energy Epot as a function of damping factor b in
the CDn model: (left) in the repulsion-dominated regime with
γ̇ = 5 × 10−3 and (right), in the attraction-dominated regime
with γ̇ = 10−6.
nature of this exponent is not clear for us, needs more studies to be
explained.



























Figure 4.5: Connectivity for attractive systems (u = 7× 10−4, φ = 0.75) with
CDn dissipation model, at different damping b. (Left), connec-
tivity as a function of strain rate. (right), δz, distance to the yield
connectivity, as a function of rescaled strain rate γ̇b−1/4.
4.5 full contact dissipation
As it is explained in Section 4.3, the Full Contact Dissipation or Con-
tact Dissipation model ensures that the tangential relative velocity of
particles gets dissipated when they collide, as well as the normal rel-
ative velocity. For the rest of this chapter, CD model is used, unless
mentioned otherwise.
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Rheology of repulsive systems with CD model in the over-damped
regime is studied in [Vågberg et al., 2014]. There, it is shown that
the tangential dissipation is crucial to give rise to viscous behaviour
which leads to the linear dependence of shear stress and strain rate:
σ ∝ γ̇. In the rest of this chapter, we study the effect of CD model on
rheology of attractive systems in different damping regimes.
4.5.1 Flow Curves
Changing the dissipation mechanism from the CDn to the CD model
alters the rheology of the system significantly. Figure 4.6 displays
flow-curves of a system with N = 1000 at u = 2× 10−5 and φ = 0.75
using the CD model as damping force, for different damping factors
b. For the purpose of comparison, the flow-curve for the same sys-
tem but with the CDn damping force is also presented by the dashed
curved.
Figure 4.6: Flow-curves for a system using CD model with N = 1000,
u = 2× 10−5, φ = 0.75 and different damping coefficient b. The
dashed curve represents the flow-curve of the same system but
using the CDn model with b = 2.
In the over-damped regime (b > 0.5), shear stress σ is a monoton-
ically increasing function of strain rate γ̇. While in the limit of small
strain rates the slope of σ(γ̇) is less than 1, a viscous flow develops
in the regime of intermediate strain rates which is indicated by the
linear increase of shear stress with strain rate,
σ ∝ bγ̇. (4.14)
This viscous flow emerges at range of strain rates where damping
forces are dominant over attractive forces. Large damping, results in
particles staying next to each-other after collisions, forming large clus-
ters. Those clusters are associated with the emergence of viscous be-
havior [Vågberg et al., 2014]. At large strain rates, soft core effects
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become important. Particles are quite energetic to pass through each-
other, leading to the weaker increase of σ with γ̇.
However, decreasing the damping factor b, puts the system eventu-
ally in the under-damped regime. It introduces an inertial time-scale
to the system which gives rise to the inertial flow at large strain rates
with the quadratic dependence of shear stress on strain rate, σ ∝ γ̇2.
At intermediate strain rates, flow-curves exhibit a non-monotonic
transition from the viscous-like to the inertial flow.
4.5.2 Connectivity
Different flow properties of the system in different damping regimes,
suggests that the structure of the system might also be considerably
different, depending on the damping regime. To study that, we mea-
sure the connectivity of the system as a function of strain rate. Fig-
ure 4.10 demonstrates z(γ̇) for the same system as Figure 4.6.
In the over-damped regime, z is close but below the iso-static value
ziso = 4 at small strain rates. Increasing γ̇, decreases z(γ̇) smoothly
due to the more pronounced effect of shear-induced rupture com-
pared to the attraction-induced aggregation. At large strain rates, z(γ̇)
saturates around the value 2.6where still a percolated network of par-
ticles can be found.
In under-damped regime, z(γ̇) is slightly larger than ziso at small
strain rates which indicates the developing of an iso-static network of
particles. Increasing γ̇ eventually decreases z(γ̇) to values below ziso
indicating a transition from the iso-static structure to a viscous flow.
Further increase of γ̇ results in a sharp drop in z(γ̇): inertial flow
develops. There, z < 1.0 indicating no clusters or local structure can
be found, instead of persistent contacts, binary collisions dominate
the physics of the system. z(γ̇) becomes an increasing function of γ̇
since faster shearing brings more particles to collide.
4.5.3 Shear Stress Ratio
Similar to the case of Chapter 3, shear-stress ratio (Equation 3.21) mea-
sures the resistance of the system with respect to the plastic deforma-
tions under shear. Figure 4.8 represents µ(γ̇) for an attractive system
(u = 2× 10−5) below the jamming (φ = 0.75) with different damp-
ing factors. The left and right panels correspond to over-damped and
under-damped regime respectively.
Similar to attractive systems studied in Chapter 3, µ(γ̇) exhibits a
peak as a consequence of attractive interactions. However, the height
of the peak is much smaller in the case of CD dissipation model,
max(µ(γ̇)) < 1.1, compared to systems with CDn model presented in
Figure 3.14.
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Figure 4.7: Connectivity as a function of strain rate for a system at u =
2 × 10−5 and φ = 0.75 with different damping factors, b (CD
model).
In the over-damped limit, µ(γ̇) exhibits a peak at small strain rates
which occurs at larger γ̇ as b decreases. This peak is associated with
transition from the flow regime at small γ̇ where dσ(γ̇)/dγ̇ < 1 to the
viscous flow with dσ(γ̇)/dγ̇ = 1. In the under-damped regime, µ(γ̇)
displays richer behaviour. Similar to over-damped systems, there is
a peak corresponding to the transition form yield-like fluid to the
viscous flow with the difference that it occurs at much larger γ̇. Fur-
thermore, the height of the peak increases with decreasing b. Less
damped system exhibits a higher resistance to the yield-viscous flow
transition. Further increase of γ̇ eventually leads to the second peak
in µ(γ̇) which is associated with viscous-inertial flow transition.
The observed non-monotonic form of µ(γ̇) justifies that the pres-
sure of the system growths slower than the shear stress. To support
this argument, Figure 4.9 displays P(γ̇) for the same systems as Fig-
ures 4.8 and 4.6. Weaker increase of P(γ̇) compared to σ(γ̇) is more ap-
parent in the under-damped regime, specifically for b = 0.05where in
contrast to σ(γ̇), P(γ̇) changes non-monotonically at the yield-viscous
transition (around γ̇ ≈ 1.5× 10−5).
4.5.4 Over-damped Regime: Scaling Flow Curves
In the over-damped regime, large values of b ensures that the ve-
locity of colliding particles dissipates completely. Therefore, kinetic
terms do not contribute to the shear stress and the interplay between
dissipative and elastic forces characterizes the flow response.
The contribution of dissipative forces to the shear stress reads as
σdiss ∼ bγ̇. In our system the elastic contribution is proportional to the
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Figure 4.8: Shear-stress ratio µ as a function of strain rate for a system at
u = 2× 10−5 and φ = 0.75 with different damping factors, b
(CD model). The left panel displays the data for over-damped
systems and the right panel corresponds to the under-damped
regime.









which is a natural quantity to characterize the flow in the over-damped
regime. This quantity can be used to collapse all flow-curves cor-
responding to different b in the over-damped regime. Figure 4.10
demonstrates such a collapse for systems with different attraction and
damping, rescaling the stress by the attractive stress scale: σatt ∼ u.
Since stress and connectivity scale with Wi, it is reasonable to find
the same scaling for the shear-stress ratio, µ(γ̇), presented is Fig-
ure 4.8. Indeed, Figure 4.11 demonstrates that such a scaling collapses
all µ(γ̇) on a single curve, as far as they represent systems in the over-
damped regime.
4.5.5 Under-damped Regime: Emergence of Inertial Flow
In the under-damped regime inertial time-scale, introduced by small
values of damping factor b, leads to the non-monotonic transition
from the viscous flow (σ ∝ γ̇) to the inertial flow (σ ∝ γ̇2) with
increasing γ̇.
The inertial time-scale determines the strain rate at which the iner-
tial flow governs. This time-scale is associated with the non-monotonic
part in σ(γ̇). How does this time-scale depend on system parameters
like the volume fraction and the attraction strength? In other words,
at a given φ and u, how fast shearing is required to reach the inertial
flow?
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Figure 4.9: Pressure as a function of strain rate for a system at u = 2 ×
10−5 and φ = 0.75 with different damping factors, b (CD model).
P(γ̇) increases slower compared to σ(γ̇) at the yield-viscous and
viscous-inertial flow transitions.
We explore a wide range of φ for a system at a fixed u and b to find
the effect of φ on the non-monotonic part of σ(γ̇). Figure 4.12 illus-
trates flow curves for such systems with u = 2× 10−5 and b = 0.05.
No inertial flow and non-monotonic σ(γ̇) is observed at volume frac-
tions close to the jamming point (φ > 0.80). Decreasing φ eventu-
ally leads to the non-monotonic behaviour in σ(γ̇) and an inertial
flow develops at large γ̇. Further decrease of φ enhances the non-
monotonicity and shifts it to smaller γ̇. The more dilute the system
is, the stronger the non-monotonic transition at smaller γ̇ occurs. At
very small volume fractions (φ < 0.70), the inertial flow is dominant
at the small γ̇ and the viscous flow does not develop. Therefore, the
non-monotonic transition occurs between the yield flow (small γ̇) and
inertial flow (intermediate and large γ̇). On the other hand, for dense
systems (φ > 0.80), soft-core effects become dominant due to the
large values of γ̇, which prevents the inertial flow to govern. There-
fore, the viscous flow governs for a long range of intermediate γ̇ with
shear-thinning at large γ̇.
Figure 4.13 displays σ(γ̇) for systems at φ = 0.75 with different u
and b. It demonstrates the role of attraction strength u on the devel-
opment of the inertial flow and the non-monotonic part of σ(γ̇). For
the same value of damping factor b, stronger attraction increases the
strain rate at which the inertial flow develops. It has the same effect as
increasing the volume fraction; both increase the average size of clus-
ters made of particles which is not observed in the inertial regime. At
very large γ̇, flow curves collapse regardless of values of u and b. The
inertial flow and soft-core effects suppress attractive and dissipative
contributions to the shear stress, only the kinetic term matters.
The effect of attraction in tuning the range of γ̇ with the inertial
flow can also be traced in the connectivity of the system, z(γ̇). Fig-
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Figure 4.10: Weissenberg number, Wi = bγ̇/εu is used to rescale (left) flow
curves and (right), connectivity of systems at φ = 0.75 with
different attraction strength u and damping factor b (Over-
damped regime).















Figure 4.11: Shear-stress ratio µ, for attractive systems at u = 2 × 10−5,
φ = 0.75, with different damping factors b, in the over-damped
regime. Weissenberg number is used as a rescaled strain rate,
resulting in the collapse of all µ on a single curve.
ure 4.14 exhibits z(γ̇) for similar systems as Figure 4.13. Emergence
of the inertial flow is associated with the dramatic drop of connectiv-
ity (z < 1.0) which indicates the formation of no persistent cluster of
particles. Increasing u, shifts this drop to larger values of γ̇.
4.6 mechanical instability in under-damped flow :
shear bands
The connection between a non-monotonic σ(γ̇) and mechanical insta-
bility has been already discussed in previous chapters, Sections 1.7
and 3.11. The previous section also characterized the emergence of
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Figure 4.12: Flow curves for a system with u = 2× 10−5 and b = 0.05 at
different volume fractions. The non-monotonic viscous-inertial
transition is shifted to smaller γ̇ as the system becomes more
dilute.















Figure 4.13: Flow curves for under-damped flows with φ = 0.75 but differ-
ent attraction strength u and damping factor b. Increasing the
attraction strength increases the strain rate at which the non-
monotonicity in σ(γ̇) occurs, exhibiting a viscous-inertial flow
transition.
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Figure 4.14: Connectivity z(γ̇) for under-damped systems with φ = 0.75 but
different attraction strength u and damping factor b. Increas-
ing the attraction strength increases the strain rate at which z
drops to the values below 1.0, corresponding to the emergence
of inertial flow.
inertial flow in under-damped systems with the non-monotonic form
of σ(γ̇) before entering the quadratic regime where σ ∝ γ̇2.
We observed that shear bands form at strain rates where σ(γ̇) has
a negative slope. Figure 4.15 represents the velocity, local strain rate
and connectivity profiles of a shear-banded system with N = 1000 at
φ = 0.75, u = 2× 10−5 and b = 0.05, where the imposed strain rate is
γ̇0 = 2× 10−4. An inertial band with no clusters of particles (z ≈ 0.0)
forms in coexistence with a viscous band where z is finite but still
below ziso. In the inertial band, which is highly sheared and the local
strain rate reaches values of γ̇ ∼ 3γ̇0, the momentum exchange in
binary collisions is responsible to govern the physics of the system.
On the other hand, persistent contacts are dominant in the viscous
band, where the local strain rate is as small as γ̇ ∼ 10−2γ̇0. Thus,
contacting forces are responsible for the shear stress in the viscous
band, leading to a different scale of σ compared to the inertial band.
In comparison to shear-banding in attractive systems with the CDn
damping (discussed in Chapter 3), a larger strain needs to be applied
to the system in order to develop a steady shear localization (γ ∼ 15).
This can be understood by noting that smaller b leads to the increase
of the time-scale for energy dissipation. Therefore the steady state is
expected to reach in a longer time by imposing a larger shear strain.
Hence, for every data point shown in this chapter, it was necessary to
carefully check whether the stationary state is reached.
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Figure 4.15: Velocity, local strain rate and connectivity profiles of a shear-
banded system at u = 2× 10−5, φ = 0.75, b = 0.05 and γ̇0 = 2×
10−4. The inertial shear band (z ≈ 0.0) forms in coexistence with
a viscous band where although a percolated structure develops,
still z < ziso.
4.6.1 Stress Bands: Sink of Energy
Figure 4.16 displays a typical snapshot of the stress field and the con-
nectivity profile for a shear-banded system at φ = 0.75, u = 2× 10−5
and b = 0.05, where the applied strain rate is γ̇ = 2 × 10−4. Col-
oring is based on log(|σ|), where the white area indicates σ = 0 or
log(|σ|) = ∞. There, in contrast to shear-banding in systems with
CDn dissipation model, σ is localized. In the viscous band with a fi-
nite z (large cluster of particles), σ is determined by contacts between
particles. However, those clusters do not exist in the inertial band and
therefore σ is governed by the rare binary collisions. The small and
isolated colored areas in Figure 4.16 correspond to such collisions,
where the spatially averaged z is still close to 0.0. The small collision
frequency, which is a feature of the inertial band in our shear-banded
system, results in a different level of σ, orders of magnitude smaller
than σ in the viscous band.
Averaging the stress field over a time (strain) window may govern
finite local stress in the inertial band; more collisions occurs in longer
time and the virial stress builds up in the inertial band. To shed a light
on this point, we plot (Figure 4.17) the evolution of time-averaged
stress field for the same system as Figure 4.16. We observe that even
after averaging over large strains as ∆γ = 2.0, the stress field remains
heterogeneous.
But how can the localized and non-uniform σ be rationalized when
we observe this shear (stress) bands are stationary and do not move in
the gradient direction? Specially, how does the interface between the
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Figure 4.16: The stress field and corresponding velocity and connectivity
profiles of a shear-banded system at u = 2× 10−5, φ = 0.75,
b = 0.05 and γ̇ = 2× 10−4. Colored areas determine finite σ
while in the white area associated with the inertial band, σ is
orders of magnitude smaller, close to 0.0.
inertial and viscous bands stay stable, regardless of the discontinuous
jump in the value of shear stress. To answer that question, we need to
know that the stress field presented in Figure 4.16 is the virial term of
the stress tensor, introduced in Equation 2.2. To discuss the stability
of the interface between inertial and viscous band, we need also to
consider the kinetic term of the stress tensor, which is the major con-
tribution in the inertial band. Figure 4.18 displays the pressure field
for the same system as Figure 4.16. Thereby, one can see while the
virial pressuere (panel (a)) displays the similar discontinue jump as
the virial stress over crossing the interface, the total pressure, as the
kinetic term is accounted for, changes continuously over the interface,
explaining its stability.
In shear-banded systems, the viscous band behaves as a sink of
energy, an erodible boundary to the inertial band. In the inertial band,
the relative velocity of colliding particles is likely to be finite after a
collision, due to small value of b and large velocity of particles. Thus,
such energetic particles can endure multi collisions before heating
up by shearing. However, when such an energetic particle hits the
large cluster of particles in the viscous band, the particle’s energy is
dissipated almost compeletely over a large cluster of particles in the
viscous band. This situation, having a viscous medium as an erodible
boundary for an inertial rapid flow of particles, is also discussed in
[Berzi and Jenkins, 2015].
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Figure 4.17: Time averaging of the stress field presented is Figure 4.16 (same
color coding), over strain windows of different sizes. The stress



















Figure 4.18: Pressure (normal stress) fields for the same system as Fig-
ure 4.16. (a) log(|P|), pressure (virial) displays a similar discon-
tinue jump at the interface. (b) log(|Ptot.|), total pressure (includ-
ing kinetic term) continuously varies at the interface.
4.6.2 Ramping Simulation: Hysteresis in σ(γ̇)
Until this section, σ(γ̇) is obtained by shearing the system at different
γ̇ starting from a random initial configuration with a linear velocity
profile. After reaching the steady state, σ is measured. An alterna-
tive protocol to obtain σ(γ̇) is to start from a random configuration,
measuring σ after applying proper strains and then, increasing or de-
creasing γ̇ gradually and repeating σ measurement after reaching the
steady state. This ramping protocol helps us to study the hysteresis
in response of the system when it is shear-banded.
Figure 4.19 displays σ(γ̇) obtained from random initial states and
using the ramping method. The system is at φ = 0.75, u = 2× 10−5
and b = 0.05. The dashed curve indicates shearing the system at each
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Ramp-up
Ramp-down
Figure 4.19: Flow curves obtained from random initial state at each γ̇ and
also ramping protocol for a system at u = 2× 10−5, φ = 0.75
and b = 0.05. The red curve indicates the random initial onfigu-
ration. The blue curve presents σ(γ̇) obtained by ramping down
γ̇. At γ̇ = 3.5× 10−5 the ramping direction is reversed and the
obtained σ(γ̇) in displayed by the green curve. Filled symbols
indicate strain rates at which shear-banding occurs.
γ̇ starting from a random initial configuration. Solid lines represent
ramping flow curves: the blue curve is obtained by ramping down
γ̇ to γ̇ = 3.5 × 10−5. The ramping direction is then reversed until
γ̇ = 10−3 is reached, with the flow curve presented by green. At each
γ̇, the system is sheared for γ = 40 and σ is measured over the last 15
strains, when the stationary state is obtained.
Different behavior of σ(γ̇) on different ramping branches displays
hysteresis in mechanical response of the system. While the ramped-
down curve exhibits significant changes, the ramped-up flow curve
reproduces almost the same curve as the curve obtained by using
random initial states. In the ramped-down branch, the inertial band
is observed to survive in the range of γ̇, which is associated with
homogeneous viscous flow in the ramped-up and normal flow curves
(γ̇ > 3.5× 10−5 and γ̇ < 1.5× 10−4). This hysterectic behavior of flow
curves provides the opportunity to study and compare systems with
similar set of parameters, φ, u, b and γ̇ but in both homogeneous and
banded states.
4.6.3 Banded vs. Homogeneous Flow: Local Volume Fraction
To continue the discussion given in the previous section, We investi-
gate the behavior of the system on both ramping branches but at the
same strain rate. For instance, consider the strain rate γ̇ = 5× 10−5,
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Figure 4.20: Different profiles of a system at u = 2 × 10−5, φ = 0.75,
b = 0.05 and γ̇ = 2× 10−4 in both shear-banded and homo-
geneous states. (a) displays the normalized velocity profiles, (b)
presents the corresponding profile of φ which is non-uniform
in the banded system. The inertial band is much more dilute
than the viscous band (c) exhibits the connectivity profile and
(d) demonstrates the number of particles as a function of y, in-
dicating there are fewer particles in the inertial band compared
to the viscous band.
4.7 reservoir dissipation 83
where the system is banded in the ramped-down branch but flows
homogeneously on the ramped-up branch. The only relevant differ-
ence between ramping branches is the initial configuration. Therefore,
one can conclude that regarding the initial configuration the system
can develop shear-bands or linear velocity profile. Figure 4.20 exhibits
the comparison between two different states of system, shear-banded
and homogeneous flow, in terms of velocity, connectivity, local vol-
ume fraction and number of particles in the gradient direction.
Figure 4.20(a) displays velocity profiles of the system on different
ramping branches at γ̇ = 5× 10−5. While vx(y) is linear on the ramp-
up curve, shear bands develop in the ramp-down flow curve in form
of an inertial band in coexistence with a viscous band. Figure 4.20(b)
represents the corresponding profile of local volume fraction where
Voronoi tessellation is used to obtain per particle volume fraction. In
the homogeneous flow, φ is uniform over the whole system and is
the same as the general packing factor of the system, φ = 0.75. On
the other hand, φ is heterogeneous in the banded system, in contrast
to the case of shear-banding in systems with CDn dissipation model.
The system is denser in the viscous band, φ(y) ≈ 0.80, but quite
dilute in the inertial band where φ(y) < 0.60.
The emergence of non-uniform φ in shear-banded systems is as-
sociated with the development of large clusters of particles in the
viscous band and the lack of those in the inertial band. Comparing
Figure 4.20(b) and (c) exhibits the link between z(y) and φ(y) in shear
bands. In addition, Figure 4.20 reveals that the number of particles
n(y) is not uniform in the shear-banded systems. The inertial band
is much diluter than the viscous band not only due to the lack of
particle cluster but also because of containing a smaller number of
particles. While n(y) is larger than 20 in the viscous band for a sys-
tem with N = 1000, in the inertial band n(y) ≈ 10 − 14. Particles
migrate to the viscous band, leaving the inertial band dilute.
The distribution function of φ can also display the difference be-
tween the homogeneous and shear-banded flow. Figure 4.21 illus-
trates P(φ), the distribution function of φ for similar systems as Fig-
ure 4.20. In the shear-banded system, P(φ) is broader than the homo-
geneous system, and the peak of the distribution appears closer to φJ.
The dashed line indicates the system volume fraction, φ = 0.75.
4.7 reservoir dissipation
In the Reservoir dissipation or RD model, instead of pairs of con-
tacting particles, dissipative force is applied to every single particle
whose relative velocity with respect to the flow velocity is finite. As
it is mentioned in Section 4.3, RD is proper to model particulate sys-
tems interacting with a host medium as a fluid, like emulsions and
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Figure 4.21: Distribution function of φ for a system at u = 2 × 10−5, the
initial volume fraction φ0 = 0.75, b = 0.05 and γ̇ = 2× 10−4
on different ramping branches. For the shear-banded system
(ramped-down branch), P(φ) is wider with a peak correspond-
ing to the denser φ with respect to P(φ) in the homogeneous
system (ramped-up branch).
suspensions. In this section, we report our numerical results, using
RD model.
4.7.1 Flow Curves
Here, we consider two situations for the dissipation model. One is us-
ing the combination of RD and CDn models, where RD, chracterized
by ζ, corresponds to the drag force imposed by the flow and CDn,
is responsible for dissipation in particles collisions. In CDn, Equa-
tion 3.2, the damping factor b, tunes how elastic collisions are.
For repulsive systems, we found that b affects the rheology only
at relatively large strain rates. Figure 4.22 displays flow curves for
repulsive systems (u = 0.0) at φ = 0.75, for different ζ and b.
Left panel of Figure 4.22 reveals that while ζ is fixed, CDn damp-
ing force governs Bagnold scaling (σ ∝ γ̇2) at large strain rates. In
the right panel, where b = 2.0, RD dissipative force results in the
emergence of viscous behavior at small strain rates, which is resem-
bles by the linear dependence of shear stress to strain rate, σ ∝ ζγ̇.
Increasing ζ, extends the range of strains at which the viscous behav-
ior is observed. In that regime, we found that stress scales with the
damping factor ζ, which is expected due to the domination of dissi-
pative forces at small strain rates. Increasing γ̇ eventually leads to a
crossover from viscous to inertial flow, which is observed in different
experiments and numerical studies[Fall et al., 2010; Trulsson et al.,
2012].
A valid question is how attractive interactions interply with RD
dissipative forces? In order to answer this question, we turn on at-
traction in systems which are presented via Figure 4.22, with over-
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Figure 4.22: Flow Curve of repulsive systems (u = 0.0) at φ = 0.75 with RD
and CDn dissipation models. (Left), Flow curves obtain with
ζ = 10−2 and diffrent b. (Right), Flow curves obtained with
b = 2.0 and different ζ.
damped collisions (b = 2.0). Resulting flow curves are displayed in
Figure 4.23. The right panel exhibits flow curves of attractive systems
at u = 2× 10−5 and φ = 0.75, while repulsive flow curves are plotted
via dashed lines for comparison. The left panel compares flow curves
obtained with different attraction range, solid and dashed lines rep-
resent respectively u = 2× 10−5 and u = 2× 10−4. In both panels,
different colors indicate different values of damping factor, ζ.
Figure 4.23 demonstrates that increasing the damping factor ζ, weak-
ens the non-monotonic part of the flow curve. For ζ > 5× 10−2, the
non-monotonic part of the flow curve completely disappears. There-
fore, shear-banding is expected to be observed in under-damped sys-
tem with ζ < 5× 10−2. In addition, Figure 4.23 illustrates that all flow
curves of systems with the same u but different ζ head to a common
limiting stress, the yield stress, at the limit of zero strain rate. This
observation can be understood by noting the fact that the yield stress,
σy = limγ̇→0 σ(γ̇), does not depend on details of the dissipative force
but only properties of the material, such as the range of attraction.
4.7.2 Viscosity: Thinning and Thickening
Flow curves presented in the previous subsection, can be also ex-





Using Stokes law, the solvent viscosity can be defined as ηs =
ζ/3π〈rc〉, which we use as the natural unit of viscosity. For system
with RD dissipation model, two relevant time-scales can be defined.
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Figure 4.23: Flow curve for attractive systems at φ = 0.75 with both RD
and CDn (b = 2) dissipation models. (Left), attraction range is
set to u = 2× 10−5, while repulsive flow curves are plotted as
dashed curves for comparison. (Right), Attractive flow curves
for u = 2× 10−5 (solid lines) and u = 2× 10−4 (dashed lines).
In both panels, different colors indicates different ζ.






where m is the mass of particles. For repulsive systems presented in
Figure 4.22 (right), strain rate can be rescaled with τd to collapse all
viscosity data points on a single curve.
For attractive systems, such scaling presented in Figure 4.24 works
only at large strain rates, where the attraction is unimportant. Due to
the complicated form of σ(γ̇) at small strain rates, where attraction
is dominated, we can not find a proper scaling relation to obtain the
same data collapse as Figure 4.24 for small strain rates. However, it
is expected to observe shear-thinning at small strain rate: at the limit
of zero strain rate, an isostatic structure develops due to attractive
interactions. Increasing the strain rate, as we discussed in Chapter 3,
weakens the stability of this structure, reducing the viscosity of the
system. The shear-thinning regime extends to the strain rates at which
attractive interactions become unimportant; the repulsion-dominated
regime. There the system effectively flows as a repulsive fluid, in-
creasing the strain rate leads to more collisions among particles and
consequently, more resistance against flow.
Furthermore, we found that increasing ζ in attractive systems weak-
ens both shear-thinning and thickening regime. However, with in-
creasing ζ, the maximum of η(γ̇) in shear-thickening regime decreases
faster. As a result, for ζ > ζ∗, which we have found to correspond
to the over-damped regime, the shear-thickening regime disappears
4.7 reservoir dissipation 87














Figure 4.24: viscosity of repulsive systems with different damping factor ζ,
as a function of rescaled strain rate, γ̇τd.
completely. Figure 4.25 displays such a variation in rheology of at-
tractive systems with altering ζ. The right panel, exhibits σ(γ̇) for
systems at u = 2× 10−5, φ = 0.75 and b = 0.0 (no dissipation in
collisions) with altering ζ. The left panel, illustrates corresponding
viscosities. For these set of parameters, we found ζ∗ = 1.0, above
which the thickening regime vanishes. Similar findings are also re-
ported in a numerical study of repulsive suspensions, in which the
shear-thickening regime vanishes as the jamming volume fraction is
approached from below [Kawasaki et al., 2014].
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Figure 4.25: Flow curves of attractive systems with RD model, at u = 2×
10−5 and φ = 0.75, for different damping factors, ζ. (Right),
shear stress as a function of strain rate, (Left), corresponding
viscosities.
5
T H E R M A L LY A C T I VAT E D S Y S T E M S :
F L U C T U AT I O N S I N C O N TA C T S
5.1 introduction
In the previous chapters, we established a framework to study the
rheology of weakly attractive particles in the athermal regime. It has
been shown how varying small details of particles interaction like the
attraction range or the form (and strength) of the damping force leads
to the rich rheological response of the system. In the limit of zero
temperature, typical size of particles is assumed to be large enough to
have them insensitive to thermal forces, for instance Brownian forces.
However, large groups of disordered soft material (colloids, poly-
mers, etc.) are subject to thermal forces. In the context of thermal-
sensitive materials, the emergence of solidity is usually associated
with the glass transition. Many studies are performed to understand
the differences in rheology of repulsive soft materials, in the context
of athermal and thermal regimes, where the dynamics of the sys-
tem is affected by jamming transition and the glass transition respec-
tively [Ikeda et al., 2012; 2013]. In this chapter, we focus in the role
of thermal forces on the rheology of attractive systems.
Thereby, we introduce a minimal model to mimic thermal fluctu-
ations in contact forces. Then, we explore a wide range of tempera-
ture values, along the crossover from the athermal limit to the com-
pletely thermal-dominated regime. Flow curves, the system structure
and particle dynamics are discussed in different regimes. The chapter
ends with a section regarding the phase separation.
5.2 random forces : implementation
Particles i and j interact via:





where FCij is the conservative force derived from the potential intro-
duced in Equation 3.1. The CDn dissipation model is used to govern
the viscous damping force,
~FDij = −b[(~vi −~vj).r̂ij]r̂ij, (3.2 revisited.)
when particles overlap: rij 6 Ri + Rj (Ri is the radius of ith particle).
To introduce a temperature to the system, the random force ~FRij is
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exerted on overlapping particles as a thermal noise. To satisfy the






with α being a Gaussian random number with zero mean and unit
variance. T indicates the temperature, KB represents the Boltzman
constant and ∆t is the simulation time step.
If u determines the range of attraction, εu2 is the attractive energy





in order to measure the thermal energy in the unit of attractive energy
scale.
5.2.1 Thermal Stress and Thermal Time Scales
By introducing the thermal energy (KBT ) to the system, we can define
characteristic time and stress scales. Here, as we mentioned above,
dissipation (CDn model) and random forces are applied only to par-
ticles which are in contacts. In CDn model, since the tangential ve-
locity does not get damped, inertia is important and the damping
time-scale is given by Equation 4.13. Therefore, the microscopic time






which corresponds to the time that a particle moves a distance equal
to its diameter due to the thermal energy. In over-damped systems





where ζ is the damping factor in Equations 4.12 and 4.11. In this Chap-
ter, tT refers always to Equation 5.4 unless it is explicitly mentioned
otherwise.
Likewise, the contribution of thermal fluctuations to the stress can





The stress scale due to attractive forces is σa = εu2/r3c. Thus, the
thermal stress can be written as σT = τσa.
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5.3 flow curves : from athermal to thermal systems
We want to understand how the rheology of attractive systems changes
in crossover from the athermal to the thermal limit. In order to do so,
we vary τ from 1.25× 10−2 to 102 and obtain σ(γ̇) at each τ sepa-
rately. Figure 5.1 displays σ(γ̇) for such systems with u = 2× 10−4 at
φ = 0.75 (panel (a)) and φ = 0.82 (panel (b)). The stress is measured in
units of thermal stress-scale, σT and the strain rate is rescaled by the
thermal time-scale, which is now called the Pećlet number Pe = tT γ̇.
In thermal fluids, Pećlet number Pe, measures the ratio of the shear-
induced motion characterized by γ̇, to the diffusion resembled by tT .
Figure 5.1 demonstrates three distinct regimes of flow curves for
both φ = 0.75 and φ = 0.82. At very small temperatures, τ < 1.25×
10−1, σ(γ̇) almost reproduces the athermal flow curve due to negli-
gible contribution of random forces to the development of the shear
stress. The isostatic network of particles at small γ̇ and the non-monotonic
behavior of σ(γ̇) are observed in that regime similar to results dis-
cussed in Chapter 3. Thus, we refer to this regime as the athermal
regime.
Figure 5.1: Flow curves for a system with N = 1000, u = 2× 10−4 at (a)
φ = 0.75, (b) φ = 0.82 and different temperatures τ. Stress
is presented in units of thermal stress scale (σT = εu2τ/r3c)
and the strain rate is rescaled by the thermal time-scale (tT =
rc(m/KBT)
1/2).
Another rheological regime is reached by slightly increasing τ. At
1.25× 10−1 6 τ 6 2× 10−1, the yield stress and the non-monotonic
part of σ(γ̇) is less pronounced giving the hint that the isostatic struc-
ture of particles gets weaker due to increasing effect of thermal fluc-
tuations, yielding less stress compared to the athermal system. This
regime is called the intermediate regime.
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Further increase of τ leads the system towards the glassy regime.
For τ > 0.5, the shear stress is mainly determined by the thermal
term therefore all σ(γ̇tT ) at different τ collapse on a single curve
which is determined by φ and u. In Figure 5.1(a), where φ = 0.75, the
system flows as a viscous fluid, σ/σT ∼ Pe, for low strain rates. On the
hand for φ = 0.82, the rescaled stress approaches a finite value, the
yield stress, in the limit of zero strain rate. These different behaviors
correspond to the emergence of solidity above glass transition. For
our systems, the glass transition is estimated to occurs at φG ≈ 0.80.
Therefore, in the glassy regime (τ > 2× 10−1), systems with φ > φG
behaves as yields stress flow, while system with φ < φG flow as
Newtonian fluids.
5.3.1 Stress in Attractive Regime vs. τ
It is already shown in Figure 5.1 that increasing τ, reduces the rigidity
and the amount of the stress that the network of particles can yield
before entering the glassy regime. This can be understood by noting
the fact that thermal fluctuations tend to destroy contacts between
particles. But how this tendency is mirrored in the functional form of
the yield stress with respect to increasing τ?





In our simulations, we approximate σ0 by shear stress at the smallest
strain rate at which we shear the system, σ0 ≈ σ(γ̇ = 10−6). In the
attractive regime, where τ  1.0, and systems above the φG, Equa-
tion 5.7 measures the yield stress, σy = σ0.
Figure 5.2 represents how σ0 changes with τ, for an attractive sys-
tem with N = 1000 and u = 2× 10−4, at φ = 0.75 and φ = 0.82. For
small values of τ (τ  1), attractive forces play a major role to deter-
mine the physics of the system. However, we found that below the
jamming point, increasing τ leads to the exponential decay of σ0(τ)
due to increasing likelihood of thermally-excited particles to escape
attractive bonds.
Further increase of τ runs the system toward a regime where ther-
mally induced collisions become dominant. Therefore the linear form
of σy(τ) is expected which is presented by the dashed line in Fig-
ure 5.2.
In addition to thermal effects, we observed that σ0 scales linearly
with δφ−1, with δφ measuring the distance to the jamming point.
In Chapter 3, we already discussed the scaling behavior of athermal
σ0 (σy). Below the jamming point and for athermal systems, Equa-
tion 3.16 expresses the attractive yield stress scales as σy ∼ u1/2δz3/2.
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Figure 5.2: The yield stress (σy) times the distance to the jamming point
(δφ), as a function of τ for systems at φ = 0.75 and φ = 0.82.
The range of attraction is set to u = 2× 10−4. For τ < 1 (attrac-
tive regime), σy exhibits an exponential decay with increasing
τ (solid red line). For τ > 1 (thermal regime), the shear stress
displays a linear increase with τ (dashed line).
Hence, we can conclude that in the athermal limit, δz3/2 ∼ δφ−1. In-
deed, we found this scaling relation to hold for small values of δz,
corresponding to very low strain rates. Therefore, the stress in the
limit of zero strain rate, σ0, can be written in terms of τ and φ as
σy(φ, τ) ∝
δφ−1.e−aτ τ 1
δφ−1.τ τ > 1 .
(5.8)
5.3.2 Potential Energy vs τ
In a similar way, E0, is defined as the potential energy per particle at
the limit of zero strain rate. Since we always shear the system with a





In the attractive regime, or above the jamming point, E0 measures the
yield potential energy per particle, Ey = E0.
Figure 5.3 represnts E0(τ) for a system with u = 2× 10−4 at two
volume fractions, φ = 0.75 and φ = 0.82. For τ 6 1.25×−1, Ey is neg-
ative which is expected due to the dominated role of attraction, and
does not change with increasing τ, indicating the athermal regime.
For 1.25× 10−1 < τ 6 1.0, there is an intermediate regime, where
the system is affected by both attraction and thermal fluctuations.
Thus E0(τ) is an increasing function which becomes eventually pos-
itive. For larger values of temperature, τ > 1.0, Ey is a positive and
monotonically increasing function of τ, where thermal fluctuations
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Figure 5.3: The potential energy at the limit of zero strain rate, (E0), as a
function of τ for systems at φ = 0.75 and φ = 0.82. The range of
attraction is set to u = 2× 10−4.
dominate the physics of the system, indicating the thermal regime. In
this regime, we found the potential energy per particle grows with τ
as
E0(τ) ∝ τ1.7. (5.9)
5.4 connectivity
The connectivity, z(γ̇), gives information about the micro-structure of
the system. For example, if the system behaves as a rigid material, the
connectivity of the system needs to exceed the isostatic value: z > ziso.
This is the case for attractive systems we studied in previous chapters
in the athermal regime.
Figure 5.4 displays how the connectivity z(γ̇) is altered if ther-
mal forces are introduced to the system. The attraction range is u =
2× 10−4 and different colors correspond to different temperature τ.
The system in panel (a) has φ = 0.75 which is below φG whereas in
panel (b) the system is above the glass point, φ = 0.82 > φG. Fig-
ures 5.5 and 5.6 represent the same data in three-dimensional plot,
where the color coding indicates the value of z. At small τ, attractive
forces are the main player resulting in the nearly-isostatic structure
with z > ziso at small γ̇. Increasing γ̇ leads to the attractive-repulsive
transition corresponding to the shear-induced destruction of the iso-
static network of particles. At a given γ̇, increasing τ leads to the
athermal-thermal transition at which similarly, the isostatic structure
is destroyed but due to thermal fluctuations.
At small γ̇, the system is characterized by an isostatic network of
particles at small τ. The athermal-thermal transition coincides with the
sharp drop in z since thermal fluctuations tend to destroy the attrac-
tive bonds. Figures 5.4, 5.5 and 5.6 show that at the limit of zero strain
rate, the drop in z is sharper for a system at φ = 0.75, where z ≈ ziso
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Figure 5.4: Connectivity z as a function of γ̇ for an attractive system at dif-
ferent τ and (a) φ = 0.75 (b) φ = 0.82. The attraction range is set
to u = 2× 10−4.
jumps to z < 1.0. In addition, at large γ̇, the variation of z in the
athermal-thermal transition also depends on φ. If the system is below
the glass point, thermal fluctuations reduce z by destroying repulsive
contacts of particles induced by fast shearing. Such a behavior can
be easily seen in Figure 5.5, for example by looking at z(γ̇ = 10−2)
on the τ axis. On the other hand if φ > φG, thermal fluctuation are
responsible for the emergence of rigidity and repulsive contacts in
the thermal regime. Figure 5.6 displays such a situation, where for
instance z(γ̇ = 10×−2) is not changed with varying τ, even after the
athermal-thermal transition.
Following the definition given in Chapter 3, Figure 5.7 demon-
strates the variation of the yield connectivity as τ is changed. Differ-
ent types of connectivity are also plotted via dashed lines. Figure 5.7
reveals that in the regime of small τ, repulsive and attractive connec-
tivity act differently with varying τ. Increasing τ, reduces the number
of repulsive contacts and increases the number of attractive contacts.
It can be understood by noting the fact that a pair of particles is sub-
jected to random forces only if they have a repulsive contact. Thus,
thermal forces tend to increase the distance between particles, chang-
ing the type of the contact from repulsive to attractive.
An interesting observation is that at τ = 2× 10−1, just at the edge
of thermal regime, the number of repulsive and attractive contacts
roughly equals. The qualitative explanation is given in the following.
For an isostatic-like structure of particles like what we have in the at-
tractive regime (small τ and γ̇), repulsive contacts are essential for the
stability. To have a pair of particles with a repulsive contact getting
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Figure 5.5: z(τ, γ̇) for an attractive system at u = 2× 10−4 and φ = 0.75. For
such a system below the glass point φG, z(τ) decreases at the
athermal-thermal transition.
Figure 5.6: z(τ, γ̇) for an attractive system at u = 2× 10−4 and φ = 0.82. Rel-
atively large values of z is observed at fast shearing, regardless of
τ. At small τ shear-induced collisions are responsible for keeping
connectivity large, z ≈ 3 and at large τ, thermal collisions.
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Figure 5.7: The yield connectivity zy as function of effective temperature,
τ, for an attractive system at u = 2× 10−4 and φ = 0.82. The
total connectivity is plotted by blue solid line, the repulsive con-
nectivity is indicated by the green dashed line and the attractive
connectivity is represented by the red dashed line.
apart, the contact needs to first convert to an attractive contact. When
particles push each-other away, a damping force dissipates their nor-
mal relative velocity. Thus, particles are less energetic just after the
repulsive contact becomes attractive. In addition, the harmonic attrac-
tive force pushes particles back to each-other. Therefore, repulsive
contacts are more enduring and stable than attractive ones. Note that
in the case of attractive contacts, no damping force is applied to par-
ticles. Thus, they can escape the bond easier, due to shearing or colli-
sions with other particles. More ever, we observe that in the attractive
regime (small τ and γ̇), the system self organizes to an isostatic struc-
ture with z ≈ ziso. Since repulsive contacts first become attractive and
then get broken, it is reasonable and also observed in our simulations,
that the variation in the number of repulsive and attractive contacts
with changing τ are the same but in opposite directions,
∆zrep ≈ ∆zatt, (5.10)
while the system is still in the attractive regime. We argue that repul-
sive contacts are essential for stability of the isostatic structure and
increasing τ tends to decrease the number of them. Therefore, at the
edge of the thermal regime, where even slight increase of τ leads to
complete destruction of the isostatic structure, one can conclude that
zrep ≈ z/2, which immediately gives
zrep ≈ zatt. (5.11)
Further increase of τ leads to the discontinues athermal-thermal tran-
sition with a huge drop of connectivity, indicating the destruction of
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the micro-structure of the system due to dominated thermal fluctua-
tions (z ziso).
5.5 structure of the system
We already discussed how the structure and arrangements of parti-
cles are affected by attraction, in different flow regimes. In this section
we investigate the effect of thermal fluctuations on those properties
of the system.
5.5.1 Structure Factor


























Figure 5.8: The structure factor S(q) for a system at u = 2 × 10−4, φ =
0.75 and different τ. The small peak, corresponding to clusters of
particles, disappears as τ moves towards the thermal regime.
The structure factor of the system, S(q) = N−1〈ρ(q)ρ(−q)〉, pro-
vides us with information about the local arrangement of particles.
Figure 5.8 reveals S(q) for systems at different temperature but sim-
ilar strain rate, γ̇ = 10−6, where attractive forces compete with ther-
mal fluctuations. At small τ, S(q) exhibits similar behavior to ather-
mal system. Attractive forces lead to the formation of clusters whose
size is associated with the first small peak in S(q) for q < 2.0. How-
ever, increasing τ eventually decreases q, indicating that at γ̇ = 10−6,
the size of clusters grow with τ. Further increase of τ puts the sys-
tem in the thermal regime where random forces overcome attractive
forces (τ > 2 × 10−1). In this regime, thermal fluctuations destroy
the static structure of the system and S(q) for different τ collapse on
the top of each other with no peak at the limit of small q. In this
regime,since the attraction is not relevant any more, the system be-
haves as a repulsive glassy system under shear with a well studied
structure factor.
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In line with the case of athermal systems discussed in Chapter 3,
here by obtaining partial structure factors, we have found that small
particles have a significant contribution to the first peak of the struc-
ture factor. Figure 5.9 exhibits partial structure factors of system pre-
sented in Figure 5.8, with S00(q) and S11(q) are obtained respectively
only for small and large particles.
Figure 5.9: Partial structure factors of a system at u = 2× 10−4, φ = 0.75
and γ̇ = 10−6. (Left) S00 corresponds to the structures consisting
of only small particles, (Right) S11 measures the structure factor
only for large particles.
Values of q at which S(q) exhibits peaks, correspond to some length
scales as l = 2π/q. Figure 5.10 represents such length scales corre-
sponding to the first two peaks of S(q). r1 is associated with the
cluster size and r2 indicates the length scale corresponding to the av-
erage distance of neighboring particles. While r1 reaches zero in the
thermal regime due to the lack of clusters, r2 reaches a constant value:
r2 ≈ 1.19 for τ > 2× 10−1. This reveals that in the thermal regime,
most of the neighbors of each particle of one type are from the other
particle type which confirms that r2 is close to R0 + R1 = 1.2. This
argument is also consistent with the assumption that at high temper-
ature, the system is more mixed.
5.5.2 Intermediate Scattering Function
The structure factor S(q) measures the spatial correlation between
particles but does not contain any information about the temporal
correlation. In order to obtain temporal information we need to look
at dynamical observables. One possible quantity, relevant to neutron-
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Figure 5.10: The corresponding length-scales of peaks in the structure factor
S(q). r1 represents the peak in S(q) when q < 2,associated with
micro-phase separation at small τ. r2 corresponds to the largest
peak of S(q) at q ≈ 2π.
In this work, since strain is linearly related to time as γ = tγ̇, we
use F(q,γ) as the intermediate scattering function. Also note that by
definition we have F(q, 0) = S(q).
Figure 5.11: The intermediate scattering function F(q,γ) for a system at
u = 2× 10−4, φ = 0.75 and different τ. We take q = 5.71 corre-
sponding to the large peak in the S(q).
Figure 5.11 displays F(q,γ)/F(q, 0) for q = 5.71, where the struc-
ture factor has the largest peak, at different temperatures. One can
observe distinct relaxations of F(q,γ) in different thermal regimes.
At small τ, F(q,γ) displays oscillations in short times, before getting
damped completely. At short times, a particle is “trapped” within its
neighbors due to weak attractive forces. When it is disturbed from
equilibrium as more strain is imposed to the system, it will initially
vibrate within the surrounding structure. However, at longer times,
shear and motion of particles lead to the breakage of attractive bonds
and rearrangement of the structure, allowing the particle to move
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away from its initial position, which damps the oscillations in F(q,γ).
On the other hand in the thermal regime, there is no relevant attrac-
tive force when thermal fluctuations are dominant. Thus, particles are
not confined in local structures and can easily move. In this case, the
correlation function F(q,γ) decays faster, with no oscillations.
5.6 particle dynamics
Not only the structure of particle clusters, but also their dynamics is
affected by thermal fluctuations. Similar to Chapter 3, we investigate
the particles’ non-affine displacements, which correct for the convec-
tive (affine) part of the particle motion, induced by the average flow
field. At any time t, the non-affine position of a particle can be written
as:




where r(t) = x(t)x̂ + y(t)ŷ is the position of particle at time t. The
second part corresponds to the affine contribution, where x̂ and ŷ
represent unit vectors in shearing and gradient direction respectively.
Using these non-affine positions, we compute the mean squared dis-
placement (MSD) of particles. In Figure 5.12, we show the correspond-
ing MSD for u = 2× 10−4, φ = 0.75 (panel (a) and (b)) and φ = 0.82
(panel (c) and (d)). In each panel, MSD is calculated for several values
of τ, displaying the effect of thermal fluctuation on the dynamics of
particles.
Panels (a) and (b) exhibit MSD for a system below φG (φ = 0.75).
For such a system, close to the yielding point (γ̇ = 10−6) and with
small τ, attraction leads to a super-diffusive regime in short times(γ).
At larger strain rates (γ̇ = 10−3) since repulsive forces dominate,
the ballistic regime appears at short time. The diffusive regime is
observed in long times(γ) regardless of γ̇.
However in the thermal regime MSD calculation reveals different
dynamics of particles. At small strain rates (γ̇ = 10−6), the system
experiences the diffusive dynamics in the whole range of γ we in-
vestigated. Ballistic regime disappears due the large number of colli-
sions even at small γ. On the other hand, thermal systems at large γ̇
show a typical ballistic (short times) and diffusive (long times) behav-
ior. The shearing time-scale becomes much smaller than the thermal
time-scale, leading to the suppression of thermal fluctuations. There-
fore the ballistic behavior can be observed at small γ̇.
Panels (c) and (d) in Figure 5.12 illustrate the MSD for a system
above φG. Close to the yielding point (γ̇ = 10−6) and at small τ,
system displays the same dynamics as the one below φG. The super-
diffusion is observed at short times which eventually crosses over to
the diffusive regime at longer times. There we also found anisotropic
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Figure 5.12: non-affine mean-squared displacement for where the system is
at (a) φ = 0.75 and close to the yield regime,γ̇ = 10−6, (b) at
φ = 0.75 and in the repulsion-dominated regime, γ̇ = 10−3, (c)
at φ = 0.82 above φG and close to the yield regime γ̇ = 10−6
and (d) at φ = 0.82 and in the fast shearing regime, γ̇ = 10−3.
The attraction range is set to u = 2 × 10−4. The dashed line
represent the diffusive behavior, MSD ∝ γ1 while the dotted
line indicates the ballistic behavior, MSD ∝ γ2.
behavior in long times similar to what we observed in Chapter 3.
However in the thermal regime, sub-diffusion is observed in short
times, reaching the diffusive regime in long times. Figure 5.13 dis-
plays such a transition in MSD for different τ. The appearance of the
sub-diffusion can be understood by noting that in the thermal regime
and above φG, glassy dynamics is dominant. Such a transition in
MSD is a well-known feature of sheared hard sphere glasses [Eisen-
mann et al., 2010]. At large strain rates (γ̇ = 10−3), fast shearing
induces the ballistic dynamics in short times which ends to the diffu-
sion in longer times.
To further investigate the nature of the dynamics under shear, in
the presence of both attraction and thermal fluctuations, we also mea-
sured the mean squared non-affine velocity and the diffusion coeffi-
cients for different strain rates. Figure 5.14 shows the mean-squared
velocity for a system with u = 2× 10−4, φ = 0.75 and at different
τ. The strain rate is rescaled by the thermal time-scale tT . In order
to compare the mean squared non-affine velocity of systems at differ-
ent strain rates, we consider the rescaled quantity (v2/γ̇)2. At small














Figure 5.13: MSD in small strains (short times), for a system presented in
Figure 5.12, panel (c). Different colors indicate different temper-
atures, all set the system in the thermal regime (τ1.0). at small
γ, a transition from a sub-diffusive to diffusive (or weak super-
diffusive) regime takes place, hinting a cage dynamics at small
γ for systems with φ > φG, in the thermal regime. The dotted
line represents MSD ∼ γ0.79, while the dashed line corresponds
to MSD ∼ γ1.2.
τ, this quantity follows the similar dependence on the strain rate as
the athermal system plotted in Figure 3.25. For athermal systems we
found 〈v2〉 ∝ γ̇1.0 in both attractive and repulsive regimes with a
kink at the transition. On the other hand at the limit of large τ, we




the squared velocity, indicating the dynamics of particles in short
times, is mainly determined by the temperature. At the limit of fast
shearing we found v2 ∼ γ̇2, fast shearing is the dominant mechanism
of particles dynamics, in both athermal and thermal regimes.
Similar to athermal systems (see Figure 3.23), the diffusion coef-
ficient, D, measured in the gradient direction and thus quantifying
the extent of non-affine motion over long time, also acquires a higher
value at smaller shear-rates. However, Figure 5.15 reveals that in con-
trast to athermal systems, there is no plateau for D in the limit of
small strain rates in thermal regime. The smaller the strain rate, the
more dominant non-affine motion over affine motion gets, implying
that the latter is more energetically costly.
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Figure 5.14: Variation of non-affine mean-squared velocity with strain rate
(scaled by the thermal time-scale) in shearing direction for a
system at φ = 0.75 and different τ. The attraction range is set to
u = 2× 10−4.
Figure 5.15: The diffusion constant, measured along the gradient direction,
as a function of scaled shear-rate, for different τ. The system is
at u = 2× 10−4 and φ = 0.75.
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Figure 5.16: Snapshots of the system exhibiting phase separation at u = 2×
10−4, φ = 0.75 and τ = 2× 10−1 (a) without shearing γ̇ = 0
and (b) with a finite strain rate γ̇ = 10−6.
5.7 phase separation in the presence of tempera-
ture
Phase separation is a quite common phenomena in granular systems.
Granular convection which is the size separation of particles induced
by shaking the system is a famous example of that [Knight, Jaeger,
and Nagel, 1993]. Another type of phase separation occurs in thermal
systems, when thermal fluctuations help the system to escape from
local minimums in the energy space and settle down in deeper mini-
mum of the energy landscape, corresponding to the phase separated
configuration. This kind of thermally-driven phase separations are
well studied in many systems, using Cahn-Hillard equations [Cahn
and Hilliard, 1958].
At zero temperature, as we have already reported in Chapter 3,
weak attractive interactions result in the formation of clusters with
an average size of several particles. Those meso-clusters are associ-
ated with the first small peak of S(q), which disappears by increasing
the strain rate (see Figure 3.19). However, we did not observe any
significant growth of those clusters in the simulation time. No phase
separation is observed in our athermal systems.
The small peak in S(q) can be also observed in Figure 5.8, for
τ <= 2 × 10−1. The corresponding length-scale r1, plotted in Fig-
ure 5.10, reveals that for some values of τ, thermal fluctuations en-
hance the cluster formation. More interestingly, we observed that
these clusters grow in time as one continues shearing the system, lead-
ing to the phase separated configuration of particles. Figure 5.16(b)
exhibits such a de-mixed state of a system at τ = 2 × 10−1 with
u = 2 × 10−4, φ = 0.75 and γ̇ = 10−6 after shearing the system
for γ = 90. We also simulate a system at zero strain rate, γ̇ = 0 and
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Figure 5.17: Possible structure of phases for a system displaying phase sep-
aration. A phase consists of (a) two particle types, (b) just large
particles and (c) just small particles. While all these phases are
observed in the phase-separated system at γ̇ = 0, shearing the
system with a finite rate allows only the formation of phases (b)
and (c).
observed again the de-mixing of the system via growing clusters.At
γ̇ = 0, there is an extra phase of the system, the stable cluster of par-
ticles from different types. Figure 5.16(a) displays a snapshot of such
system. Figure 5.17 shows all kinds of stable clusters in our phase sep-
arated systems. However, cluster type (a) is just observed in systems
with no shear. It can be rationalized by noting the fact that in con-
trast to clusters type (b) and (c), clusters type (a) are not completely
packed therefore they are more likely to be broken due to shearing.
A valid question is how temperature (τ) and shearing (γ̇) affect the
phase separation of the system. Whether they collaborate, or compete
to induce phase separation in the system. In order to answer this
question, we performed simulations at many different τ and γ̇.
We already know that increasing τ has a non-monotonic effect on
the phase separation: no local and ordered structures can be found in
the thermal regime (τ > 2× 10−4). We also know shearing helps the
system to move toward deeper minimums in the energy landscape
which can be assumed to be an ordered state of the system. On the
other hand, larger strain rate can also reduce the effect of attraction,
which is necessary for particles to form clusters.
5.7.1 Order Parameter: Number of clustered particles
To study phase separation in our shearing system, the first step is to
distinguish particles that are part of the crystallite solid clusters from
others. In order to do that, one needs to quantify the structure of
clusters. The usual order parameter to do so, is the Steinhardt order
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where the complex vector qlm(i) is defined for the ith particle in







Nb(i) is the number of neighbors of particle i and~rij is the connecting
vector between particles i and j.
Howeve, we observed that different phases have a unique and or-
dered structure in our systems. Figure 5.17 displays possible clusters
which are stable in the system we study. Q6 is known to be a proper
choice of order parameter to distinguish such hexagonal structures.
However, because of the unique symmetry of all stable clusters in
our simulations, we choose another order parameter that captures
the same information as Q6, but is more effective and faster to cal-
culate. This order parameter, which we use to measure the amount
of phase separation, is defined as the number of clustered particles





A particle belongs to an arbitrary cluster if and only if it has exactly
six neighbors of the same type as itself, or has a neighbor with this
condition. In the algorithm we use, overlapping clusters are consid-
ered to be parts of a larger cluster. The total Nclustered is then obtained
by adding the number of clustered particles from each type.
Investigating the dynamics of N∗ in time, provides us with infor-
mation about the amount and also the rate of phase separation in
the system. The left panel of Figure 5.18 demonstrates N∗(γ) for
a system at a fixed temperature τ = 2 × 10−1 and different strain
rates. One can see at τ = 2 × 10−1, phase separation is faster and
more pronounced in the regime of small strain rates. After shearing
the system for γ = 40, while γ̇ = 10−6, more than 80% of parti-
cles are in separated phases, N∗ < 0.6 at other strain rates. Interest-
ingly, Increasing γ̇ does not always decrease N∗. After some transient
time, N∗(γ̇ = 10−5) > N∗(γ̇ = 7.5× 10−6). The right panel in Fig-
ure 5.18 displays N∗(γ) for systems at different temperature but all
with a similar strain rate, γ̇ = 10−6. The phase separation is faster in
τ = 2× 10−1 while the system at τ = 1.25× 10−2 seems to behave
like an athermal system: no growth in cluster or a very slow growth
rate.
5.7.2 Phase-separation Parameter Space
In order to find regions of the parameter space at which temperature
and shearing collaborate to push the system toward phase separation
and regions they compete, we need to obtain N∗ at different τ and γ̇.
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Figure 5.18: Number of particles in packed clusters as a function of strain γ.
Data is plotted for systems at (left) tau = 2× 10−1 and different
γ̇, (right) γ̇ = 10−6 and different τ. The attraction range is set
to u = 2× 10−4 and the volume fraction is φ = 0.75.
As a measure of phase separation, we calculated N∗ averaged over a
strain window of size ∆γ = 5.0, after shearing the system for γ = 35
at small strain rates(γ̇ <= 10−5) and γ = 15 at large strain rates
(γ̇ > 10−5). Figure 5.19 visualize N∗ versus both τ and γ̇, for a system
at u = 2× 10−4 and φ = 0.75.
In the regime of small strain rates, even in the athermal regime,
more than 10 percent of particles are arranged in ordered clusters.
Increasing τ leads to faster growth and larger value of N∗, which
eventually reaches N∗ = 0.9 at τ = 2× 10−1. Further increase of τ
sets the system in the thermal regime (τ > 2× 10−1), where thermal
fluctuations overcome attractive force, contacts and local structures
are destroyed and consequently, N∗ = 0.
If we look at the behavior of the system at τ 6 1.5× 10−2, there is a
range of strain rates at which N∗(γ̇) displays a non-monotonic behav-
ior. At small γ̇, attractive interactions are dominant, shearing can not
rupture the local structure of particles but helps the system to explore
the energy landscape and find deeper local minimums corresponding
to more ordered and phase-separated configurations. On the other
hand, large γ̇ sets the system in repulsion-dominated regime, where
shearing overcomes attraction and the system flows as a repulsive
fluid. Since attraction plays a key role in phase-separation, it is rea-
sonable to find N∗(γ̇) as a decreasing function of γ̇ for strain rates
larger than a threshold. We observed that N∗ starts to decrease at
roughly the same γ̇ at which athermal σ(γ̇) also exhibits a fast drop.
However, the non-monotonic behavior ofN∗(γ̇) at intermediate strain
rates, hints that a more complicated interplay of attraction, shearing
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Figure 5.19: The amount of phase-separation for an attractive system at u =
2× 10−4 and φ = 0.75. The number of particles in separated
phases, N∗, is plotted at different values of temperature τ and
strain rate γ̇.
and temperature is involved. More studies are needed to understand
the origin and underlying mechanisms of such a behavior.
5.8 different dissipation models : preliminary results
In this Chapter so far, we have used CDn dissipation model. Other
possibilities as discussed in Chapter 4, are using CD and RD models,
and turning on the thermal fluctuations. In any case, the fluctuation-
dissipation relation, Equation 5.2, needs to be satisfied.
Figure 5.20 demonstrates flow curves of attractive systems at u =
2× 10−5, φ = 0.75 and with CD model, at different values of temper-
ature τ. The right panel represents the over-damped regime, where
b = 2.0 while the left panel displays the under-damped regime with
b = 0.05. We observed in the over-damped regime, the system is
sensitive to thermal fluctuations only at very low strain rates, where
increasing the temprerature to τ = 2× 10−4, destroys the low strain
rate behavior of such flow curves, σ ∼ γ̇α with α < 1.0, and gradually
governs the viscous behavior, σ ∼ γ̇. Increasing τ further, will destroy
the contacts and structure of the system, leading to large fluctuations
in the measured stress. More simulations and samplings are needed
to study the behavior of the system at τ > 5× 10−1.
The more interesting case is the under-damped regime, where tem-
perature affects flow curves in a wider range of strain rates, including
the non-monotonic part. Using Pećlet number Pe and rescaled stress
σ/T , the inertial branch of flow curves follow a master curve. Increas-
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Figure 5.20: Flow curves of systems with CD dissipation model at u = 2×
10−5, φ = 0.75, (a) b = 2.0 and (b) b = 0.05. In the under-
damped regime, data is represented in terms of rescaled strain
rate, Pećlet number, and rescaled stress σ/σT .
ing τ alters the low strain rates regime, where the growth of σ with
increasing Pe becomes faster. More interesting is the effect of thermal
fluctuations on shear-banding. Do thermal fluctuations help shear-
bands to form, or it ensures the homogeneous flow? More studies are
needed to address this question.
To introduce thermal fluctuations in systems with RD model, the




~FCij +−ζ(~v− γ̇yx̂) +~F
R. (5.17)
In Equation 5.17, the force applied on particle i is obtained by adding
the viscous drag (RD) and random force FR to the contribution from
interactions with its zb neighbors. The random force FR is a random
number obtained from a Gaussian distribution with correlation func-
tion as
〈FRα(t1)FRβ(t2)〉 = 2ζKBTδαβδ(t1 − t2). (5.18)
For such dynamics, Pećlet number is defined as Pe = γ̇tT , while tT is





Figure 5.21, displays flow curves of systems with Langevin dynam-
ics at u = 2× 10−5, φ = 0.75, for different values of τ and ζ. The right
panel corresponds to ζ = 2.0, while the left panel represents results
with ζ = 5× 10−3. In both cases, we observed that flow curves are
more sensitive to τ, compared to systems with fluctuations at contacts,
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CDn and CD dissipation models. While in CD and CDn models, ther-
mal regime starts at τ > 2× 10−1, here increasing the temperature to
τ > 1.25× 10−1, completely destroys attraction-induced features of
flow curves. Resulting flow curves, reproduce the behavior of repul-
sive systems discussed in [Ikeda et al., 2013; Kawasaki et al., 2014].
Figure 5.21: Flow curves for systems with RD dissipation model at u = 2×
10−5, φ = 0.75, (a) ζ = 2.0 and (b) ζ = 5 × 10−3. In panel
(b), data is represented in terms of rescaled strain rate, Pećlet
number, and rescaled stress σ/σT .

Part III
C L O S I N G W O R D S

6
C O N C L U S I O N A N D O U T L O O K
In this thesis, we study the rheology of soft particles, in the presence
of weak attractive interactions. We performed molecular dynamics
simulations to obtain flow curves of the system, as well as micro-
scopic dynamics of particles. One of the parameters which has a huge
effect on rheology, is the distance to jamming point. We vary the vol-
ume fraction of the system to capture this dependence.
In Chapter 3, we introduced a minimal interaction potential be-
tween particles, Equation 3.1, to model weak attractive interactions.
The parameter u is introduced to tune the strength and range of at-
traction simultaneously. We have found that setting a finite value to
u, results in a dramatic deviation from the well-studied rheology of
repulsive systems, specially in the regime of low strain rates. For in-
stance, A finite yield stress emerges even far below the jamming point.
The connectivity of the system, z, jumps to values slightly above the
isostatic point, which indicates the development of a nearly isostatic
network of particles. This system spanning network, is responsible for
the weak solid-like behavior below the jamming, at low strain rates.
The yield stress of this weak solid, has been expressed in terms of
attraction and distance to the isostatic point.
The interplay between the attractive aggregation and shear-induced
rupture, leads to the non-monotonic behavior of σ(γ̇) with increas-
ing γ̇. The non-monotonic flow curve is associated with the mechan-
ical instability and consequently, shear-banding in such systems. We
found that in order to observe persistence shear bands, the system
size needs to exceed a certain value. After discussing the theoretical
concept of shear-banding, we presented a study of shear-bands in
simulations. All together, we provided a numerical framework that
can be useful to study features of shear bands in attractive systems,
in details.
In Chapter 4, we focus on the role of dissipation mechanisms on
novel rheology of attractive systems. Several models are introduced:
the CDn model, in which a drag force proportional to the normal rel-
ative velocity of overlapping particles is applied on them. CD model,
in which the tangential relative velocity, in addition to the normal
component, is dissipated. RD model is also studied briefly, where
a viscous drag force is applied on particles whose velocity deviates
from the imposed flow velocity. We found that the choice of dissipa-
tion model, as they represent different physical systems, has a huge
impact on the rheology. Tangential dissipation is observed to elimi-
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nate the non-monotonic behavior of flow curves, in the over-damped
regime.
Using CD model, in the under-damped regime σ(γ̇) exhibits a
sharp non-monotonic crossover from viscous to inertial flow, as γ̇ is
increased. Investigating this feature, we found shear-banding in the
form of coexistence of viscous and inertial flow, with a heterogeneous
stress field through the system. We discussed the stability of localized
stress, using virial and kinetic contributions to the stress. This kind
of shear bands are intrinsically different from shear-bands in systems
with CDn model. In the former, we found that local volume fraction is
heterogeneous as well as stress and local flow rate. Features of these
novel shear-bands can be a subject of future studies.
In Chapter 5, we studied the effect of thermal fluctuations on the
rheology by exploring a range of temperature, from athermal limit
to the glassy regime. Although both athermal and glassy limits are
found to display disordered configurations, in the intermediate regime
thermal fluctuations drive the system toward a phase-separated or-
dered state. The structure and dynamics of the system is studied in
terms of flow curves, structure factors and particle displacements. We
defined a simple order parameter to quantify the phase-separation, as
a function of temperature and strain rate. This order parameter pro-
vides us with information about regions of the parameter space, in
which shearing and thermal fluctuations collaborate or compete with
respect to the phase separation. Although the interplay between ther-
mal fluctuations and shearing can be understood in limits of small
and large temperature and strain rates, in the intermediate regime a
more complicated relation exists. More studies are needed to investi-
gate the underlying physical mechanism responsible for such compli-
cated interplay between thermal effects and shearing.
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