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a b s t r a c t
The three-dimensional incompressible Navier–Stokes equations with the continuity
equation are solved analytically in this work. The spatial and temporal coordinates are
transformed into a single coordinate ξ . The solution is proposed to be in the form V =
∇Φ + ∇ × Φ where Φ is a potential function that is defined as Φ = P(x, ξ)R(ξ). The
potential function is firstly substituted into the continuity equation to produce the solution
for R and the resultant expression is used sequentially in the Navier–Stokes equations to
reduce the problem to the class of nonlinear ordinary differential equations in P terms.
Here, more general solutions are also obtained based on the particular solutions of P .
Explicit analytical solutions are found to be mathematically similar for the cases of zero
and constant pressure gradient. Two examples are given to illustrate the applicability of
the method. It is also concluded that the selection of variables for the potential function
can be interchanged from the beginning, resulting in similar explicit solutions.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The importance of Navier–Stokes equations comes from their wide applicability for different kinds of flows, ranging from
thin films to large-scale atmospheric, even cosmic flows. However, Navier–Stokes equations are nonlinear in nature and it
is difficult to solve these equations analytically. In order to perform this task, some simplifications are elucidated, such as
linearization or assumptions of weak nonlinearity, small fluctuations, discretization, etc.
Despite the concentrated research on Navier–Stokes equations, their universal solution has not been achieved. The full
solution of the three-dimensional Navier–Stokes equations remains one of the open problems in mathematical physics.
Computational Fluid Dynamics (CFD) approaches discretise the equations and solve them numerically. Although such
numerical methods are successful, they are still expensive and there must be approximation errors associated with them.
Much research has focused on formulating efficient numerical schemes to solve Navier–Stokes equations, such as the
recentwork by Kalita et al. [1] and by He andWang [2]. However, the computational costs are still high for handling accurate
numerical simulations except for simple problems in engineering limited to small scale.
A promising way to overcome this problem is to find classes of exact solutions to the full Navier–Stokes equations.
Exact solutions play a special role in the theory of nonlinear equations and they are found able to describe the detailed
behaviour of the concerning systems [3]. Therefore, the problem of searching for the classes of exact solutions of the full
Navier–Stokes equations is highly demanding from a practical viewpoint, as has been described in the literature [4]. Exact
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solutions also facilitate a theoretical understanding, paving the way to global solutions. They may help explain the issue of
global smoothness in time [5]. Moreover, the solutions may be examined as models for turbulence [6].
Unfortunately, only a few analytical works are currently present in the literature. One of them is the transformation
of the Navier–Stokes equations to the Schrödinger equation, performed by application of the Riccati equation [7]. It has
good prospects since the Schrödinger equation is linear and has well defined solutions. The method of Lie group theory
is also applied in order to transform the original partial differential equations into ordinary differential systems [8]. It is
concluded that an approximate series solution is obtained. The same route is taken by Meleshko [9] and by Thailert [10],
in transforming the Navier–Stokes equations to solvable linear systems. Furthermore, less popular methods, such as the
Hodograph–Legendre transformation, have also been applied to reduce the original problem to one more tractable, and
thus closer to the goal of obtaining analytical solutions [11].
In this work, a special class of solutions to the three-dimensional incompressible Navier–Stokes equations is introduced.
A potential function and a transformed coordinate are proposed, and the three equations are altered into simpler equations
in terms of the potential function and the transformed coordinates. The proposed class of solutions is first substituted in the
continuity equation and the resultant expression is employed sequentially in the Navier–Stokes system to find full solutions.
Then, particular analytical solutions are obtained and extended to the more general form.
2. The role of the potential function
The three-dimensional incompressible Navier–Stokes equations and the continuity equation are recalled:
∂V
∂t
+ V .∇V = − 1
ρ
∇p+ υ∇2V (1a)
∇ · V = 0 (1b)
where p is static pressure, ρ is fluid density, υ is kinematic viscosity and ∇ = (∂/∂x, ∂/∂y, ∂/∂z). All solutions describe
the three velocity components in the three spatial directions, i.e., V = (u, v, w), u = u (x, y, z, t), v = v (x, y, z, t) and
w = w (x, y, z, t). Consider a potential function Φ , so that the velocity components are the derivatives of the function and
can be expressed as V = ∇Φ +∇ × Φ .
Therefore, the velocity components are expressed as follows:
u = ∂Φ
∂x
+ ∂Φ
∂y
− ∂Φ
∂z
, v = ∂Φ
∂y
+ ∂Φ
∂z
− ∂Φ
∂x
, and w = ∂Φ
∂z
+ ∂Φ
∂x
− ∂Φ
∂y
. (2a)
The spatial coordinates are transformed into a single coordinate through the following transformation:
ξ = ly+mz − ς t. (2b)
The above transformation is similar to that given by Mohyuddin et al. [11]. Velocity components in Eq. (2a) can now be
rewritten using the new coordinate:
u = ∂Φ
∂x
+ (l−m) ∂Φ
∂ξ
, v = (l+m) ∂Φ
∂ξ
− ∂Φ
∂x
, and w = ∂Φ
∂x
+ (m− l) ∂Φ
∂ξ
. (3)
The first step in the derivation is to rewrite the continuity equation in the new notation. Using the velocity components
in the new coordinate in Eq. (2b), the continuity equation can be expressed in a simpler form.
The potential function is assumed to take the following particular form, which will satisfy the continuity and
Navier–Stokes equations:
Φ = P (x, ξ) R (ξ) . (4a)
Substituting Eq. (4a) into the continuity equation will give the following expression:
RPxx + αRPξξ + βPRξξ + 2γ PξRξ = 0 (4b)
where α, β and γ are some constants due to the transformation coordinate.
Let Pxx = −αPξξ , then the last two terms will produce the following equation:
Rξξ
Rξ
= C1 PξP = C2, or Rξξ = C2Rξ (4c)
where C1 and C2 are constants. Therefore, the relation ∂P/∂ξ can be taken equal to C3P , and the general solution for R can
be written as [12]
R = ϕ (ξ)
∫
ξ
1
ϕ (ξ)2
exp
[∫
ξ
C2dξ
]
dξ (4d)
where ϕ (ξ) is taken as a particular solution of R.
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The second step in the derivation is to apply Eq. (2a) to velocity in the x direction in the Navier–Stokes equations:
− ς ∂
2Φ
∂ξ∂x
− ς (l−m) ∂
2Φ
∂ξ 2
+
(
∂Φ
∂x
+ (l−m) ∂Φ
∂ξ
)(
∂2Φ
∂x2
+ (l−m) ∂
2Φ
∂x∂ξ
)
+ l
(
(l+m) ∂Φ
∂ξ
− ∂Φ
∂x
)(
∂2Φ
∂x∂ξ
+ (l−m) ∂
2Φ
∂ξ 2
)
+m
(
∂Φ
∂x
+ (m− l) ∂Φ
∂ξ
)(
∂2Φ
∂x∂ξ
+ (l−m) ∂
2Φ
∂ξ 2
)
= υ
(
∂3Φ
∂x3
+ (l−m) ∂
3Φ
∂x2∂ξ
)
+ υl2
(
∂3Φ
∂x∂ξ 2
+ (l−m) ∂
3Φ
∂ξ 3
)
+ υm3
(
∂2Φ
∂x∂ξ 2
+ (l−m) ∂
3Φ
∂ξ 3
)
. (5a)
It is noted that Eq. (5a) is obtained by dropping the pressure gradient; however, the case of constant pressure gradient
will produce similar solutions to that of a zero pressure gradient, employing the same methods. The potential function (4a)
is substituted in the above equation, and the equation can be rewritten as follows:
a0Pxxx + b0PxxPx + c0PxxP + d0Pxx + e0P2x + f0PxP + g0Px + h0P2 + i0P = 0. (5b)
The next step is to repeat the procedure applied to the x velocity equation, but this time to the velocity in the y direction
will yield the following:
a1Pxxx + b1PxxPx + c1PxxP + d1Pxx + e1P2x + f1PxP + g1Px + h1P2 + i1P = 0. (6)
The same procedure is applied to the z velocity equation, giving
a2Pxxx + b2PxxPx + c2PxxP + d2Pxx + e2P2x + f2PxP + g2Px + h2P2 + i2P = 0. (7)
Thus Eqs. (5b), (6) and (7) can be combined into a single equation:
a3Pxxx + b3PxxPx + c3PxxP + d3Pxx + e3P2x + f3PxP + g3Px + h3P2 + i3P = 0. (8)
It is noticed that ai, bi, ci, di, ei, fi, gi, hi and ii (where the subscript i is the constant index) are constants with respect to
the x axis, but several are ξ dependent as they are solutions of a continuity equation. Therefore the derivation above can be
stated as the following lemma.
Lemma. Let Φ be a differentiable potential function that is defined as a product of P (x, ξ) and R (ξ), and that relates the velocity
vector as V = ∇Φ+∇×Φ over x and ξ , where ξ is the transformed coordinate defined in Eq. (2b). The potential function satisfies
the continuity equation with the condition that Pxx = −αPξξ , where α is constant, and reduces the Navier–Stokes equations to
the following form:
a3Pxxx + b3PxxPx + c3PxxP + d3Pxx + e3P2x + f3PxP + g3Px + h3P2 + i3P = 0
where a3, b3, c3, d3, e3, f3, g3, h3 and i3 are constants with respect to the x axis.
3. Solutions for P
In this section, the solution of Eq. (2a) is investigated starting with a particular solution for Eq. (8) and then extending
to more general solutions. It will be shown that the determination of general solutions is related to the particular solutions
obtained. It is known that a particular class of the solutions of nonlinear differential equations can be obtained by several
procedures [13–15], so two examples of particular analytical solutions of Eq. (8) will be obtained by different procedures.
Multiplying by Px and integrating Eq. (8) once yields
a4PxxPx + b4P3x + c4P2x P + d4P2x + e4P2x P + f4PxP2 + g4PxP + h4P3 + i4P2 + j4 = 0. (9)
Introducing Q = Px, the equation above will then transform to
a4Q 2
∂Q
∂P
+ b4Q 3 + c4Q 2P + d4Q 2 + e4Q 2P + f4QP2 + g4QP + h4P3 + i4P2 + j4 = 0. (10)
Then, it is not difficult to verify that Q gives a trivial solution:
Q = Px = a5P + b5. (11a)
This will produce a solution for P as follows:
P = a6eb6x + constant. (11b)
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For the other procedure, the function Q = Px may be directly employed in Eq. (8) to give
a3Q 2
∂2Q
∂P2
+ b3Q 2 ∂Q
∂P
+ c3 ∂Q
∂P
QP + d3Q ∂Q
∂P
+ e3Q 2 + f3QP + g3Q + h3P2 + i3P = 0. (12a)
Differentiating Eq. (12a) twice with respect to P will result in the following equation:
a3
(
∂Q
∂P
)2
∂2Q
∂P2
+ b3
(
∂Q
∂P
)3
+ c3
(
∂Q
∂P
)2
+ d3 ∂Q
∂P
∂2Q
∂P2
+ e3
(
∂Q
∂P
)2
+ f3 ∂Q
∂P
+ g3 ∂
2Q
∂P2
+ h3 = 0. (12b)
Note that the differentiation procedure is valid based on the relation of integral and differential equations [16]. Grouping
and integrating twice with respect to P will lead to the following expression:
Px = a7eb7P + c7e−d7P + e7. (12c)
Setting P = lnG, Eq. (12c) transforms to
Gx
G
= a8G+ b8G + e7. (12d)
Therefore, the solution of P can be obtained easily:
P = a9 ln
(
b9 − c9ex
ex − 1
)
+ constant. (12e)
This is similar to thework of Nugroho et al. [17]. However, Eq. (12b) can be obtained by settingQ ′ = S andQ ′′ = S∂S/∂Q ,
which will give a result similar to Eq. (12e). Therefore, the solution procedures produce the following statement:
Corollary. P = a6eb6x + constant and P = a9 ln
(
b9−c9ex
ex−1
)
+ constant are examples of the exact solution of Eq. (8).
Following the method used in the potential function (4d), the above solutions (11b) and (12e) will be considered as
particular solutions of Eq. (8). Letting U be the particular solution of (8) andW be the other solution will generate a more
general solution for (8) in the following form:
P = U +W . (13)
Note that the situation is almost hopeless if the general solution is taken as a product of two respective particular solutions
i.e. P = UW . Therefore, on the basis of (13), Eq. (8) is decomposed by substitution into
a3Uxxx + a3Wxxx + b3UxxUx + b3UxxWx + b3UxWxx + b3WxxWx + c3UxxU + c3UxxW + c3UWxx + c3WxxW + d3Uxx
+ d3Wxx + e3U2x + 2e3UxWx + e3W 2x + f3UxU + f3UxW + f3UWx + f3WxW + g3Ux + g3Wx + h3U2 + 2h3UW
+ h3W 2 + i3U + i3W = 0. (14)
Some of the terms above will vanish automatically since they satisfy Eq. (8). Then, the only terms left are
b3UxxWx + b3UxWxx + c3UxxW + c3UWxx + 2e3UxWx + f3UxW + f3UWx + 2h3UW = 0. (15)
The solutions can be found by linear operator analysis to beWxx+ r1 (x)Wx+ r2 (x)W = 0 since the function U is known.
Therefore, Eq. (15) has a general solution as follows:
W = η (x)
∫
x
1
η (x)2
exp
[
−
∫
x
r1 (x) dx
]
dx. (16)
where η (x) is a particular solution of (15) which is clearly dependent on U .
Therefore, according to the solution for continuity, a full solution in terms of the potential function is
Φ = {U (x, ξ)+W (x, ξ)}
{
ϕ (ξ)
∫
ξ
1
ϕ (ξ)2
exp
[∫
ξ
C2dξ
]
dξ
}
+ constant. (17)
By implementing the coordinate relation (2b) the explicit analytical solution is obtained. Note that the solution for
constant pressure gradient is similar to that for zero pressure gradient (17) because there will be a constant term in (5b), (6)
and (7), and it can be expressed as the same polynomial in (8). It is interesting to note that more general solutions to (13)
can be found by substituting additional terms which then resemble the following:
P = U +W + · · · . (18)
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Therefore, the main theorem of this work can be constructed as follows:
Theorem. Take V as a velocity vector that satisfies the continuity and the Navier–Stokes equations over x and ξ , where the
transformed coordinate ξ is defined as ξ = ly+ mz − ς t, where l,m and ς are constants. The velocity vector is proposed to be
in the form V = ∇Φ + ∇ × Φ , where the potential function Φ is defined as a product of P (x, ξ) and R (ξ). If P satisfies the
condition Pxx = −αPξξ , where α is a constant, then there exist U (x, ξ) and W (x, ξ) as particular solutions for Eq. (8) and ϕ (ξ)
as a particular solution for Eq. (4c). They form the potential function as
Φ = {U (x, ξ)+W (x, ξ)+ · · ·}
{
ϕ (ξ)
∫
ξ
1
ϕ (ξ)2
exp
[∫
ξ
C2dξ
]
dξ
}
+ constant.
4. Implementation of the theorem
Two examples are shown in this section to illustrate the applicability of the theorem. By considering Eq. (4c), it is not
hard to see that if C4 is a particular solution for R, then the general solution for R is C5 exp (C2ξ).
The first example can be constructed directly by considering one of the particular solution functions in the corollary,
a9 ln
(
b9−c9ex
ex−1
)
, as P . The potential function then becomes
Φ =
{
a9 ln
(
b9 − c9ex
ex − 1
)}
{C5 exp (C2ξ)} + constant. (19)
The second example comes from the other particular function a6eb6x in the corollary which is considered here as U . By
rearranging Eq. (15) in a more regular form, then the following expressions are obtained:
r1 (x) = b3Uxx + 2e3Ux + f3Ub3Ux , r2 (x) =
c3Uxx + 2f3Ux + b3U
b3Ux
. (20)
By substituting the particular solution U = a6eb6x, it is clear that r1 and r2 are constants. Eq. (15) then has the solution
W = a10eb10x which can also be the solution for P . By induction, the other terms can also be generated. Therefore, the
expression for the potential function is as follows:
Φ = {a6eb6x + a10eb10x + · · ·} {C5 exp (C2ξ)} + constant. (21)
Thus, by applying V = ∇Φ +∇ × Φ to (19) and (21), the explicit expression for the velocity vectors is produced as the
solutions to the continuity and three-dimensional incompressible Navier–Stokes equations.
5. Conclusion
An analytical solution of the three-dimensional incompressible Navier–Stokes equations is introduced in this work. The
solution is proposed to be in the formV = ∇Φ+∇×ΦwhereΦ is a potential function that takes the formΦ = P (x, ξ) R (ξ).
The condition Pxx = −αPξξ is applied after the substitution into the continuity equation which results in an explicit
solution for R. The potential function is then substituted into the Navier–Stokes equations to reduce them to a class of
nonlinear ordinary differential equations in terms of P . Two different particular analytical solutions for P could be derived.
The solutions for P for the cases of zero pressure gradient and constant pressure gradient are found to be mathematically
similar. The solution could be extended to a more general one based on the given particular solutions. Two examples are
also produced to explain the applicability of the method.
As for the coordinate transformation, the selection of variables in the potential function can be interchanged from the
beginning. Instead of using the coordinate relation (2b) and potential function (4a), the following expression can be used:
Φ = P (y, ξ) R (ξ) , ξ = lx+mz − ς t, ξ = lz +mx− ς t orΦ = P (z, ξ) R (ξ) , ξ = lx+my− ς t,
ξ = ly+mx− ς t. (22)
In particular, it is reasonable that other classes of nontrivial exact solutions may still be developed from (8) or from
the original Navier–Stokes equations by more complex procedures, to shed more light on the properties of the exact
solutions [18,19]. Furthermore, it is interesting to note that the uniqueness and regularity of the solution can be checked by
applying specific boundary and initial conditions as in [20].
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