Valve systems in rocket propulsion systems and testing facilities are constantly subject to dynamic events resulting from the timing of valve motion leading to unsteady fluctuations in pressure and mass flow. Such events can also be accompanied by cavitation, resonance, system vibration leading to catastrophic failure. High-fidelity dynamic computational simulations of valve operation can yield important information of valve response to varying flow conditions. Prediction of transient behavior related to valve motion can serve as guidelines for valve scheduling, which is of crucial importance in engine operation and testing. In this paper, we present simulations of valve motion utilizing a multi-element unstructured computational approach that permits the use of variable grid topologies, thereby permitting solution accuracy and resolving important flow physics in the seat region of the valve. The approach is based on a mesh library strategy in which generalized mesh movement is applied between a sequence of meshes and the solution is transferred between meshes at specific valve positions pre-defined in the library. We discuss important valve flow characteristics such as valve response to variable plug control speeds as part of our simulations. Furthermore, we present an alternative methodology that utilizes a single grid that deforms and adapts during valve motion.
I. Introduction
xperimental testing of rocket propulsion systems places very stringent requirements on analyses of support systems such as control valves, feed system elements, pressure regulators and other flow control elements. Simulation technology supporting such programs has to meet rigorous needs of working accurately in complex flow regimes such as multi-phase cryogenic environments, and have efficient solution turn around in time cycles that can support real time testing. Such needs can include but are not limited to generation of performance metrics for valvebased systems, evaluation of design modifications, simulation of different working fluids, analysis of transient behavior such as identification of dominant frequencies associated with hydrodynamic instabilities, system-based dynamic instabilities such as fluctuating vapor pockets in cryogenic liquid feed lines, investigation of valve timing effects on flow characteristic curves, etc. Most of these requirements cannot be met with empirical correlations or low-dimensional analysis methods.
E
Traditionally, CFD analysis of such systems has been performed through the use of discrete steady state singlephase calculations at different valve positions by isolating the main control element. Such flow characteristic curves, while providing important insight into mean performance related to these flow control devices, completely neglect a variety of important transient issues that are critical to some of the primary functions performed by such systems, such as pressure regulation and flow control. Furthermore, there is a hierarchy of transient issues related to valve based feed systems. At the most elementary level these are fluidic/hydrodynamic instabilities that arise from secondary flows, recirculating regions, and/or shedding phenomena caused by the complexities in flow geometries. These instabilities can couple with the valve motion and structural elements leading to undesirable "chatter" in the valve system. 1, 2 Pressure fluctuations can also arise from valve operation (opening/closing) leading to the creation of cavitation zones in feed lines. These vapor pockets in turn can collapse and manifest themselves as dynamic instabilities by coupling with pressure oscillations from the system, and may result in fluctuating mass output from these valves. Simulations of cryogenic fluids can be particularly challenging as these fluids operate close to their critical temperature, where thermodynamic properties are very sensitive to small gradients in temperature. Furthermore, analyses of valve systems in cryogenic environments require elaborate phase change sub-models embedded in the simulation framework to accurately represent valve response to flow transients.
The multi-element unstructured approach described in this work has been fine tuned to efficiently solve flows for valve system applications with structurally complicated geometries, cryogenic and real fluid effects, and flow structures that include flow separation, turbulence and intermittency. This multi-element unstructured philosophy is encapsulated in the CRUNCH CFD ® code, wherein an optimal combination of tetrahedral, prismatic, pyramidal and hexahedral cells are used to efficiently solve flows in complex systems by tailoring the mesh to suit the geometrical and physical characteristics of the system. In valve systems in particular, the seat region around the plug is meshed with high aspect ratio hexahedral cells, allowing resolution of large local pressure and velocity gradients.
The inlet and discharge ducts of a valve system are meshed with a combination of hexahedral and prismatic layers that resolve both boundary layer phenomena and the transport of flow structures emanating from the seat region. The mesh in the seat region is typically stitched together with the grid in the inlet and discharge ducts with the aid of tetrahedral domains that provide topological flexibility with geometrically complex shaped systems, as in the example shown in Figure 1 . This strategy has proven to work very efficiently for simulations of a variety of valve systems in use at NASA Stennis Space Center (SSC), such as the 10-Inch Cryogenic Valve, Split-Body Valve, Pressure Regulator Valve, and the Globe Valve. 1, 2 Simulations with the CRUNCH CFD ® code have yielded results where the flow coefficients have been in excellent agreement with experimental data. Furthermore, these simulations have provided key insights into dominant flow physics during valve functioning and testing. In this paper, we extend our multi-element unstructured framework to include transient simulations with valve movement. The distinguishing feature of grid motion in internal flows such as valves from that seen in external aerodynamic type flows is that the topological and physical requirements of the grid can change substantially in localized regions of the flow domain as a result of the grid/valve motion. Physically, a valve operating at a 10% open setting has very different flow characteristics from one operating at 80% open position. Topologically, changes in available clearance and the relative position of valve surfaces are dramatic, making a single mesh unsuitable for any significant range of motion. Figure 2 illustrates an example of this for the 10-inch Cryogenic Valve. When the plug is in an 8% open position, as in Figures 2(a) and 2(b), the distance between surfaces is rather small, and remains so for an appreciable time as the plug translates. In contrast, at a 70% open position ( Figure  2(c) ), the end of the valve plug has completely passed the valve seat and the clearance is far greater. Dealing effectively with these changes in the computational mesh is far from a trivial matter.
In the current work emphasis is placed on utilizing a library of meshes to accommodate these drastic topology changes. This involves a set of meshes are predefined positions that are created up front with scripting techniques. Mesh movement is employed to accommodate the translating valve in between these grids. The mesh motion is American Institute of Aeronautics and Astronautics restricted to manageable increments so that grid distortion does not become severe. An alternative approach that employs mesh adaptation to alleviate the grid distortion is also discussed. 
II. Flow Solution Method
Since valve systems function in very diverse environments with various working fluids, the numerical models used for simulation, need to encompass all the different flow regimes. The CRUNCH CFD ® code framework has been used for both single phase and multiphase analyses: reacting compressible flows, incompressible flows, cryogenic flows and cavitating flows. The reacting flow model uses finite rate chemistry and has been well documented 3 in the past and will not be discussed here. Multiphase calculations use a formulation whereby the gas/liquid interface is captured as part of the solution procedure, much the same way as a shock is captured as part of a compressible flow solution. 4, 5 The multi-phase formulation is an acoustically accurate form of the compressible flow equations and can be readily used for unsteady simulations of transient cavitation and cryogenic problems. The thermodynamic properties of the cryogenic fluids (density, vapor pressure, viscosity etc.) are generated in a tabular manner from standard thermodynamic database 12 available from NIST (National Institute of Standards and Technology) for pure fluids.
A brief overview of the numerics is given here and we refer the reader to Refs. [3] [4] [5] [6] [7] for additional details. The CRUNCH CFD ® code employs a multi-element unstructured framework which permits the use of any combination of tetrahedral, prismatic, and hexahedral cells. The grid connectivity is stored as an edge-based, cell-vertex data structure where a dual volume is obtained for each vertex by defining surfaces which cut across each edge coming to a node. An edge-based framework is attractive in dealing with multi-elements since dual surface areas for each edge can include contributions from different element types.
The integral form of the conservation equations are written for a dual control volume around each node as follows:
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The inviscid flux procedure involves looping over the edge list and computing the flux at the dual face area bisecting each edge. The Riemann problem at the face is then solved using higher order reconstructed values of primitive variables at the dual face. Presently a second-order linear reconstruction procedure is employed to obtain a higherorder scheme. For flows with strong gradients, the reconstructed variables are limited to obtain a stable TVD scheme. While the inviscid flux as outlined above is grid-transparent, the viscous flux calculation is computed on an element basis since the diffusion of scalars is sensitive to the skewness of the element type. The numerical framework is operational on distributed memory systems for parallel computations. Details of the parallel architecture and viscous flux formulation are described in Ref. [6] .
To obtain an efficient time-marching numerical scheme, preconditioning is applied in order to rescale the eigenvalues of the system so that the acoustic speeds are of the same order of magnitude as the local convective velocities. For unsteady calculations, a dual-time stepping procedure is employed wherein inner iterations will be performed at each time step to obtain the time-accurate solution. This procedure permits the specification of time steps based on the physical time scales anticipated in the flowfield rather than the CFL restrictions from the grid spacing.
For efficient computation of large 3D problems, a parallel framework for distributed memory systems has been implemented, along with a time-marching implicit solution procedure. The sparse implicit matrix is derived by doing an Euler explicit linearization of the first-order flux, and a variety of iterative sparse matrix solvers (e.g. GMRES, Gauss-Seidel, etc.) are available in the code. 7 The parallel framework is implemented by partitioning the grid into sub-domains, with each sub-domain residing on an independent processor. The message passing between processors has been implemented using MPI to provide portability across platforms.
One of the primary advantages of working within an unstructured framework is the ability to adapt the grid locally in the region of strong flow gradients. The CRUNCH CFD ® code has an integrated grid refinement and coarsening package operational within a multi-element framework. 8, 9 For flows in feed systems, the ability to adapt grids is anticipated to be an important factor since strong variations in flow gradients can develop close to valves and junctions. The solution quality, particularly the strength recirculation zones, is a strong function of the grid resolution in the closure region. The need for adaption becomes even more critical in an unsteady situation where the requirements for grid resolution vary with the functioning of the valve. We anticipate the grid adaption package to play an important role in the unsteady flow dynamics and identification of instabilities in future work.
III. Mesh Treatments

A. Valve Displacement
Displacement of the valve plug is accomplished by either setting the plug velocity at the start of the simulation, or by setting a prescribed displacement over time. In the latter case, with which experimental conditions may be duplicated exactly, an arbitrary set of data points dictating valve displacement as a function of time is provided to the solver. These data points are interpolated using a natural cubic spline. At any point in the simulation, the spline is interrogated to compute the current valve displacement. This value, combined with the displacement at the previous time step, determines the current velocity of the valve surface required by the generalized mesh movement scheme. While prescribed displacement curves may be employed in more general simulations, constant velocity conditions are applied in the Split-Body Valve case presented later.
B. Mesh Movement Scheme
Our previous work in mesh movement focused on tetrahedral meshes, or tetrahedra with rigid prism cells. 8 In the current effort, this method has been expanded as an edge-based formulation, suitable for application to arbitrary unstructured meshes that may be comprised of tetrahedra, pyramids, prisms, and/or hexahedra. This recent development provides added flexibility in treating moving boundary problems where multi-element grid topologies are required to capture the relevant flow physics.
The simulation of arbitrary moving boundary flows is accomplished by means of a generalized node movement scheme. Given a change in the boundary mesh, resulting from a rigid body motion, structural deformation, or design process, the interior nodes of the grid are redistributed. The method models the computational mesh as a deformable, elastic solid, subject to the equations of elasticity. and the Lamé constants λ and μ are functions of cell volume. This permits small cells to resist further deformation, while larger cells are more elastic. When solving these equations in parallel on decomposed domains, the displacement of the interprocessor nodes are matched among all incident processors, and a subiteration is performed to ensure adequate propagation of the stress across interprocessor boundaries.
C. Creation and Use of Mesh Library
One approach to treat valve motion employed in this work is to use a library of meshes representing a set of discrete plug positions where mesh requirements are significantly different. This library is generated automatically using a script capability available with the GRIDGEN ® mesh generation package. 11 In between these positions, the generalized mesh movement scheme is applied. As the next time point in the library is reached, the solution is transferred to the new mesh and the solution and movement processes continue. During the initial stages, additional grids may be needed to accommodate the relative motion of the valve and seat, while fewer grids may be warranted as the valve opens further.
The automated mesh generation and script capabilities in GRIDGEN ® are used to create a sequence of topologically similar geometries representing the different valve settings during the opening/closing process. A scripting language Tcl/Tk interfaces with the grid generator that permits various facets of the grid generation topology such as grid points, shapes of curves, control points, and clustering to be specified as variables. The success of the scripted grid generation process is dependent on the use of the same topology for mesh generation of all the designs involved. Multi-element meshes provide significant flexibility to achieve this without any conflicts or distorted grids. Meshes for the new designs are verified for skewness and positive volumes, and the topology is modified to accommodate any cell distortions automatically.
D. Mesh Adaptation
An alternate approach is to employ adaptive, unstructured grid methods, in which the mesh is allowed to deform, and grid quality subsequently restored through localized coarsening and refinement. A single grid is generated, and the motion of boundary surfaces prescribed, providing a potential reduction in setup and simulation time, particularly for large 3-D cases. Recent advances in parallel adaptation methods for unstructured grids 8 have demonstrated considerable promise for practical problems using this approach.
The CRISP CFD ® unstructured mesh adaptation package 8,9 is a mesh modification and quality improvement code for three-dimensional mixed-element unstructured meshes. Meshes comprised of tetrahedral, prismatic, and hexahedral regions may be readily modified to generate more accurate flow solutions through local refinement and coarsening. In moving body applications, these coarsening and refinement methods may also be employed to accommodate boundary motion. For moving boundary problems, a mesh deformation matrix concept 12 is used to detect distorted regions of the mesh in need of corrective coarsening and refinement. Mesh movement alone cannot tolerate large-scale boundary displacements, particularly for bodies in close proximity such as the valve configurations considered in this work. For large degrees of motion, the unstructured mesh will eventually become so distorted that the resulting poor cell quality will affect the computed flowfield, or worse, form inverted cells that terminate the simulation. The deformation matrix analysis examines the transformation of a tetrahedral cell from its initial state, and a local deformation measure is then formed to drive mesh coarsening and refinement to remove the poor quality elements.
E. Solution Transfer Between Meshes
With either method, the flow solution must be interpolated onto the next mesh to continue the simulation. This is done using a grid-transparent procedure based on nearby point clouds. 13 The method is founded on the use of volume coordinates for a containing tetrahedron as a set of basis functions. Using an efficient octree search procedure, four close nodes in the original mesh are identified that form a tetrahedron containing the new point in the adapted grid. These nodes may belong to any type of element, and the search is independent of the underlying American Institute of Aeronautics and Astronautics cell topology. The use of volume coordinates guarantees the boundedness of the reconstructed values. Higher-order reconstruction is possible by adding a quadratic correction to the linear interpolation. 13 It should be noted that for the time-accurate simulations considered, the solution vector at two time levels must be interpolated onto the new grid.
IV. Validation Studies
Prior to transient calculations, a series of simulations validating the multi-element CRUNCH CFD ® framework were carried out for a 10-inch cryogenic valve described in Ref [14] , that is currently used in testing facilities at NASA SSC. A detailed computational study of the performance metrics of this particular valve was carried out with the multi-element unstructured CRUNCH CFD ® framework. Simulations were carried out for six different valve settings ranging from 8.6% open to 75% open. The simulations were carried out to: (a) estimate the valve flow coefficient as a function of the plug setting; and, (b) investigate real fluid effects on valve performance at low stroke settings. This low stroke setting of 8.6% was chosen primarily because it represented the lowest stroke setting for which experimental/testing data was available and most traditional/commercial CFD codes have difficulties at such low settings. Furthermore, the largest pressure gradients were observed in the seat region at this setting and it was perceived that the effects of real fluids property variation could potentially impact the flow coefficient. The multielement philosophy, encapsulated in CRUNCH CFD ® , provides considerable flexibility in generating a mesh for this problem, which involves disparate length scales in different regions of the flow geometry. The triangulated cells help transition the different hexahedral domains that comprise the inlet duct, seat region and the exhaust duct of the valve. Each hexahedral domain has the requisite local resolution to resolve the dominant flow phenomena -for example, the flow sharply accelerates in the narrow seat region, emanating in the form of a jet.
The simulations were carried out with variable mass flow rates of 50 lbm/sec for the 8.6% setting, and 100 lbm/sec -300 lbm/sec for the settings between 45%-75%. The reference temperature for this case was 90.55 K and the characteristic Reynolds Number per inch based on the density of liquid Nitrogen at the reference temperature was 232,000. Figure 3 depicts the comparisons of Cv against experimental data. Results from simulations with the CRUNCH CFD ® code with real fluids capability are plotted along with our previous incompressible solutions and FDNS simulations performed at NASA SSC. The results indicate close agreement between the simulation and the experimental data at the 8.6% plug setting. It must be pointed that the FDNS simulations start to deviate from the experimental data at the lower stroke settings. Consequently, this region in the valve seat, where the flow turns to negotiate the bend in the valve geometry (see Figure 4) is characterized by large pressure and density gradients: almost 2100 psi drop in pressure accompanied by 40 kg/m 3 change in density. 
V. Transient Studies
A. Split-Body Valve
In this section we discuss the axisymmetric split-body valve simulations using the library grid approach. To accurately model the moving valve problem, the upstream boundary condition had to be modified for incorporation American Institute of Aeronautics and Astronautics of a variable mass inflow boundary condition. Therefore a stagnation pressure boundary condition is imposed at the inflow. Furthermore, we track critical parameters such as the valve flow coefficient, upstream and downstream pressures and mass flow rates to ensure that the simulation closely mimics the valve behavior. We operate the valve by opening it from a plug position of 40% to a position of 80%. The valve is opened at a constant velocity of 10 inches/sec and an initial mass flow rate of 60lbm/sec. Figure 5 shows a series of instantaneous pressure and velocity distributions in approximately 10% increments. As expected the pressure gradient in the seat relieves itself as the valve progressively opens. Interestingly, the sequence of velocity distributions show the change in flow patterns in the seat region -the intensity of the jet that emanates from the inflow duct decreases as the valve opens. As a consequence, the jet spreads out further (in the radial direction) in the discharge duct and the reattachment length of the corner re-circulation zone in the discharge duct shortens. In Figure 6 , we present the grid with the velocity distribution at plug positions of 50%, 60%, 70% and 80%. It can be seen that the flow gradients smoothly transition between the different grid elements and on the distorted grid during grid motion where maintaining flow accuracy is important for such dynamic/transient calculations. The different library meshes are evident by noting the changing location of the hexahedral regions. The mass flow variation as a function of plug opening for two different plug speeds is plotted in Figure 7 (a-b). Figure 7 (a) shows the change in mass flow for a plug speed of 10 inches/sec whereas Figure 7 (b) corresponds to a slower plug speed of 1 inch/sec. The mass flow variation in Figure 7 (a) shows a linear curve in contrast to the mass flow variation in Figure 7 (b) where the increase in mass flow closely approximates the variation in plug profile which in turn directly affects the area increase in the seat region. Although both the curves in Figure 7 show a monotonic increase in mass flow, Figure 7 (b) indicates that the rate of mass flow increases substantially faster in the case of slower plug velocity. For example, at 45% open, the mass flow through the valve is already at 70 lbs/sec in the case of plug moving at 1 inch/sec whereas the faster plug traveling at 10 inches/sec indicates a mass flow rate of 65 lbs/sec at the same plug setting. The difference in valve performance can be better understood by comparing the flow coefficient curves (C v ) for the two cases. Figure 8 shows a comparison of the variation of Cv with valve opening for the two cases along with Cv variation for quasi-steady calculations performed at discrete plug settings that are 10% apart. It is seen here that the dynamic Cv curve for the 1 inch/sec plug velocity simulation closely matches the data for the quasi-steady simulations, whereas the Cv curve for the faster plug velocity lags the quasisteady data indicating the mass flow rate does not respond fast enough to valve opening at higher plug speeds. The effect of valve speed on system response is critical in valve scheduling for efficient engine operation and controlling deleterious fluctuations from impacting component performance. 
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B. Split-Body Valve, Adaptive Approach
In this demonstration, the adaptive grid approach is applied to the Split-Body Valve geometry. For the sake of this example no flow solution is computed, only the mesh treatment is considered. The purely tetrahedral mesh is decomposed on 8 processors and is initially comprised of approximately 135,000 cells. As the plug translates, the size of the mesh increases steadily to 435,000 cells. This rise is due to the increased volume of the computational domain which must be discretized. Simulations currently in progress provide the requisite boundary layer resolution using hexahedral cells, while tetrahedra between these topologies are used to accommodate the motion. Figure 9 depicts the adapting mesh as the valve plug translates from a 20% open position to 65% open. Over the course of this event, 7 adaptations were performed at variable intervals. Adaptation is automatically triggered by monitoring the mesh deformation since the last mesh modification. Figure 9 (b) shows a close-up of the valve seat region. As the plug translates and the tetrahedra are stretched, the local coarsening and refinement methods serve to minimize mesh distortion by collapsing poorly formed cells and enriching the mesh to provide appropriate resolution between boundary surfaces. In this sequence of images the number of cells spanning the gap increases more than tenfold. The cost of adapting the mesh is comparable to the time required for the mesh movement, and this may prove be a key factor in applying this approach versus the library approach in supporting test and evaluation of valve systems.
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VI. Summary
An advanced computational tool has been developed to carry out unsteady high-fidelity analyses of valve systems fully accounting for the plug motion that takes place in the valve system. Our framework presented here utilizes the multi-element unstructured methodology with embedded models for mesh motion, grid adaptation based on mesh quality criteria, and highly accurate solution interpolation between grids. The multi-element unstructured methodology coupled with our mesh motion philosophy is particularly attractive for valve systems with complex geometries and small clearances, because very different grid topologies can be incorporated in the dynamic mesh motion simulations. Maintaining a library of grids for motion that is known a priori helps facilitate resolution of very disparate length and time scales that are involved in the functioning of valve systems especially during large displacements of the plug body. In this paper, we have utilized our framework to carry out transient simulations of a Split-Body valve undergoing plug displacement from a 40% open position to a 80% open position through a succession of four library grids. The solutions evolve smoothly through the simulation process and the valve coefficient at lower plug speeds compares favorably to the quasi-steady simulation data. Furthermore, at higher plug speeds we show that the mass flow through the valve does not respond fast enough to plug motion. Dynamic flow coefficient curves such as the one obtained in our transient simulations are very valuable for testing purposes because it can help in improving valve scheduling on test stands and predicting unsteady phenomena such as transient valve stall. Finally, an adaptive grid strategy is presented as a potential alternative to the library grid strategy, in which all mesh modifications are performed automatically. Additional work is required to fully ascertain which approach will be preferred in terms of setup and execution time in supporting propulsion system analyses.
