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Abstract
Denote by QH and QR the Hamiltonian class and reversible class of quadratic integrable
systems. There are several topological types for systems belong to QH-QR: One of them is the
case that the corresponding system has two heteroclinic loops, sharing one saddle-connection,
which is a line segment, and the other part of the loops is an ellipse. In this paper we prove that
the maximal number of limit cycles, which bifurcate from the loops with respect to quadratic
perturbations in a conic neighborhood of the direction transversal to reversible systems (called
in reversible direction), is two. We also give the corresponding bifurcation diagram.
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1. Introduction and statement of main result
As a simple case of the second part of the Hilbert’s 16th problem, one considers
the systems
Xð%l;eÞ :
’x ¼ @H
@y
þ ef ;
’y ¼ @H
@x
þ eg;
8><
>>: ð1:1Þ
where Hðx; yÞ; f ðx; y; %l; eÞ and gðx; y; %l; eÞ are polynomials in x and y; degðHÞ ¼ 3;
degð f ; gÞp2; and f and g are CN functions in %lARp and in e; where e is a small
parameter.
An interesting problem is to study the number of limit cycles that appear for
%lABCRp (B is compact), e small, and ðx; yÞ are restricted to some compact domain
containing one or more period annuli, where a period annulus is a subset in R2 ﬁlled
by closed orbits of the Hamiltonian system XH ¼ Xð%l;0Þ:
It is proved in [7] that for all cubic polynomials H such period annulus or annuli
have seven types, shown in Fig. 1.
To study the number of limit cycles of system (1.1) as described above, there are
two kinds of cyclicity: the cyclicity of a period annulus (or annuli) and the cyclicity of
a singular loop (or loops). A singular loop consists of orbit(s) and at least one
singularity. Roughly speaking, the cyclicity of period annulus is the maximal number
of limit cycles bifurcating from any compact region contained in the annulus, and it
can be detected by the number of zeros of the relative Abelian integrals ( ﬁrst order
or higher, depending on XH is generic or not, see [11]); the cyclicity of singular loop
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Fig. 1. Period annulus and annuli of XH :
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is the maximal number of limit cycles bifurcating from the loop. For more
information about the study of the Hilbert’s 16th problem and the precise deﬁnition
of cyclicity we refer to [17].
For system (1.1), the ﬁrst kind of cyclicity, also known as the weak Hilbert’s
16th problem for n ¼ 2; was completely solved by several authors, taking about
10 years. See [5,7,19,4,13,1] for generic cases, and [9,10,6,20,21,2,12] for degenerate
cases.
Concerning the second kind of cyclicity, if the loop contains only one saddle and
under certain genericity conditions, it was proved in [14] using the method of [16,15],
that the ﬁrst kind of cyclicity can be transferred to the second kind of cyclicity.
Hence, the cyclicity of saddle loop of case (i) and of each loop of case (ii) in Fig. 1 is
obtained immediately, as pointed out in [4]. The problem of the maximal number of
limit cycles appearing in the same time from two period annuli, or from two loops
was obtained in [4] by using a result of [18], and there are other proofs in [8,1].
However, if the loop contains at least two saddles, this transfer in general is not true,
a recent paper [3] gives a detailed study. The paper [22] studied the cyclicity of saddle
loop with two or three saddles of quadratic systems with respect to quadratic
perturbations, and found out that the cyclicity is two for two saddle loop (cases (iii)
and (iv), and one loop of case (v) in Fig. 1), and is three for the triangle loop (case
(vii)).
In the present paper, independently to [22], we study the cyclicity of elliptic
segment loops (case (v) of Fig. 1) under quadratic perturbations in the reversible
direction, and give a complete answer about the number of limit cycles bifurcating
simultaneously from the two loops. The method and conclusion (for one loop) can
be applied to the cases (iii) and (iv) (the hyperbolic segment loop and the parabolic
segment loop). Note that for perturbations from case (iv) it is possible to bifurcate
limit cycles from inﬁnity. Also, the cyclicity problem of the singular loop of case (vi)
in Fig. 1 (not saddle loop) is still open.
If a and b are the numbers of limit cycles which bifurcate, respectively, from the
upper and down loops of case (v) for system (1.1) with small e; then we say that
system (1.1) has conﬁguration ða; bÞ of limit cycles. The main result in this paper is
the following theorem.
Theorem 1.1. For system (1.1) under quadratic perturbations in the reversible
direction, the cyclicity of the elliptic segment loops is two, and all possible
configurations of limit cycles are: ð0; 0Þ; ð1; 0Þ; ð0; 1Þ; ð1; 1Þ; ð2; 0Þ and ð0; 2Þ: We
also give the bifurcation diagram in this reversible direction.
The proof of Theorem 1.1 depends on a careful study of the Poincare´ map near the
upper and lower loops, see Fig. 1(v). We will show that the perturbation in reversible
direction gives some genericity condition in the expression of the Poincare´ map, and
this is a key point for the complete study. However, the study in this paper cannot be
applied to perturbations in the Hamiltonian direction and in the direction which is
not Hamiltonian and not reversible. We think some new approach may be needed
for those cases.
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The paper is organized as follows. In Section 2, we ﬁrst formulate a quadratic
system Xl near Q
H-QR; make blowing-up l/ðe; %lÞ; changing Xl to Xð%l;eÞ; and give
the precise meaning of perturbation directions in Deﬁnition 2.1. For a preparation to
construct the Poincare´ map we deduce an expansion in e of order 2 of the divergence
and the hyperbolic ration at two saddles. In Section 3, we introduce the breaking
parameters fbiðlÞg of the loops, then in Section 4 study the perturbation of the upper
loop in reversible direction by using the Poincare´ map and study the bifurcation
diagram in terms of fbig; fbi ¼ ebig: In Section 5, we put together the bifurcation
diagrams of the upper and lower loops, and obtain the result for the whole elliptic
segment loops. Finally, in Section 6 we change ðb; eÞ back to ð%l; eÞ; and study the
bifurcation diagram in %l-space.
The ﬁrst kind of cyclicity for quadratic perturbations of reversible Hamiltonian
system (case (v)) was obtained in [2,12]. It is easy to deduce from these papers a
diagram of bifurcation above arbitrarily large disks of Hamiltonian closed cycles
around the two centers. Then it is reasonable to think about the possibility to glue
this result about the ﬁrst kind of cyclicity with the result of the present article about
the second kind of cyclicity (Theorem 1.1), and to deduce the whole bifurcation
diagram of limit cycles bifurcating from the Hamiltonian reversible system, in the
reversible direction. It is not at all clear if the same deduction would be possible in the
other directions deﬁned in Deﬁnition 2.1.
2. Formulations and preliminaries
2.1. Formulation of the equation
In [11] Iliev gave some basic formulas for the study of perturbations of quadratic
centers. By using a result in [11], we can suppose that a quadratic system which is
near QH-QR has the following complex form:
Xl : ’z ¼ ðl1  iÞz þ ð1þ l2 þ il3Þz 2 þ 2jzj2 þ ðb þ il5Þ%z2; ð2:1Þ
where z ¼ x þ iy; l ¼ ðl1; l3; l2; l5Þ near ð0; 0; 0; 0Þ: The Hamiltonian stratum is
given by
QH : l1 ¼ l3 ¼ l2 ¼ 0 ð2:2Þ
and the reversible stratum is given by
QR : l1 ¼ l3 ¼ l5 ¼ 0: ð2:3Þ
System (2.1) with l1 ¼ l3 ¼ l2 ¼ l5 ¼ 0; parameterized by b belongs to QH-QR;
and this symmetric reversible Hamiltonian system has the Hamiltonian function
Hbðx; yÞ ¼ 1
2
ðx2 þ y2Þ þ ðb þ 1Þx2y þ 3 b
3
y3: ð2:4Þ
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The corresponding system has an invariant straight line fy ¼ y0ðbÞ ¼  12ðbþ1Þg:
Let y ¼ Y þ y0ðbÞ; then (2.4) is transformed into the form
H˜bðx; yÞ ¼ Y ðb þ 1Þx2 þ 3 b
3
Y 2 þ b  1
b þ 1 Y 
3b  1
4ðb þ 1Þ2
" #
: ð2:5Þ
For bAð13; 3Þ; the level curves of (2.4) exhibit the elliptic segment loops, shown in case
(v) of Fig. 1. As b-1
3
; one saddle loop shrinks to a singularity on the invariant line,
exhibiting the case (vi) of Fig. 1; and as b-3; one singularity goes to inﬁnity,
exhibiting the case (iv) of Fig. 1. Hence, we will restrict our discussion on bAð1
3
; 3Þ:
The two saddle points of systems (2.1) with l ¼ 0 are located at
S ¼ ðx0ðbÞ; y0ðbÞÞ; Sþ ¼ ðx0ðbÞ; y0ðbÞÞ; ð2:6Þ
where
x0ðbÞ ¼ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3b  1
ðb þ 1Þ3
s
; y0ðbÞ ¼  1
2ðb þ 1Þ: ð2:7Þ
Now we rewrite system (2.1) in ðx; yÞ-coordinates:
Xl :
’x ¼ P ¼ l1x þ y þ ðb þ 1þ l2Þx2 þ 2ðl3 þ l5Þxy þ ð3 b  l2Þy2;
’y ¼ Q ¼ x þ l1y þ ðl3 þ l5Þx2  2ðb þ 1 l2Þxy  ðl3 þ l5Þy2:
	
ð2:8Þ
Then the divergence of (2.8) at saddles
S7ðlÞ ¼ ðx7l ðbÞ; y7l ðbÞÞ
is
Div7 ¼ 2l1 þ 4l2x7l ðbÞ  4l3y7l ðbÞ; ð2:9Þ
with
x70 ðbÞ ¼7x0ðbÞ; y70 ðbÞ ¼ y0ðbÞ:
2.2. Blowing-up and the reversible direction
Consider the blowing-up at a point on QH-QR:
l/ðe; %lÞ : ðl1; l3; l2; l5Þ ¼ ðe2 %l1; e2 %l3; e%l2; e%l5Þ; ð2:10Þ
where
%l ¼ ð%l1; %l3; %l2; %l5ÞAS3:
Then the systems Xl become systems Xð%l;eÞ with the form (1.1).
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Comparing (2.8) with (2.2) and (2.3), we give the following deﬁnition.
Deﬁnition 2.1. For system Xð%l;eÞ; the perturbation in reversible directions is
given by %l2 ¼71 and a neighborhood in ð%l1; %l3; %l5; eÞ near ð0; 0; 0; 0Þ;
in Hamiltonian directions is given by %l5 ¼71 and a neighborhood in
ð%l1; %l3; %l2; eÞ near ð0; 0; 0; 0Þ; and in the direction which is not Hamiltonian
and not reversible is given by %l21 þ %l23 ¼ 1 and a neighborhood in ð%l2; %l5; eÞ
near ð0; 0; 0Þ:
In the sequence we are studying the system Xð%l;eÞ; in reversible directions. We will
restrict ourselves in the direction %l2 ¼ 1: The study in the direction %l2 ¼ 1 would be
completely similar, because this only changes the genericity condition (4.2) to
Að0; 0Þ40 and keeps the genericity condition (4.3).
Remark 2.1. The reversible region in which the Theorem 1.1 will be established (and
the bifurcation diagram obtained), will be deﬁned taking a domain arbitrarily large
in ð%l1; %l3Þ and a small interval in %l5: Then, to cover a whole neighborhood of the 2-
sphere %l22 þ %l21 þ %l23 ¼ 1 in the 3-sphere %l25 þ %l22 þ %l21 þ %l23 ¼ 1; it will sufﬁce to study
an arbitrarily small neighborhood of the circle %l21 þ %l23 ¼ 1; %l5 ¼ 0: Finally, it will
sufﬁce to study an arbitrarily large domain in the plane ð%l2; %l1; %l3Þ in the
Hamiltonian directions %l5 ¼71:
2.3. Divergence of Xð%l;eÞ
As we explained in introduction, we need to study the Poincare´ map near
the loops. We take the sections Si; i ¼ 1; 2; 3; transversal to the loops, and consider
the transition maps along the ﬂow, also called Dulac maps, from S2 to S1 and S3 to
S1; respectively (see Fig. 2). Then one has the Poincare´ maps on S2 : P ¼ D1 3Dþ
and on S3 : P ¼ ðDdÞ13Ddþ: Near the saddles S7ðlÞ the Dulac map is a component
of the map P; and we need ﬁrst to deduce the expression of the hyperbolic ratio at
S7ðlÞ (in next subsection), which depends on the computation of divergence in this
subsection.
Using ð%l; eÞ instead of l; and from formula (2.9) we obtain the following result:
Lemma 2.1.
Div7 ¼74%l2x0ðbÞeþ ð2%l1  4%l3y0ðbÞ74%l22cðbÞ þ 4%l2 %l5dðbÞÞe2 þ Oðe3Þ; ð2:11Þ
where
cðbÞ ¼ ðb  1Þx0ðbÞð3b  1Þðb þ 1Þ; dðbÞ ¼
b2 þ 6b  3
2ð3b  1Þðb þ 1Þ3: ð2:12Þ
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Proof. From (2.9) and (2.10) we see that to give a proof of the lemma, it is enough to
show that
@x7l ðbÞ
@l2





l¼0
¼7cðbÞ; @x
7
l ðbÞ
@l5





l¼0
¼ dðbÞ: ð2:13Þ
From Eq. (2.8) we have that
@P
@x
@x
@l2
þ @P
@y
@y
@l2
þ @P
@l2

 0;
@Q
@x
@x
@l2
þ @Q
@y
@y
@l2
þ @Q
@l2

 0:
8><
>>: ð2:14Þ
Hence,
@xþl ðbÞ
@l2





l¼0
¼ D2ðbÞ
D1ðbÞ;
where
D1ðbÞ ¼
@P
@x
@P
@y
@Q
@x
@Q
@y


















x¼x0ðbÞ;y¼y0ðbÞ;l¼0
¼ 3b  1
b þ 1 ð2:15Þ
and
D2ðbÞ ¼
@P
@l2
@P
@y
@Q
@l2
@Q
@y


















x¼x0ðbÞ;y¼y0ðbÞ;l¼0
¼ ðb  1Þx0ðbÞðb þ 1Þ2 :
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Fig. 2. The breaking parameters.
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Thus we obtain
@xþl ðbÞ
@l2





l¼0
¼ cðbÞ:
The proofs of other formulas in (2.13) are similar. &
2.4. Hyperbolic ratio and hyperbolic coefficients
Now we consider the hyperbolic ratio at the saddle points SþðlÞ and SðlÞ;
respectively.
Since the map Dþ has the some orientation of the vector ﬁeld Xl; the hyperbolic
ratio at SþðlÞ is deﬁned by
rþðlÞ ¼ m
þ
1 ðlÞ
mþ2 ðlÞ
;
where mþ1 ðlÞo0omþ2 ðlÞ are the eigenvalues of the linear part of Xl at SþðlÞ: The
corresponding hyperbolic coefﬁcient is deﬁned by
aþðlÞ ¼ rþðlÞ  1 ¼ DivþðlÞmþ2 ðlÞ
: ð2:16Þ
Note that the map D has the opposite orientation of the vector ﬁeld Xl; the
hyperbolic ratio at SðlÞ is
rðlÞ ¼ m

2 ðlÞ
m1 ðlÞ
;
where m1 ðlÞo0om2 ðlÞ are the eigenvalues of the linear part of Xl at SðlÞ:
Similarly, the corresponding hyperbolic coefﬁcients is
aðlÞ ¼ rðlÞ  1 ¼ DivðlÞm1 ðlÞ
: ð2:17Þ
Denote by a7 the corresponding a7ðlÞ; where l is changed to ðe; %lÞ by (2.10), then
we have
Lemma 2.2.
aþ ¼ %Að%l; eÞe;
a ¼ ð %Að%l; eÞ þ %gð%l; eÞeÞe;
(
ð2:18Þ
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where
%gð%l; eÞ ¼ 4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b þ 1
3b  1
r
%l1 þ 1
b þ 1
%l3  b
2 þ 4b  1
ð3b  1Þðb þ 1Þ3
%l2 %l5
 !
þ OðeÞ;
%Að%l; eÞ ¼  1
b þ 1
%l2 þ 2ðb þ 1Þ2
%l22e
1
2
%gð%l; eÞ:
Proof. Let us consider ﬁrst the point SþðlÞ: let
G ¼
@P
@x
@P
@y
@Q
@x
@Q
@y
0
BB@
1
CCA; T ¼ trace G ¼ DivðXlÞ; D ¼ det G:
Then from Lemma 2.1 and (2.15) we have that
T ¼ 4%l2x0ðbÞeþ Oðe2Þ;
D ¼ D0 þ OðeÞ; D0 ¼ 3b  1
b þ 1o0:
Hence, the eigenvalues are
m1ðlÞ ¼
T 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T2  4D
p
2
o0; m2ðlÞ ¼
T þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T2  4D
p
2
40: ð2:19Þ
To ﬁnd the expansion of aþ at order 2 in e; we need the expansion of mþ2 :¼ mþ2 ðe; %lÞ
at order 1 in e; see (2.16) (resp. (2.17)) and Lemma 2.1. Computation shows that
@P
@x
¼ 2ðb þ 1Þx0ðbÞ þ A1e; @P
@y
¼ 1þ 2ð3 bÞy0ðbÞ þ A2e;
@Q
@x
¼ ð1þ 2ðb þ 1Þy0ðbÞÞ þ A3e; @Q
@y
¼ 2ðb þ 1Þx0ðbÞ þ A4e;
where 1þ 2ðb þ 1Þy0ðbÞ ¼ 0 (see (2.7)), so we will not need the expression of A2; and
A1 ¼ 2%l2x0ðbÞ þ 2ðb þ 1Þ @x
@l2
%l2 þ @x
@l5
%l5
 
þ 2y0ðbÞ%l5;
A4 ¼ 2%l2x0ðbÞ  2ðb þ 1Þ @x
@l2
%l2 þ @x
@l5
%l5
 
 2y0ðbÞ%l5;
A3 ¼ 2%l5x0ðbÞ  2ðb þ 1Þ @x
@l2
%l2 þ @y
@l5
%l5
 
þ 2y0ðbÞ%l2:
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Similar to (2.13) we ﬁnd that
@yþl ðbÞ
@l2





l¼0
¼  1
2ðb þ 1Þ2;
@yþl ðbÞ
@l5





l¼0
¼ cðbÞ: ð2:20Þ
Substituting (2.13) and above results into D ¼ det G we have that
D ¼ D0 þ 2ðb  1Þðb þ 1Þ2
%l28
8ðb  1Þx0ðbÞ
ð3b  1Þðb þ 1Þ
%l5
 !
eþ Oðe2Þ:
Hence, substituting the above expression into (2.19) we ﬁnd
mþ2 ¼
T þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ4Dp
2
þ Oðe2Þ ¼ 2x0ðbÞ%l2eþ
ﬃﬃﬃﬃﬃﬃﬃﬃ
D
p
þ Oðe2Þ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3b  1
b þ 1
r
þ 4ð2b  1Þ
3b  1 x0ðbÞ
%l2 þ 2ðb  1Þð3b  1Þðb þ 1Þ2 x0ðbÞ
%l5
 !
eþ Oðe2Þ:
By using (2.16), (2.11) and the above expression, we ﬁnally obtain the ﬁrst formula
of (2.18). The computation at the point SðlÞ is completely similar. &
3. Breaking parameters and Poincare´ map
We rewrite (2.8) in dual form as
ol ¼ dH˜b þ oP; ð3:1Þ
where H˜b is deﬁned in (2.5), and the perturbation part is
oP ¼  ðl1x þ l2x2 þ 2ðl3 þ l5Þxy  l2y2Þ dy
þ ðl1y þ ðl3 þ l5Þx2 þ 2l2xy  ðl3 þ l5Þy2Þ dx: ð3:2Þ
For l near 0 we deﬁne the breaking parameters b1ðlÞ; b2ðlÞ and b3ðlÞ as follows:
b1ðlÞ ¼ aþðlÞ  aðlÞ;
b2ðlÞ ¼ bþðlÞ  bðlÞ;
b3ðlÞ ¼ cþðlÞ  cðlÞ;
8><
>:
where aðlÞ; bðlÞ; cðlÞ and aþðlÞ; bþðlÞ; cþðlÞ are intersections of the separatrices
from the saddles SðlÞ and SþðlÞ with the Oy-axis, respectively, see Fig. 2, and we
choose the local parameterization on this axis given by H˜b:
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In this parameterization the breaking parameters given at ﬁrst order in l by
biðlÞ ¼
Z
xi
oP þ Oðjlj2Þ; ð3:3Þ
where xi are the corresponding separatrices of H˜b; oriented from the left to the right,
see Fig. 3.
Since x1 is a line segment, from (3.2) and (3.3) we obtain immediately that
b1ðlÞ ¼
Z x0
x0
ðl1y0 þ ðl3 þ l5Þx2 þ 2l2y0x  ðl3 þ l5Þy20Þ dx þ Oðjlj2Þ; ð3:4Þ
where x0 ¼ x0ðbÞ and y0 ¼ y0ðbÞ; see (2.7).
By using the results in Section 2.1, we have the following general remarks
concerning the breaking parameters:
(i) If olAQR; then l1 ¼ l3 ¼ l5 ¼ 0; implying b1 ¼ b2 ¼ b3 ¼ 0:
(ii) If olAQH ; then l1 ¼ l3 ¼ l2 ¼ 0; implying b1 ¼ b2 ¼ b3 ¼ H˜bðSþÞ  H˜bðSÞ:
From remark (i) we have
bðlÞ ¼
b1ðlÞ
b2ðlÞ
b3ðlÞ
0
B@
1
CA ¼ M
l1
l3
l5
0
B@
1
CAþ Oðjlj2Þ; ð3:5Þ
where M is a constant matrix. From remark (ii) we see that the elements in the last
column of M are the same. Hence
M ¼
m11 m13 m5
m21 m23 m5
m31 m33 m5
0
B@
1
CA: ð3:6Þ
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Fig. 3. The two regions bounded by the loops.
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It is easy to ﬁnd from (3.4) that
m11 ¼ 2x0y0; m13 ¼ 2
3
x30  2x0y20; m5 ¼
2
3
x30  2x0y20: ð3:7Þ
To ﬁnd the values in two other rows of M it is preferable to consider b2  b1 and
b3  b1:
b2  b1 ¼ 
Z Z
U
doP; b3  b1 ¼
Z Z
V
doP; ð3:8Þ
where U and V are the regions bounded by x1; x2; and by x1 and x3; respectively, see
Fig. 3.
On the other hand, by (2.4) the curves xi; hence the region U and V ; are symmetric
with respect to Oy-axis. This impliesZ Z
U ;V
x dx4dy ¼ 0: ð3:9Þ
From (3.2) we have
doP ¼ ð2l1  4l2x þ 4l3yÞ dx4dy: ð3:10Þ
Hence, we obtain from (3.8) to (3.10) that
b2  b1 ¼ 2l1AðUÞ  4l3MðUÞ;
b3  b1 ¼ 2l1AðVÞ þ 4l3MðVÞ;
	
ð3:11Þ
where we write AðKÞ for the area R R
K
dx4dy and MðKÞ for the y-momentR R
K
y dx4dy:
Lemma 3.1. det Ma0:
Proof. From (3.7) and (3.11) we have
det M ¼
m11 m13 m5
2AðUÞ 4MðUÞ 0
2AðVÞ 4MðVÞ 0















 ¼ 8m5AðUÞAðVÞ
MðVÞ
AðVÞ 
MðUÞ
AðUÞ
 
:
The areas AðUÞa0;AðVÞa0; and the last factor above is the difference of the mean
values of y on V and U ; respectively, hence is also different from zero (see Fig. 3). At
last, by (3.7) and (2.7) we have
m5 ¼  2x0ðbÞ
3ðb þ 1Þ3a0: ð3:12Þ
This ﬁnishes the proof of the lemma. &
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Lemma 3.2. Let
N ¼ M1 ¼
n11 n13 n15
n21 n23 n25
n31 n33 n35
0
B@
1
CA; ð3:13Þ
then we have that
n13 þ 1
b þ 1 n23a0; n15 þ
1
b þ 1 n25a0: ð3:14Þ
Proof. By Lemma 3.1, det Ma0; hence
N ¼ 1
det M
n11 n

13 n

15
n21 n

23 n

25
n31 n

33 n

35
0
B@
1
CA;
where
n13 ¼ 
m13 m5
m33 m5









 ¼ m5ðm33  m13Þ;
n23 ¼
m11 m5
m31 m5









 ¼ m5ðm11  m31Þ:
By (3.11) we have
m33  m13 ¼ 4MðVÞ; m11  m31 ¼ 2AðVÞ:
Hence
n13 þ 1
b þ 1 n23 ¼
2m5
det M
2MðVÞ þ 1
b þ 1AðVÞ
 
:
By (3.12) m5a0; and
2MðVÞ þ 1
b þ 1AðVÞ ¼
Z Z
V
2y þ 1
b þ 1
 
dx4dy;
which is obviously different from zero, because the region V is located below the
invariant line fy ¼ y0ðbÞ ¼  12ðbþ1Þg: The proof for n15 þ 1bþ1 n25a0 is completely
similar. &
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4. Generic study along the QR-direction for the upper loop
Now we restrict our study along the QR-direction, i.e. we take %l2 ¼ 1; and consider
a neighborhood in ð%l1; %l3; %l5; eÞ near ð0; 0; 0; 0Þ; see Deﬁnition 2.1. Under this
hypothesis we have the following generic results.
Lemma 4.1. If we change the breaking parameter from b ¼ ðb1; b2; b3Þ to
b ¼ ðb1; b2; b3Þ by bi ¼ ebi; i ¼ 1; 2; 3 then the hyperbolic coefficients a7 of the maps
D7 take the form
aþ ¼ Aðb; eÞe;
a ¼ ðAðb; eÞ þ gðb; eÞÞe;
	
ð4:1Þ
with the generic properties
Að0; 0Þo0; gðb; eÞ ¼ LðbÞ þ Oðejbj2Þ; ð4:2Þ
where
LðbÞ ¼ a1b1 þ a2b2 þ a3b3; a2a0; a3a0: ð4:3Þ
Moreover, Dþ 
 D if b ¼ 0:
Proof. By using (2.10), (3.5) and bi ¼ ebi; we have
e%l1
e%l3
%l5
0
B@
1
CA ¼ N
b1
b2
b3
0
B@
1
CAþ Oðejbj2Þ; ð4:4Þ
where N ¼ M1 is shown in (3.13).
Substituting (4.4) into (2.18), we obtain the form (4.1), where
gðb; eÞ ¼ 4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b þ 1
3b  1
r
n11 þ n21
b þ 1
 
b1 þ n13 þ
n23
b þ 1
 
b2

þ n15 þ n25
b þ 1
 
b3

þ Oðejbj2Þ;
Aðb; eÞ ¼  2
b þ 1þ
2
ðb þ 1Þ2 e
1
2
gðb; eÞ: ð4:5Þ
Hence, condition (4.2) and the ﬁrst expression of (4.3) are obviously satisﬁed. From
(4.5) and Lemma 3.2 the conditions a2a0 and a3a0 also hold.
If b ¼ 0; i.e. l1 ¼ l3 ¼ l5 ¼ 0; then the systems is symmetric (reversible), we must
have Dþ 
 D: &
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By Lemma 4.1, we may change ð%l; eÞ (with %l2 ¼ 1) to ðb; eÞ; and transform the
system Xð%l;eÞ to system X˜ðb;eÞ; which is a generic unfolding of the reversible system of
codimension 3. We will study its bifurcation diagram in b-space.
We shall just study the upper loop (the study for down loop is similar). We choose
the parameterization of the transversal x (resp. y), such that x ¼ 0 (resp. y ¼ 0)
corresponds to the intersection of the separatrix of S (resp. Sþ) with the ‘‘old’’ Oy-
axis, see Fig. 4. In this new coordinates by results of [17] we have
y ¼ Dðx; b; eÞ ¼ ð1þ euÞx1þeðAþgÞð1þ efðx; b; eÞÞ  eb1;
y ¼ Dþðx; b; eÞ ¼ ð1þ euþÞX 1þeAð1þ efþðX ; b; eÞÞ;
(
ð4:6Þ
where X ¼ x  eb2 and u ¼ uðb; eÞ; uþ ¼ uþðb; eÞ are analytic functions of the
parameter (as it is the case for A; g). The function fðx; b; eÞ admits expansion at any
order in x and xo with
o ¼
xa  1
a
if aa0;
ln x if a ¼ 0:
8<
: ð4:7Þ
Here this means that, for any kAN
fðx; b; eÞ ¼
X
i;jpNðkÞ
gijðb; eÞx piomj þCkðx; b; eÞ: ð4:8Þ
The coefﬁcients gij are analytic functions of the parameters and the remainder
is Ck in ðx; b; eÞ and k-ﬂat at x ¼ 0; uniformly in ðb; eÞ (see [17]). Moreover, pi ¼
ni  eðA þ gÞ and niAN f0g; mjAN (this implies that fðx; b; eÞ ¼ OðxtÞ for some
positive t).
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Similarly, the function fþðx; b; eÞ admits expansion at any order in x and xoþ
with
oþ ¼
xaþ  1
aþ
if aþa0;
ln x if aþ ¼ 0:
8<
: ð4:9Þ
Let us recall that the system is reversible if b ¼ 0: This implies that one has the
following identiﬁcations for b ¼ 0
X 
 x and o1 
 o2 ¼ x
eAð0;eÞ  1
eAð0; eÞ ; ð4:10Þ
uð0; eÞ 
 uþð0; eÞ; ð4:11Þ
fðx; 0; eÞ 
 fþðx; 0; eÞ: ð4:12Þ
Finally, let us remark that
uðb; 0Þ 
 uþðb; 0Þ 
 0: ð4:13Þ
This comes from the fact that formulas (4.6) can be written for the unfolding Xl: For
this unfolding, the coefﬁcient in front of D7 has the form ð1þ U7ðlÞÞ: As U7ðlÞ ¼
0 if Xl is Hamiltonian, i.e. if l1 ¼ l2 ¼ l3 ¼ 0; U7 takes the form U7ðlÞ ¼
l1U17ðlÞ þ l3U37ðlÞ þ l2U27ðlÞ: For l1 ¼ l3 ¼ l5 ¼ 0; the system is reversible and
U2þðlÞ  U2ðlÞ ¼ 0: These two remarks together imply that UþðlÞ  UðlÞ ¼
l1V1ðlÞ þ l3V3ðlÞ for some analytic functions V1; V3: Substituting l1 ¼ e2 %l1;y and
next the parameters bi we obtain by identiﬁcation that euþ  eu ¼ Oðe2Þ and then
Eq. (4.13).
For the upper loop we could consider the Poincare´ map on S2: P ¼ D1 3Dþ; see
Fig. 2. It is more convenient to use the displacement function d: S2-S1 deﬁned as
follows:
dðx; b; eÞ ¼ Dþðx; b; eÞ  Dðx; b; eÞ: ð4:14Þ
The condition @g@b3
a0 (see (4.3)) allows to introduce g in place of b3 as an independent
parameter. From now on and depending on the context, b will denote the parameter
ðb1; b2; b3Þ or the parameter ðb1; b2; gÞ:
Remark 4.1. The domain of deﬁnition of d depends the parameter ðb; eÞ to be chosen
in some neighborhood W of 0AR4: For each value of ðb; eÞAW ; the function
x-dðx; b; eÞ is deﬁned on the interval ½xeb2 ; X0 where xeb2 ¼ Supf0; eb2g and X0
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is some positive ﬁxed value. The deﬁnition domain of d is the region
D ¼
[
ðb;eÞAW
½xeb2 ; X0  fðb; eÞgCR5:
Of course, the ﬁxed points of Poincare´ map P; which are in one to one
correspondence with the limit cycles cutting S2; coincide with the zeros of the
displacement function d:
We ﬁrst consider the model system obtained by taking f 
 0;fþ 
 0; u 

0; uþ 
 0; Aðb; eÞ 
 Að0; 0Þ; denoted by A: So, using b ¼ ðb1; b2; gÞ as parameters,
and we have an approximation form of (4.6) as follows:
y ¼ DðxÞ ¼ x1þeðAþgÞ  eb1;
y ¼ DþðxÞ ¼ ðx  eb2Þ1þeA:
(
ð4:15Þ
In the next subsection, we will establish the bifurcation diagram of the displacement
function d ¼ Dþ  D associated to this model system (4.15): the model-d: This gives
an heuristic approach of the problem which will be justiﬁed in the following
subsection, proving that the heuristic study provides a correct bifurcation diagram
for the true displacement function.
4.1. Bifurcation diagram in b-space for the model system
Here, we study the upper loop bifurcations of the model-d in ðb1; b2Þ-plane, for
different g where jgj51 (as a3a0; we can substitute g to b3). These bifurcations are
the bifurcations for the model-d; displacement function of the model system (4.15). A
similar discussion is valid to the down loop, changing b2 by g: At last in the
paragraph 5, we put the two bifurcation diagrams together in ðb1; b2; b3Þ-space.
Lemma 4.2. There is a X040 small enough and a neighborhood W in ðb1;b2; g; eÞ of
0AR4 such that in the definition domain of the model-d: D ¼ Sðb;eÞAW ½xeb2 ; X0 
fðb; eÞg one has that if
dðxÞ ¼ 0; @dðxÞ
@x
¼ 0; @
2dðxÞ
@x2
¼ 0; ð4:16Þ
then b ¼ 0:
Proof. For convenience, we use the notations r ¼ 1þ eA; c ¼ eg; and return to the
notations b1 ¼ eb1 and b2 ¼ eb2; then from (4.15) we can rewrite (4.16) as
dðxÞ ¼ ðx  b2Þr  xrþc þ b1 ¼ 0;
@dðxÞ
@x
¼ rðx  b2Þr1  ðr þ cÞxrþc1 ¼ 0;
@2dðxÞ
@x2
¼ rðr  1Þðx  b2Þr2  ðr þ c  1Þðr þ cÞxrþc2 ¼ 0:
8>>><
>>:
ð4:17Þ
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From the second and the third equations of (4.17) we have
x  b2 ¼ r  1
r þ c  1 x: ð4:18Þ
Substituting (4.18) into the second equation of (4.17) we obtain
xc ¼ r
r þ c
r  1
r þ c  1
 r1
: ð4:19Þ
(i) If c ¼ 0; then (4.19) admits any x has a solution. Moreover, putting c ¼ 0 in the
second equation of (4.17), one obtains b2 ¼ 0: Putting b2 ¼ c ¼ 0 in the ﬁrst equation
of (4.17), one obtains b1 ¼ 0: By bi ¼ ebi; we have b1 ¼ b2 ¼ 0 from b1 ¼ b2 ¼ 0 and
g ¼ 0 from c ¼ 0 (for e40).
(ii) Let us suppose now that ca0: We can rewrite (4.19) as
xeg ¼ 1þ eA
1þ eðA þ gÞ
eA
eðA þ gÞ
 eA
¼ 1þ eA
1þ eðA þ gÞ 1þ
g
A
 eA
:
Taking expansions in eg and g of the different terms, one has
xeg ¼ ð1 egþ OððegÞ2ÞÞð1 egþ Oðeg2ÞÞ:
Hence
eg ln x ¼ 2egþ Oðeg2Þ;
which implies
ln x ¼ 2þ OðgÞ:
This proves that the solution set of (4.16) in D may be the union of the interval
ðxb; X0  f0g and of a curve g-ðxðgÞ; bðgÞÞ; which tends toward ðxð0Þ; bð0ÞÞ ¼
ðe2; 0Þ if g-0: Taking X0oe2; then the solution set only contains ðxb; X0  f0g as
g-0: &
Theorem 4.1. In a neighborhood jb1jpB1; jb2jpB2; jgjpG; and 0oeoe0 with
B15B25G51; e05jAjðAo0Þ; for a fixed e40 and for different values of gðjgjCeÞ;
the bifurcation diagram for model system (i.e. for the zeros of model-d on ½xeb2 ; X0; X0
small enough) is shown in Fig. 5. The curves Lg and Rg stand for the bifurcations of
homoclinic loop related to the left and right saddle, respectively; and Dg the double limit
cycle bifurcation, Eg corresponds to the escape of a limit cycle at the boundary fx ¼
X0g for a fixed small X0: ðb1; b2Þ ¼ ð0; 0Þ corresponds to the persistence of the (two
saddles) upper loop. Besides, for e-0; the curve Rg-R0 ¼ fðb1; b2Þ j b1 ¼ b2; b240g;
the curve Lg-L0 ¼ fðb1; b2Þ j b1 ¼ b2; b2o0g; and the curve Dg tends to L0 if g40 or
tends to R0 if go0:
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Remark 4.2. In Fig. 5 we have just indicated the diagram for jgj of order e: For
largest values of jgj the curve Dg does not attain the curve Eg inside the ﬁxed
neighborhood in ðb1; b2Þ (In fact, the induced diagram in the parameter ð%l1; %l3; %l5Þ
will correspond to values of jgj of order e).
Proof. For a homoclinic loop related to the left saddle (corresponding to the curve
Lg), x ¼ 0 is a root of dðxÞ ¼ 0: By using (4.15) we obtain
eb1 ¼ ðeb2Þ1þeA;
which gives
Lg: b1 ¼ eeAðb2Þ1þeA ¼ ð1þ Oðe ln eÞÞðb2Þ1þeA: ð4:20Þ
Hence, the curve Lg is located in the region b2o0 and b1o0; and the homoclinic
loop (existing for ðb1; b2ÞALgÞ is stable, because D has opposite orientation to the
vector ﬁeld. By using Ao0; one has that the closure of Lg is tangent to the axis Ob1
at O: It appears a stable limit cycle when ðb1; b2Þ crosses Lg from above to below, see
Fig. 6.
For the curve Rg; the discussion is similar: x ¼ eb2 is a root of dðxÞ ¼ 0; this
implies
Rg: b1 ¼ eeðAþgÞb1þeðAþgÞ2 ¼ ð1þ Oðe ln eÞÞb1þeðAþgÞ2 : ð4:21Þ
The curve Rg is located in the region b240 and b140; its closure is tangent to Ob1 at
O and the corresponding homoclinic loop (related to the right saddle) is unstable,
because Dþ has the same orientation to the vector ﬁeld, and one limit cycle appears
when ðb1; b2Þ crosses Rg from below to above, see Fig. 6.
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The double limit cycle bifurcation is given by
dðxÞ ¼ 0; @dðxÞ
@x
¼ 0: ð4:22Þ
We use the same notations as in (4.17), then (4.22) becomes
dðxÞ ¼ ðx  b2Þr  xrþc þ b1 ¼ 0;
@dðxÞ
@x
¼ rðx  b2Þr1  ðr þ cÞxrþc1 ¼ 0;
8<
: ð4:23Þ
which gives
b2 ¼ x  r þ c
r
  1
r1
x1þ
c
r1;
b1 ¼ xrþc  r þ c
r
  r
r1
xrþ
rc
r1:
8>><
>>:
ð4:24Þ
Backing to A; g; b1 and b2 from r; c; b1 and b2; we can obtain from (4.24) that
b2 ¼
1
e
x 1 Cðg; eÞx
g
A
 
;
b1 ¼
1
e
x1þeðAþgÞ 1 C˜ðg; eÞx
g
A
 
;
8><
>: ð4:25Þ
where
Cðg; eÞ ¼ 1þ eg
1þ eA
  1
eA¼ exp g
A
ð1þ OðegÞÞ
 
;
C˜ðg; eÞ ¼ Cðg; eÞ1þeA ¼ exp g
A
ð1þ OðegÞÞ
 
:
8>><
>>:
ð4:26Þ
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Note that Ao0 and e40; we need to distinguish three cases, depending on the
values of gðjgj51Þ:
(1) If g40; then for 0ox51 we have from (4.25) and (4.26) that
b2 ¼ 
1
e
x1þ
g
A 1þ g
A
þ Oðeg2Þ
 
;
b1 ¼ 
1
e
xð1þeAÞ 1þ
g
A
 
1þ g
A
þ Oðeg2Þ
 
:
8><
>: ð4:27Þ
Hence the curve Dg is located in the region b1o0 and b2o0: From the ﬁrst
equation of (4.27) we solve
x ¼ eðb2Þ
1þ g
A
þ Oðeg2Þ
  1
1þ g
A:
Substituting it into the second equation of (4.27), we obtain
Dg: b1 ¼ eeAðb2Þ1þeAð1 egþ Oðeg2ÞÞ:
Comparing the above equation with (4.20), we conclude that the closure of Dg is
tangent to the closure of Lg at (0,0) (note that this point is not on the two curves
for g40), and Dg is below Lg: Since Lg-Dg ¼ | for 0og51; there is no
homoclinic loop bifurcation (related to the left saddle) of order 2 or higher.
(2) If go0; then for 0ox51 we have from (4.25) and (4.26) that
b2 ¼
1
e
x 1 x
g
A 1þ g
A
þ Oðeg2Þ
 h i
;
b1 ¼
1
e
x1þeðAþgÞ 1 x
g
A 1þ g
A
þ Oðeg2Þ
 h i
:
8><
>:
Hence Dg exists for b140 and b240; and we ﬁnd
Dg: b1 ¼ eeðAþgÞb1þeðAþgÞ2 1þ eðA þ gÞ 1þ
g
A
 
ðeb2Þ
g
A þ Oðeg2Þ
 
:
Comparing the above equation with (4.21), we conclude that the closure of Dg is
tangent to the closure of Rg at (0,0), and Dg is above Rg; because eðA þ gÞo0:
Since Rg-Dg ¼ | for go0; jgj51; there is no homoclinic loop bifurcation
(related to the right saddle) of order 2 or higher.
(3) If g ¼ 0; then from (4.25) and (4.26) we obtain ðb1; b2Þ ¼ ð0; 0Þ; which
corresponds to the appearance of upper loop.
Lemma 4.2 shows that there is no multiple limit cycles bifurcation of order 3 and
higher.
To study the curve Eg; we suppose that x ¼ X0 is a root of dðxÞ ¼ 0: From (4.15)
we have
eb1 ¼ X 1þeðAþgÞ0  ðX0  eb2Þ1þeA: ð4:28Þ
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Let
E0 ¼ X 1þeA0 1 1
eb2
X0
 1þeA" #
;
then (4.28) can be written as
eb1 ¼ X 1þeA0 ðX eg0  1Þ þ E0: ð4:29Þ
Expanding ð1 eb2=X0Þ1þeA for small e; we have
E0 ¼ X eA0 ½ð1þ eAÞeb2 þ Oðe3b22Þ; ð4:30Þ
where X eA0 ¼ 1þ OðeÞ: The ﬁrst term in the right-hand side of (4.29) has the estimate
X 1þeA0 ðX eg0  1Þ ¼ X 1þeA0 ð1þ OðegÞÞeg ln X0: ð4:31Þ
Substituting (4.31) and (4.30) into (4.29) we ﬁnd
b1 ¼ TðgÞ þ E0ðb2Þ; ð4:32Þ
where
Eg: TðgÞ ¼ ð1þ OðeÞÞðX0 ln X0Þg;
E0ðb2Þ ¼ ð1þ OðeÞÞðð1þ eAÞb2 þ Oðe3b22ÞÞ:
(
ð4:33Þ
Hence in ðb1; b2Þ-plane the curve Eg is approximatively a straight line of slope C1
for eC0; see Fig. 7.
At last, we study the intersection of Eg-Dg; which is given by
dðX0Þ ¼ 0; @dðX0Þ
@x
¼ 0: ð4:34Þ
As we discussed above that dðX0Þ ¼ 0 is equivalent to (4.32). For the second
equation in (4.34), we use the second expression of (4.25), changing x by X0; i.e.
b1 ¼
1
e
X
1þeðAþgÞ
0 1 C˜ðg; eÞX
g
A
0
 
: ð4:35Þ
Eliminating b1 between (4.32) and (4.35) we obtain
E0ðb2Þ ¼ TðgÞ þ
1
e
X
1þeðAþgÞ
0 1 C˜ðg; eÞX
g
A
0
 
: ð4:36Þ
By using the property of C˜; for small g and e we have
1 C˜ðg; eÞX
g
A
0 ¼ 
g
A
ð1þ ln X0Þð1þ OðgÞ þ OðeÞÞ; ð4:37Þ
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and
X
1þeðAþgÞ
0 ¼ X0ð1þ OðeÞÞ: ð4:38Þ
Putting (4.37), (4.38) and the second equation of (4.33) into (4.36), we obtain
b2 ¼ k
g
e
1þ O g
e
 
þ OðeÞ
 
; ð4:39Þ
with k ¼ X0ð1þ ln X0Þ=A40; where 0oX051 ﬁxed. On the other hand, from (4.35),
(4.37) and (4.38) we have
b1 ¼ k
g
e
1þ O g
e
 
þ OðeÞ
 
: ð4:40Þ
Hence, by (4.39) and (4.40), the point Eg-Dg is given by
ðb1; b2ÞC k
g
e
ð1; 1Þ:
This point appears in a ﬁxed rectangle only for gCOðeÞ:
To complete the validity of the bifurcation diagram we have to prove that the
number of simple limit cycles in regions limited by the bifurcation curves Lg; Rg; Dg
and Eg is the one given in Fig. 5 (for instance, it is equal to two inside the curved
triangle Tg bounded by Dg; Eg and Lg for g40; and by Dg; Eg and Rg for go0).
First, we observe from the second equation of (4.23) that, for given values ga0
and b2; e40; one has solved the equation
@d
@x
ðx; b2; g; eÞ ¼ 0 ð4:41Þ
as a function b2ðx; g; eÞ; which is a diffeomorphism from x to b2: This implies that for
a given value of b2; one has just one simple root in x of Eq. (4.41). Then the map
x/@d@xðx; b2; g; eÞ is strictly monotonic. As a consequence, the equation fd ¼ 0g has
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at most two roots, taking the multiplicity into account, and then the number of limit
cycles is bounded by two.
On the other hand, Lemma 4.2 shows that
@2d
@x2





Dg
ðxÞa0: This implies that the line
Dg is a regular curve of codimension 1, along which a saddle-node bifurcation of
limit cycles happens. Hence, the number of limit cycles are equal to two when the
parameter belongs to the interior of Tg: The number of limit cycles in other regions is
deduced by continuous moving of the parameter from one region to another,
crossing some corresponding bifurcation curve.
The proof of Theorem 4.1 is ﬁnished. &
4.2. Justification of the heuristic study
We want now justify the above heuristic study of the bifurcation diagram, i.e. we
want to prove the following
Theorem 4.2. The conclusions of Theorem 4.1 remain valid when one changes the
displacement function model-d by the true displacement function d (4.14). Moreover,
for any positive e; each corresponding strata of the two bifurcation sets have the same
asymptotic at the origin b ¼ 0 of the parameter space.
To prove this theorem, we have to take in account the functions f7; the
coefﬁcients u7 which enter in expression (4.6) of the map D7 and also that A is a
function of ðb; eÞ: As it was recalled above, the functions f7 have expansions at any
order in terms of x and xo7: An interesting consequence of this property is that the
derivations of the map D7 are controlled by the derivations in x of their principal
parts, see [15]. For instance (Recall that b ¼ ðb1; b2; gÞ and that A; u are functions
of ðb; eÞ:)
@D
@x
¼ ð1 euÞð1þ eðA þ gÞÞxeðAþgÞ½1þ *fðx; b; eÞ;
where *f has similar properties as f (expansions at any order in x;o). The same
result is true for Dþ: Another consequence of the existence of expansions is a good
control of the partial derivatives of the functions f7 in function of the parameters
bi; i ¼ 1; 2:
Lemma 4.3. Let fðx; b; eÞ be a function with expansions at any order in x;o7 (as the
function f in (4.8)):
fðx; b; eÞ ¼
X
i;jpNðkÞ
gi jðb; eÞx piomj7 þCkðx; b; eÞ; ð4:42Þ
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with pi ¼ ni  eðA þ gÞ and niAN f0g; mjAN: Then @f
@bi
ðx; b; eÞ









 ¼ OðxtÞ; uni-
formly in ðb; eÞ; for some positive t:
Proof. Let us consider an expansion (4.42) of f at order 2. We can suppose for
instance that o7 ¼ o: The proof in the other case is completely similar. We want to
estimate the partial derivative @f@bc
; for c ¼ 1 or 2.
As the remainder C2 is C2 it can be written C2ðx; b; eÞ ¼ xc2ðx; b; eÞ where c2 is a
function C1: Then, @C2@bc ¼ x
@c2
@bc
and the function @c2@bc
is continuous. As a consequence
@C2
@bc
¼ OðxÞ:
Let us consider now the derivative of a term in the principal part:
@ðgijðb;eÞx pio
mj Þ
@bc
: We
have the following properties (see [3]):
1.
@gij
@bc
is analytic, then bounded.
2. @ðx
pi Þ
@bc
¼ @pi@bc x
pi log x: As @pi@bc
is analytic, @ðx
pi Þ
@bc
¼ OðxtÞ for any to1:
3. @o
mj
@bc
¼ mjomj1 @o@a @a@bc : As in [3], one has that o ¼ Oðx
jajjlog xjÞ and @o@a ¼
Oðxjajjlog2 xjÞ: We obtain that @o
mj
@bc
¼ Oðxmj jajjlogmjþ1 xjÞ; because @a@bc is
analytic and OðeÞ:
Collecting the different terms in
@ðgijðb;eÞx pio
mj Þ
@bc
and taking in account that a ¼ OðeÞ;
we obtain that
@ðgijðb;eÞx pio
mj
@bc
¼ OðxtÞ; for any to1:
Then, @f@bc
is a sum of terms, each of them of order OðxtÞ; for any to1: This ﬁnishes
the proof of the lemma. &
Proof of Theorem 4.2. We can apply the above properties to the research of
the different bifurcation curves. Let us consider to begin with, the curve Rg of
possible right connections. This curve is given by dðeb2; b; eÞ ¼ 0; which reduces to
Dðeb2Þ ¼ 0: This equation gives the equation
eb1 ¼ ð1þ euÞðeb2Þ1þeðAþgÞ½1þ efðeb2; b; eÞ;
which can be written as
b1 ¼ ð1þ euÞeeðAþgÞb1þeðAþgÞ2 ½1þ efðeb2; b; eÞ: ð4:43Þ
This is a implicit equation in b1 because this parameter is present on the two sides of
(4.43). Let us call Fðb1; b2; g; eÞ the right-hand side of (4.43). We choose a
ARTICLE IN PRESS
C. Li, R. Roussarie / J. Differential Equations 205 (2004) 488–520512
constant to1 given by the Lemma 4.3. Then, for this t; one has certainly that
@ðð1þ euÞeeðAþgÞb1þeðAþgÞ2 Þ
@b1
¼ Oððeb2ÞtÞ:
To obtain this estimation, it sufﬁces to compute each term of the derivative of the
above product of functions. For instance, one has
@ðb1þeðAþgÞ
2
Þ
@b1
¼ e @ðAþgÞ@b1 b
1þeðAþgÞ
2 log b2:
From this and Lemma 4.3 we obtain also that @F@b1
¼ Oððeb2ÞtÞ: Then one can apply
the Implicit Function Theorem to (4.43). We obtain a solution bR1 ðb2; g; eÞ; deﬁned
for b2X0; whose graph is the curve Rg: This function is analytic for b240 and
continuous at b2 ¼ 0; with the value bR1 ð0; g; eÞ 
 0: Substituting it in (4.43), we
obtain the asymptotic expression
Rg : b
R
1 ¼ ð1þ euð0; eÞÞeeðAð0;eÞþgÞb1þeðAð0;eÞþgÞ2 ½1þ eCðb2; g; eÞ; ð4:44Þ
which is similar to the expression found in the heuristic study (here, Cðb2; g; eÞ is a
function analytic for b240; continuous at b2 ¼ 0 and of order Oððeb2ÞtÞ for some
positive t).
We can research the curve of left connections Lg in a complete similar way. The
equation of this curve is given by dð0; b; eÞ ¼ 0; which reduces to eb1 ¼ Dþð0; b; eÞ:
This last expression gives
b1 ¼ ð1þ euþÞeeAðb2Þ1þeA½1þ efþðeb2; b; eÞ ð4:45Þ
deﬁned for b2p0: As above, one can solve this implicit equation in b1 to obtain a
function bL1 ðb2; g; eÞ whose graph is the curve Lg: It has the following asymptotic
expression:
Lg : b
L
1 ¼ ð1þ euþð0; eÞÞeeAð0;eÞðb2Þ1þeAð0;eÞ½1þ eCþðb2; g; eÞ; ð4:46Þ
where Cþðb2; g; eÞ is a function analytic for b2o0; continuous at b2 ¼ 0 and of order
Oððeb2ÞtÞ for some positive t:
The curve of double limit cycles Dg is given by d ¼ @d@x ¼ 0: This gives the system of
equations (recall the deﬁnition domain is chosen such that x40; X40 in its interior):
d ¼ ð1þ euþÞX 1þeAð1þ efþðX ; b; eÞÞ
ð1þ euÞx1þeðAþgÞð1þ efðx; b; eÞÞ þ eb1 ¼ 0;
@d
@x ¼ ð1þ eAÞð1þ euþÞX eAð1þ e *fþðX ; b; eÞÞ
ð1þ eðA þ gÞÞð1þ euÞxeðAþgÞð1þ e *fðx; b; eÞÞ ¼ 0:
8>>><
>>:
ð4:47Þ
As mentioned above, the functions *f7 have expansions at any order. We have seen
that f  fþ 
 0 when b ¼ 0: It follows easily from this the same identity in the
second equation : *f  *fþ 
 0 when b ¼ 0: Following the computation made in the
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heuristic study, we replace the second equation by
*dðx; b; eÞ ¼ 0; ð4:48Þ
where
*d ¼ Xð1þ e %fþðX ; b; eÞÞ  1þ eðA þ gÞ
1þ eA
  1
eA 1þ eu
1þ euþ
  1
eA
x
eðAþgÞ
eA ½1þ e %fðx; b; eÞ:
The functions %f7 have expansions at any order and coincide for b ¼ 0: Now,
Eq. (4.48) is implicit in b2 and cannot be solved directly. In fact the vector ðb1; b2Þ is
solution of the system of the two equations: the ﬁrst equation of (4.47) ðd ¼ 0Þ and
Eq. (4.48) ð*d ¼ 0Þ: We have to apply the Implicit Function Theorem to this system in
function of ðx; g; eÞ: Using again Lemma 4.3, one obtains that for some positive t
@d
@b1
¼ eð1þ Oðxt þ X tÞÞ; @d
@b2
¼ eOðXejAjÞ;
@ *d
@b1
¼ eOððxt þ X tÞÞ; @
*d
@b2
¼ eð1þ Oðxt þ X tÞÞ:
8>><
>>:
ð4:49Þ
Let us observe that one cannot control the value of the Jacobian Jðx; b; eÞ of these
partial derivatives, for arbitrary values of x; X near 0. To overcome this difﬁculty,
we shall proceed as in [3]. Let us notice that if a solution ðbD1 ðx; g; eÞ; bD2 ðx; g; eÞÞ
exists, along this curve we shall have an equivalence
XB exp
g
A
þ OðeÞ
 
x1þ
g
A; ð4:50Þ
similar to the one obtained in the heuristic study (ﬁrst line of (4.25)). The equivalence
(4.50) follows from the observation that condition (4.13) implies that
1þ eu
1þ euþ
  1
eA¼ 1þ Oðe2Þ:
Then now, the idea is to rescale the variable b2 to remain nearby the heuristic
solution bH2 ðx; g; eÞ (given by (4.27) if g40). Precisely, we write b2 ¼ bH2 ð1þ BÞ:
Then, as long as jBj51; we shall have equivalence (4.50) and the estimation
J ¼ e2ð1þ Oðx%tÞÞ; for some positive %tot: Then, one can apply the Implicit
Function Theorem in a domain where B; x are small enough. We obtain by this way,
the existence of the curve Dg with the same asymptotic as the one obtained in the
heuristic study.
To complete the proof we have to generalize Lemma 4.2. In fact it is possible to
reinterpret this lemma and the fact that @
2d
@x2
a0 along Dg as soon ga0 in the more
geometrical following way. Let us consider any ﬁxed positive value of e: Let
ðbD1 ðx; g; eÞ; ðbD2 ðx; g; eÞÞ be the parameterization of Dg: The union of the map graphs
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x-ðx; bD1 ; bD2 ; gÞ with ½0; X0  fð0; 0; 0Þg in space R4 of the variables ðx; b1; b2; gÞ is a
surface D˜: This surface cuts the 3-plane g ¼ 0 transversally along the straight
segment ½0; X0  fð0; 0; 0Þg: Its projection on the 3-plane x ¼ 0 has a maximal rank
outside this segment which projects onto the unique point ð0; 0; 0Þ (this is the
geometrical translation of the fact that @
2d
@x2
a0 along Dg as soon ga0). Now, using
similar arguments as above, based on the Implicit Function Theorem, it is easy to
prove that these properties are preserved when one replace the heuristic displacement
function model-d by the true function d: we have a surface D˜ given by the equations
d ¼ @d@x ¼ 0; cutting transversally the 3-plane g ¼ 0 and with a projection of maximal
rank outside the intersection. This means that @
2d
@x2
a0 outside this intersection, and
along D˜: Now the reversibility conditions (4.10)–(4.12) imply easily that the straight
segment ½0; X0  fð0; 0; 0Þg continues to be contained in D˜: A transversality
argument implies that the intersection of D˜ with the plane g ¼ 0 is reduced to this
straight segment (as soon as X0 is small enough). This means that d ¼ @d@x ¼ @
2d
@x2
¼ 0
implies that b ¼ 0: This ﬁnishes the proof of the theorem. &
5. Generic study along the QR-direction for the double-loop
We want now obtain the bifurcation diagram for the double loop unfolding X˜b;e;
where the parameter b has its initial meaning: b ¼ ðb1; b2; b3Þ: Note that the
conditions a2a0 and a3a0 of (4.3) give the transversality of fLðbÞ ¼ gg to b2- and
b3-axis. This allows us to change the parameters ðb1; b2; gÞ to ðb1; b2; b3Þ and to
obtain the bifurcation diagram from ðb1; b2Þ-plane for different g; jgjCe; to
ðb1; b2; b3Þ-space, shown in Fig. 8, where Lu ¼,gLg; Ru ¼,gRg; and Eu ¼,gEg:
The numbers 2, 1 and 0 indicate the numbers of limit cycles near the upper loop of
the system corresponding to the parameters in that region.
We pass from the bifurcation diagram of the upper loop to the bifurcation
diagram of down loop by exchanging of parameters b2  b3; b12 b1; see Fig. 2,
where Dd and D
d
þ are for the down loop.
Hence, the bifurcation diagram in ðb1; b2; b3Þ-space of the down loop, shown in
Fig. 9 for jgjCe; can be obtained immediately from Fig. 8.
We put the two bifurcation diagrams of upper and down loops together, then
obtain the bifurcation diagram of two loops. In particular, the regions corresponding
to 2 limit cycles surrounding a singularity are shown in Fig. 10, which implies that
there are no conﬁgurations ð2; mÞ or ðm; 2Þ of limit cycles for mX1:
Then, we obtain the following theorem for the system X˜b;e along the double loop
Theorem 5.1. For system X˜b;e; in the reversible direction (i.e. in some neighborhood of
(0,0,0,0) in the parameter space ðb1; b2; b3; eÞÞ the cyclicity of each loop is two, and all
possible configurations of limit cycles are: (0,0),(1,0), (0,1), (1,1), (2,0) and (0,2). The
bifurcation diagram in this reversible direction is given by Figs. 8–10.
ARTICLE IN PRESS
C. Li, R. Roussarie / J. Differential Equations 205 (2004) 488–520 515
6. Induction of the ð%k; eÞ-diagram from the versal one in ðb; eÞ
We can now ﬁnish the proof of Theorem 1.1 and precise its domain of validity.
Recall that after the blowing-up (2.10) we have obtained the system X%l;e depending
of the parameter ð%l; eÞAS3  Rþ:
In the present study, we have chosen the parameter in the chart deﬁned by %l2 ¼ 1
and ð%l1; %l3; %l5; eÞAR3  Rþ: The unfolding X%l;e in this chart is induced from
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Fig. 9. The bifurcation diagram for down loop and jgjCe:
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the unfolding X˜b;e; by the map
%l1
%l3
%l5
0
B@
1
CA
-
e%l1
e%l3
%l5
0
B@
1
CA -
j
b1
b2
b3
0
B@
1
CA
e - e - e;
ð6:1Þ
where j is a local diffeomorphism, and djð0Þ ¼ M; see (3.5) and Lemma 3.1.
We need to study the image of a neighborhood in the ð%l1; %l3; %l5; eÞ-space,
containing (0,0,0,0), whose image is contained in a ﬁxed neighborhood in
ðb; eÞ-space. In fact, taking eA½0; e0½ with e0 small enough, we can choose the
parameter ð%l1; %l3Þ in a disk Dþ centered at 0 with a radius arbitrarily large and %l5 in
some interval I ¼ ½ %L5; %L5: Finally, we cover the domain Dþ  I  ½0; e0½ in the
chart.
Let Rþ ¼ Dþ  I : For any eA½0; e0½; it is sent by the map (6.1) into a slim
cylinder of size e in the ðb1; b2; b3Þ-space around the axis Z ¼ fb1 ¼ b2 ¼ b3g;
see Fig. 11. Hence, the boundary of this cylinder cuts transversally the 2 layers
of bifurcation diagrams corresponding to upper and down loops, respectively,
see Figs. 8 and 9. The intersections of the cylinder with all bifurcation surfaces
are contained in Be; a layer of size e: The counter image of Be in Rþ is contained
in a layer Dþ  Ie where Ie ¼ ½ %L5ðeÞ; %L5ðeÞCI is an interval of size e
around fl5 ¼ 0g:
As explained above, it is possible to make a similar study in the chart deﬁned by
%l2 ¼ 1 and ð%l1; %l3; %l5; eÞAR3  Rþ: In this second chart, we cover a domain D 
I  ½0; e0½; which is deﬁned in a similar way as the previous domain in the ﬁrst chart.
If we transport these two domains in S3  Rþ; we observe that the two disks Dþ
and D are contained in the equatorial 2-sphere S2 ¼ f%l21 þ %l22 þ %l23 ¼ 1g ¼ f%l5 ¼
0gCS3: In this equatorial sphere, Dþ,D is the complement of an arbitrarily small
tubular neighborhood T of the circle S1 ¼ f%l21 þ %l23 ¼ 1g:
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Finally, we can make precise the meaning of the expression: in the re-
versible direction used in Theorems 1.1 and 5.1. This means for the para-
meter ð %L; eÞ in the domain ðDþ,DÞ  I  ½0; e0½; for D7; I and e0 chosen as
above. The disks D7 and the complement T of Dþ,D in the equatorial sphere,
are shown in Fig. 12. The image of this domain of study in the reversible
direction, in the initial l-parameter space, is a double radial cone along the axis
Ol2: It is the unique region which may contains the heteroclinic connection, for
instance.
To have a complete study of the bifurcation diagram in a whole l-neighborhood
of the Hamiltonian system associated to the Hamiltonian function Hb given in (2.4),
we should consider two more domains in the ð%l; eÞ-parameter. These two domains
were already mentioned in Remark 2.1:
1. A domain equal to T  I  ½0; e0½ in the non-reversible and non-Hamiltonian
directions.
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Fig. 12. The partition of the equatorial 2-sphere in f%l5 ¼ 0g:
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2. A domain given by %l5 ¼71; ð%l1; %l2; %l5ÞAB and eA½0; e0½ in the Hamiltonian
direction, where B is a large 3-disk centered at 0AR3: (How large this disk must be
chosen depends on the size of the interval I :)
Needless to say that, up to now, we do not know how to obtain the bifurcation
diagrams in these two directions.
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