Results of numerical simulations more and more provide a basis for design decisions in an automotive context. When simulating complex systems, one of two approaches can be chosen: The modeling in one multidomain language like Modelica or the utilization of different specialized simulation programs.
Introduction
Results of numerical simulations more and more provide a basis for design decisions in an automotive context. This also applies for the thermodynamic subsystems for example the Heating Ventilation and AirConditioning system (HVAC).
This paper discusses dynamic simulations of an automotive refrigeration cycle with Modelica using the TIL library and Dymola. A R134a cycle with detailed components is used. Each component model is validated separately using measurement data from a broad range of ambient conditions.
There are two approaches for modeling and simulating complex systems composed of multiple components: Use a suitable language to describe the complete system in one model or divide the system into submodels, then employ different simulation programs specialized for the respective subproblems and use cosimulation to create a model of the complete system.
The required level of detail plays an important role in the decision for either approach. If for example a simulation of the HVAC unit and the passenger's compartment of a car shall be conducted, the models could be created using just Modelica. If however the goal of the whole simulation is an evaluation of the temperature distribution within the compartment, a 3d simulation tool must be used; because the HVAC unit can be represented only poorly by 3d tools, a co-simulation makes sense [5] .
Under specific circumstances it is even practical to create a co-simulation with multiple instances of one tool. The decision must be made considering two main points: The simulation speed and the numerical stability of the simulation. For both points no general rule can be given to decide in favor or against toolcoupling. When considering small or numerically simple models, the simulation time is most likely to increase when splitting them into several parts (see e.g. [9] ). Looking at large or complex models, splitting these into submodels can greatly enhance the speed.
Especially solving systems of equations with significantly different time constants can be greatly improved by decoupling these time constants. While simulation tools could support this internally by employing multi-rate solving techniques, co-simulation enables the user to create a "distributed multi-rate simulation" using tools without a multi-rate solver.
Considering all points mentioned above it becomes clear that the model partitioning is an important part of the model design. Normally aspects like time constants or required computing time have to be inspected. This step can be omitted for this paper, since each The Control-Layer consists of the central ControlServer and several Control-Clients -one on each computer participating in the simulation. Through the Control-Server the user can trigger the start of the simulation. The Control-Server sends the appropriate commands to the respective Clients using the ControlConnection. Besides these start commands, also status messages and stop commands can be sent.
The started model instances connect to the Simulation-Server through the Simulation-Client, which has been integrated into each model. The used integration techniques differs depending on the used language and tool. In case of Modelica and Simulink input and output blocks are added to the model, in case of the 1d tools Flowmaster and Kuli the information is accessed through interfaces available through COM, other tools (e.g. CFD) require still other techniques.
To make it more convenient for the user to configure, run and evaluate the simulation, the two Servers are united in the TISC-Center.
During the simulation, the Simulation-Server's tasks are the data transfer between and synchronization of the single models. While it is possible to use sequential (or "explicit") synchronization, the parallel (or "implicit") synchronization (see [11] ) is used most of the time in TISC. As main advantage of this over the sequential synchronization, the different models are being calculated in parallel. This benefit is amplified with an increasing number of coupled models leading to a major increase of simulation speed for complex systems. The required time for the co-simulation is heavily influenced by the exchange rate between the single models. At synchronization time, every client has to be stopped, the data transmitted and the solvers reinitialized. While the time needed for reinitialization heavily depends on the employed solver, the other delays are directly proportional to the number of synchronization points. As shown in figure 2 , the implemented synchronization allows for different time step sizes for the simulation clients. Therefore the overall simulation speed can be improved by increasing the exchange rate for complex systems with relatively large time constants thus reducing the overall number of synchronization events.
At synchronization time the reinitialization of the solvers is being hampered by the value patterns of the variables exchanged through TISC. Since only the value of the variables can be transferred, the variable is a discrete one on the receiving side. The higher the step at synchronization time, the harder it is for the solver to find a consistent solution for the system of equations -it is even possible that the solver fails to find a solution. TISC includes extrapolation and smoothing possibilities on the receiving side to cancel this effect. Figure 3 shows the values of a sine sent through TISC with a period time of 1 s and an exchange rate of 0.1 s. Cubic polynomials are used to extrapolate received values to the respective next time step. By using a 5th degree polynomial to switch between the polynomial built from the 4 values before synchronization time and the polynomial built from the last 4 values including the synchronization time, the curve is smoothed resulting in the line shown in figure 3 ("Extrapolated"). The described technique leads to a function which is two times continuously differentiable, hereby helping the solving process. The HVAC unit uses a circulating refrigerant which enters the compressor and is compressed to a higher pressure, resulting in a higher temperature as well. Afterwards the refrigerant enters the condenser, where it rejects heat to the environment. In the internal heatexchanger the refrigerant is furthermore subcooled by rejectig heat to the low pressure side. Hereafter it is expanded to a lower pressure by an expansion device, e.g. a thermostatic expansion valve. Then the refrigerant flows through the evaporator where it is evaporated. During the process of evaporation the refrigerant absorbs heat from the passenger compartment decreasing its temperature. The absorbed heat is also called cooling capacity, which is a characteristic value of the performance of an HVAC unit. Finally, inside the low pressure side of the internal heat exchanger, the refrigerant is superheated before reentering the compressor.
Component modeling
The R134a vapor compression cycle is modeled using component models from the TIL library. TIL is a component model library for thermodynamic systems developed by the Institute for Thermodynamics (IfT) and the TLK-Thermo GmbH. It allows for steady-state and transient simulation of thermodynamic systems.
Heat transfer and pressure drop correlations for each component model are validated with measurement data from a set of more than 15 different ambient conditions.
The condenser is a flat-tube heat exchanger with four refrigerant flow passes. Each of the four passes is discretized into five control volumes ("cells") representing the manifoldness of flat-tubes of the respective pass, thereby considering different flow cross sectional areas. Since the receiver is integrated into the condensor, the component is also called "CondReceiver". Air-side heat transfer coefficient and pressure drop are modeled using correlations from literature [10] capturing influences of geometry as well as ambient conditions. The refrigerant side heat transfer coefficient is preestimated using a correlation specific for condensation in minichannels [2] but is set constant during the simulation to the preestimated value of α = 4300 W /m 2 K. Wall heat conduction is modeled onedimensional and perpendicular to both fluids, where characteristic lengths are calculated from the geometric parameters. The integrated receiver is considered as a separator with a characteristic curve accounting for changes in outlet vapor fraction at very low and very high filling levels.
Due to the object oriented approach, the evaporator model is built from the same basic elements as the condenser -with different geometric parameters. The evaporator modeled has a two layer design with three passes per layer. Each of the passes is discretized into five cells. Condensation and evaporation of moisture are taken into account by means of an analogy of heat and mass transfer. The heat transfer and pressure drop correlations are developed anal-ogous to those of the condenser. The refrigerant side heat transfer coefficient is also set to a preestimated value (α = 4300W /m 2 K) during simulation.
The internal heat exchanger is modeled as a tube in tube heat exchanger, using heat transfer correlations from [13] . Each tube is represented by five cells. The compressor model is mapped using a quasisteady state model based on measurement data for full and partial load as proposed by [3] . Three efficiency functions are used to characterize the compressor efficiencies, namely volumetric efficiency, effective isentropic efficiency and isentropic compressor efficiency.
The thermostatic expansion valve is modeled using Bernoulli´s equation for compressible and incompressible flow [4] .
Model validation
Even though data validity is usually not considered part of model verification and validation, it is addressed here, as suggested by [12] , as measurement data validation sets the baseline for the achievable model accuracy. Therefore only a small proportion of the available measurement data was used for validation purposes.
Simulations in test bench environments have been run for all component models. In these test benches, each component model is provided with mass flow, specific enthalpy and pressure by boundaries at the inlet or the outlet. These boundary conditions are extracted from measurement data for over 15 measurement points. Extreme-condition Tests were run to define the scope of each component model.
Exemplarily the validation results of the condenser model are depicted in figure 7 in terms of measured rejected heat over simulated rejected heat.
The measurement data can be reproduced with a deviation of ±10% by using empirical, physically motivated correlations without any correction factors. These points cover a range of thermal efficiency of 65% to 100%.
Heat Flow Rate Measurment Data
Heat Flow Rate Simulated When different tools are to be employed -e.g. coupling a 3d-model of a heat exchanger with 1d-models of the remaining components -the cutting points are obvious. Very detailed component models can be separated in order to use more processors and memory. Models with considerably different time constants can be decoupled creating a sort of distributed multirate method increasing the overall simulation speed [6, 7] .
The system presented in this paper is composed of detailed models (especially the heat exchangers) with many interconnections. Since the intention was to reuse the models of section 3 without modifications, they were in the first step included in the co-simulation as independent systems. Since the small time constant of the internal heat exchanger induces a tight coupling of the two pressure levels, the complete system is prone for oscillation of the thermodynamic state variables. In addition, the complex heat transfer and pressure drop correlations impede the simulation. In a second step therefore the internal heat exchanger was split into two parts in order to get closed models of the two pressure levels which correspond to one pressure state variable each in TIL [8] . Figure 9 shows the structure of the closed refrigeration cycle, the colored areas corresponding to the four coupled models Compressor (green), CondReceiver and high pressure side of the Internal Heat Exchanger (blue), Valve (brown) and Evaporator and low pressure side of the Internal Heat Exchanger (red).
Internal Heat Exchanger
Evaporator CondReceiver Compressor Valve dp dt dp dt Figure 9 : Structure of simulated cycle As figure 10 shows, the internal heat exchanger is represented by tubes with heat ports. The heat flow rate is read on the high pressure side and imposed on the low pressure side. The temperature is treated the same way in the opposite direction. Resistors are added to each side to increase the time constant of the subsystems. Furthermore a capacitor is used to create an artificial temperature state. While the effect of these three elements on the accuracy of the steadystate simulation result is negligibly small, they allow for a larger larger exchange rate in the co-simulation. To be able to compare the closed model with the cosimulation, the same component models with identical sets of parameters are used. The correlations for heat transfer and pressure drop are switched from constant values during initialization to geometrically and physically based correlations at different instances in time during the simulation. This procedure has shown to be necessary for the closed Modelica model to achieve a robust initialization. Although the co-simulation models can be started using the complex correlations from the very beginning, the same settings were used for the correlations for better comparability of the results.
Effects of co-simulation on steadystate simulation
The main differences for the user are development time and the time needed for the simulation. In figure 11 the simulation time for different simulations is presented. The switching of correlations is deductable from the pattern of the closed model (green line). The red and the blue line represent coupled simulations varying only in the employed solver (the time needed for the simulation using the dassl solver is about 5800 seconds wall clock time for 60 seconds simulation time).
Comparing the co-simulation with the closed model, a gain in speed is achieved during initialization. As the curves of the coupled simulations highlight, the co-simulation is able to initialize a lot faster -regardless of the employed solver. Experience also shows that the co-simulation is far less vulnerable to ill-configured start and initial values. For this reason the development time needed for reaching a well behaving simulation is much lower when employing cosimulation.
As figure 12 highlights, the result of the cosimulation is consistent with the one from the closed model. Analogous to section 3.2, the co-simulation of the refrigeration cycle is considered as validated. The data exchange rate not only has effect on the required simulation time as stated in section 2, it also heavily influences the robustness of the co-simulation -the smaller the exchange rate the more robust the simulation. The drawback of a small exchange rate is the decrease in simulation speed. Since the numerical solver has to be stopped at a specific point in time, not only the time event is generated, the solver also needs to be reinitialized which requires a significant amount of time [1] . As figure 11 shows, the chosen solver can also greatly influence the simulation speed. The size of the data exchange rate is limited by the time constants of the system's components. The simulation shown in figures 11 and 12 were conducted with an exchange rate of 0.1 seconds, which roughly equals the lowest time constant in the system.
Effects of co-simulation on transient simulation
The advantage of the co-simulation reacting friendly to ill-configured starting conditions can also be observed during transient simulations with highly dynamic boundary conditions. As an example a simulation using the NEDC (see figure 13 ) was conducted. While the time constants can be easily determined under constant boundary conditions, close attention has to be paid in a changing environment. During periods with highly dynamic boundaries the smallest time constant was as low as 0.02 seconds. Therefore the data exchange rate had to be adjusted to these changing conditions since a slightly too large rate is immediately inducing instabilities.
Conclusion and Outlook
Modelica models for the different components of a car's HVAC unit have been modeled and validated in separate test benches. It could be shown, that a closed model of a refrigeration cycle employing the validated components as well as a co-simulation coupling separate simulation instances of the same components can be considered validated.
To reach a robust initialization for the closed model, heat transfer and pressure correlations were set to start with constant values, switching to physically motivated equations at different instances in time during the simulation. Furthermore, adjustments to start and initial values had to be made. The co-simulation required no simplified correlations and also initialized robustly with ill-configured start and initial values. Therefore the co-simulation can play it's trump cards when changing single component models of an existing system or when building a completely new system model. In addition, also the simulation of different constant and dynamic boundary conditions is simplified. In all cases, the start and initial values hardly ever need to be changed.
Different techniques can be utilized to further stabilize the solution process during a co-simulation. Decoupling of tight dependencies was presented by splitting the internal heat exchanger thus separating the two pressure state variables of the refrigeration cycle. Extrapolation and smoothing can be applied to avoid steps in the course of received values simplifying the reinitialization of the numerical solver. An investigation targeting the optimal extrapolation order has not been conducted for this paper but is interesting for future work since the critical data exchange rate is smaller at higher orders of extrapolation (see [7] ). Even if not using extrapolation, smoothing the steps still helps the solver.
Close attention has to be paid to the data exchange rate within the co-simulation since it must never exceed the smallest time constant. While this time constant can easily be determined in simulations with constant boundary conditions, it is more difficult but not less important with dynamic boundaries like driving cycles. An automatic adjustment of the exchange rate is subject of future work.
