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We apply quantum optimal control theory (QOCT) to an exactly solvable non-Markovian open
quantum bit (qubit) system to achieve state-independent quantum control and construct high-
fidelity quantum gates for moderate qubit decaying parameters. An important quantity, improve-
ment I, is proposed and defined to quantify the correction of gate errors due to the QOCT iteration
when the environment effects are taken into account. With the help of the exact dynamics, we
explore how the gate error is corrected in the open qubit system and determine the conditions for
significant improvement. The model adopted in this paper can be implemented experimentally in
realistic systems such as the circuit QED system.
PACS numbers: 03.67.Pp, 03.65.Yz, 02.30.Yy
I. INTRODUCTION
Quantum optimal control theory (QOCT) which in-
corporates the optimal control theory with the quantum
theory is a powerful tool and has attained various phys-
ical achievements [1–10]. It has also been introduced to
quantum gate control to obtain the optimal control pulses
in quantum gate operations. In the literature, quantum
gate control employing QOCT in closed or open systems
are studied [4, 5, 7, 8, 11–17]. However, in most in-
vestigations where the environment effect is taken into
account, the dynamics are often derived perturbatively,
involving Born [18–33] or Born-Markov approximations
[34–38]. Despite the broad applicability of the pertur-
bative master equation, the approximations made in the
derivation results in unwanted intrinsic error, which in
turn contributes to the gate error as the pulse sequence
for the gate operation is obtained through the approxi-
mated master equation. In cases where the models can
be exactly solved, resorting to the exact dynamics can
help reduce these possible intrinsic errors.
In this paper, we adopt an exact master equation of a
qubit [18, 39–41] and combine it with QOCT based on the
Krotov iteration method [3, 4, 6, 42, 43] to find the opti-
mal control pulse for state-independent single-qubit gate
control in a general non-Markovian environment with an
arbitrary spectral density. To be specific, the model we
consider is a qubit linearly coupled to a dissipative zero-
temperature environment through a qubit lowering oper-
ator σ−. The exact master equation for this model can
be derived from either the pseudo mode method [18, 40]
or the quantum state diffusion equation [41, 44]. Reason-
able trends of gate error for this model under various con-
ditions are observed and discussed. Moreover, if the bath
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spectral density is chosen to be a Lorentzian type, this
dissipative qubit model can be shown to be equivalent to
the damped Jaynes-Cummings model describing the cou-
pling of a qubit to a single cavity mode which in turn is
coupled to a Markovian reservoir [18, 40]. Thus our op-
timal control results would also have direct applications,
for example, to superconducting circuit quantum electro-
dynamic (QED) systems [45–48] that are described very
well by the damped Jaynes-Cummings model and are
controlled relatively easily by external fields.
Another important property we wish to investigate is
whether or not in open systems, QOCT is able to correct
the gate error due to the environment effect. A quantity,
improvement I, is defined to quantify such correction.
For a system where the improvement is large, including
the environment effect becomes essential to the control
problem. Whereas for a system with negligible improve-
ment, the optimal control pulse developed while the sys-
tem is considered closed would suffice. We further explore
the region of parameters where significant improvement
is achieved, and find that improvement is in close relation
to the structure of the environment. We note here that
in cases where the open quantum system models are not
exactly solvable, one will have to turn to the perturba-
tive master equation approaches for the optimal control
solution [11–17]. However, in certain models where the
exact master equations are available, our present treat-
ment bears the advantage of ruling out the intrinsic errors
due to the perturbative dynamics.
II. MODEL AND METHOD
A. Model and exact master equation
Only a few non-Markovian open quantum system mod-
els can be exactly solved [19, 40, 41, 49–54], and exact
dissipative models of a two-level system are even fewer.
2The total Hamiltonian Htot of the two-level qubit model
we consider consists of three parts [18, 40, 41] (set ~ = 1):
Hqbit =
ω0
2
σz,
Hbath =
∑
λ
ωλa
†
λaλ,
Hint =
∑
λ
(g∗λLa
†
λ + gλL
†aλ). (1)
Here ω0 is the qubit transition frequency; σz is the Pauli-
Z matrix; and aλ, a
†
λ are the creation and annihilation
operator for the bath oscillator with eigenfrequency ωλ.
In this exactly solvable model, the qubit is linearly cou-
pled to the zero-temperature environment through the
Lindblad operator L = σ− with coupling constant gλ.
We choose the qubit transition frequency as the time-
dependent control parameter, ω0 → ω0 + ǫ(t) ≡ ω0(t).
In real experiments, ω0 is often tunable and is a possi-
ble agent of external control. The exact master equation
reads [18, 40, 41]
ρ˙(t) = −
iω0(t)
2
[σz, ρ(t)] + 2Re [F (t)]
×
(
σ−ρ(t)σ+ −
1
2
{σ+σ−, ρ(t)}
)
+ iIm [F (t)] [σ+σ−, ρ(t)] ,
(2)
where Re[· · · ] and Im[· · · ] stand for the real and imagi-
nary parts of a complex function,
F (t) =
∫ t
0
c(t, s)f(t, s)ds (3)
satisfying the differential equation
∂tf(t, s) = {i (ω0 + ǫ(t)) + F (t)}f(t− s) (4)
and the bath correlation function is defined as
c(t− s) ≡
∑
λ
|gλ|
2
e−iωλ(t−s)
→
∫ ∞
0
dωJ(ω)e−iω(t−s), (5)
where we have taken the continuum limit and J(ω) is the
environment spectral density. Equation (4) is a nonlocal
integro-differential equation and is not easy to solve for
a general bath spectral density and thus to incorporate
within the framework of QOCT. One important observa-
tion to deal with this time-nonlocal equation is to express
the bath correlation function in a multi-exponential form
[17, 20, 26, 55, 56],
c(t− s) =
∑
j
pje
qj(t−s) =
∑
j
cj(t− s), (6)
where pj and qj are complex constants and can be found
by numerical methods. Then we see from Eqs. (3) and
(4) that the relevant function F (t) in Eq. (2) satisfies
F (t) =
∑
j Fj(t) and
∂tFj(t) =pj + Fj(t)

qj + i [ω0 + ǫ(t)] +∑
k 6=j
Fk(t)


+F 2j (t), (7)
along with the initial condition Fj(0) = 0. Equation
(7) forms a set of coupled time-local equations that yield
a simple, fast and stable iterative scheme to incorporate
with the Krotov QOCT method that we will employ. For
the convenience of numerical computation, we treat the
density matrix as a column vector ρc and Eq. (2) can be
put in the form ρ˙c(t) = Λ(t)ρc(t). The propagator G(t)
is defined such that ρc(t) = G(t)ρc(0) and can be viewed
as a state-independent gate operation. The differential
equation for G(t) is G˙(t) = Λ(t)G(t) and G(t) is identity
when t = 0.
B. Krotov’s method of optimal control theory
In QOCT, it is necessary to define a quantity, or the
cost function, we wish to maximize or minimize after each
iteration [3, 4, 6, 42, 43]. In open system gate control,
this quantity corresponds to the gate error defined at the
final gating time tf [6, 13],
E ≡
1
2N
Tr
{
[O − G(tf )]
†[O − G(tf )]
}
, (8)
where O is the control target to be specified and N is the
dimension of G(t) in the column vector representation.
This error E or fidelity (1− E) definition can be mapped
to the trace fidelity commonly used in closed systems
when the dynamics becomes unitary. For the dissipative
two-level model with control over the σz term, we per-
form Z-gate and identity gate control. For the Z-gate
control, the target Oz in the column vector representa-
tion is defined as diag (1,−1,−1, 1) and for identity-gate
control OI = IN , where IN is the identity matrix in the
column vector representation.
The update algorithm of the optimization iteration
based on the Krotov method is as follows [3, 4, 6, 17, 42]:
(1) An admissible initial control ǫ0(t) is constructed ei-
ther by guess or experience. Find the trajectory G(0)(t)
by intergrating the equation of motion along with the
initial condition using the control ǫ(0). (2) An auxiliary
backward propagator χ(t) is found by integrating the dif-
ferential equation χ˙(t) = Λ†χ(t) with its boundary con-
dition χ(tf ) = [O−G(tf )]/2N . (3) Solve the equation of
motion for G(t) and the control update rule
ǫ = ǫ(0) + 2λRe
(
Tr
[
χ†
∂Λ
∂ǫ
∣∣∣∣
ǫ(0)
G
])
self-consistently to yield the updated control and prop-
agator ǫ(1) and G(1) for a small enough λ to ensure the
3monotonic convergence of the algorithm. (4) Substitute
ǫ(1) and G(1) for ǫ(0) and G(0) in step (1) and repeat steps
(1) to (3) until the error converges to a saturated value
(a preset error threshold is reached or a given number of
iterations has been performed).
We constrain the control parameter—in our case the
time-dependent transition frequency—to an allowable
range. In real experiments, there exists an attainable
range of qubit frequency determined by the external con-
trol agent and the physical system. Beyond this range,
the control is unattainable or simply destroys the origi-
nal system. An example can be the critical magnetic field
in the superconducting circuit QED system [45–48, 57].
Thus for most of the results presented here, we set the
range to be 0 ≤ ω0(t) ≤ 2ω0, i.e., |ǫ(t)| ≤ ω0. The value
of ω0 is determined by the actual physical system imple-
menting this model. We will present results with large
range control |ǫ(t)| ≤ 20ω0 in Sec. III C.
C. Improvement
In our model, the optimal pulses for Z-gates and iden-
tity gates in closed systems can be obtained straightfor-
wardly. An important question to be addressed is, how
much can QOCT improve the gate fidelity in an open
quantum system, given that we take the ideal closed
system optimal pulse as our initial guess. For a fixed
gating time tf and a constant magnitude control pulse,
ω0(t) = ω0+ǫ(t) = nπ/tf where n is even for the identity
gate and odd for the Z-gates. We take this ideal closed
system pulse as the initial guess for optimal control in
open systems. Define the quantity, improvement I:
I ≡ log10
(
E(0)
E(s)
)
, (9)
where E(0) denotes the gate error before the QOCT iter-
ation, and E(s) is the saturated gate error after the itera-
tion. Improvement characterizes the order of magnitude
of the gate error improved by the QOCT iteration.
III. NUMERICAL RESULTS AND DISCUSSION
In principle, we can deal with any environment spec-
tral density resulting in a bath correlation function that
can be expanded in the form of a multi-exponential
function. Here we consider two kinds of environment
spectral densities or environment correlation functions:
the Lorentzian-like correlation function and the Ohmic
correlation function. The Lorentzian spectral density
Jl(ω) =
α
2π
γ2
(ω−Ω)2+γ2 yields the Lorentzian-like exponen-
tial decaying bath correlation function [18, 40, 58]
cl(t− s) = α
γ
2
exp [−γ|t− s| − iΩ(t− s)]. (10)
The environment effect is characterized by the correla-
tion strength α, the correlation time γ−1, and the central
frequency of the environment spectrum Ω. The Ohmic
correlation function can be derived analytically from the
Ohmic spectral density Jo(ω) = 2αoω exp (−ω/ωc) as
[59]
co(t− s) = 2αoω
2
c [1 + iωc(t− s)]
−2
, (11)
where αo is the dimensionless coupling strength and ωc
is the cutoff frequency. Note that function fitting is re-
quired to put Eq. (11) in a multi-exponential form. We
present below the numerical results with the parameters
in units of ω0 if not stated otherwise.
A. Numerical results
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FIG. 1. (Color online) Typical QOCT iteration profile
and control pulses in the Lorentzian-like environment. (a)
Identity-gate control with α = 0.01, γ = 0.1, Ω = 1, and
tf = 20. (b) Z-gate control with α = 0.1, γ = 0.1, Ω = 5,
and tf = 2.
Figure 1 shows typical optimal pulses (in the insets)
and the monotonic converging behavior of the QOCT it-
eration, a favorable feature of the Krotov method, and
the saturation of gate error near the optimal trajectory.
The smooth shape of the optimal control pulses can be
easily engineered. Identity gates serve as quantum mem-
ories and thus favor long gating times. Figure 2 shows
the gate error after QOCT iteration and improvement
vs gating time of the identity-gate control in both the
Lorentzian-like environment [Figs. 2(a) and 2(b)] and the
Ohmic environment [Figs. 2(c) and 2(d)]. It appears that
high-fidelity identity gates with error E . 10−3 can be
achieved for gating times longer than the system decay
time for moderate system decay parameters. Gate con-
trol is better performed with weaker qubit-environment
coupling strength (α or αo small) and with smaller γ or
ωc in both cases. Note that improvement increases as
the gating time gets longer. The anomalous crossing in
Fig. 2(d) results from gate error saturation in extreme
conditions. A Z-gate operation is desired to be fast and
thus requires a short gating time. We set a fixed Z-gate
gating time tf = 2ω
−1
0 , which is the smallest multiples of
ω−10 within which an ideal closed system Z-gate can be
fulfilled in the admissible control range. The results are
shown in Tables I and II. The trends are similar to the
identity-gate control.
4The parameters γ and ωc determine the bath correla-
tion time and the shape of the correlation function. From
Eqs. (10) and (11), it can be shown that larger γ or ωc
corresponds to a bath correlation function of shorter cor-
relation time and a stronger correlation strength near
s = t, namely, a relatively Markovian correlation. In
Table I, we demonstrate the effect of Ω on Z-gate con-
trol. The gate error becomes smaller when Ω increases.
Mathematically, this can be inferred from Eq. (10) that
large Ω results in mutual cancellation of the bath corre-
lation function in, for example, the integration of Eq. (3)
and thus minor environment effect. Physically, the peak
of the spectral density is detuned away from the qubit
frequency by large Ω and results in weak environment-
induced decoherence.
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FIG. 2. (Color online) Gate error and improvement vs gat-
ing time of identity-gate control. (a) and (b) correspond to
a Lorentzian-like environment with Ω = 1, and (c) and (d)
correspond to an Ohmic environment with αo = 0.01.
Figures 3(a)–3(c) show the plots of the improvement
of Z-gate control under various conditions in Lorentzian
environment. Apparently there is hardly any improve-
ment when Ω is in the vicinity of the system transition
frequency. As the detuning (Ω − ω0) grows large, we
observe great improvement in the Z-gate control. The
increase in the improvement is not monotonic. In the
Ohmic environment [Fig. 3(d)], the improvement grows
with the cutoff frequency ωc as in the identity-gate con-
trol [Fig. 2(d)]. In all cases, neither α nor αo plays a role
in improvement. To study the trend of improvement, we
shall study the exact dynamics and explore the agent of
error correction in the QOCT iteration for the dissipative
system we investigate.
TABLE I. Errors of the Z-gate control in a Lorentzian-like
environment under various conditions.
Ω = ω0
α γ = 0.1 γ = 1 γ = 10
0.01 8.89 × 10−7 3.53× 10−5 1.10× 10−4
0.1 8.81 × 10−5 3.31× 10−3 9.57× 10−3
1 8.06 × 10−3 1.78× 10−1 2.86× 10−1
Ω = 5ω0
α γ = 0.1 γ = 1 γ = 10
0.01 5.17 × 10−10 1.40× 10−6 9.15× 10−5
0.1 5.18 × 10−8 1.37× 10−4 7.98× 10−3
1 5.35 × 10−6 1.10× 10−2 2.59× 10−1
Ω = 10ω0
α γ = 0.1 γ = 1 γ = 10
0.01 1.54 × 10−10 5.63× 10−8 4.16× 10−5
0.1 1.54 × 10−8 5.60× 10−6 3.79× 10−3
1 1.57 × 10−6 5.31× 10−4 1.67× 10−1
TABLE II. Errors of the Z-gate control in an Ohmic environ-
ment under various conditions.
αo ωc = 1 ωc = 5 ωc = 20
10−4 9.73× 10−8 1.97 × 10−6 4.64× 10−6
10−3 9.70× 10−6 1.93 × 10−4 4.52× 10−4
10−2 9.40× 10−4 1.58 × 10−2 3.22× 10−2
B. Conditions for significant improvement
In the previous section we have shown that in both
Lorentzian-like and Ohmic environments, improvement
I of gate control varies largely as the qubit-decaying pa-
rameters are tuned. We now explore the conditions under
which significant improvement happens and discuss the
physics behind them for the exactly solvable dissipative
model we consider.
The coherence term (ρ21, in particular) of the ex-
act solution to Eq. (2) suggests that Re
[∫ t
0
F (s)ds
]
en-
codes the dissipation caused by the environment, and
Im
[∫ t
0 F (s)ds
]
encodes the phase shift of the coherence
term resulting from the shift in the system frequency due
to the presence of the environment. It reads
ρ21(t) =ρ21(0) exp
(
−
∫ t
0
Re [F (s)] ds
)
× exp
(
i
(∫ t
0
ω0(s)ds+
∫ t
0
Im [F (s)] ds
))
≡ρ21(0)e
−κeiφ. (12)
The first exponential term represents the dissipation ef-
fect (κ) and the second represents the phase shift (φ). It
is desirable to check how κ and φ behave before and after
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FIG. 3. (Color online) Improvement under various conditions of Z-gate control. (a)–(c) are plotted with Ω = 1, 5, and 10,
respectively, in a Lorentzian-like environment and (d) in an Ohmic environment.
the QOCT iteration. A quick check in the exponents of
several typical cases shows that the phase shift (φ) is cor-
rected by the QOCT iteration as shown in Table III; the
dissipation (κ), however, can hardly be suppressed. This
is because in the exactly solvable dissipative model con-
sidered here, the control is only over the σz term that
enables the explicit phase correction, and the control
strength is not very strong (|ǫ(t)| ≤ ω0) for the cases in-
vestigated here (note that the dissipation can be substan-
tially suppressed with large range control |ǫ(t)| ≤ 20ω0
shown in Sec. III C). As a consequence, improvement is
determined by the relative proportion of error that the
two effects of the phase shift and the dissipation con-
tribute to. In our dissipative model with control only on
the σz term, if the environment-induced dissipation is the
dominant source of gate error, the improvement is lim-
ited since after the optimal control iteration, only a mi-
nor portion of error can be corrected. In contrast, if the
gate error mainly comes from the environment-induced
phase shift, then after the optimal control iteration the
improvement can be substantial.
TABLE III. The phase shift exponent φ and dissipation ex-
ponent κ. The superscripts (0) and (s) indicate the values
taken before and after the QOCT iteration, respectively.
Case 1a Case 2b Case 3c Case 4d
κ(0) 2.04 × 10−4 8.46× 10−3 1.90 × 10−2 2.79 × 10−3
κ(s) 2.04 × 10−4 8.46× 10−3 1.93 × 10−2 2.79 × 10−3
φ(0) −8.63× 10−4 1.04× 10−3 −2.71× 10−2 −4.61 × 10−5
φ(s) −6.66× 10−8 2.91× 10−5 −1.36× 10−4 3.32 × 10−9
I 1.50 0.0141 0.693 0.000447
a Lorentzian-like environment with α = 0.1, γ = 0.1 and Ω = 5.
b Same as case 1 except Ω = 1.
c Ohmic environment with αo = 0.001 and ωc = 20.
d Same as case 3 except ωc = 1.
The dissipation and the phase shift are directly related
to the nature of F (t), which is determined by its differ-
ential equation, Eq. (7). Mathematically, it is possible
to find conditions such that the gate error contributed
by
∣∣∣∫ tf0 Im [F (s)] ds
∣∣∣ is relatively larger than that by∣∣∣∫ tf0 Re [F (s)] ds
∣∣∣ and thus determine the conditions for
significant improvement.
Physically, the effect of phase shift and dissipation
can be understood as the result of qubit transition fre-
quency shift, namely, Lamb shift, and qubit decay. In the
Lorentzian environment with zero detuning, Ω = ω0, the
spectral density is peaked at and symmetric with respect
to ω0. As the numerical results indicate, the decay rate
becomes large and the dissipation effect becomes promi-
nent. On the other hand, the Lamb shift is relatively
small due to the symmetric distribution of spectral den-
sity with respect to qubit frequency ω0. In this case the
dissipation effect dominates over the phase shift effect,
and the improvement due to the optimal control is small.
However, if the environment central frequency is de-
tuned from the qubit frequency, our numerical results in-
dicate that qubit decay drops dramatically, but the Lamb
shift does not change much. This is due to the asym-
metric distribution of the spectral density with respect
to qubit frequency ω0 and the result consequently leads
to significant improvement. This is in agreement with
the trend of improvement observed in the previous sec-
tions. Note that this behavior is more prominent as the
Lorentzian distribution gets narrower (γ small). Similar
arguments apply to the Ohmic case. The overall coupling
strength α (or αo) is irrelevant to the improvement since
it does not affect the shape of the spectral density but
only the overall value.
C. Suppression of dissipation
So far, we have observed very limited suppression
of dissipation applying QOCT to the two-level dissipa-
tive model. This consequence is model specific, and
is due to the control range we specify. In Eq. (12),
the control pulse can be designed to directly cancel the
environment-induced phase shift, but can hardly sup-
press the dissipation effect through minimizing the mag-
nitude of Re
[∫ tf
0 [F (s)]ds
]
. However, one can observe
in Eq. (7) that ǫ(t) follows the unit imaginary number
i, so F (t) oscillates faster when the control ǫ(t) is large
in magnitude. The integral
∫ tf
0
F (s)ds is then small in
magnitude due to mutual cancellation. Therefore, if we
allow the optimal control pulse to be considerably large
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FIG. 4. (Color online) Z-gate control error vs gating time in
a Lorentzian-like environment with Ω = ω0 and large range
control |ǫ(t)| ≤ 20ω0. The reduced α/ω0(t) and γ/ω0(t) ratio
is responsible for the much smaller gate error. The evolution
time scale is shortened (compared to ω−10 ), as well as the
gating time.
in magnitude compared to the initial guess and other
parameters, the dissipation can be reduced remarkably
after the QOCT iteration. A Z-gate control with large
range control |ǫ(t)| ≤ 20ω0 is shown in Fig. 4. Note that
the gating time is shorter than that of the small range
control, and furthermore the gate error is smaller than
that of the small ranged control by several orders. This
is due to both phase shift correction and dissipation sup-
pression. The question would, however, be whether such
high values of the control strength are physically attain-
able and admissible in realistic qubit systems. If so, very
high-fidelity gate operations are practically possible.
IV. DISCUSSION AND CONCLUSION
In this work, we show that an exact open non-
Markovian qubit dynamics can be readily put in the
framework of the QOCT to attain single-qubit gate con-
trol. High-fidelity identity gates and Z-gates can be
achieved for moderate qubit decaying parameters with
small magnitude control. The optimal pulses are smooth
in shape and easy to implement in experiments. In cases
where the open quantum system models are not exactly
solvable, the perturbative master equation approaches
should be employed for the optimal control solutions [11–
17]. However, for models where the exact master equa-
tions are available, our present treatment, in contrast to
the commonly used perturbation method, is valid for all
orders and free from intrinsic error.
The dissipative model and the QOCT method dis-
cussed above can be readily applied to realistic physi-
cal systems such as the circuit QED system [45–48] .
In circuit QED, the system is realized by a Josephson
charge qubit or a transmon qubit [60] coupled to a copla-
nar waveguide resonator and the qubit frequency can be
controlled by external electric voltage and magnetic flux
[45, 47, 60, 61]. In principle, this formalism can be ap-
plied to any two-level system embedded in a structured
environment [62], e.g., nitrogen vacancy center in dia-
mond embedded in photonic band-gap [63].
We introduce the definition of improvement and find
that, improvement is directly related to the mathematical
nature of F (t). Physically, improvement is in close rela-
tion to the shape of the spectral density with respect to
the qubit transition frequency. The concept of improve-
ment does not need to be limited to this specific exactly
solvable model, but can also be extended to more gen-
eral systems that allow no exact solutions. Gaining the
insight of improvement, one is able to determine in which
condition the improvement is notable, and that applying
QOCT to the environment-included open system is nec-
essary.
In the model (dissipative model) and the control prob-
lem (σz control) discussed in our work, the suppression of
dissipation is substantial only when we increase the con-
trol strength or, in a physically equivalent sense, enlarge
the ratio of the qubit frequency to the qubit-environment
coupling strength. This result is in agreement with that
implicitly stated in [64] where nonperturbative dynami-
cal decoupling is applied to the same model.
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