We investigate star forming scaling relations using Bayesian inference on a comprehensive data sample of low-(z<0.1) and high-redshift (1<z<5) star forming regions. This full data set spans a wide range of host galaxy stellar mass (M * ∼ 10 6 − 10 11 M ) and clump star formation rates (SFR ∼ 10 −5 − 10 2 M yr −1 ). We fit the power-law relationship between the size (r Hα ) and luminosity (L Hα ) of the star forming clumps using the Bayesian statistical modeling tool Stan that makes use of Markov Chain Monte Carlo (MCMC) sampling techniques. Trends in the scaling relationship are explored for the full sample and subsets based on redshift and selection effects between samples. In our investigation we find no evidence of redshift evolution of the size-luminosity scaling relationship, nor a difference in slope between lensed and unlensed data. There is evidence of a break in the scaling relationship between high and low star formation rate surface density (Σ SF R ) clumps. The size-luminosity power law fit results are L Hα ∼ r Hα
INTRODUCTION
Understanding the star formation properties in highredshift galaxies is crucial for understanding galactic formation and evolution. Star formation rates at highredshift (z∼2) are an order of magnitude higher than at z∼0 (Hopkins 2004; Hopkins & Beacom 2006; Madau & Dickinson 2014) , indicating that the majority of stellar mass and galactic substructure are established at early times. Rest frame UV Hubble Space Telescope (HST ) imaging surveys implied star formation occurred in irregular morphologies (e.g., Elmegreen et al. 2004a,b; Law et al. 2007a ), while ground-based spectroscopic surveys confirmed the large global star formation properties of high-redshift galaxies (Shapley et al. 2003; Law et al. 2007a ). Yet these early surveys were unable to resolve individual star forming regions ("clumps") to study their internal kinematics and sizes. Studying the properities of individual high-redshift star forming clumps is imperative for comparing their properties to that of local H II regions and starburst regions, and for understanding their star formation mechanisms.
Integral field spectrographs (IFS) have been revolutionary for studying the resolved morphologies and kinematics of high redshift galaxies (Glazebrook 2013) . Using an IFS in combination with Adaptive Optics (AO) yields superb spatial resolutions, down to ∼ 800 pc at z ∼ 1. This has allowed for detailed ionized gas kinematic studies of high-redshift galaxies and their individual clumps (Förster Schreiber et al. 2006 , 2009 Genzel et al. 2006 Genzel et al. , 2008 Genzel et al. , 2011 Law et al. 2007b Law et al. , 2009 Wright et al. 2007 Wright et al. , 2009 Shapiro et al. 2008; Épinat et al. 2009 Swinbank et al. 2009 Swinbank et al. , 2012a Jones et al. 2010; Mancini et al. 2011; Livermore et al. 2015; Wisnioski et al. 2012 Wisnioski et al. , 2015 Newman et al. 2013; Buitrago et al. 2014; Stott et al. 2014 Stott et al. , 2016 Leethochawalit et al. 2016; Mieda et al. 2016; Molina et al. 2017) . The kinematics of these galaxies have shown large turbulent disks that have high velocity dispersions (>>10 km s −1 ). These high-redshift disks have had their Toomre parameter, Q, measured to be less than 1 (Toomre 1964) , and therefore gravitational instability (Elmegreen et al. 2008; Genzel et al. 2011) may cause disk fragmentation and clump formation (e.g. Bournaud et al. 2007; Elmegreen et al. 2008; Mandelker et al. 2014) .
In a large HST imaging-survey, Guo et al. (2015) finds that the majority of high-redshift galaxies contain one or more off-center clumps, where the number of clumps per galaxy is decreasing with redshift to z ≈ 0.5. These clumps are larger than local Giant Molecular Clouds (GMCs) and H II regions with size scales on the order of ∼ 1 − 3 kpc, and only a small number of clumps in each galaxy as opposed to hundreds of GMCs and H II regions in local galaxies. One interpretation is that these massive clumps coalesce to form or grow the bulge of their host galaxy, spiraling towards the center due to the effects of dynamical friction (Bournaud et al. 2007; Elmegreen et al. 2008) . The migration of massive clumps towards the center of the host galaxy is thought to occur on timescales of ∼ 2 − 3 orbital times (Dekel et al. 2009; Ceverino et al. 2012; Bournaud et al. 2014; Mandelker et al. 2014 Mandelker et al. , 2017 . This process would then lead to the exponential disk structure we typically see in local spiral galaxies (Bournaud et al. 2007) .
The ability to measure resolved clump properties provides insight into the physical processes driving highredshift clump formation, and how these systems evolve into local galaxies. To explore the driving formation mechanisms, star formation scaling relations of highredshift clumps are often compared to local analogs like H II regions. The relationships between clump size, luminosity (usually in Hα; L Hα ), and velocity dispersion have been investigated in various studies with differing results Wisnioski et al. 2012; Livermore et al. 2012 Livermore et al. , 2015 Mieda et al. 2016 ). In comparison to local H II regions, Livermore et al. (2012 Livermore et al. ( , 2015 (the latter including data from Jones et al. (2010) ) find there is an offset to higher luminosities in their lensed, high-redshift clumps. However, both Wisnioski et al. (2012) and Mieda et al. (2016) find that the power-law relating clump size and luminosity for unlensed high-redshift samples extend well to local H II regions, with Wisnioski et al. (2012) finding the relationship L Hα ∝ r 2.72±0.04 when including local H II and giant H II regions. In order to determine whether these scaling relationship differences are due to redshift evolution, selection biases between studies, and/or intrinsic scatter requires additional local and high-redshift investigations.
An important consideration for studying high-redshift scaling relations is which local analogs to use as a comparison sample. Often H II regions like those found in the SINGS survey (Kennicutt et al. 2003) are used as these comparative local analogs. However, high-redshift star forming clumps are sometimes found to be orders of magnitude more luminous than local H II regions (Swinbank et al. 2009) , and may in fact be scaled up versions of more extreme giant H II regions such as 30 Doradus (Swinbank et al. 2009; Jones et al. 2010; Wisnioski et al. 2012) . The DYNAMO survey ) provides another set of local clump analogs in turbulent galaxies that have similar properties to high-redshift clumps. Within the Milky Way there are distinctions between star forming regions based on size-scale, where GMCs are 1 to 2 orders of magnitude smaller than Molecular Cloud Complexes (MCCs). Nguyen-Luong et al. (2016) investigate a power-law break in varying star formation laws based on the differences between GMCs and MCCs that indicate MCCs may provide another analog to the high-redshift clumps.
We gathered a comprehensive data set from the literature to form a robust comparative sample in Section 2 to investigate possible causes of variation in the scaling relations between different samples. In Section 3 we discuss the Markov Chain Monte Carlo (MCMC) method developed to fit a power-law to clump sizes and luminosities. In Section 4, we present the results of this fitting method for a range of data subsets to investigate the clump size-luminosity scaling relationship. We apply a broken power-law fit to this relationship based on the star formation rate surface density, as presented in Section 4.1. The possible effects of beam smearing on the measured clump properties and scaling relations are explored in Section 4.2. We divide the data into various sub-samples to investigate potential redshift evolution in Section 4.3; and dependence on clump velocity dispersion and host galaxy gas fraction in Section 4.4. Lastly, in Section 5 we discuss two potential theoretical models that may explain the size-luminosity relationships measured. We present a new model that re-scales the Strömgren sphere in context to the galaxy disk size with large star forming clumps. We further discuss any observed biases and selection effects that could influence the fitting to the star forming clump scaling relationship. In Section 6 we summarize our results. Throughout this paper we use the concordance cosmology with H 0 = 67.8km s −1 Mpc −1 , Ω M = 0.306, and Ω Λ = 0.692 (Planck Collaboration et al. 2014 ).
2. DATA SAMPLE Data of star forming clumps from both high and low redshift (z ∼ 0.6 − 5; z ∼ 0 − 0.1) galaxies measured and detected in different ways were gathered from the literature to form a comprehensive sample of the known data (Swinbank et al. 2009; Jones et al. 2010; Livermore et al. 2012 Livermore et al. , 2015 Walth et al. 2018; Genzel et al. 2011; Wisnioski et al. 2012; Freundlich et al. 2013; Mieda et al. 2016; Kennicutt et al. 2003; Gallagher & Hunter 1983; Arsenault & Roy 1988; Bastian et al. 2006; Rozas et al. 2006; Monreal-Ibero et al. 2007; Fisher et al. 2017; Nguyen-Luong et al. 2016 ). This sample is detailed in Table 1 and includes lensed (Swinbank et al. 2009; Jones et al. 2010; Livermore et al. 2012 Livermore et al. , 2015 Walth et al. 2018 ) and unlensed Wisnioski et al. 2012; Freundlich et al. 2013; Mieda et al. 2016) high-redshift galaxies, as well as a wide range of sizes and star formation rate densities in the local analogs (Kennicutt et al. 2003; Gallagher & Hunter 1983; Arsenault & Roy 1988; Bastian et al. 2006; Rozas et al. 2006; Monreal-Ibero et al. 2007; Fisher et al. 2017; Nguyen-Luong et al. 2016) . Figure  1 illustrates the differences in the morphologies of these galaxy populations via a comparison of HST images of representative objects. HST images from archival ACS data of galaxies representative of the variation in morphology within the full sample investigated here. (a): local SINGS galaxy NGC 628 included in the sample of z ≈ 0 H II regions (Kennicutt et al. 2003 , data set #10 in Table 1 ) taken with ACS F658W filter. (b): turbulent local galaxy from the DYNAMO sample , data set #11) taken in the ACS/WFC1-IRAMP FR716N filter. (c): z ∼ 1 unlensed galaxy from the IROCKS sample (Mieda et al. 2016 , data set #9) imaged in the F814W filter with ACS. (d): z ∼ 1.5 lensed galaxy MACS 1149 (Livermore et al. 2015 , data set #3) taken with the ACS F814W filter. Scale is at the redshift of MACS 1149 without taking into account the lensing effects which cause the spatial resolution to vary across the galaxy.
The majority of high-redshift samples make use of IFS systems for investigating the morphological and kinematic properties of the star forming clumps. This allows for detailed study of the kinematics of the galaxy at improved spatial resolution when coupled with AO. The range of properties spanned by the full sample is shown in the histograms of Figure 2 . The set of high-redshift unlensed galaxies (z ∼ 1 − 2) have an average stellar mass of ∼ 10 11 M and an average spatial resolution of 2000 pc (∼ 0.6"). The high-redshift lensed galaxies (z ∼ 0.6 − 5) tend to have a lower overall stellar mass (∼ 10 8 M ), but better spatial resolution (avg ∼ 300 pc; ∼ 0.05") than the unlensed galaxies. The difference in the sampling of the lensed and unlensed surveys leads to the bimodal appearance of the histogram of host galaxy stellar mass (Figure 2b ). The various local analogs span a wide range of total stellar masses (∼ 10 6 − 10 12 M ) with spatial resolution similar to or slightly better than the high-redshift lensed sample. This wide range of local analogs provides a robust comparison to the varied high-redshift clumps observed. : normal H II regions; re-analyzed by Wisnioski et al. (2012) . e : Giant H II regions; corrections applied by Wisnioski et al. (2012) . f : clump sizes for the Freundlich et al. (2013) sample are derived from IRAM CO luminosity with FWHM ranges given here; SFRs are derived from DEEP2 spectra using a 1" slit. g : Hα flux measured within a fixed aperture diameter of 200pc (Gallagher & Hunter 1983) . h : Molecular Cloud Complexes (MCC's).
ANALYSIS: BAYESIAN INFERENCE
Previous investigations of high-redshift clumps have employed least-squares fitting to determine clump scaling relations (i.e. Wisnioski et al. (2012) ; Mieda et al. (2016) ). However, standard weighted least-squares relies on many assumptions about the inputs; to truly be reliable there are strict constraints that are often not really the case for the data (Hogg et al. 2010) . These constraints are that one dimension has negligible uncertainties and the uncertainties in the other dimension are Gaussian with a known variance.
Most often there will be non-negligible uncertainties in both dimensions, and these uncertainties are not always Gaussian. An approximation to meeting the constraints above would be to propagate the uncertainties of both dimensions to an overall uncertainty for each data point, but this is only an approximation and therefore not as reliable as including the uncertainties on their respective dimension. This approximated uncertainty also may not be Gaussian, violating the second constraint.
Another possible method for determining the scaling relations is to employ Bayesian inference along with Markov Chain Monte Carlo (MCMC) sampling. Bayesian analysis maps the posterior distribution, but the models can be complex and it is extremely difficult to work with this distribution directly. MCMC methods provide a way to sample the distribution and produce well defined statistical estimates of model parameters (Tierney 1994) .
Bayes' Theorem in its most basic form is stated as follows:
P(A|B) is the likelihood of event A given that B is true (conditional probability); P(B|A) is the likelihood of event B given A is true; and P(A) and P(B) are the likelihood of observing A and B independently (marginal probability). In Bayesian inference P(A) is known as the "prior" and P(A|B) as the "posterior". For a set of data points or events, P(B) = N j=0 P(B|A j )P(A j ) and Bayes Theorem becomes:
By using Bayesian inference we are able to easily account for intrinsic scatter in the relationship as well as measured uncertainties in both dimensions without approximating to an overall uncertainty. We are also able to include previously known information about the data and relationship through the priors (Berger, J. O. 1985) . Priors essentially define the domain of the parameters we are trying to determine in the fitting. How we choose these priors is informed both theoretically and empirically by previous data and fitting. Additionally, we can not only determine an estimate for a model parameter, but also an uncertainty for that estimate, meaning that we can determine the best fit and have a well defined uncertainty for that model. This comes from the fact that Bayesian analysis produces a distribution for the unknown model parameters, the posteriors (Berger, J. O. 1985) .
Given the advantages of Bayesian inference as well as the shortcomings of a traditional least squares fit it seems prudent to employ Bayesian inference to investigate the clump scaling relations.
Fitting Data Using PyStan
Data from star forming clumps in local and highredshift galaxies were fit using PyStan, the Python interface to Stan, a tool for Bayesian statistical modeling using MCMC sampling techniques (Stan Development Team 2017) . This MCMC script was run including measurement uncertainty on both clump luminosity and size. One difficulty in this fitting process is determining how best to incorporate uncertainties since each study being included determines their uncertainties differently. Some studies have very large uncertainties while others are very small or not calculated at all. Even within similar studies (i.e. lensed vs unlensed or similar instrument and redshift) the size of the uncertainties is not consistent. For example, in the unlensed sample, Wisnioski et al. (2012) has uncertainties on clump radius and luminosity, Mieda et al. (2016) only has uncertainty for luminosity 1 , Genzel et al. (2011) have small uncertainties for both, and uncertainties were not listed for Freundlich et al. (2013) .
In order to make the weighting of each point reasonable (and to include what we believe to be more accurate estimates of the uncertainty), some adjustments were made to the data set. First, the uncertainties on Mieda et al. (2016) clump radius were scaled to be proportional to the average uncertainty of the Wisnioski et al. (2012) radii measurements since both use Keck/OSIRIS at similar redshift. Second, 10% error 2 was added to both the clump radius and luminosity of the z ≈ 0 H II regions as well as the data from Genzel et al. (2011) and Freundlich et al. (2013) to make the weighting 1 Mieda et al. (2016) determined that the definition used for a clump had a larger impact on the uncertainty of the radius than the measurement error itself.
2 The average uncertainty for the unlensed data is ∼ 15%. 10% was used for these measurements so as to not underweight data points which may have lower uncertainties than the average based on methods or redshift. of these data points consistent with surveys of similar objects in the PyStan fit. Lastly, the Nguyen-Luong et al. (2016) SFRs were measured using 21 cm continuum emission and CO 1-0 data with an assumed typical uncertainty of 50% (with variation from 30% to 100%) on the full sample of GMCs, MCCs, and galaxies used in their study. Since we are only using the nearby MCCs observed by Nguyen-Luong et al. (2016) we apply an uncertainty of 40% error for these clump radius and luminosity measurements. It should be noted that the measured uncertainties do not account for differences in methods of detecting clumps and defining their sizes. This is a significant source of additional uncertainty discussed in detail in Livermore et al. (2012) ; Wisnioski et al. (2012) 3 . After these adjustments to the reported uncertainties were made the PyStan fitting was performed using a simple linear model:
where α and β are the variables determined in the fit. Using this linear model required taking the natural logarithm of the data to produce a power-law fit of the form:
The Stan multinormal function was used to fit this model with uncertainties on both L Hα and r clump , as well as allowing for intrinsic scatter in both dimensions.
The multinormal function is a Hamiltonian Monte Carlo (HMC) method-a type of MCMC method which samples the derivatives of the probability density function (Stan Development Team 2017) . The geometry of the HMC is described further in Betancourt & Stein (2011) .
The likelihood function used for a single data point in this model is:
With x i = {x i , y i }, and x th = {x th , y th }, where x th is the theoretical true positions of x and y (x = r clump , y = L Hα ). M is the set of model parameters (slope, α; intercept, β; and intrinsic scatter, σ x , σ y ; prior values listed in Table 2 ), Σ corresponds to the covariance matrix with uncertainties on clump size and luminosity, and V is a 2×2 matrix incorporating intrinsic scatter
The full likelihood function is found by summing Equation 5 over all data points:
This model was also extended to three dimensions to investigate the dependence of the scaling relations on additional measured properties of the clumps. This gives a multi-parameter power-law fit of the form:
with α, β, and γ being determined in the PyStan fitting and δ being an additional property of the clump such as velocity dispersion (σ) or host galaxy gas fraction (f gas ). This is fit with the Stan multinormal function with uncertainties provided and intrinsic scatter allowed in all three dimensions. Note that the luminosity of the clumps in Hα (L Hα ) is used to investigate the star forming relations of the clumps since it is proportional to the star-formation rate (SFR) (Kennicutt 1998 ) and avoids differences in choice of initial mass function (IMF) between studies. Both L Hα and SFR are used to investigate clump scaling relations throughout the literature. When Σ SF R is used in our analysis a Chabrier IMF (Chabrier 2003 ) is applied to convert from L Hα for all data.
It should also be noted that the data set from Mieda et al. (2016) consists of both resolved and unresolved 5 clumps. These will be denoted with different symbols in all plots but will be treated the same in the fitting. All z ≈ 0 H II regions used in this paper (Kennicutt et al. 2003; Gallagher & Hunter 1983; Arsenault & Roy 1988; Bastian et al. 2006; Rozas et al. 2006; Monreal-Ibero et al. 2007 ) will be grouped together for the purposes of fitting and figures since they are all unlensed galaxies at z ∼ 0 and have had corrections 5 The unresolved clumps in Mieda et al. (2016) give an upper limit on the size of these regions. These clumps have a 30% uncertainty on their size included for weighting the data points and make up less than 2% of the total sample. Therefore we do not expect an overestimate on the size of the clumps to have a significant impact on the resulting fits.
applied by Wisnioski et al. (2012) . The other local analogs Nguyen-Luong et al. 2016) are grouped individually due to typically larger clump sizes and higher star formation rate densities (Σ SF R ) than the group of local H II regions.
RESULTS: CLUMP SIZE AND STAR
FORMATION SCALING RELATIONS All data described in Section 2 and Table 1 were combined and divided into various subsets for fitting and investigating the clump size-luminosity relationship. This allows for the investigation of whether there is a dependence on redshift, study selection effects, velocity dispersion (σ) of the ionized gas in the clumps, star formation rate surface density (Σ SF R ), or gas fraction (f gas ) of the host galaxy. The results for each data subset are shown in Tables 3 -5. These include the determined intercept, slope(s) and intrinsic scatter in each dimension as well as uncertainites on each of those values. The results of each fit discussed in the text as well as fits to additional data subsets (described in column 1) are included in these tables.
The overall combined data set shown in Figures 3 and 4 results in a scaling relationship of L Hα ∝ r 3.029 . This sample includes a wider range of data than has previously been used in this type of comparison with these figures illustrating some key features of the data set. The large scatter shown in the size-luminosity plot of Figure  3 and highlighted in Figure 4 causes one of the main problems with determining a reliable size-luminosity relationship. Different relationships will be derived depending on what data is used for the comparison, which could account for some of the variation seen in previous studies. The large scatter (∼3dex) at fixed radius illustrated in Figure 4 indicates dependence of the luminosity on a second parameter in addition to the radius of the clump. In order to investigate the reasons for this scatter and what drives the relationship we have divided the data into the subsets shown in Table 3 and described in the following pages.
The absence of data in the lower right of Figures 4 & 3 (corresponding to large, low surface brightness clumps) is likely due to a sensitivity limit in what clumps can be observed with current instruments. This is discussed further in Section 5.5 and may be partially responsible for the steeper slope here than determined in previous studies. In contrast to this, the lack of observed data with large, high surface brightness clumps cannot be due to a sensitivity limit. This corresponds to the shaded region in the upper right of Figure 4 referred to as the "Null Detection Region". This may be due to a physical absence of clumps at this regime which could 
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Note-*: Measurements of fgas from White et al. (2017) , size and luminosity from Fisher et al. (2017) . Not all data sets included measurements of fgas , leading to slightly higher uncertainties on the fit. The results of fitting this sample with the 3D model above are in the first row and the 2D fit excluding fgas are in the second row for comparison of the change in slope, uncertainty, and scatter when including this third dimension in the fit.
be the result of feedback mechanisms (discussed further in Section 5.4).
Star Formation Surface Density (Σ SF R ) Break
Nguyen-Luong et al. (2016) determine that there is a break in the slope of the scaling relations and star formation laws locally in their sample of MCCs between normal star-forming objects and what they refer to as mini-starbursts (gravitationally unbound MCC's with Σ SF R > 1 M yr −1 kpc −2 ). Johnson et al. (2017) find that H II regions in the SINGS sample (Kennicutt et al. 2003) have significantly lower Σ SF R than the z∼2 lensed samples they are comparing them to and that the higher Σ SF R of the DYNAMO galaxies ) provide a better analog to the massive star forming clumps seen at high redshift. This indicates that there may be two different process occurring in different types of clumps with different scaling relations that skew the results of fitting the data as a whole.
In order to test this data were divided into two groups, high Σ SF R and low Σ SF R defined by varying Σ SF R cut-offs. We investigate the location of the break by incrementally varying the cut-off Σ SF R value and comparing the slope for the high and low Σ SF R subsets to a baseline result with the break defined at Σ SF R = 1 M yr −1 kpc −2 as illustrated in Figure 5 . We vary the Σ SF R break in increments of 0.25 between Σ SF R = 0.25 − 2.5 M yr −1 kpc −2 , and then adjust the step size due to the logarithmic nature of the distribution 6 . Changes in slope > 0.12 (3× the average uncertainty in the baseline slope) are considered significant, but do not result from breaks between Σ SF R = 0.25 M yr −1 kpc −2 and Σ SF R = 1.25 M yr −1 kpc −2 . With Σ SF R breaks located outside of this range the resulting slopes deviate more rapidly and by more than 0.12 from the baseline, supporting the break location in this Σ SF R phase space. Further data at large clump sizes will help to constrain this break in the future. For simplicity we discuss the fitting results only with the break at Σ SF R = 1 M yr −1 kpc −2 . While this is only an approximate value for the cut-off, the resulting scaling relations for the high and low Σ SF R bins are consistent with other cut-offs in this region. Dividing the full data set into high and low Σ SF R clumps results in different slopes, which may imply two unique clump 6 For example one step below Σ SF R = 0.25 M yr −1 kpc −2 would shift to including the full sample in the fitting, adding a significant number of data points and scatter. To ensure any change in slope is due to a real change in location of the power law break and not the increase in data points we decrease the step size below Σ SF R = 0.25 M yr −1 kpc −2 .
populations with different physical processes occurring:
The difference in these relationships and approximately where the cut-off lies on the size-luminosity plot are shown in Figure 6 . Interestingly, the higher Σ SF R data scales with r 1.7 which is near to what has been suggested for clump formation driven by Toomre instability (L ∝ r 2 by extending the equations given in , while the lower Σ SF R data scales like r 2.8 , closer to the expected relation if the clumps are represented by Strömgren spheres (L ∝ r 3 ) (Wisnioski et al. 2012) . However, the true slope may be shallower than what we find here if lower surface brightness clumps are not being detected due to sensitivity limits. As is shown in the bottom portion of Figure 6 the division of the data into high and low Σ SF R sets results in two separate regions on the size-luminosity plot with very little overlap due to scatter. This further supports the idea of multiple processes occurring in these two clump populations even with the possible sensitivity limit.
The scaling found when fitting the full data set with this power-law break is nearly the same as is found when applying the same break to only the z ≈ 0 data at the smaller size end of the sample (maximum clump size of 1.4 kpc vs. 8 kpc for the full sample) (Kennicutt et al. 2003; Gallagher & Hunter 1983; Arsenault & Roy 1988; Bastian et al. 2006; Rozas et al. 2006; Monreal-Ibero et al. 2007; Fisher et al. 2017; Nguyen-Luong et al. 2016) . With only this local data, a scaling relationship of L Hα ∝ r 2.7 is found for the low Σ SF R star forming regions and L Hα ∝ r 1.5 for the high Σ SF R star forming regions. The uncertainty and scatter on these fits is shown in Table 3 while the posterior probability distribution for the fit to the high and low Σ SF R subsets of the full sample is displayed in Figure 7. 
Corrections for Beam Smearing
It has been suggested that the lower spatial resolution (see Table 1 ) of unlensed high-redshift samples could lead to incorrectly measured clump sizes and an effect of observing "clumps within clumps" where what is actually a group of smaller clumps is observed as one large clump due to beam smearing Cava et al. 2017) . To investigate what affect this may have on the measured clump properties, Fisher et al. (2017) degrade the images of their local galaxies to match the resolution of z ∼ 1 − 2 observations (from ∼ 100 pc to ∼ 800 pc spatial resolution). They find that this typically leads to about a factor of 5 increase in the Figure 3 . Clump size and luminosity for all the data used throughout this paper. In the case that the star formation rate (SFR) only is reported, this is converted back to the equivalent Hα luminosity following Kennicutt (1998) and the initial mass function from Chabrier (2003) . This was the case for the Swinbank et al. (2009) (2013) is derived from [OII] emissions, not Hα, which may introduce up to a factor of ∼2 difference from Hα derived SFR (Kewley et. al. 2004 ). The size reported for Freundlich et al. (2013) clumps is derived from IRAM CO measurements and is sometimes less than the 1" slit used for [OII] luminosity measurements. Nguyen-Luong et al. (2016) use CO 1-0 and 21 cm continuum emission to estimate SFR which can contribute to the scatter between these measurements and those from ionized gas emission. However, the 40% uncertainty for these data points significantly reduces their weight in the fit. . Clump size plotted against the star formation surface density (ΣSF R) to illustrate the large variation in the various data sets (see Figure 3 for legend). The scatter is outlined to the left; this is prevalent for both the Milky Way up to highredshift. This indicates that the clump size is not the only factor influencing the SFR. The shaded region in the lower right illustrates the lack of data seen at this regime of large, low surface brightness clumps which is likely due to a sensitivity limit of the instruments being used. The dashed black line shows what the observed flux density would be at this ΣSF R for z = 1 (black text) and z = 2 (blue text). This exact limit will depend on the individual study and vary within studies in the case of gravitationally lensed galaxies (see Figure C1 for more detailed sensitivity levels). The shaded region in the upper right labelled "Null Detection Region (NDR)" corresponds to a lack of observations of large clumps with high surface brightness. This would not be due to a sensitivity limit and likely corresponds to a physical absence of clumps in this regime.
observed SFR (proportional to L Hα ) and a ∼ 6× decrease in the observed Σ SF R (translating to a ∼ 5.5× increase in clump sizes). This effect of resolution has also recently been investigated by Cava et al. (2017) in multiple gravitationally lensed images of the same galaxy. The images divide into two distinct sets: the "cosmic snake" which consists of four elongated images of the galaxy, and what is referred to as the counterimage. Cava et al. (2017) report a resolution limit of ∼ 300 pc in the counterimage, but can get down to a scale of ∼ 30 pc in the cosmic snake. They find that the clumps observed in the counterimage are typically a factor of 2-3 larger than those observed in the cosmic snake.
In order to determine if these effects were occurring and could be currently observed in unlensed galaxies we chose one of the brightest galaxies in the IROCKS sample (Mieda et al. 2016 ) to re-observe at a smaller plate scale. The original observations made use of the 0.1" plate scale on the OSIRIS instrument at Keck in order to maximize the surface brightness sensitivity (hence, the choice of a high surface brightness galaxy).
Object 42042481 was observed on 2017 August 12 with Keck/OSIRIS at a plate scale of 0.05" per spaxel and the narrowband J filter. Seven 900s exposures (giving 1.75h total integration time; as opposed to 2.5h total integration time at 0.1") of 42042481 were taken along with a pure sky frame. The data was reduced using the OSIRIS data reduction pipeline (DRP) version 4.1 producing a combined cube of all seven frames. This cube was also binned down to the spatial resolution of the 0.1" plate scale for an additional comparison along with the initial observations. These cubes were spatially smoothed in the manner described in Mieda et al. (2016) and to an equivalent FWHM before the same custom IDL scripts were used to determine the locations and sizes of Hα clumps (this process was also repeated by MC on the previous observation of 42042481 to ensure a consistent comparison). The resulting Hα maps for the original 0.1" observations, the 0.05" observations, and the binned data are shown in Figure 8 with marked clump locations and size of the point spread function (PSF). The properties of these clumps are reported in Table 6 .
The shift from the original 0.1" to 0.05" plate scale resulted in an improved spatial resolution limit from ∼ 800 pc to ∼ 400 pc causing the largest clump to split into two clumps each roughly half the size originally measured. The new observations also resulted in the detection of two clumps not seen in the original observations (designated H* and I* in Table 6 and Figure 8) . In addition to a change in plate scale for the observations, a new Note-clump properties for observations of object 42042481 compared in Figure  8 detector on OSIRIS could introduce differences in what clumps were measured. In order to determine the reason for the detection of these additional clumps we compare the flux and Σ SF R of all clumps detected in the new 0.05" observations to those found in the old 0.1" observations as well as the results of binning the 0.05" observations to match the resolution of the 0.1" plate scale. These comparisons are shown in Figure B1 (Appendix B). Since both the flux and Σ SF R of clumps H* and I* are higher in the 0.05" observations than some of the small clumps in the original observations this cannot be the reason for the detection. Another possible cause for varying detections is the quality of the seeing on each night of observations. In order to investigate this we compare the PSF of the tip-tilt star used for the observations of object 42042481 as well as the seeing measurements from the MASS/DIMM instruments on Mauna Kea. The seeing measurements are reported in Table B1 and the tip-tilt star comparison is shown in Figure B2 with widths in kpc denoted by dashed lines in Figure B1 . The PSF and seeing across these two nights is very similar and indicates that this also is not the primary cause of detecting new clumps.
It is probable then that these detection differences stem from how we define and find clumps in our analysis. A clump is defined to be a local peak in Hα flux which is separated from the next local peak by more than 2 pixels in the Hα map (Mieda et al. 2016) . All clumps in the 0.05" observations are separated by a distance of more than 4 pixels (2 pixels at the 0.1" scale) from their nearest detected neighbor but are still not detected in the version of the cube binned to match the resolution of the 0.1" observations. These Hα peaks are then likely being spread out over more pixels leading to less defined peaks and/or smaller separations between them. The introduction of a new detector between these observations could also reduce the noise in the data leading to an increased SNR (even with the lower Σ SF R of new clumps H* and I*) and definition between Hα peaks, however the difference between the new 0.05" observations before and after being binned to 0.1" plate scale resolution indicates that plate scale is the main driver of the detection differences.
The difference in resolution for these observations results in a similar change in the size of clump A (∼ 1.7× smaller) to that seen by Cava et al. (2017) , but less than that seen by Fisher et al. (2017) with their degraded images. This difference is likely due to the differences in resolution: Fisher et al. (2017) have a factor of 8 difference in resolution between their local and degraded images, while we have only a factor of 2 difference. It should be noted that our results are only for one galaxy in the sample and while this is an interesting test case it may not be representative of the galaxy population as a whole.
To investigate the possible effect of resolution on the scaling relations determined for a large sample of data we apply the corrections determined by Fisher et al. (2017) to the unlensed, high-redshift data sets. We use these corrections since they are determined for a larger sample of local galaxies. The "true" correction in fact varies for each study and even each clump based on the resolution achieved. However, exactly what the true correction should be is not yet clear; the three cases discussed here all have different ratios for the change in resolution to the change in clump size. As this ratio is highest for the study by Fisher et al. (2017) we use this correction as the most dramatic change we may expect to see for these samples. This translates to increasing the calculated Σ SF R by a factor of 6, reducing the measured L Hα by a factor of 5, and reducing the measured clump radius by a factor of √ 30. This results in a reduced scatter of Σ SF R at fixed radius (from ∼3dex to ∼2dex) with the exception of the z ≈ 0 H II region group (Kennicutt et al. 2003; Gallagher & Hunter 1983; Arsenault & Roy 1988; Bastian et al. 2006; Rozas et al. 2006; Monreal-Ibero et al. 2007 ).
The same Σ SF R break as section 4.1 was applied to this corrected data and the two subsets were fit individually. This resulted in the size-luminosity relation:
clump (corrected) Figure 9 shows the effect of the beam smearing corrections on the high-redshift unlensed data (a), the application of the Σ SF R break to the corrected data (b), and the fit to the two sets of data resulting from this break (c). Figure 9b also illustrates the reduction in the influence of the "Null Detection Region" and sensitivity limit.
Even after applying these corrections to individual clumps, the overall scaling relations of these high and low Σ SF R bins does not change significantly. Individual clumps do change bins, but this does not change the overall slope. However, the break at Σ SF R = 1 M yr −1 kpc −2 is more clearly evident for large clumps after this correction is applied (Figure 9b compared to Figure 5 ).
One caution with this correction is that of the large clumps observed in surveys with lower spatial resolution, it may be that only some of them are actually made up of multiple smaller clumps. There are clumps of similar size observed in lensed surveys (Jones et al. 2010; Livermore et al. 2012; Walth et al. 2018 ) that have much lower spatial resolution limits, so these large clumps do exist. How much of the population consist of large clumps versus groups of smaller clumps is not yet known, and the effect could be less significant than what is determined here. Due to the uncertain nature of this correction we use uncorrected values for the remainder of this paper.
Redshift Evolution
Data from all of the studies were grouped by redshift into four bins to investigate whether there is a redshift evolution for the relationship between clump size and luminosity. Livermore et al. (2012 Livermore et al. ( , 2015 suggest that the intercept of this relationship does evolve with redshift, but Wisnioski et al. (2012) and Mieda et al. (2016) find that their high-redshift samples follow similar scaling relations when including local H II regions. The bins used here are (i) z ≈ 0 H II regions (data set #10 only, as designated in Table 1 ), (ii) all z ∼ 0 (data set #10-12 in Table 1 ), (iii) 0.6 ≤ z < 1.5, and (iv) z ≥ 1.5. The inclusion of two different z ∼ 0 bins is due to the differing nature of the star forming regions of these samples. The data in bin (i) is from various studies of local star forming H II regions (Kennicutt et (2016) . Σ SF R is higher in these additional clumps and therefore they provide a local analog to the high-redshift galaxies like those in the lensed samples with higher Σ SF R ; hence the use of two separate low-redshift bins.
Each bin was fit separately using PyStan configured as discussed in Section 3.1, and are presented in Figure 10 . In bin (i) L Hα ∼ r −0.08 . This shows that the slope does vary somewhat in each redshift bin, however, this is partly due to the smaller size of the data sets once binned; particularly for the highest redshift bin which only consists of 47 clumps. As can be seen here and in Table 3 , the uncertainty on the slope of bin (iv) is an order of magnitude greater than the other bins which have more data points. This also leads to a less constrained intercept for bin (iv) which would affect the slope value determined. Therefore, it is difficult to say for sure whether there is a redshift evolution to the clump size-luminosity scaling relation.
Star Formation Dependencies: Gas Fraction and Velocity Dispersion
As has been shown in the previous sections, the star forming relations of clumps likely do not simply scale with size. There are other properties of the clumps that could influence this relationship and partly account for the large scatter in the data. So far we have used a third parameter, Σ SF R , to determine a break in the powerlaw, but the dependence on a third parameter may not be a Heaviside step function, it may be a continuous dependence which needs to be incorporated as an additional dimension to the fit.
The velocity dispersion of the gas in the clumps gives an indication of the turbulence which likely influences the star formation rate. Here we use this to fit the relationship in Equation 8 with δ being replaced by σ. The fit converges to a consistent solution of L Hα ∝ r 1.03 × σ 2.21 with a reasonable posterior probability distribution, indicating that there may be a continuous dependence of the star forming relationships on the velocity dispersion of the clumps. Only some of the clumps used in previous sections have measurements of σ, reducing the sample size of this fit to 346 of the total 2848 clumps. Fitting these 346 clumps with σ included as a third parameter reduces the overall scatter by ∼ 92% compared to fitting clump size and luminosity only. The full fit parameters and their uncertainties are shown in Table 4 .
It has also been suggested that the variations in the size-luminosity relationship determined for different data sets is due to differences in the gas fraction (f gas ) of the star forming regions which may evolve with redshift (Livermore et al. 2012 (Livermore et al. , 2015 . In order to test this we again fit a relationship of the same form as Equation 8, replacing δ with f gas of the host galaxy. Ideally f gas of the individual clumps would be used, but this is currently only known for the host galaxies as a whole and only for 157 of the total 2848 clumps. Further, two of the four samples used here (Mieda et al. 2016; Walth et al. 2018 ) rely on indirect estimates of f gas rather than CO measurements. This data is also from a relatively small subset of the overall sample, but it agrees well with a theoretical dependence of the clump luminosity on both the clump size and the gas fraction. The fit to this data results in a scaling relationship of L Hα ∝ r 1.35 × f 0.47 gas . Interestingly, the scaling for f gas is close to the relationship predicted by Toomre instability (L Hα ∝ r 2 × f gas 0.5 ). Adding f gas as a third parameter also reduces the overall scatter by ∼ 78% compared to the 2D size-luminosity fit of these 157 clumps. The full parameters determined in the fit are reported in Table  5 .
Like the two-dimensional fit to the clump scaling relations, these multi-parameter fits also give a good fit to the data while spanning the parameter space well. However, these relationships suffer from smaller data sets and we caution against over interpretation of these early results (particularly when it comes to the reduction in scatter). More measurements of f gas and σ would aid in further constraining these fits and investigating the relationship for subsets of the overall sample.
DISCUSSION
What power-law relationship is determined for the clump size and L Hα has important implications for the physical processes occurring in the clumps and driving their formation. It is thought that clumps form at regions of gravitational instability in the disk, corresponding with a Toomre parameter Q < 1 (Toomre 1964; Genzel et al. 2011; Wisnioski et al. 2012 ). If the clump or H II region is represented by a Strömgren sphere then there is a well-defined boundary between the ionized and neutral gas. This type of region would have an expected scaling relation of L Hα ∝ r 3 . However, if the geometry of this region is non-spherical then a luminosity scaling relation of L Hα ∝ r 2 would be expected. This scaling also results for clumps which are described by the Toomre mass and scale (Genzel et al. Figure 7 . Posterior probability distribution for the fits shown in Figure 6 with a power-law break based on ΣSF R. The top figure shows the distribution for the fit to the data with ΣSF R > 1 M yr −1 kpc −2 while the bottom figure corresponds to the fit to the data with ΣSF R < 1 M yr −1 kpc −2 . σx and σy are intrinsic scatter parameters corresponding to rHα and LHα respectively. Both the slope and intercept of these fits are well constrained from a much broader range of priors ( Table 2) . The values for intrinsic scatter, σx and σy, are not limited on the high end, but do tend towards zero. As scatter is an absolute value negative values are not possible and the distribution can be thought of as mirrored about zero. These small values of intrinsic scatter indicate that the scatter seen in the data is not intrinsic scatter but may be due to uncertainties. This posterior probability distribution is representative of what is produced for all the fits performed in this analysis. 2011). In the following sections we explore both the Strömgren sphere and Toomre instability scenarios, in particular how each of these approximations may delineate between the separation of high and low Σ SF R data sets.
Toomre Instability
A common physical explanation for the scaling relationships seen in the high Σ SF R data comes from investigating the Toomre mass and scale which are representative of a region that forms under the fastest growing mode of Jeans instability (Elmegreen 2009; Murray et al. 2010; Genzel et al. 2011 ). The Toomre mass and scale (M T , R T ) given in Genzel et al. (2011) are
where R d and M d are the radius and mass of the disk respectively, σ 0 is the local velocity dispersion of the gas, v c is the circular velocity, and a is a constant describing the disk rotation curve. By solving for Q in Equation  9 and substituting into Equation 10, we arrive at the relationship
In order to put this in terms of the clump luminosity we turn to an empirical linear relationship locally between the dense gas mass of molecular clouds and their star formation rates (Gao & Solomon 2004; Wu et al. 2005; Lada et al. 2010) ; which also has a theoretical basis in the radiation pressure on H II regions from star formation. From Equation 13 in Murray et al. (2010) describing the force due to this radiation pressure, M ∝ L in the optically thin limit (optically thin to far-infrared emission while optically thick to ultraviolet). If we are observing clumps that are optically thin to Hα emission and assume the Toomre mass traces the dense gas in star forming regions and Toomre scale represents their size, then we expect a clump size-luminosity relationship of L Hα ∝ r 2 . This approximates the observed L Hα ∝ r 1.7 we find fitting the high Σ SF R clumps. We suspect many clumps (or substructures within) may in fact be optically thick to Hα, making the assumption that M ∝ L Hα tenuous. As a check of this assumption we calculate the estimated virial mass of the clumps which have measurements of velocity dispersion:
using the measured velocity dispersion, σ, and radius, r, of the clumps. Comparing this to the observed Hα luminosity we find a nearly linear relationship (L Hα ∝ M
1.07
vir ). Thus we assume that the mass of the clumps and the dense gas mass are approximately proportional, leading to the L Hα ∝ r 2 relationship. When the Σ SF R power-law break is applied at Σ SF R = 1 M yr −1 kpc −2 , the high Σ SF R data follow a scaling relationship close to this r 2 value for the full sample (L ∝ r 1.7 ) and the local analogs alone (L ∝ r 1.5 ). This indicates that these high Σ SF R clumps could be forming under the fastest mode of Jean's instability. This Toomre mass and scale argument can not however explain the L ∝ r 2.8 scaling found for the low Σ SF R clumps.
Strömgren Spheres
Another suggested explanation for the observed scaling relations is that star forming regions at high-redshift form under Jeans collapse at locations of disk instability and are well represented by Strömgren spheres (Wisnioski et al. 2012) . One of the relationships expected from this model of clumps is a size-luminosity scaling of L ∝ r 3 which comes from equating the recombination rate (left hand side; Equation 14) and ionization rate, Q, (right hand side) of the hydrogen gas in a spherical region:
where R strom is the Strömgren radius, α B is the Case-B recombination coefficient (Osterbrock 1989) , and n H is the number density of hydrogen atoms. x is the ratio of free electrons to hydrogen atoms (x = ne n H ) and is approximately equal to 1 for a fully ionized region. This results in the final size-luminosity relationship of:
With the clump radii being representative of the Strömgren radius, this results in the L ∼ r 3 scaling for the Hα luminosity of the clumps we find when fitting the data set as a whole, but this fit is likely skewed by the large scatter in the overall data set. However, when the power-law break is applied at Σ SF R = 1 M yr −1 kpc −2 , the scaling determined for the low Σ SF R subset is very close to this theoretical relationship at L ∝ r 2.8 for the full data set and L ∝ r 2.7 for just the local analogs. Wisnioski et al. (2012) find a relationship of L ∝ r 2.72±0.04 for their full data set, and they suggest the shallower slope may be due to the clumps being density bound rather than being idealized Strömgren spheres. This would mean that the hydrogen atoms in the star-forming region can recombine faster than they are being ionized. This idea of having density bound clumps is discussed in more detail in Wisnioski et al. (2012) and Beckman et al. (2000) . This does not however explain the L ∝ r 1.7 and L ∝ r 1.5 scaling we see in the high Σ SF R data for both the full sample and local analogs. A possible explanation for this is that the clump "radius" is set by the optical depth unity surface, but if the rate of production of ionizing photons Q is large enough then that the surface may not approximate a sphere, i.e.,
where H is the scale height of the disk and f rec = 1 for an ideal Strömgren sphere (giving the scaling in Equation 14).
Plugging Equation 16 into Equation 14 we get the Strömgren radius as a function of Q:
Combining this with Equations 17 and 16 (to get back to L Hα ) we find that for a clump with radius greater than the disk scale height,
When R strom (Q) > H the term in brackets on the right is approximately 1, giving the scaling:
Since we only plot the Hα luminosity against clump size, this gives us the nearly L ∼ r 2 scaling seen in the high Σ SF R data sets and could explain the reason for a power-law break. Note that this would give L Hα ∝ r 3 for cases where R strom ≈ H.
As a check of the power-law break we use, we can calculate the critical Hα luminosity, L Hα,crit above which we would expect to see L Hα ∝ R 2 strom . This critical point would be where R strom (Q) ≈ H, with H:
where R g is the galactocentric radius, σ is the velocity dispersion of gas in the disk (which for the largest clumps in the Milky Way is similar to the velocity dispersion of the clump), and v c is the circular velocity of the disk.
Combining this with Equation 18
we arrive at an expression for the critical luminosity at which the scaling would switch from r 3 to r 2 :
If we take an average clump with a velocity dispersion, σ = 50 kms −1 , density, n H = 10 cm −3 , disk circular velocity, v c = 250 kms −1 , and galactocentric radius, R g = 1 kpc, we arrive at a value of L Hα ≈ 2×10 40 erg s −1 and a scale height H = 0.2 kpc. Comparing with the size luminosity plot in Figure 6 , this is approximately where the Σ SF R cut-off lies for a clump radius of 0.2 kpc. Figure 11 illustrates the physical difference and differences in the size-luminosity scaling relationship expected for clumps in these three size regimes relative to the scale height of the disk: R strom < H, R strom = H, and R strom > H.
Bound vs. Unbound Clumps
When investigating local star forming GMCs and MCCs, Nguyen-Luong et al. (2016) introduce a virial parameter based on the velocity dispersion (σ) which divides between gravitationally bound and unbound star forming regions. The velocity dispersion is a measure of the turbulance in the clumps and is used here as an indication of whether or not the clumps are gravitationally bound; a property that may cause a variation in the star formation scaling relations.
To investigate this we would like to introduce a "break" in the power-law that is dependent on σ of the ionized gas in the clumps. However, the velocity dispersion was only measured for a smaller number of data sets resulting in a large scatter. Fitting these small samples results in a poorly constrained fit and uncertainties which are on the same order as the nominal value (an order of magnitude greater than the uncertainties on larger samples). Without a larger data set to base these fits on it is difficult to say whether there is a break in the scaling relations based on the velocity dispersion cut-off. The influence of the clump velocity dispersion was still able to be investigated in Section 4.4 as a third fitting parameter since the sample size did not suffer from being divided into two subsets. We believe it is important for studies to include the velocity dispersion of the individual clumps in future investigations. −1 kpc −2 used in dividing the data into high and low ΣSF R subsets. The shaded region to the lower right shows the regime of data now missing due to instrumental sensitivity limits, while the shaded region in the upper right shows the new "Null Detection Region" which is not due to a sensitivity limit. (c): Clump size and luminosity relation for the high and low ΣSF R bins after corrections for beam smearing. The dashed red and green lines show the best fit to the high ΣSF R data, while the solid red and green lines show the best fit of the low ΣSF R data. The scaling relations for these two subsets are consistent with those determined before beam smearing corrections indicating that while this moves individual clumps into a different subset, it does not have an impact on the scaling relations within these groups of data. The uncertainty on the fit determined is larger for the smaller bins (an order of magnitude for bin(iv)) as there is less data to constrain the fit. The variation seen in the slopes between bins is in part due to variation in the intercept which is not as well constrained with the smaller data sets after binning. However, the posterior probability distribution still appears normal for at least bins (i)-(iii). This leads to a caution on how the data sets are binned and fitted to avoid a case of a well constrained fit that is not physically reasonable or reliable. Figure 11 . Illustration of the three regimes of clump size relative to the scale height of the host galaxy disk. The set of clumps smaller than their host galaxy scale height (Rstrom < H) would give an expected size-luminosity scaling of LHα∝ r 3 . Those with radii equal to the host galaxy scale height would fall along the critical luminosity and clumps with radii larger than the disk scale height would have an expected LHα∝ r 2 scaling.
Feedback
In addition to providing evidence for two different clump populations, Figure 5 also provides valuable information about these populations from what we do not observe. There is a lack of star forming regions with both large size and high Σ SF R : the region with Σ SF R > 1M yr −1 kpc −2 and r > 10 3 pc. Due to this corresponding to clumps which would be both large and have high surface brightness, the lack of observations in this region cannot be due to a sensitivity limit. Instead, it is probable that these clumps just do not exist on a timescale which would make them likely to be observed, indicating some type of feedback mechanism regulating these star forming regions.
There are numerous possible feedback mechanisms put forward for disrupting star forming regions including supernovae explosions, jets due to star formation, thermal pressure from ionized gas, and radiation pressure due to dust absorbing and scattering photons (e.g. Murray et al. 2010; Fall et al. 2010) . Murray et al. (2010) investigate these factors in detail and how they influence a wide range of star forming regions including GMCs in the Milky Way and clumps seen in a z ∼ 2 galaxy. They find that in all cases the earliest supernovae would occur after the star forming region was already being disrupted and therefore could not be the main factor. The jets are also shown to only be a main factor early in the disruption of the star forming region while the thermal pressure is important in the Milky Way GMCs but not in the more luminous star forming regions like the z ∼ 2 clumps. The radiation pressure is found to be the dominant feedback mechanism contributing to the disruption of star forming regions (also found by Fall et al. 2010) . However, more recent simulations by Krumholz & Thompson (2012 , 2013 show that radiation trapping is negligible in giant clumps since it destabalizes the outflow winds. Dekel & Krumholz (2013) argue that this means that steady winds from radiation pressure would not disrupt the clumps before they migrate to the disk center. Mandelker et al. (2017) discuss the two main scenarios seen in simulations for the lifetimes of clumps at high-redshift. For simulations which only include supernova feedback the clumps are not disrupted and migrate to the center of the disk to form and grow the bulge on an orbital timescale (250-500 Myr). However, in simulations that include radiation pressure feedback clumps tend to be disrupted on a dynamical timescale (50-100 Myr). In an investigation of a massive galaxy between z ∼ 2.2 − 1 using the FIRE simulations (including radiation pressure and other forms of stellar feedback) the average lifetime of clumps above 10 8 M is found to be comparatively short at ∼22 Myr (Oklopčić et al. 2017) . For the clumps included in this study which have measurements of velocity dispersion we find an average dynamical time of 3.5 Myr. While the mechanisms of feedback in high-redshift clumps may not be fully understood it is possible that disruption of local and highredshift clumps are leading to the lack of large, high Σ SF R clumps observed.
Possible Sources of Bias
By combining different data sets (i.e. lensed and unlensed, high-redshift and low-redshift) there are various selection biases from each survey, which may have an impact on our results, especially when we split the data into smaller subsets. The unlensed surveys typically probe more massive galaxies than the lensed surveys which could introduce differences in the clumps present, however, we do not find significant differences in the scaling relationships of data from these two types of surveys. These selection effects still do weight the overall data set at high-redshift more heavily towards massive galaxies which are easier to observe (Figure 2) . The unlensed surveys at z > 1 tend to have higher limits to the spatial resolution which introduces the possibility of some of the observed clumps actually being complexes of smaller clumps whose properties are more similar to those observed in the lensed surveys, which still results in much the same scaling relations albeit with different scatter. However, it is unknown at this point what percentage of the clump population observed in these unlensed high-redshift surveys may actually be clump complexes since clumps of similar radius are also observed in lensed surveys with lower resolution limits (Jones et al. 2010; Livermore et al. 2012; Walth et al. 2018) . While gravitational lensing provides the opportunity for better spatial resolution it should be noted that there are larger uncertainties involved (particularly in spatial measurements) due to the lensing model. In order to test the influence of these selection effects we fit the lensed and unlensed high-redshift samples individually (with no local analogs; Appendix A). The slopes between these two fits are consistent within the uncertainties at around L ∝ r 2 indicating that these two sample types follow the same scaling relationship.
The results of fitting the overall data set is largely influenced by the group of z ≈ 0 H II regions since this provides many more data points than the high-redshift samples. This is fine if the physical process and scaling relations are the same for these samples, but as discussed in Section 4.1 there is evidence that these H II regions are not the best local analog due to the lower Σ SF R than the high-redshift star forming regions (part of this difference is of course due to a sensitivity limit at high-redshift) and the inclusion in the full data set creates a large scatter. This scatter results in very different scaling relations when fitting with and without these z ≈ 0 objects (∼ r 3 and ∼ r 2 respectively), so resolving this issue would be highly beneficial in determining the processes occurring in clump formation at high-redshift. Better spatial resolution and surface brightness sensitivity of the more massive galaxies typical of the unlensed sample may help resolve this since these are currently the galaxies that tend to have similar measured Σ SF R as the local H II regions. However, if the beam smearing effects discussed in Section 4.2 and Fisher et al. (2017) are important then these galaxies will typically also have much higher intrinsic Σ SF R than what we are currently measuring causing them to be offset from the z ≈ 0 H II regions. If, on the other hand, there is a sensitivity limit causing us to currently miss clumps with lower SFR and L Hα there may be lower luminosity clumps at the same size scales as our high-redshift unlensed samples.
The absence of large clumps characteristic of the highreshift samples which also have very low Σ SF R (lower right region of Figure 5 ) similar to the z ∼ 0 H II regions indicates that such a sensitivity limit is likely affecting our observations and fitting. In particular this may be forcing the slope of the low Σ SF R subset to a higher value, closer to L ∝ r 3 . To investigate this we calculated the observed flux density which corresponds to clumps with these lower values of Σ SF R at z ∼ 1 and z ∼ 2 (illustrated in Figure C1 in Appendix C). The actual sensitivity limit for each instrument will be dependent on the configuration and will vary with the performance of the AO system (if one was used). The lack of large, low Σ SF R clumps in Figure 5 indicates that such a limit is impacting the clump population being observed.
Differences in how extinction was accounted for between samples can introduce an additional source of bias in our investigation. Not accounting for the effects of extinction in the determination of L Hα may cause some clumps to be artificially shifted down on the sizeluminosity plots. There are some studies used here that do not take this into account for their measurements. Among the lensed samples, Swinbank et al. (2009); Jones et al. (2010) do not account for extinction effects, while Livermore et al. (2012 Livermore et al. ( , 2015 ; Walth et al. (2018) Figure C2 in Appendix C illustrates the effect of adding this average correction to studies which had not accounted for it. Due to where the data from these studies fall on the size luminosity plot this results in an increase in scatter at large clump sizes and the same decrease at small sizes (0.8 dex for a conservative A v = 2mag correction). This is a relatively small effect and likely does not significantly change the scaling relations we determine.
H II regions measured in the SMC & LMC (Kennicutt & Hodge 1986), IC10 , and NGC 6822 (Hodge et al. 1989b) were not included in this analysis, but were plotted with the data and scaling relationships determined here to check that the fits are physically realistic at lower size scales. These star forming regions have similar Σ SF R to the H II regions used throughout this paper but still appear to follow the ∼ r 2 scaling of the fit without the z ≈ 0 H II regions just with the intercept shifted down.
It should be noted that some of the values measured at lower size scales could be affected by stochastic sampling of the stellar initial mass function (IMF) of the clump regions. In simulations performed by Calzetti et al. (2012) a lower limit on size of 200 pc is used to avoid these effects by keeping the SFR above 1.3 × 10 −3 M yr −1 . Below this limit they report that stochastic sampling of the IMF would have an impact on measurements of SFR indicators like L Hα . This SFR limit corresponds to L Hα ∼ 3 × 10 38 ergs s −1 with a Chabrier IMF (Chabrier 2003) , a value which some of the data used in this study does fall below-particularly among the z ≈ 0 H II regions. This may add to the uncertainty in the measurements of lower luminosity star forming clumps, but is not likely to have a significant effect on the results using the high-redshift data of this study.
SUMMARY/CONCLUSION
We compiled a comprehensive set of data on the sizes and luminosities of both local and distant resolved star forming regions from the literature. These data sets were carefully binned based on differences in surveys and clump properties to exhaustively explore potential size-luminosity scaling relationships using MCMC fitting with PyStan. We find the following trends and conclusions from this analysis:
1. There is a large scatter of order 4 dex in luminosity for a given clump or H II region size. This scatter may significantly impact the inferred sizeluminosity scaling relationship, depending on the choice of sample used in the fit. For example, if the local star forming data from Fisher et al. (2017) and Nguyen-Luong et al. (2016) are used then the scaling relation determined is L ∝ r 2 . If the set of z ≈ 0 H II regions are also included then the scaling relationship becomes L ∝ r 3 .
2. We observe a break in the size-luminosity scaling relation based on the measured clump Σ SF R at 1 M yr −1 kpc −2 . Clumps with lower Σ SF R tend to have luminosities that scale closer to ∼ r 3 , while clumps with higher Σ SF R tend to have luminosities that scale with ∼ r 2 . This is true for both the low-redshift sample and the entire collated data set.
3. We find that the L ∝ r 3 scaling can be explained by clumps that are well represented by Strömgren spheres which are smaller than the scale height of the disk. We find that if the Strömgren radius is larger than the scale height of the disk and some ionizing photons are escaping, then the nonspherical geometry may result in a L ∝ r 2 scaling. Alternatively, star formation regions driven by Toomre instability may result in a ∼ r 2 scaling of the high Σ SF R clumps, but is unable to be extended the low Σ SF R clumps to yield a ∼ r 3 scaling.
4. If there exists a power-law break in the sizeluminosity scaling relationship of star forming regions, this may indicate a secondary dependence on additional clump properties. We investigated the dependence of the size-luminosity relationship with respect to the host galaxy gas fraction (f gas ) and clump velocity dispersion (σ), but further data on these parameters are still needed to do a thorough investigation. Additional IFS studies would provide kinematics for galaxies and clumps, while ALMA observations of molecular gas would provide accurate gas fractions for host galaxies and individual clumps.
5. Spatial resolution effects observed for high-redshift (unlensed) galaxies may alter the measured properties (r Hα , L Hα , Σ SF R ) of the clumps. If such beam smearing effects are wide-spread then this could result in an increased artificial scatter, but does not influence the scaling relation results from the applied power-law break at Σ SF R = 1M yr −1 kpc −2 .
6. We find no evidence for redshift evolution of the clump size-luminosity relation, but more data at higher-redshift bins are still needed. The differences in slopes between redshift bins can not be separated from the potential effects of the small sample sizes and larger uncertainties at highredshift.
7. We find a scaling relation L ∝ r 2 for both highredshift lensed and unlensed clump data sets that are consistent within the uncertainties. Yet we point out that these are still small data sets that should be expanded for further investigation, in particular the high-resolution lensed sample.
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As is shown in Figure A1 there is a very slight difference between the nominal slope values of the lensed (L Hα ∼ r 2.10 ) and unlensed (L Hα ∼ r 2.27 ) fits, however these values are consistent within the uncertainties. This indicates that regardless of the selection differences between the two types of studies, the scaling relations determined from each are consistent. The small offset seen in the intercept between these two bins could then be caused by the effect of beam smearing on the measurements of clump size and luminosity. Figure A1 . Clump size and luminosity relation for high-redshift lensed data sets (top) and unlensed data sets (bottom). Error bars are shown to illustrate the large variations in each data set. NOTE: The z ≈ 0 H II regions and other local analogs are excluded here since the large number of data points has an overwhelming influence on the fitting.
B. BEAM SMEARING INVESTIGATION WITH OBJECT 42042481
In the investigation of beam smearing effects on measured clump properties we re-observed one of the brightest galaxies of the IROCKS sample (unlensed, z ∼ 1 galaxy 42042481, Mieda et al. 2016 ) at a plate scale of 0.05" in order to increase the resolution over the initial 0.1" plate scale. This resulted in a factor of 2 improvement in spatial resolution (from ∼800 pc to ∼400 pc) and the largest clump breaking into two clumps nearly half the size originally measured (Table 6 ). In addition to this clump breaking into smaller components, two new clumps (H* and I*) were also detected in the 0.05" observations. In order to determine the cause of these additional clump detections we compare the flux and Σ SF R of the clumps detected in the new 0.05" observation (binned to 0.1" resolution and un-binned) with the clumps found in the previous 0.1" observations. This is shown in Figure B1 with clumps H* and I* having higher flux and Σ SF R than some previously detected clumps. This therefore is not the driver of the new detections. The quality of seeing on each night of observations could also lead to differences in clump detection. Therefore both seeing measurements from the MASS/DIMM instruments on Mauna Kea (Table B1 ) and the PSF of the tip-tilt star used for each observation ( Figure B2 ) are compared. Both the PSF and seeing measurements across the two nights is similar, suggesting this is not the cause of the new detections either and it is likely in our definition of Hα clumps. Figure B2 . Comparison of the tip-tilt star PSF for the 2014 and 2017 observations at a plate scale of 0.1" and 0.05" respectively. The smaller width of the 0.05" PSF could be a consequence of the lower peak flux as the width is smaller by a factor of ∼ 0.8 and the peak flux is lower by a factor of ∼ 0.6.
C. ADDITIONAL FIGURES
The illustration in Figure C1 shows where sensitivity limits may lie on the size-Σ SF R plot at different redshifts in this data set. The actual sensitivity limit of each study will vary widely based on the telescope/instrument used and will even vary within studies based on lensing effects. To simplify this we only show the observed flux needed to detect a clump at different levels of Σ SF R at z = 1 and z = 2. Figure C2 illustrates the estimated influence of adding extinction corrections to the luminosities measured in studies which did not already include these corrections. For these studies an average 2× increase in L Hα would be expected. Figure C1 . Figure 5 comparing clump size and ΣSF R with additional curves related to the potential sensitivity limit. The dashed black lines show the observed flux density at that ΣSF R for a z = 1 (black text) and z = 2 (blue text) source. All flux densities are in units of erg s −1 cm −2 arcsec −2 . Figure C2 . Clump size and luminosity for all the data used throughout this paper with illustration of the estimated influence of adding extinction correction to those samples which do not already do this (data set #'s 1,2,7,10,12 from Table 1 ). The correction used is the average of the affect observed in Mieda et al. (2016) of increasing LHα by a factor of ∼ 2. The correction is only shown for a few of the z ≈ 0 H II regions (data set 10) but would apply to all.
D. DYNAMICAL MASS OF CLUMPS
The dynamical mass (M dyn ) was estimated for all data which included a measurement of the clump velocity dispersion (σ). This was calculated from Equation D1 in order to estimate the dynamical time (τ dyn ) of the clumps (Equation D2).
The average M dyn of all clumps with measured velocity dispersion is 2.7 × 10 9 M with an average dynamical time of 3.5 Myr. The results of these calculations are listed in Table D1 for the IROCKS (Mieda et al. 2016 ) clumps as a sample. Note-Not all data sets included measurements of σ clump .
