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Sound source localizationThe presence of far-field noise and reverberation poses significant challenges to the conventional micro-
phone array sound source localization approaches. Consider the sparsity contained in the source direction
vector, source localization can be transformed into a compressed sensing (CS) problem by constructing
the redundancy frequency domain room impulse response (RIR) matrix as CS measurement matrix. In
this paper a new sparse recovery model is derived by decomposing the RIR into delay response term
and reverberation response term to facilitate reverberation mitigation via frequency domain accumula-
tion. Furthermore, as the source direction vector of adjacent speech frames tends to exhibit similar sparse
pattern, namely, the direction of source can be assumed to keep static within this short period, thus there
exists substantial correlation of spatial sparsity among adjacent speech frames. In this paper, under the
framework of distributed compressed sensing (DCS), multiple source direction vectors are treated as
sparse solutions with common spatial support to derive a joint sparse recovery algorithm for far-field
source localization. The experimental results obtained in the context of a uniform circle array (UCA) show
that the proposed algorithm is capable of yielding better estimation performance compared with the tra-
ditional algorithms.
 2019 Elsevier Ltd. All rights reserved.1. Introduction
The microphone array, which consists of sets of microphone
sensors arranged in specific spatial patterns, has drawn extensive
attention in a range of emerging applications, such as mobile
devices (e.g. cell phones, cameras, and robots), man–machine
interaction and video conferencing [1–5]. In dramatically increas-
ing applications, received signals of microphone array are popu-
larly processed for the purpose of speech enhancement, noise
mitigation or multiple source separation, among which the source
localization is generally needed for providing the direction of
source for further processing.
As a classic algorithm of source localization, the steered
response power (SRP) microphone array beamforming algorithm
achieves direct of arrival (DOA) estimation by maximizing the
power output of the spatial filter [6,7]. As the spatial resolution
of the classic SRP method is limited by large peaks of the response
power function, the SRP phase transform (SRP-PHAT) algorithm [8]
considers only the phase information for normalization to yield
narrower response power peaks.While the Multiple Signal Classification algorithm (MUSIC) [9]
has been developed and used for frequency domain high resolution
DOA estimation, the classic MUSIC algorithm is in most case suit-
able for narrow band signals.
As in most applications there only exist a small number of
sound sources among all the possible directions, it means that
the source direction vector exhibits typical sparse feature. Thus
the estimation of source direct vector can be converted into a
sparse reconstruction problem, from which the compressed sens-
ing (CS) microphone arrays sound source localization algorithm
has been derived [10–12] in recent years. Compared with the tra-
ditional sound source localization algorithm such as SRP-PHAT,
previous investigations indicated that the CS sound source local-
ization is capable of achieving high estimation accuracy by the
means of popular sparse recovery algorithm such as orthogonal
matching pursuit (OMP) [13].
However, while the CS measurement matrix can be constructed
by the redundancy frequency domain room impulse response (RIR)
matrix to pursue spatial sparse recovery, the presence of reverber-
ation in RIR will unavoidably lead to significant performance
degradation. Meanwhile, the classic CS DOA method will also suf-
fer from substantial background noise under far-field environment.
In this paper, by decomposing the room impulse response (RIR)
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recovery model is derived to mitigate the effect of reverberation
by firstly removing the reverberation term from CS measurement
matrix to the source direction vector, then accumulating among
energetic frequency bins to alleviate the frequency selectivity
caused by reverberation.
Furthermore, it is straightforward that the received speech is
normally divided into continuous frames for speech signal process-
ing. With the typical length of each frame at the order of several
hundred samples, i.e., 512 or 1024, the sound source can be
assumed to be fixed during the duration of adjacent speech frames.
Thus, besides the sparsity contained in the source direction vector
of each speech frame, the source direction vector of adjacent
speech frames also tends to exhibit similar sparse pattern, namely,
among multiple speech frames the source remains at the same
direction. While the sparseness contained in individual direction
vector has been utilized at the form of CS, this type of cross-
frame sparse correlation has not been exploited for source
localization.
Based on the basic concept of CS, the DCS is proposed to
exploit the joint sparseness among different sparse signals to
achieve further performance enhancement. The temporal, spatial
correlation among multiple sparse targets has been employed
for DCS sparse recovery in micro-seismic and underwater acoustic
signals [14,15].
In this paper, a joint sparse recovery approach is proposed to
exploit the sparse correlation among adjacent speech frames to
improve the performance of source localization. Under the frame-
work of DCS, a joint sparse model which treats the source direction
vector as sparse solutions with common time support and different
magnitude is adopted to derive a joint sparse recovery algorithm
for efficient estimation of source direction. Finally numerical sim-
ulations as well as experimental results are provided to verify the
effectiveness of the proposed approach.
2. Signal model and algorithm
2.1. Sparse model in sound source localization
We assume a single source and a microphone array composed
of N microphones, and omnidirectional characteristics for both
the source and the microphone. The discrete-time output of the
mth (m = 1, 2,. . .,N) microphone can be expressed as [1]:
xmðnÞ ¼ hmðrs;nÞ  sðnÞ þwmðnÞ ð1Þ
where n is the time index, hmðrs;nÞ is the room impulse response
(RIR) between source at rs and the mth microphone, s(n) is the orig-
inal sound of source, wm(n) is the additive noise, which is assumed
to be uncorrelated. Note that hmðrs;nÞ can be further decomposed
into two terms, i.e., that of delay and that of room reverberation
response as:
xmðnÞ ¼ hrmðrs;nÞ  hdmðrs;nÞ  sðnÞ þwmðnÞ ð2Þ
where the delay response hdmðrs; nÞ is determined by the array
geometry with different microphone element corresponding to dif-
ferent delay, the room reverberation response hrmðrs;nÞ is produced
by wall reflections inside room and aligned in delay.
Consider a block observed signal, original sound and additive
noise vector of length L at time n:
XmðnÞ ¼ ½ xmðnÞ; xmðn 1Þ; ::: xmðn Lþ 1Þ  ð3Þ
SðnÞ ¼ ½ sðnÞ; sðn 1Þ; ::: sðn Lþ 1Þ T ð4Þ
WmðnÞ ¼ ½wmðnÞ; wmðn - 1Þ; ::: wmðn Lþ 1Þ  ð5ÞThen the corresponding frequency domain representation of (1)
can be equivalently written as:
XmðkÞ ¼ Hmðrs; kÞSðkÞ þWmðkÞ ð6Þ
Effectively, by decomposing the RIR Eq. (6) can be also
expressed as:
XmðkÞ ¼ Hdmðrs; kÞHrmðrs; kÞSðkÞ þWmðkÞ ð7Þ
where k is frequency index, Xm(k), Hm(rs,k), Hdm(rs,k), Hrm(rs,k),S(k)
and Wm(k) denotes the spectrum of Xm(n), hmðrs;nÞ; hdmðrs;nÞ;
hrmðrs;nÞ; S(n) and Wm(n) respectively. Note that, being dependent
on the source direction as well as frequency index,both Hm(rs,k)
and Hrm(rs,k) exhibit direction-frequency selective pattern.
Assume the whole direction set that a source may locate to be
r1; r2; :::; rIf g, where ri corresponds to Hm(ri,k) and I is the number
of possible direction set, which is assumed to be much larger than
the number of source to guarantee sparse.
XmðkÞ ¼ DmðkÞSðkÞ þWmðkÞ ð8Þ
where SðkÞ ¼ ½s1ðkÞ; s2ðkÞ; ::: sIðkÞ T is the sparse source direc-
tion vector, the redundancy frequency domain RIR matrix used as
CS measurement matrix can be expressed as:
DmðkÞ ¼ ½Hmðr1; kÞ; Hmðr2; kÞ; ::: HmðrI; kÞ  ð9Þ
However, as the RIR matrix contains the contribution of rever-
beration, the performance of sparse recovery will diminish under
high reverberation. Then, by decomposing the delay term and
reverberation term of RIR, the remained redundancy frequency
domain RIR matrix only contains the delay term, which can be
expressed as:
DdmðkÞ ¼ ½Hdmðr1; kÞ; Hdmðr2; kÞ; ::: HdmðrI; kÞ  ð10Þ
Thus, after removing the contribution of reverberation Ddm(k)
can be used instead to construct the CS measurement matrix for
sparse recovery, then Eq. (8) becomes:
XmðkÞ ¼ DdmðkÞSrðkÞ þWmðkÞ ð11Þ
where SrðkÞ ¼ ½Hrmðr1; kÞs1ðkÞ; Hrmðr2; kÞs2ðkÞ; ::: HrmðrI; kÞsIðkÞ T
is the reverberant source direction vector, which containing the
combined contribution of the reverberation term as well as pres-
ence or absence of source among all the I possible directions.
Because the number of source is far less than the number of
direction set I, the source direction vector ½s1ðkÞ; s2ðkÞ; ::: sIðkÞ 
is a sparse vector. As the Hrm(rs,k) is randomly direction-selective
for a certain k, its weighting will not affect the sparsity of SrðkÞ,
Eq. (11) thus can still be solved by the classic CS methods such
as orthogonal matching pursuit (OMP) [16]. However, for the fre-
quency indexes in which Hrm(rs,k) exhibit significant fading at
source direction, the sparse recovery performance will be
degraded. To mitigate this type of frequency selective fading
caused by reverberation, we accumulate SrðkÞ among a number
of energetic frequency bins as:
Sac ¼
X
k2X
SrðkÞ ð12Þ
where the set X contains J energetic frequency bins selected by
the order of magnitude. Thus the spatial location associated with
the dominant element of Sac is the direction of source that needs
to be estimated. At the same time of reverberation mitigation, as
most of the speech energy is located in low frequency band,
frequency-wise accumulation of SrðkÞ by choosing energetic fre-
quencies according to the magnitude also contribute to alleviate
the impact of noise.
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For sparse signals with common support, DCS is capable to fur-
ther improve the performance of sparse recovery by exploiting the
joint sparsity [17,18]. To be specific, as in most cases the sound
source will not move at the short time scale of a speech frame,
source direction vector of adjacent speech frames is expected to
exhibit significant correlation, i.e., sparse direction vector has
sparse tap with similar direction but different source magnitude.
According to the Joint Sparsity Models 2 (JSM2) of DCS theory
[17], among multiple adjacent speech frames the source direction
vectors can be modeled as sparse solutions with common support,
which is direction of the source. It means that several sparse source
direction vectors can be reconstructed jointly by employing DCS
method to improve the recovery performance.
Under the JSM2, source direction vector Sv ðkÞ of the v-th speech
frame can be described as:
SvðkÞ ¼ WvXþ dv v 2 ð1;2; :::; qÞ ð13Þ
where v is the index of speech frame, q is the number of speech
frames used for joint sparse recovery. The source direction vector
associated with q continuous speech frames consist of two types
of components: the common direction components with the com-
mon support X and different magnitude Wv ; and the different
direction components dv with different direction.
According to the JSM2 model, among q continuous speech
frames, estimation of the source direction vector can be further
converted to the following DCS problem:
SvðkÞ ¼ arg minPqv¼1ðk S
v
r ðkÞ k1Þ
s:t: k XvmðkÞ  DdmðkÞSr
vðkÞ k22 6 e
ð14Þ
where, Sv is the direction vector associated with the v-th speech
frame,e is a noise factor. Thus, we have:
Sdcs kð Þ ¼ S1r kð ÞT ; S
2
r kð ÞT ; :::; S
q
r kð ÞT
h iT
; Sdcs kð Þ 2 CIq1
Xdcs;m kð Þ ¼ X1m kð Þ;X2m kð Þ; :::;Xqm kð ÞÞ
h iT
; Xdcs;m 2 Cq1
where the superscript [*]H denotes Hermitian operation, Xvm kð Þ is
the kth frequency index spectrum of the v-th speech frame received
in the m-th element, defined as:
XvmðnÞ ¼ Xmðnþ v  LÞ ð15Þ
Accordingly, the joint sparse recovery equation of the source
direction can be described as:
Xdcs;mðkÞ ¼ Ddcs;mðkÞSdcsðkÞ þWdcs;mðkÞ ð16Þ
where:
Wdcs;mðkÞ ¼ ½W1mðkÞ; W2mðkÞ; ::: WqmðkÞ 
T ð17Þ
Ddcs;m ¼
DdmðkÞ 0 ::: 0
0 DdmðkÞ ::: 0
..
. ..
. ..
. ..
.
0 0 0 DdmðkÞ
2
666664
3
777775
; Ddcs;m 2 CqIq ð18Þ2.3. SOMP joint sparse recovery
The DCS estimation of the source direction vector can be
addressed with the simultaneous OMP (SOMP) algorithm as fol-
lowing [17]:Input:Spectrum of q adjacent receiving speech frames
½X1mðkÞ;X2mðkÞ; :::;XqmðkÞ,measurement matrix Ddcs, the maximum
iterations K, threshold of residual error;
Initialization:
Initializing the residual error as ðRiÞ0 ¼ XimðkÞ; ðRiÞ0 2 Cq1;
i 2 ð1;2; :::; qÞ, where ðÞi denotes the i-th iteration, superscript
denotes index of the speech frame. Initializing the index of atom
as X ¼ £, initializing the atom set as Phiti ¼ £. The sound magni-
tude of the i-th speech frame is ĥ
i
n;m ¼ £; i 2 ð1;2; :::;NÞ and
the initial iteration number is t = 1.
Step 1:
Selecting atom Gi from Ddcs to perform inner product with
residual error ðRiÞt1, summing the inner product outputs of q
speech frames to determine the source direction corresponding
to the maximum result ðkÞt , saving ðkÞt and the associated atom,
i.e., the Gi associated with ðkÞt is denoted as Gi;ðkÞt .
ðkÞt ¼ argmax
PT
i¼1 Gi; ðRiÞt1
  
X ¼ X [ ðkÞt
Phiti ¼ Phiti [ Gi;ðkÞt
ð19Þ
Step 2:
Calculating the magnitude of each speech frame with the least
squares (LS) method as:
bi ¼ ½ðGi;ðkÞt Þ
HGi;ðkÞt 
1
Gi;ðkÞtX
i
m; i 2 ð1;2; :::; qÞ ð20Þ
saving ŝim ¼ ŝim [ bi; i 2 ð1;2; :::; qÞ, then calculating the
residual error:
ðRiÞt ¼ Xim  Phiti  ŝim ð21Þ
Step 3:
Iterations stop if current residual error is smaller than the
threshold or the number of iterations surpass the defined number,
else iterations continue with t = t + 1.
Output:
Thus the corresponding source direction X is obtained.
The iteration procedures above indicate that the proposed DCS
method is capable of not only utilizing the sparse feature of indi-
vidual source direction vector associated with each speech frame,
but also exploiting the correlation of direction vectors among con-
tinuous speech frames for joint reconstruction. Note that when
q = 1 the SOMP algorithm shrinks to the classic OMP algorithm.3. Numerical simulation
With the image-source model [18] a reverberant room with a
size of 30 m  20 m  5 m is simulated for the numerical analysis.
A uniform circle array (UCA) consists of 6 microphones is located in
the center of the simulated room for analysis. The radius of the
UCA is 6.5 cm. A TMIT [19] female speech signal is used as the
source with a distance of 5 m from the center of UCA. 24 source
positions uniformly located at a circle with the array center as cir-
cle center are considered, corresponding to 24 source directions
with an angle of 15 degree between adjacent positions.
The root mean square error (RMSE, eRMSEÞof the DOA is adopted
as the metric for performance evaluation, which is defined as [20]:
RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
XN
K¼1
hK  hK
 2
vuut ð22Þ
where N is the number of DOA estimation,hK is the direction of
source obtained with DOA estimation algorithm,hK is the real direc-
tion of source.
Fig. 1. RMSE results under different SNR.
Fig. 2. RMSE results under different reverberation coefficient.
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tion SRP-PHAT algorithm, the classic OMP CS algorithm as well
as the proposed DCS algorithm is adopted for the performance
evaluation and comparison. The sampling rate is 32ksps and theFig. 3. RMSE of CS type algorithms under low reverblock size of speech frame L is 128 samples. For the proposed algo-
rithm, different number of speech frames is used for investigating
the performance accordingly. For both the CS and DCS algorithm,
the spectral bins accumulation number J is set to 10, 15, 20, 25,
30 for the performance comparison. Note that, while for DCS algo-
rithm the number of speech frames used for joint sparse recovery q
is set as 32, 64, 128 and 256 respectively, we directly accumulate
the CS estimation results of the same q number of speech frames
to facilitate the performance comparison.
To evaluate the performance under different noise and rever-
beration background, the numerical simulations are performance
under different SNRs implemented by adding independent white
Gaussian noise (WGN) to each microphone channel of the array,
as well as different reverberation level produced by setting differ-
ent reverberation coefficient R at 0.2, 0.4, and 0.6 in the image-
source model [18]. All the algorithms are set to run for 480 times
with randomly selected source directions to obtain the average
analysis results for evaluation. The delay response among different
microphone channel is determined according to the geometry of
the microphone array.
The Figs. 1 and 2 presents the RMSE results obtained with dif-
ferent algorithms under different SNR and reverberation level
respectively. As indicated in both figures, it is apparent that, while
the CS and DCS algorithms generally achieve an observable
improvement than the DS as well as SRP-PHAT algorithm, the pro-
posed methods exhibit better performance in comparison with the
classic CS approach. The reason is that joint sparse recovery is able
to explore the correlation of sparsity among continuous speech
frames to alleviate the far field noise and reverberation.
Shown in Fig. 3(a) and (b) is the RMSE performance of the two
types of sparse DOA methods under algorithm parameter J and q. It
can be observed in Fig. 1(a) that, with the increasing of J the perfor-
mance of CS and the proposed DCS method ascends firstly and then
tends to stabilize around J = 25. It may attribute to that, on one
hand accumulation of more frequency bins mean better random-
ization of the reverberation response, but on the other hand it also
lead to more noise interference as the frequency bins with small
speech strength tend to contain more noise. Moreover, Fig. 3(b)
reveals that the continuously increasing of parameter q only lead
to a slight raise of RMSE performance for both CS and the proposed
DCS approach. The reason may be that, while adopting more
speech frames contributes to better exploitation of joint sparsity,
more noise between adjacent speech clips will also be contained
thus lead to performance degradation in joint sparse recovery.
In Fig. 4 RMSE behaviors of CS and DCS algorithms under a high
reverberation level (R = 0.6) are provided with respect to differentberation level with respect to different J and q.
Fig. 4. RMSE results of CS type algorithms under high reverberation level with
respect to different J.
Fig. 5. Experimental RMSE of different approaches with J = 15.
Fig. 6. Experimental RMSE of CS type algorithms with J = 30.
Fig. 7. Experimental RMSE of CS type algorithms with respect to different q under
SNR = 11.3 dB.
S. Zheng et al. / Applied Acoustics 159 (2020) 107100 5accumulation number J. From Fig. 4 one may notice that a higher J
contributes to mitigate the impact of reverberation. The reason is
that, under the proposed sparse recovery model which decompos-
ing the reverberation term as shown in Eq. (10), accumulation of
more energetic frequency bins produces better alleviation effect
on the frequency selective fading caused by reverberation.
4. Experiment
4.1. Configuration of experiment
The far-field source localization estimation experiments are
conducted in a 30 m  20 m  5 m hall with a reverberation time
of about 0.4 s. A uniform circle array (UCA) consists of 6 micro-
phones is adopted with a radius of 6.5 cm. The sampling rate is
16ksps and the block size L is 128 samples. A TMIT [19] female
speech signal with a duration of 3.6 s was played with a Dell
AD211 loudspeaker as the source, which is located at a distance
of 5 m away from the center of UCA.
The source positions are configured at a distance of 5 m from
the center of UCA with 24 source positions uniformly located at
a circle with the array center as circle center. The angle between
adjacent source positions is 15 degree, i.e., totally 24 source posi-
tions around a circle. The speech signal was played in different vol-
ume to collect signals with different signal noise ratio (SNR) to
facilitate performance analysis. For both the CS and DCS algorithm,
the spectral bins accumulation number J is set to 15 and 30 for the
performance comparison. For DCS algorithm the number of speech
frames used for joint sparse recovery q is set as 64, with the CS esti-
mation results being accumulated with the same number of speech
frames to facilitate the comparison.
4.2. Experimental results and discussion
The average RMSE results under different SNR are provided in
Fig. 5, fromwhich one may observe that, the RMSE results achieved
by the proposed DCS method significantly outperform that of the
other methods, with lower SNR corresponding to more perfor-
mance improvement with respect to the other three reference
algorithms.
Shown in Fig. 6 is the RMSE behaviors of CS and DCS method
under J = 30, from which one can also see that a higher J lead to
better DOA performance for the experimental scenario. Mean-
while, given in Fig. 7 is the RMSE performance of the CS and DCS
Fig. 8. Experimental directivity results of different approaches under different SNR.
6 S. Zheng et al. / Applied Acoustics 159 (2020) 107100method with respect to different q under the SNR of 11.3 dB, which
reveals that generally a large q value corresponds to better RMSE
result. Similar to the simulation evaluation, further increasing of
q does not lead to obvious performance improvement for the pro-
posed DCS method, as more noise between adjacent speech clips
will tend to corrupt the correlation when too many frames are
adopted for joint estimation. Specifically, as revealed in Fig. 7 the
CS method even outperforms the DCS method when q = 256.
In Fig. 8(a), (b) the directivity patterns of four DOA approaches
under different SNR (11.3 dB, 0.2 dB) are displayed. It can be
observed from Fig. 8 that the DCS algorithm achieves a sharper
directivity pattern compared to other reference algorithms. It also
worth pointing out that while the descending of SNR considerably
deteriorates the directivity performance, the sharpness of directiv-
ity pattern yield by the proposed DCS method exhibits a slight
degradation, indicating better noise tolerance of the proposed
DCS strategy. Thus the results of which are generally consistent
with that revealed by the RMSE results. The performance enhance-
ment with respect to conventional algorithms as well as CS
approach may be interpreted by the effectiveness of joint-
sparsity exploitation under far-field scenario.
5. Conclusion
To address the challenges in far-field sound source localization,
we investigated the application of joint sparse recovery micro-
phone source localization under the DCS framework. Firstly a
sparse recovery model is proposed by decomposing the contribu-
tion of reverberation into two separated terms to facilitate rever-
beration mitigation via frequency bins accumulation. Moreover,
by exploring the correlation of sparsity in source direction vector
among continuous speech frames, a DCS source localization
approach is designed. Numerical simulation as well as experimen-
tal results compared to traditional methods is provided to verify
the effectiveness and performance enhancement of the proposed
method, which has the potential of being applied in the practical
far-field source localization applications.
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