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Abstract
We study the energy landscape of a model of a single particle on a random potential, that
is, we investigate the topology of sublevel sets of smooth random fields on RN of the form
XN (x) +
µ
2 ‖x‖2, where XN is a Gaussian processes with isotropic increments. We derive asymp-
totic formulas for the mean number of critical points of index k at different sublevel sets as the
dimension N goes to infinity.
1 Introduction and main results
In this paper we provide asymptotics for the number of critical values of Gaussian random fields
with locally isotropic increments in the high dimensional limit. The definition of locally isotropic
fields was first formulated by Kolmogorov about 80 years ago [Kol41] for the application in
statistical theory of turbulence; see [Yag57] for an account of background and early history.
The model is defined as follows. Let BN ⊂ RN be a sequence of subsets and let HN : BN ⊂
R
N → R be given by
HN (x) = XN (x) +
µ
2
‖x‖2, (1.1)
where µ ∈ R, ‖x‖ is the Euclidean norm of x, and XN is a Gaussian random field that satisfies
E[(XN (u)−XN (v))2] = ND
( 1
N
‖u− v‖22
)
, u, v ∈ RN .
Here the function D : R+ → R+ is called the correlator function. It determines the law of
XN up to an additive shift by a Gaussian random variable. Complete characterization of all
correlators were given in the work of Yaglom [Yag57] (also obtained by Schoenberg [Sch4203], see
also [Kli12, Theorem A.1]). In short, XN must belong to one of the following two classes:
1. Isotropic fields. There exists a function B : R+ → R such that
E[XN (u)XN (v)] = NB
( 1
N
‖u− v‖22
)
where B has the representation
B(r) = c0 +
ˆ
(0,∞)
e−rt
2
ν(dt),
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and c0 ∈ R+ is a constant and ν is a finite measure on (0,∞). In this case,
D(r) = 2(B(0)−B(r)).
2. Non-isotropic field with isotropic increments. The correlator D can be written as
D(r) =
ˆ
(0,∞)
(1− e−rt2)ν(dt) +Ar, r ∈ R+ (1.2)
where A ∈ R+ is a constant and ν is a σ-finite measure with
ˆ
(0,∞)
t2
1 + t2
ν(dt) <∞.
See [Yag87, Section 25.3] for more details on locally isotropic fields. Case 1 is known as short-range
correlation (SRC) processes and case 2 as long-range correlation (LRC) in physics literature.
Here is a special examples of B(r) and D(r), which we learned from Yan Fyodorov.
Example 1. We assume c0 = 0 and A = 0. For fixed ε > 0 and γ > 0, let
ν(dx) = 2e−εx
2
x2γ−3dx.
The case γ > 1 corresponds to SRC while the case 0 < γ ≤ 1 is LRC field. Indeed, if γ > 1,
B(r) =
ˆ ∞
0
2e−rt
2
e−εt
2
t2γ−3dt =
Γ(γ − 1)
(r + ε)γ−1
,
while if 0 < γ < 1, using integration by parts,
D(r) =
ˆ ∞
0
(e−εy − e−(r+ε)y)yγ−2dy = Γ(γ)
1− γ [(r + ε)
1−γ − ε1−γ ].
The case γ = 1 can be obtained by sending γ ↑ 1 and using dominated convergence theorem
with the control function f(y) = (e−εy − e−(r+ε)y)y−1 for y ≤ 1 and = (e−εy − e−(r+ε)y)y−1/2
for y > 1. Then if γ = 1, we have
D(r) = log(1 + r/ε).
In the LRC case, we see that the long range covariance behaves like a high dimensional analog
of fractional Brownian motions.
We also remark that the monograph [SSV12] contains a comprehensive list of complete Bern-
stein functions, which are all structure functions.
Remark 1. One should not confuse SRC/LRC with short-range/long-range dependence. SRC
here refers to the fact that E(XN (x)XN (y)) decays as ‖x− y‖ → ∞ while LRC may not. Short-
range dependence requires the autocovariance function to have exponential decay.
Throughout the paper we will consider the following extra assumptions on XN .
Assumption I (Smoothness). The function D is four times differentiable at 0 and it satisfies
0 < |D(4)(0)| <∞. (1.3)
Remark 2. It is known that any correlator function D must be concave, infinitely differentiable,
and non-decreasing on (0,+∞). Moreover, one has D′(r) ≥ 0, D′′(r) ≤ 0, D′′′(r) ≥ 0 for r > 0.
It follows that D is a Bernstein function; see the comprehensive monograph [SSV12]. By Kol-
mogorov’s criterion, Assumption I ensures that almost surely the field HN is twice differentiable.
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Remark 3. Assumption I guaranteesD′(0), D′′(0) andD′′′(0) exist and are non-zero. This implies
that for r > 0
D(r) > 0, D′(r) > 0, D′′(r) < 0, D′′′(r) > 0,
and in particular all these functions are strictly monotone. From here we also know that D(r) ≤
D′(0)r and when ν is not a finite measure (or equivalently in case 2), limr→∞D(r) =∞.
Assumption II (Pinning). We have
XN (0) = 0.
Remark 4. Only the trivial isotropic (HN = 0) field satisfies Assumption II. In other words,
under assumption II, we only consider non-isotropic fields.
Assumption III (Domain growth). Let ZN be a standard N -dimensional Gaussian random
variable. There exist Ξ or Θ such that the sequence of sets BN satisfies
lim
N→∞
1
N
logP(ZN ∈ |µ|BN/
√
D′(0)) = −Ξ < 0, µ 6= 0, (1.4)
lim
N→∞
1
N
log |BN | = Θ, µ = 0. (1.5)
Remark 5. Assumption III serves to select domains in the right scale and it is less restrictive.
As seen in the proof of our main theorems, the reader could consider other sequence of set BN
provided some knowledge of their volumes.
Let BN ⊂ RN and E ⊂ R be Borel sets. We define
CrtN,k(E,BN ) = #{x ∈ BN : ∇HN (x) = 0, 1
N
HN (x) ∈ E, i(∇2HN (x)) = k},
CrtN (E,BN ) = #{x ∈ BN : ∇HN (x) = 0, 1
N
HN (x) ∈ E},
and write CrtN,k(u,BN ) = CrtN,k(E,BN ) and CrtN (u,BN ) = CrtN (E,BN ) if E = (−∞, u).
Here i(∇2HN (x)) is the index (or number of negative eigenvalues) of the Hessian ∇2HN (x).
We state our main results in two separate batches. The first set counts the average of the
total number of critical points (minima, saddles, etc.) of HN . The second set counts the average
number of critical points (minima, saddles, etc.) of HN with a given fixed critical value. Although
the results of the first set can be obtained directly from the the second, formulas and proofs for
the first set are clearer thus we state them separately. We hope this organization provides a gentle
introduction to the reader to appreciate the second set of results, where most of the novelty (and
difficulty of the paper) resides.
1.1 Previous results
The Hamiltonian (1.1) was considered in many papers, from physics to mathematics. The model
was introduced by Mezard–Parisi, Engel as a model for a classical particle confined to an impen-
etrable spherical box. A nice historical account can be found in [FS07] which also contains the
phase diagram (T −µ relation) for the model at positive temperature. At zero temperature, Fyo-
dorov [Fyo04] considered the case of isotropic fields (SRC) and computed the mean total number
of critical points, finding a phase transition for different value of µ and D′′(0). In a subsequent
and impressive paper, [FW07] computes the mean number of saddles and minima for SRC fields.
This paper considered a more general model where µ‖u‖22/2 is replaced by NU(‖u‖22/N) for
suitable confining potential U .
Still in the case of isotropic fields, [FN12] computed the mean number of minima and studied
the phenomena of topology trivialization and the relation of this quantity with the Tracy–Widom
distribution. More recently, [CS18] considered the mean number of critical points of a fixed index
and for finite N . The reader is also invited to take a look at [BD07,YV18,Kli12].
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For a similar Hamiltonian defined on the N dimensional sphere, known as the spherical p-spin
model, the rigorous study of the complexity of saddles and minima started in [ABAC13] and now
has solid body of work including [ABA13,Sub17,AMMN19]. For the physics predictions of this
model, the reader should consult [CL04,MPV86] and the references therein.
All of the rigorous work above only considered Gaussian isotropic fields (SRC) case or fields
that had constant variance on the sphere. In physics literature, the LRC case was considered in
[FS07,FB08] (see also the references therein). However, we are not aware of rigorous results for
the complexity in the case of isotropic increments (LRC). The main purpose of this paper is to
start this study. One of the main differences (and extra difficulty) between LRC and SRC fields
is the fact that the variance of a LRC field may change from location and the gradient ∇HN is
no longer independent of HN .
1.2 Notation and convention
Throughout, we regard a vector to be a column vector. We write e.g. Cµ,D for a constant
depending on µ and D which may vary from line to line. We denote by σsc the semicircle law
with support [−√2,√2], and B(ν, δ) the open ball in the space of probability measures with
center ν and radius δ w.r.t. to the Dudley distance. Let BK(σsc, δ) = BK(σsc, δ) ∩ P([−K,K])
where P([−K,K]) is the set of probability measures with support contained in [−K,K].
1.3 Acknowledgments
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increments and providing several references. A.A. thanks the hospitality of the International
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1.4 Total number of critical points - main results
We are now ready to state the main results in this paper.
Theorem 1.1. (Total number of critical points). Under assumptions I, II, and III, we have
lim
N→∞
1
N
logECrtN (∞, BN )
=


−Ξ, |µ| >√−2D′′(0),
− log |µ|√−2D′′(0) +
µ2
−4D′′(0) − 12 − Ξ, 0 < |µ| ≤
√−2D′′(0),
log
√−2D′′(0)− 12 +Θ− 12 log(2π)− 12 log[D′(0)], µ = 0.
Remark 6. If we let J =
√−2D′′(0) and Ξ = 0 as in [Fyo04], the second case can be rewritten
as
Σµ,D =
1
2
(µ2
J2
− 1
)
− log µ
J
≥ 0. (1.6)
which matches Fyodorov’s result for isotropic Gaussian random field.
Our second main result counts the total number of critical points of a fixed index k.
Theorem 1.2. (Total number of critical points of index k). Assume Assumptions I, II, and III.
Let k ∈ Z+. Then we have
lim
N→∞
1
N
logECrtN,k(∞, BN ) =


µ2
4D′′(0) − log |µ|√−2D′′(0) −
1
2 − Ξ + Ik, µ 6= 0,
log
√−2D′′(0)− 32 +Θ− 12 log(2π)− 12 log[D′(0)], µ = 0.
where the positive constant Ik is given in (2.11).
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Remark 7. The sequence of positive constants (Ik)k≥0 is strictly decreasing. When k = 0 and
µ 6= 0, we have
I0 =
µ2
−4D′′(0) +
1
2
+ log
|µ|√−2D′′(0) ,
and it follows that limN→∞ 1N logECrtN,0(∞, BN ) = −Ξ.
Remark 8. By symmetry, one can get the complexity of critical points with index N − k for
k ∈ Z+.
Last, we consider the total number of critical points of diverging index k = k(N). Let
γ ∈ (0, 1) and k = k(N) a sequence of integers such that
lim
N→∞
k(N)
N
= γ.
Let sγ be the γth quantile of the semicircle law, i.e.
1
π
ˆ sγ
−√2
√
2− x2dx = γ. (1.7)
Theorem 1.3. (Total number of critical points of diverging index). Assume Assumptions I, II,
and III. Let k ∈ Z+. Let limN→∞ k(N)/N = γ ∈ (0, 1). Then we have
lim
N→∞
1
N
logECrtN,k(N)(∞, BN )
=


µ2
4D′′(0) − log |µ|√−2D′′(0) −
1
2 − Ξ + φ(sγ), µ 6= 0,
log
√−2D′′(0)− 12 +Θ− 12 log(2π)− 12 log[D′(0)] + φ(sγ), µ = 0,
where sγ is the γth quantile of the semicircle law given in (1.7).
Remark 9. In particular, the complexity of total number of critical points obtained in Theorem
1.1 can be recovered by considering the supremum over all γ ∈ [0, 1].
1.5 Total number of critical points with a given critical value - main
results
In this subsection, we refine the results of the previous section by imposing restrictions on the
location of the critical values of HN . Our first theorem concerns the number of critical values in
a set E ⊂ R and confined to a shell BN (R1, R2) = {x ∈ RN : 0 < R1 < ‖x‖2 < R2}. We assume
Assumptions I, II, and the following technical assumption in this section:
Assumption IV. (3.10) and (3.11) hold for x ∈ RN \ {0}.
This assumption is rather mild, and is satisfied by e.g. the so called ThorinBernstein functions;
see Section 3 for more details.
Theorem 1.4. Let 0 ≤ R1 < R2 ≤ ∞ and E be an open set of R. Suppose |µ|+ 1R2 > 0. Then
lim
N→∞
1
N
logECrtN (E,BN (R1, R2)) =
1
2
log[−4D′′(0)]− 1
2
logD′(0) +
1
2
+ sup
(ρ,t,x)∈F
ψ(σsc, ρ, t, x)
where F = {(ρ, t, x) : x ∈ R, ρ ∈ (R1, R2), t ∈ E¯}, and the function ψ is given explicitly in (4.26).
In Section 4.3, we provide the details on how to recover Theorem 1.1 from Theorem 1.4. The
next result provides the asymptotic behavior of the number of local minima.
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Theorem 1.5. Let 0 ≤ R1 < R2 ≤ ∞ and E be an open set of R. Suppose |µ|+ 1R2 > 0. Then
lim
N→∞
1
N
logECrtN,0(E, (R1, R2)) =
1
2
log[−4D′′(0)]− 1
2
logD′(0) +
1
2
+ sup
(ρ,t,y)∈F
[ψ(σsc, ρ, t, y)− I−(ρ, t, y)],
where F = {(ρ, t, y) : ρ ∈ (R1, R2), t ∈ E¯, y ≤ −
√
2} and the functions ψ anf I− are defined in
(4.26) and (5.17) respectively.
Our last result establishes the complexity of saddles with given critical value.
Theorem 1.6. Let 0 ≤ R1 < R2 ≤ ∞ and E be an open set of R. Suppose |µ|+ 1R2 > 0. Then
for any fixed k ∈ N, k ≥ 1,
lim
N→∞
1
N
logECrtN,k(E, (R1, R2)) =
1
2
log[−4D′′(0)]− 1
2
logD′(0) +
1
2
+ max
{
sup
(ρ,t,y)∈F
[ψ(σsc, ρ, t, y)− kJ1(y)], sup
(ρ,t,y)∈F
[ψ(σsc, ρ, t, y)− I+(ρ, t, y)− (k − 1)J1(y)]
}
,
where F = {(ρ, t, y) : ρ ∈ (R1, R2), t ∈ E¯, y ≤ −
√
2} and the functions ψ, I+, and J1 are given
by (4.26), (5.27) and (2.7), respectively.
In Example 3 of Section 5.3.3, we provide a case where the above variational problem can
explicitly solved (and we also recover the results of Theorem 1.2. The rest of the paper is organized
as follows. In Section 2 we provide the proofs of Theorems 1.1, 1.2, and 1.3. Section 3 provides
some of the tools from random matrix theory that will serve as the starting point for Sections
4 and 5, where we study critical values constrained to a given set and prove Theorems 1.4, 1.5,
and 1.6.
Let us end this section with a brief description of the proofs, highlighting the main difference
from previous results that also computed the mean number of critical points. Similar to many
results in this area, we use the Kac-Rice formula as a starting point. Since our fields don’t
have constant variance and in particular HN is correlated to ∇HN , we are unable to trace
a direct parallel to random matrix theory as done in [ABAC13, ABA13, Sub17]. This small
difference actually provides major obstacles. We go around this difficulty by estimating from
above and below the conditional expectation of the Hessian given HN . Matching upper and
lower bounds only come after long and non-trivial calculations and careful asymptotic analysis
(thus the unfortunate length of our proofs). For critical points of finite index, we take advantage
of a result of Lazutkin that relates signature of a matrix to its principal minor and various large
deviation estimates on quadratic forms of Gaussian random variables.
2 Proofs for the total number of critical points
In this section, we prove the results stated for the total number of critical points. The strategy
we employ is well-known and similar to the one developed in [ABAC13]: we start by applying
the Kac-Rice formula and we derive the asymptotics in high dimensions with the use of random
matrix theory and large deviation principles. The proofs in this section are somewhat straight-
forward since we do not face the main obstacle of the next section, the dependence of HN and
∇HN .
2.1 Proof of Theorem 1.1
Proof of Theorem 1.1. By the Kac–Rice formula [AT07, Theorem 11.2.1] and conditioning,
ECrtN,k(u,BN ) = (2.1)
6
=ˆ
BN
E[| det∇2HN (x)|1{HN (x) ≤ Nu, i(∇2HN (x)) = k}|∇HN (x) = 0]p∇HN (x)(0)dx
=
ˆ
BN
ˆ u
−∞
E[| det∇2HN (x)|1{HN (x) ≤ Nu, i(∇2HN (x)) = k}|∇HN (x) = 0, HN(x) = Nt]
× p∇HN (x)(0)P(HN (x)/N ∈ dt)dx, (2.2)
where p∇HN (x)(t) is the p.d.f. of ∇HN (x) at t.
When u = ∞, the restriction on the range of HN (x) disappears. By independence of ∇HN
and ∇2HN (see Lemma A.1) the above formula simplifies to
ECrtN (∞, BN ) =
ˆ
BN
E[| det∇2HN (x)|]p∇HN (x)(0)dx. (2.3)
Now recall that a matrix in the Gaussian Orthogonal Ensemble (GOE) is a N × N symmetric
matrix with centered Gaussian entries that satisfy
E(Mij) = 0, E(M
2
ij) =
1 + δij
2N
. (2.4)
Denoting by λ1 ≤ . . . ≤ λN the eigenvalues of M , we write LN = 1N
∑N
k=1 δλk for its empirical
spectral measure. The following lemma is a random matrix computation.
Lemma 2.1. Let M be N ×N GOE matrix and set
P = aM +
(
b+
σ√
N
Z
)
I,
where Z is a standard Gaussian random variable, I is the identity matrix and a, b, σ ∈ R. Then
E| detP | = Γ(
N+1
2 )(N + 1)a
N+1
√
πσN
N
2 e
Nb2
2σ2
E
ˆ
exp
[
(N + 1)x2
2
(
1− a
2
σ2
)
−
√
N(N + 1)axb
σ2
]
dLN+1.
(2.5)
Proof. Use Lemma 3.3 [ABAC13] with m = −ba , t =
σ√
Na
and sum over the eigenvalues.
From Lemma A.1, ∇2HN (x) and
√−4D′′(0)M − (√−2D′′(0)Z − µ)I have the same distri-
bution, where Z is a centered Gaussian with variance 1/N . Then with
m = −µ/
√
−4D′′(0),
from the Lemma above with a =
√−4D′′(0), b = −µ, σ =√−2D′′(0) we obtain
E| det∇2HN (x)| =
√
2[−4D′′(0)]N/2Γ(N+12 )(N + 1)√
πNN/2eNm2
E
ˆ
e−
1
2 (N+1)w
2+2
√
N(N+1)mwdLN (w).
It is not difficult to see that for the asymptotic analysis we can replace the above
√
N(N + 1)
in the exponent by N + 1 leaving us to compute asymptotics of
IN = E
ˆ
e(N+1)φ(x)ρN+1(x)dLN+1(x),
where
φ(x) = −1
2
x2 − µx√−D′′(0) .
This is obtained in the following Lemma.
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Lemma 2.2. If |µ| >√−2D′′(0) then
lim
N→∞
1
N
log IN =
µ2
−4D′′(0) + log
|µ|√−2D′′(0) +
1
2
,
while if |µ| ≤√−2D′′(0) we have
lim
N→∞
1
N
log IN =
µ2
−2D′′(0) .
Assuming the above Lemma, we note that
ˆ
BN
p∇HN (x)(0)dx =
{
1
|µ|N P(zN ∈ |µ|BN/
√
D′(0)), µ 6= 0,
1
(2π)N/2D′(0)N/2 |BN |, µ = 0,
where |BN | is the Lebesgue measure of BN and zN is a standard N dimensional Gaussian vector.
It follows from (2.3) that
lim
1
N
logECrtN (∞, BN ) = lim 1
N
(
logCN + log IN
)
,
where
CN =


√
2[−4D′′(0)]N/2Γ(N+12 )(N+1)√
πNN/2eNm2 |µ|N P(zN ∈ |µ|BN/
√
D′(0)), µ 6= 0,
√
2[−4D′′(0)]N/2Γ(N+12 )(N+1)|BN |√
πNN/2(2π)N/2D′(0)N/2 , µ = 0.
From Assumption III and Stirling’s formula,
lim
N→∞
1
N
logCN =
{
log
√
−2D′′(0)
|µ| +
µ2
4D′′(0) − 12 − Ξ, µ 6= 0,
log
√−2D′′(0)− 12 +Θ− 12 log(2π)− 12 log[D′(0)], µ = 0. (2.6)
The above computation combined with Lemma 2.2 finishes the proof of the Theorem.
We finish this section with the proof of Lemma 2.2.
Proof of Lemma 2.2. The proof follows from the large deviation principle for the smallest eigen-
values of GOE. In short, in the latter case, the maximum of φ is attained in the bulk while
in the former case, the smallest eigenvalue contributes to the asymptotics of IN . Precisely, the
smallest eigenvalue of GOE satisfies a large deviation principle (LDP) with speed N and good
rate function [BADG01]
J1(x) =
{
1
2 log 2− 12x
√
x2 − 2− log(−x+√x2 − 2), x ≤ −√2,
∞, x > −√2. (2.7)
We argue the first case |µ| > √−2D′′(0). Since φ(x) is bounded from above, by Varadhan’s
Lemma,
sup
x∈R
φ(x) − J1(x) ≤ lim inf
N→∞
1
N + 1
logEGOE(N+1)e
(N+1)φ(λ1)
≤ lim sup
N→∞
1
N + 1
logEGOE(N+1)e
(N+1)φ(λ1) ≤ sup
x∈R
φ(x) − J1(x). (2.8)
Note that argmaxx[φ(x) − J1(x)] = − µ√−4D′′(0) −
√
−D′′(0)
µ < −
√
2. It follows that
lim inf
N→∞
1
N
log IN ≥ µ
2
−4D′′(0) + log
µ√−2D′′(0) + 12 .
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On the other hand,
IN ≤ EGOE(N+1)e(N+1)φ(λ1)1{λ1 ≥ − µ√−D′′(0)}+ e
(N+1)φ(− µ√
−D′′(0)
)
P
(
λ1 < − µ√−D′′(0)
)
.
For an upper bound for the first term on the right-hand side, we have by (2.8),
lim
N→∞
1
N
logEGOE(N+1)e
(N+1)φ(λ1)
= φ
(
− µ√−4D′′(0) −
√−D′′(0)
µ
)
− J1
(
− µ√−4D′′(0) −
√−D′′(0)
µ
)
.
And for the second term, we find by (2.7)
lim sup
N→∞
1
N
log
[
e
(N+1)φ(− µ√
−D′′(0)
)
P
(
λ1 < − µ√−D′′(0)
)]
≤ φ
(
− µ√−D′′(0)
)
− J1
(
− µ√−D′′(0)
)
≤ φ
(
− µ√−4D′′(0) −
√−D′′(0)
µ
)
− J1
(
− µ√−4D′′(0) −
√−D′′(0)
µ
)
.
It follows that
lim sup
N→∞
1
N
log IN ≤ µ
2
−4D′′(0) + log
µ√−2D′′(0) +
1
2
.
We have proved the claim.
For the second case, |µ| ≤ √−2D′′(0), the maximum of φ(x) on [−√2,√2] is achieved at
x = − µ√−D′′(0) . Then for ε > 0 and N large enough,
E
ˆ − µ√
−D′′(0)
+ε
− µ√
−D′′(0)
e
(N+1)φ(− µ√
−D′′(0)
+ε)
dLN+1(x) ≤ IN ≤ e
(N+1)φ
(
− µ√
−D′′(0)
)
.
Since limN→∞ ELN+1
(
− µ√−D′′(0) ,−
µ√
−D′′(0) + ε
)
> 0, it follows that
µ2
−2D′′(0) −
ε2
2
≤ lim inf
N→∞
1
N
log IN ≤ lim sup
N→∞
1
N
log IN ≤ µ
2
−2D′′(0) .
The claim follows by sending ε→ 0+.
2.2 Complexity for whole range space with fixed index
In this section we prove Theorem 1.2.
Proof of Theorem 1.2. The proof of this theorem is not very different from the proof given in the
previous section. As before, using Kac-Rice, we obtain
ECrtN,k(∞, BN ) =
ˆ
BN
E[| det∇2HN (x)|1{i(∇2HN (x)) = k}]p∇HN (x)(0)dx.
A direct application of Lemma 3.3 in [ABAC13] gives us
ECrtN,k(∞, BN ) = C′NEGOE(N+1)e
− 12 (N+1)λ2k+1−
√
N(N+1)µλk+1√
−D′′(0) , (2.9)
9
where
lim
N→∞
1
N
logC′N =
{
log
√
−2D′′(0)
|µ| +
µ2
4D′′(0) − 12 − Ξ, µ 6= 0,
log
√−2D′′(0)− 12 +Θ− 12 log(2π)− 12 log[D′(0)], µ = 0.
By [ABAC13], the (k + 1)th smallest eigenvalue of an (N + 1)× (N + 1) GOE matrix satisfies a
LDP with speed N and a good rate function
Jk+1(x) =
{
(k + 1)
´ −√2
x
√
z2 − 2dz, x ≤ −√2,
∞, otherwise. (2.10)
Since φ is bounded above, by Varadhan’s Lemma,
sup
x∈R
φ(x) − Jk+1(x) ≤ lim inf
N→∞
1
N
logEGOE(N+1)e
(N+1)φ(λk+1)
≤ lim sup
N→∞
1
N
logEGOE(N+1)e
(N+1)φ(λk+1) ≤ sup
x∈R
φ(x) − Jk+1(x).
Let Ik = supx∈R[φ(x) − Jk+1(x)]. Then
Ik =


φ(−√2) = −1 +
√
2µ√
−D′′(0) , µ ≤
√−2D′′(0),
φ(x1)− J1(x1), µ >
√−2D′′(0), k = 0,
φ(x2)− Jk+1(x2), µ >
√−2D′′(0), k ≥ 1,
(2.11)
where
x1 = − µ
2
√−D′′(0) −
√−D′′(0)
µ
, x2 =
µ√
−D′′(0) −
√
µ2
−D′′(0) + k(k + 2)[2(k + 1)
2 + µ
2
−D′′(0) ]
k(k + 2)
.
Clearly x1 < −
√
2. One can check that x2 < −
√
2 if and only if
[
k(k + 2)
µ2
−2D′′(0) − k(k + 2)
]2
> 0,
which indeed holds for k ≥ 1. A combination of these observations are enough to obtain the
result.
Since φ(x)− Jk+1(x) ≤ φ(x)− Jk(x) for any x, we see that Ik > 0 is strictly decreasing in k.
2.3 Total complexity of diverging index
Proof of Theorem 1.3. The main ingredient of the proof is a LDP for the empirical spectral
measure of GOE matrices. By the same arguments from previous sections, it suffices to obtain
the asymptotics of
EGOE(N+1)e
(N+1)φ(λk+1)
where φ(x) = − 12x2 − µx√−D′′(0) .
As a consequence of the LDP for the empirical spectral measure of GOE matrices [BAG97],
we have for each ε > 0
P(|λk+1 − sγ | > ε) ≤ e−c(N+1)2 (2.12)
for some c = c(γ, ε).
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Therefore,
EGOE(N+1)e
(N+1)φ(λk+1) ≤ EGOE(N+1)e(N+1)φ(λk+1)1{λk+1 ∈ [sγ − ε, sγ + ε]}+ e
(N+1)µ2
−2D′′(0)−c(N+1)
2
≤ e(N+1) supsγ−ε≤x≤sγ+ε φ(x) + e
(N+1)µ2
−2D′′(0)−c(N+1)
2
.
On the other hand,
EGOE(N+1)e
(N+1)φ(λk+1) ≥ EGOE(N+1)e(N+1)φ(λk+1)1{λk+1 ∈ [sγ − ε, sγ + ε]}
≥ e(N+1) infsγ−ε≤x≤sγ+ε φ(x).
It follows that
inf
sγ−ε≤x≤sγ+ε
φ(x) ≤ lim inf
N→∞
1
N
logEGOE(N+1)e
(N+1)φ(λk+1)
≤ lim sup
N→∞
1
N
logEGOE(N+1)e
(N+1)φ(λk+1) ≤ sup
sγ−ε≤x≤sγ+ε
φ(x).
By the continuity of φ, sending ε→ 0+ we see that
lim
N→∞
1
N
logEGOE(N+1)e
(N+1)φ(λk+1) = φ(sγ),
which ends the proof of the theorem.
3 Kac-Rice for fixed sublevel sets, the conditional law of
the Hessian ∇2HN
In this section, we provide the initial steps to prove Theorem 1.4, Theorem 1.5 and Theorem 1.6.
Our main result is a relation between a conditional Hessian ∇2HN and the GOE given in (3.17)
for structure functions D that satisfy Assumptions I and Assumption II. Recall that we have
ECrtN,k(u,BN )
=
ˆ
BN
E[| det∇2HN (x)|1{HN (x) ≤ Nu, i(∇2HN (x)) = k}|∇HN(x) = 0]p∇HN (x)(0)dx. (3.1)
For convenience, here we consider the level set HN (x) ≤ Nu. The following argu-
ment also works for 1NHN (x) ∈ E, where E is a Borel subset of R. Note that
(HN (x), ∂iHN (x), ∂klHN (x))1≤i≤N,1≤k≤l≤N is a Gaussian field. We have Var(HN (x)) =
ND( 1N ‖x‖2) and the means
E(HN (x)) =
µ
2
‖x‖2, E(∇HN (x)) = µx, E(∇2HN (x)) = µIN .
Let Σ01 = Cov(HN (x),∇HN (x)) = D′(‖x‖
2
N )x
T and Σ11 = Cov(∇HN (x)) = D′(0)IN . By the
conditional distribution of Gaussian vectors, we know
Y :=
1
N
[HN (x)− Σ01Σ−111 ∇HN (x)] =
HN (x)
N
− D
′(‖x‖
2
N )
∑N
i=1 xi∂iHN (x)
ND′(0)
is independent from ∇HN (x). Since ∇HN (x) is independent from ∇2HN (x), by conditioning,
we may rewrite (3.1) as
ECrtN,k(u,BN )
11
=ˆ
BN
E[| det∇2HN (x)|1{NY ≤ Nu− Σ01Σ−111 ∇HN (x)}1{i(∇2HN (x)) = k}|∇HN (x) = 0]
p∇HN (x)(0)dx
=
ˆ
BN
E[| det∇2HN (x)|1{Y ≤ u}1{i(∇2HN(x)) = k}]p∇HN (x)(0)dx
=
ˆ
BN
ˆ u
−∞
E(| det∇2HN (x)|1{i(∇2HN (x)) = k}|Y = t) 1√
2πσY
e
− (t−mY )
2
2σ2
Y p∇HN (x)(0)dtdx
(3.2)
where
mY = E(Y ) =
µ‖x‖2
2N
− µD
′(‖x‖
2
N )‖x‖2
D′(0)N
,
σ2Y = Var(Y ) =
1
N
(
D(
‖x‖2
N
)− D
′(‖x‖
2
N )
2
D′(0)
‖x‖2
N
)
.
To proceed, we need the conditional distribution of ∇2HN (x) given Y = t. A crucial difficulty
arises here, however. Namely, one can check that the off-diagonal entries of∇2HN (x) given Y = t
may have negative covariance, for example,
Cov[(∂ijHN (x), ∂klHN (x))|Y = t] = − 1
N
αxixj
N
αxkxl
N
, i 6= j, k 6= l, {i, j} 6= {k, l},
which prevents using GOE directly.
To overcome this difficulty, let us define
α = α(‖x‖2/N) = 2D
′′(‖x‖2/N)√
D(‖x‖
2
N )− D
′(‖x‖2/N)2
D′(0)
‖x‖2
N
, (3.3)
β = β(‖x‖2/N) = D
′(‖x‖2/N)−D′(0)√
D(‖x‖
2
N )− D
′(‖x‖2/N)2
D′(0)
‖x‖2
N
. (3.4)
Note that α ≤ 0 and β ≤ 0. One should think of α and β as O(1) quantities. Let us define
A = AN = U∇2HN (x)UT where U is an N ×N orthogonal matrix such that
U(
αxxT
N
+ βIN )U
T =


α‖x‖2
N + β 0 · · · 0
0 β · · · 0
...
...
. . .
...
0 0 · · · β

 . (3.5)
In other words, we have for U = (uij),
∑
k,l
uik(
αxkxl
N
+ βδkl)ujl = αδi1δj1
‖x‖2
N
+ βδij . (3.6)
It follows that E(A) = µIN , and by Lemma A.1,
Cov(Aij , Ai′j′) =
∑
k,l,k′,l′
uikujlui′k′uj′l′Cov(∂klHN (x), ∂k′l′HN (x))
=
−2D′′(0)
N
(δijδi′j′ + δii′δjj′ + δij′δi′j),
Cov(Aij , ∂lHN (x)) =
∑
a,b
uiaujbCov(∂abHN (x), ∂lHN (x)) = 0,
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Cov(Aij , HN (x)) =
∑
a,b
uiaujb(
2D′′(‖x‖2/N)xaxb
N
+ [D′(‖x‖2/N)−D′(0)]δab)
=
2D′′(‖x‖2/N)δi1δj1‖x‖2
N
+ [D′(‖x‖2/N)−D′(0)]δij .
Since A and ∇2HN (x) have the same eigenvalues, by (3.2),
ECrtN,k(u,BN) =
ˆ
BN
ˆ u
−∞
E(| detA|1{i(A) = k}|Y = t) 1√
2πσY
e
− (t−mY )2
2σ2
Y p∇HN (x)(0)dtdx.
(3.7)
We need the conditional distribution of A given Y = t. Note that
Cov(Aij , Y ) = Cov(Aij ,
HN
N
) =
2D′′(‖x‖2/N)δi1δj1‖x‖2
N2
+
[D′(‖x‖2/N)−D′(0)]δij
N
.
Then conditioning on Y = t we have
E(Aij |Y = t) = E(Aij) + Cov(Aij , Y )σ−2Y (t− E(Y ))
= µδij +
(
2D′′(‖x‖
2
N )δi1δj1‖x‖2
N + [D
′(‖x‖
2
N )−D′(0)]δij)(t− µ‖x‖
2
2N +
µD′( ‖x‖
2
N )‖x‖2
D′(0)N )
D(‖x‖
2
N )−
D′( ‖x‖
2
N )
2‖x‖2
D′(0)N
mA|t := E(A|Y = t)
= µIN +
t− µ‖x‖22N +
µD′( ‖x‖
2
N )‖x‖2
D′(0)N
D(‖x‖
2
N )−
D′( ‖x‖
2
N )
2‖x‖2
D′(0)N
(
2D′′( ‖x‖
2
N )‖x‖2
N +D
′(‖x‖
2
N )−D′(0) 0
0 [D′(‖x‖
2
N )−D′(0)]IN−1
)
(3.8)
Cov[(Aij , Ai′j′ )
T|Y = t] = Cov[(Aij , Ai′j′)T]− Cov[(Aij , Ai′j′)T, Y ]σ−2Y Cov[Y, (Aij , Ai′j′)T]
= Cov[(Aij , Ai′j′)
T]
− 1
N
(
(
αδi1δj1‖x‖2
N + βδij)
2 (
αδi1δj1‖x‖2
N + βδij)(
αδi′1δj′1‖x‖2
N + βδi′j′ )
(
αδi1δj1‖x‖2
N + βδij)(
αδi′1δj′1‖x‖2
N + βδi′j′ ) (
αδi′1δj′1‖x‖2
N + βδi′j′)
2,
)
where Cov[(Aij , Ai′j′)
T] denotes the 2 × 2 covariance matrix of Aij and Ai′j′ while
Cov[(Aij , Ai′j′ )
T, Y ] denotes the 2 × 1 covariance matrix of (Aij , Ai′j′ )T and Y . From here we
see conditioning on Y = t,
Cov[(Aij , Ai′j′)|Y = t]
=
−2D′′(0)(δijδi′j′ + δii′δjj′ + δij′δi′j)
N
− 1
N
(
αδi1δj1‖x‖2
N
+ βδij)(
αδi′1δj′1‖x‖2
N
+ βδi′j′)
=


−6D′′(0)
N − 1N (α‖x‖
2
N + β)
2, i = j = i′ = j′ = 1,
−2D′′(0)
N − 1N (α‖x‖
2
N + β)β, i = j = 1 6= i′ = j′, or i′ = j′ = 1 6= i = j,
−6D′′(0)
N − β
2
N , i = j = i
′ = j′ 6= 1,
−2D′′(0)
N − β
2
N , 1 6= i = j 6= i′ = j′ 6= 1,
−2D′′(0)
N , i = i
′ 6= j = j′, or i = j′ 6= j = i′,
0, otherwise.
In order to draw connection with GOE, we first have to check that all the quantities above
are positive. Note that α and β depends on ‖x‖2 and N through ‖x‖2/N . Let us write y =
yN (x) =
‖x‖2
N .
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Lemma 3.1. We have limρ→0+
D(y)
y2 − D
′(y)2
D′(0)y = − 32D′′(0) and
lim
y→0+
β(y)2 = −2
3
D′′(0), lim
y→0+
α(y)β(y)y = −4
3
D′′(0), lim
y→0+
[α(y)y]2 = −8
3
D′′(0).
Proof. Using l’Hospital’s rule together with D(0) = 0,
lim
y→0+
D(y)
y2
− D
′(y)2
D′(0)y
= lim
y→0+
D′(y)y −D(y)
y2
− 2D
′(y)D′′(y)
D′(0)
= −3
2
D′′(0).
It follows that
lim
y→0+
β(y)2 = lim
y→0+
[D
′(y)−D′(0)
y ]
2
D(y)
y2 − D
′(y)2
D′(0)y
= −2
3
D′′(0),
lim
y→0+
α(y)β(y)y = lim
y→0+
[2D′′(y)]D
′(y)−D′(0)
y
D(y)
y2 − D
′(y)2
D′(0)y
= −4
3
D′′(0),
lim
y→0+
[α(y)y]2 = lim
y→0+
[2D′′(y)]2
D(y)
y2 − D
′(y)2
D′(0)y
= −8
3
D′′(0).
In light of Lemma 3.1, we make the following observation.
Lemma 3.2. Suppose
β2 ≤ −2
3
D′′(0). (3.9)
Then for any x ∈ RN \ {0},
−2D′′(0) >
(
α‖x‖2
N
+ β
)
β, (3.10)
−4D′′(0) >
(
α‖x‖2
N
+ β
)
α‖x‖2
N
. (3.11)
Proof. Since D′(y) is a strictly decreasing convex function and D′′′(y) > 0 for any y, |D′′(y)| <
D′(0)−D′(y)
y . By assumption,
(αy)2 ≤ 4D
′′(y)2y2
D(y)− yD′(y)2D′(0)
≤ − 8D
′′(y)2D′′(0)
3[D′(y)−D′(0)]2/y2 < −
8
3
D′′(0).
It follows that
(αy + β)β <
√
−2
3
D′′(0)
√
−8
3
D′′(0)− 2
3
D′′(0) = −2D′′(0),
(αy + β)αy < −8
3
D′′(0) +
√
−2
3
D′′(0)
√
−8
3
D′′(0) = −4D′′(0).
Lemma 3.3. If
2D′(0)D′′(y)[D(y)−D′(y)y] +D′(y)[D′(y)−D′(0)]2 ≥ 0, ∀y ≥ 0, (3.12)
or
D′(y)y
D′(0)
− D
′(y)−D′(0)
D′′(0)
≥ 0, ∀y ≥ 0, (3.13)
then (3.9) holds.
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Proof. If (3.12) holds, then y 7→ β(y)2 is a decreasing function and the claim follows from Lemma
3.1. Consider the function
f(y) = −D′′(0)[D′(0)D(y)−D′(y)2y]− 3
2
D′(0)[D′(y)−D′(0)]2.
Condition (3.9) is equivalent to f(y) ≥ 0. Note that f(0) = 0 and that
f ′(y) = [D′(0)−D′(y)][D′(0)D′′(y)−D′′(0)D′(y)]+2D′′(y)(D′′(0)D′(y)y−D′(0)[D′(y)−D′(0)]).
By convexity, D
′(y)−D′(0)
y ≤ D′′(y) ≤ 0. If (3.13) holds, D′′(0)D′(y)y−D′(0)[D′(y)−D′(0)] ≤ 0
and
D′(y)
D′(0)
− D
′′(y)
D′′(0)
≥ 0.
The claim follows from here since D′(0) ≥ D′(y) and we have f ′(y) ≥ 0.
By Cauchy’s mean value theorem, condition (3.13) is equivalent to
−D
′(y)
D′′(y)
+
D′(0)
D′′(0)
≥ y, ∀y ≥ 0. (3.14)
Using the Cauchy–Schwarz inequality together with the representation (1.2) (assuming A = 0),
we can see
d
dy
D′(y)
−D′′(y) =
−D′′(y)2 +D′′′(y)D′(y)
D′′(y)2
≥ 0.
If we could prove this derivative is bigger than 1, then (3.14) holds. It is easy to check that for any
ε > 0, 0 < γ < 1, our major examples D(r) = log(1+ r/ε) and D(r) = (r+ε)γ−εγ satisfy (3.14).
With more work, one can check that these functions satisfy (3.12). We also know that (3.14) holds
for a class of functions. Following [SSV12], a function f : (0,∞)→ (0,∞) is a Thorin–Bernstein
function if and only if limx→0+ f(x) exists and its derivative has the representation
f ′(x) =
a
x
+ b+
ˆ
(0,∞)
1
x+ t
σ(dt), (3.15)
where a, b ≥ 0 and σ is a measure on (0,∞) satisfying ´(0,∞) 11+tσ(dt) < ∞. In particular, the
functions D(r) = log(1 + r/ε) and D(r) = (r + ε)γ − εγ are Thorin–Bernstein functions.
Lemma 3.4. If D is a Thorin–Bernstein function with a = 0 in (3.15), then (3.13) [thus (3.9)]
holds.
Proof. By the representation (3.15) of Thorin–Bernstein functions, we have
D′′(x) = −
ˆ
(0,∞)
1
(x+ t)2
σ(dt), D′′′(x) =
ˆ
(0,∞)
2
(x+ t)3
σ(dt).
By Cauchy–Schwarz inequality, we have
2D′′(x)2 ≤ D′(x)D′′′(x).
It follows that ddy
D′(y)
−D′′(y) ≥ 1 and (3.14) holds. Therefore, (3.13) holds.
On the other hand, according to [SSV12, p. 332],
D(x) =
√
x sinh2(
√
x)
sinh(2
√
x)
is a complete Bernstein function which is not Thorin–Bernstein. One can check (at least numeri-
cally) that it violates (3.14) but still verifies (3.9). We suspect that (3.10) and (3.11) always hold
for any structure function D. The following shows that this is the case at least in a neighborhood
of 0.
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Lemma 3.5. Assume A = 0 in (1.2). We have
lim
y→0+
d
dy
[α(y)y + β(y)]β(y) < 0,
lim
y→0+
d
dy
[α(y)y + β(y)]α(y)y < 0.
Consequently, there exists δ > 0 such that −2D′′(0) > [α(y)y + β(y)]β(y) and −4D′′(0) >
α(y)y + β(y)]α(y)y for y ∈ (0, δ).
Proof. We only prove the first inequality as the second is similar. Write
(αy + β)β =
[2D′′(y) + D
′(y)−D′(0)
y ]
D′(y)−D′(0)
y
D(y)
y2 − D
′(y)2
D′(0)y
=:
T
B
.
Since [(αy + β)β]′ = T
′B−B′T
B2 and limy→0+B = − 32D′′(0) 6= 0, it suffices to show that
limy→0+ T ′B −B′T < 0. By calculation, we have limy→0+ T = 3D′′(0)2 and
T ′ = [2D′′′(y) +
D′′(y)y −D′(y) +D′(0)
y2
]
D′(y)−D′(0)
y
+ [2D′′(y) +
D′(y)−D′(0)
y
]
D′′(y)y −D′(y) +D′(0)
y2
,
B′ =
D′(0)D′(y)y − 2D′(0)D(y)− 2D′(y)D′′(y)y2 + yD′(y)2
D′(0)y3
.
After some tedious computation, we find limy→0+ T ′ = 4D′′′(0)D′′(0) and limy→0+B′ =
− 56D′′′(0)− D
′′(0)2
D′(0) . Then
lim
y→0+
T ′B −B′T = D′′(0)2
[3D′′(0)2
D′(0)
− 7
2
D′′′(0)
]
.
By the Cauchy–Schwarz inequality,
D′′(0)2 =
(ˆ ∞
0
t4ν(dt)
)2
≤
ˆ ∞
0
t2ν(dt)
ˆ ∞
0
t6ν(dt) = D′(0)D′′′(0).
From here the conclusion follows.
Hereafter, we always assume (3.10) and (3.11), thus Cov[(Aij , Ai′j′)|Y = t] ≥ 0 for all i, i′, j, j′.
Let us write
m1 = m1(t, ‖x‖/
√
N ;µ,D) = µ+
(t− µ‖x‖22N +
µD′( ‖x‖
2
N )‖x‖2
D′(0)N )(
2D′′( ‖x‖
2
N )‖x‖2
N +D
′(‖x‖
2
N )−D′(0))
D(‖x‖
2
N )−
D′( ‖x‖
2
N )
2‖x‖2
D′(0)N
,
m2 = m2(t, ‖x‖/
√
N ;µ,D) = µ+
(t− µ‖x‖22N +
µD′( ‖x‖
2
N )‖x‖2
D′(0)N )(D
′(‖x‖
2
N )−D′(0))
D(‖x‖
2
N )−
D′( ‖x‖
2
N )
2‖x‖2
D′(0)N
,
σ1 = σ1(‖x‖/
√
N ;D) =
√
−4D′′(0)− (α‖x‖2/N + β)α‖x‖2/N
N
,
σ2 = σ2(‖x‖/
√
N ;D) =
√
−2D′′(0)− (α‖x‖2/N + β)β
N
.
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The above discussion yields
(A|Y = t) d=
(
z′1 ξ
T
ξ MN−1
)
=: G, (3.16)
where z′1 = σ1z1 − σ2z2 +m1,
MN−1 =
√
−4D′′(0)(GOEN−1 − z′3IN−1), z′3 =
(
σ2z2 +
‖x‖√αβ
N
z3 −m2
)
/
√
−4D′′(0),
ξ is a centered column Gaussian vector with covariance matrix −2D
′′(0)
N IN−1 which is independent
from z′1 and MN−1, and z1, z2, z3 are independent standard Gaussian random variables. To
connect with (3.7), we have
E(| detA|1{i(A) = k}|Y = t) =
ˆ
| det a|1{i(a) = k}pA|Y (a|t)da = E(| det(G)|1{i(G) = k})
(3.17)
where G = G(t) implicitly depends on t.
4 Critical points of LRC fields with values in open sets
For simplicity, let us assume BN is a shell between radius R1 and R2, 0 ≤ R1 < R2 ≤ ∞. We
write
CrtN (E;R1, R2) = CrtN (E,BN ).
Let E ⊂ R be a Borel set. Using spherical coordinates and writing ρ = ‖x‖√
N
, by the Kac–Rice
formula we have
ECrtN (E;R1, R2) =
ˆ
BN
ˆ
E
E[| detG||Y = t] 1√
2πσY
e
− (t−mY )
2
2σ2
Y p∇HN (x)(0)dtdx
= SN−1N (N−1)/2
ˆ R2
R1
ˆ
E
E[| detG|] 1√
2πσY
e
− (t−mY )2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1dtdρ.
(4.1)
Here SN−1 = 2π
N/2
Γ(N/2) is the area of N − 1 dimensional unit sphere, G depends on t implicitly and
mY =
µρ2
2
− µD
′(ρ2)ρ2
D′(0)
, σ2Y =
1
N
(
D(ρ2)− D
′(ρ2)2ρ2
D′(0)
)
.
Note that
lim
N→∞
1
N
log(SN−1N
N−1
2 ) =
1
2
log(2π) +
1
2
. (4.2)
4.1 Upper bound
Recall the representation (3.16). Let G∗∗ be the minor of G after removing the first row and
column and η˜j , j = 1, ..., N − 1 the eigenvalues of G∗∗. By the representation, we may find a
random orthogonal matrix V which is independent of η˜j , j = 1, ..., N − 1, such that
G∗∗ = V T


η˜1 · · · 0
...
. . .
...
0 · · · η˜N−1

V.
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Let ξ′ = V ξ. Then ξ′ is a centered Gaussian vector with covariance matrix −2D
′′(0)
N IN−1 that is
independent of η˜j ’s. Using the determinant formula for block matrices or the Schur complement
formula,
detG = det
(
G11 G1∗
G∗1 G∗∗
)
= det(G∗∗)(G11 −G1∗G−1∗∗ G∗1)
= G11
N−1∏
j=1
η˜j −
N−1∑
k=1
ξ′k
2
N−1∏
j 6=k
η˜j . (4.3)
Let η1, η2, . . . , ηN−1 be the eigenvalues of
√−4D′′(0)GOEN−1. Then
η˜j = ηj −
(
σ2z2 +
‖x‖√αβ
N
z3 −m2
)
,
and G11 = σ1z1 − σ2z2 +m1.
For simplicity, let us assume BN is a shell between radius R1 and R2, R1 < R2. Let E ⊂ R
be a Borel set. Using spherical coordinates and writing ρ = ‖x‖√
N
, we have
ECrtN (E,BN ) =
ˆ
BN
ˆ
E
ˆ
R
E
(∣∣∣(σ1z1 − σ2r +m1)N−1∏
j=1
[
ηj −
(
σ2r +
‖x‖√αβ
N
z3 −m2
)]
−
N−1∑
k=1
ξ′k
2
N−1∏
j 6=k
[
ηj −
(
σ2r +
‖x‖√αβ
N
z3 −m2
)]∣∣∣|z2 = r)
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )
2
2σ2
Y p∇HN (x)(0)drdtdx
= SN−1N (N−1)/2
ˆ R2
R1
ˆ
E
ˆ
R
E
(∣∣∣(σ1z1 − σ2r +m1)N−1∏
j=1
[
ηj −
(
σ2r +
ρ
√
αβ√
N
z3 −m2
)]
−
N−1∑
k=1
ξ′k
2
N−1∏
j 6=k
[
ηj −
(
σ2r +
ρ
√
αβ√
N
z3 −m2
)]∣∣∣|z2 = r)
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )
2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ (4.4)
where
m1 = µ+
(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )(2D
′′(ρ2)ρ2 +D′(ρ2)−D′(0))
D(ρ2)− D′(ρ2)2ρ2D′(0)
,
m2 = µ+
(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )(D
′(ρ2)−D′(0))
D(ρ2)− D′(ρ2)2ρ2D′(0)
,
σ1 =
√
−4D′′(0)− (αρ2 + β)αρ2
N
, σ2 =
√
−2D′′(0)− (αρ2 + β)β
N
,
σ2Y =
1
N
(
D(ρ2)− D
′(ρ2)2ρ2
D′(0)
)
, α =
2D′′(ρ2)√
D(ρ2)− D′(ρ2)2ρ2D′(0)
, β =
D′(ρ2)−D′(0)√
D(ρ2)− D′(ρ2)2ρ2D′(0)
. (4.5)
Note that for a standard normal z and a, b ∈ R,
E|a+ bz| =
√
2|b|√
π
e−
a2
2b2 + a(2Φ(
a
|b| )− 1) ≥
√
2
π
|b|, (4.6)
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where Φ is the c.d.f. of the standard Gaussian. Let ‖MN‖op denote the operator norm of an
N ×N GOE matrix. By [BADG01],
E‖MN‖kop ≤ Ck (4.7)
for some absolute constant C and any k ≥ 0, where ‖MN‖op is the operatore norm of an N ×N
GOE matrix. We will also use repeatedly E(z/
√
N)k ≤ Ck for any k ≥ 0.
Lemma 4.1. For any ρ > 0, t ∈ R, we have
1
D′(0)−D′(ρ2) ≤
CD(1 + ρ
2)
ρ2
,
1√
D(ρ2)− D′(ρ2)2ρ2D′(0)
≤ CD(1 + ρ
2)
ρ2
,
|mi| ≤ |µ|+ CD
∣∣∣ t
ρ2
− µ
2
+
µD′(ρ2)
D′(0)
∣∣∣(1 + ρ2), i = 1, 2. (4.8)
Proof. Since limρ→0+
D′(ρ2)−D′(0)
ρ2 = D
′′(0) and D′(ρ2) is strictly decreasing to 0 as ρ2 tends to
∞, we have the first assertion. By (3.10), we have
1√
D(ρ2)− D′(ρ2)2ρ2D′(0)
≤
√−2D′′(0)
D′(0)−D′(ρ2) ≤
CD(1 + ρ
2)
ρ2
.
Using (3.10) and (3.11),
|m1| ≤ |µ|+
∣∣∣ t
ρ2
− µ
2
+
µD′(ρ2)
D′(0)
∣∣∣ CDρ2
D′(0)−D′(ρ2) ≤ |µ|+ CD
∣∣∣ t
ρ2
− µ
2
+
µD′(ρ2)
D′(0)
∣∣∣(1 + ρ2),
|m2| ≤ |µ|+
∣∣∣ t
ρ2
− µ
2
+
µD′(ρ2)
D′(0)
∣∣∣ CDρ2
D′(0)−D′(ρ2) ≤ |µ|+ CD
∣∣∣ t
ρ2
− µ
2
+
µD′(ρ2)
D′(0)
∣∣∣(1 + ρ2).
Lemma 4.2. Suppose µ 6= 0. Let CrtN (E,F ) = CrtN (E,BN ) when BN = {x ∈ RN : ‖x‖ ∈ F}
where E and F are Borel sets of R. Then
lim sup
T→∞
lim
N→∞
1
N
logECrtN ([−T, T ]c,R+) = −∞,
lim sup
R→∞
lim
N→∞
1
N
logECrtN (R, [0, R]) = −∞.
Proof. Since the argument is similar, we only give a detailed proof for the first claim. Note that
ECrtN ([−T, T ]c,R+)
≤ SN−1
ˆ
R+
ˆ
[−T,T ]c
ˆ
R
E
(
|σ1z1 − σ2r +m1|
N−1∏
j=1
∣∣∣ηj − (σ2r + ρ
√
αβ√
N
z3 −m2
)∣∣∣
+
N−1∑
k=1
ξ′k
2
N−1∏
j 6=k
∣∣∣ηj − (σ2r + ρ
√
αβ√
N
z3 −m2
)∣∣∣|z2 = r)
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ.
By (4.6) and (3.11), we have
E|σ1z1 − σ2r +m1| =
√
2σ1√
π
exp(− (m1 − σ2r)
2
2σ21
) + (m1 − σ2r)
[
2Φ
(m1 − σ2r
σ1
)
− 1
]
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≤ 2
√−2D′′(0)√
πN
+ 3
√
−2D′′(0) |r|√
N
+ 3|m1|
≤ CD(1 + |r|/
√
N + |m1|).
Writing z′′3 = σ2r +
ρ
√
αβ√
N
z3 −m2, using (4.7) and (3.10) we have
E
N−1∏
j=1
|ηj − z′′3 | ≤ E(
√
−4D′′(0)‖MN−1‖op + z′′3 )N−1
≤ 2N−1E([−4D′′(0)](N−1)/2‖MN−1‖N−1op + z′′N−13 )
≤ CND (1 + |σ2r −m2|N−1 + (ρ
√
αβ)N−1)
≤ CND (1 + |r|N−1/N (N−1)/2 + |m2|N−1). (4.9)
We write mt = |µ| + CD| tρ2 − µ2 + µD
′(ρ2)
D′(0) |(1 + ρ2). Using Lemma 4.1 and the elementary fact
mt ≤ max{1,mNt }, we find by conditioning on z2 first,
E
(
|σ1z1 − σ2z2 +m1|
N−1∏
j=1
∣∣∣ηj − (σ2z2 + ρ
√
αβ√
N
z3 −m2
)∣∣∣) ≤ CND (1 +mt +mN−1t +mNt )
≤ CND (1 +mNt ).
Similarly, since Eξ′k
2
= −2D
′′(0)
N , we have by independence
E
N−1∑
k=1
ξ′k
2
N−1∏
j 6=k
∣∣∣ηj − (σ2r + ρ
√
αβ√
N
z3 −m2
)∣∣∣ ≤ CND (1 + |σ2r −m2|N−2 + (ρ√αβ)N−2)
≤ CND (1 + |r|N−2/N (N−2)/2 + |m2|N−2),
and
E
N−1∑
k=1
ξ′k
2
N−1∏
j 6=k
∣∣∣ηj − (σ2z2 + ρ
√
αβ√
N
z3 −m2
)∣∣∣ ≤ CND (1 +mN−2t ).
Since D(r) ≤ D′(0)r, we have
D(ρ2)− D
′(ρ2)2ρ2
D′(0)
≤ [D
′(0)2 −D′(ρ2)2]ρ2
D′(0)
≤ D′(0)ρ2.
Together with Lemma 4.1, we obtain after a change of variable t = ρ2s,
ECrtN ([−T, T ]c,R+)
≤ CNDSN−1
ˆ
R+
ˆ
[−T,T ]c
(1 +mNt )
1√
2πσY
e
− (t−mY )
2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1dtdρ
≤ CNµ,DSN−1
ˆ
R+
ˆ
[−T/ρ2,T/ρ2]c
[
1 + (1 + ρ2N )|s− µ
2
+
µD′(ρ2)
D′(0)
|N
]
√
N
√
2π
√
D(ρ2)− D′(ρ2)2ρ2D′(0)
exp
(
−
Nρ4(s− µ2 + µD
′(ρ2)
D′(0) )
2
2(D(ρ2)− D′(ρ2)2ρ2D′(0) )
) 1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN+1dsdρ
≤ C
N
µ,DSN−1
√
N
(2π)
N+1
2 D′(0)N/2
( ˆ ∞
0
ˆ ∞
√
T/s
+
ˆ 0
−∞
ˆ ∞
√
−T/s
)
[1 + (1 + ρ2N )(|s| + |µ|)N ]
20
(1 + ρ2)
ρ2
exp
(
−
N [(s− µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
ρN+1dρds.
We need to find a good lower bound for (s− µ2 + µD
′(ρ2)
D′(0) )
2. To save space, let
f(s, ρ2) = [1 + (1 + ρ2N )(|s|+ |µ|)N ](ρN−1 + ρN+1) exp
(
−
N [(s− µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
.
We will use the estimate
´∞
x e
− y2
2σ2 dy ≤ σ2x e−
x2
2σ2 repeatedly in the following.
Case 1 : s > 0.
Subcase 1 : s > |µ|. Since | 12 − D
′(ρ2)
D′(0) | ≤ 12 , we have(
s− µ
2
+
µD′(ρ2)
D′(0)
)2
≥
(
s−
∣∣∣1
2
− D
′(ρ2)
D′(0)
∣∣∣|µ|)2 ≥ s2
4
.
Then ˆ ∞
|µ|
ˆ ∞
√
T/s
f(s, ρ2)dρds
≤
ˆ ∞
|µ|
ˆ ∞
√
T/s
[1 + (s+ |µ|)N + (s+ |µ|)Nρ2N ](ρN−1 + ρN+1)e−
N [ s
2
4
+µ2]ρ2
2D′(0) dρds
≤ CD
ˆ ∞
|µ|
ˆ ∞
|µ|
√
T
2D′(0)
( 2D′(0)
s2
4 + µ
2
)3N/2
(1 + (s+ |µ|)N )r3N+1e−Nr2drds
≤ C
N
D
N |µ|√T e
− NTµ2
4D′(0) (
ˆ 1
0
+
ˆ ∞
1
)
1 + (s+ |µ|)N
(s2 + 4µ2)3N/2
ds
≤ C
N
µ,D
N |µ|√T e
− NTµ2
4D′(0) .
Here we have used the fact that
√
T
2D′(0) (
s
4 +
µ2
s ) ≥ |µ|
√
T
2D′(0) so that we can always choose T
large to guarantee r > 1 and r4 ≤ er2/2.
Subcase 2 : s ≤ |µ|. We use the trivial bound (s− µ2 + µD
′(ρ2)
D′(0) )
2 ≥ 0. Then
ˆ |µ|
0
ˆ ∞
√
T/s
f(s, ρ2)dρds
≤
ˆ |µ|
0
ˆ ∞
√
T/|µ|
[1 + (s+ |µ|)N + (s+ |µ|)Nρ2N ](ρN−1 + ρN+1)e−
Nµ2ρ2
2D′(0) dρds
≤ CD
ˆ |µ|
0
ˆ ∞
√
|µ|T
2D′(0)
(2D′(0)
µ2
)3N/2
(1 + (s+ |µ|)N )r3N+1e−Nr2drds
≤ C
N
µ,D
N
√|µ|T e−
N|µ|T
4D′(0) .
Case 2 : s < 0. After change of variable s→ −s, we can proceed in the same way as the case
s > 0 and find
ˆ 0
−∞
ˆ ∞
√
−T/s
f(s, ρ2)dρds =
ˆ ∞
0
ˆ ∞
√
T/s
f(−s, ρ2)dρds
=
( ˆ |µ|
0
ˆ ∞
√
T/s
+
ˆ ∞
|µ|
ˆ ∞
√
T/s
)
f(−s, ρ2)dρds
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≤ C
N
D
N
√
T
( 1
µ
e−NTµ
2/[4D′(0)] +
1√|µ|e−N |µ|T/[4D
′(0)]
)
.
Putting things together, we see that
ECrtN ([−T, T ]c,R+) ≤
CNµ,D
N
√
T
( 1
µ
e−NTµ
2/[4D′(0)] +
1√|µ|e−N |µ|T/[4D
′(0)]
)
.
From here the assertion follows.
If µ = 0, observing the complexity function in Section 2, it is reasonable to require R2 <∞.
Lemma 4.3. Let µ = 0 and R <∞. Then
lim sup
T→∞
lim
N→∞
1
N
logECrtN ([−T, T ]c, [0, R)) = −∞.
Proof. The argument follows that of Lemma 4.2 and is actually much easier. Indeed, we find
ECrtN ([−T, T ]c, [0, R))
≤ CNDSN−1
ˆ R
0
ˆ
[−T,T ]c
(1 +mNt )
1√
2πσY
e
− (t−mY )2
2σ2
Y
1
(2π)N/2D′(0)N/2
ρN−1dtdρ
≤ C
N
DSN−1
√
N
(2π)
N+1
2 D′(0)N/2
ˆ R
0
(ˆ ∞
T
+
ˆ −T
−∞
)
[1 + ρN + (1 + ρ2N )|t|N ] (1 + ρ
2)
ρ2
e
− Nt2
2D′(0)ρ2 ρN−1dtdρ
≤ C
N
R,DSN−1
√
N
T
e
− NT2
4D′(0)R2 .
The proof is complete.
Thanks to Lemmas 4.2 and 4.3, we can focus on compact sets in the following. In the rest of
this section , let 0 ≤ R1 < R2 <∞ and E a compact set of R. Consider
I = I(R1, R2;E) =
ˆ R2
R1
ˆ
E
ˆ
R
E
(∣∣∣(σ1z1 − σ2r +m1)N−1∏
j=1
[
ηj −
(
σ2r +
ρ
√
αβ√
N
z3 −m2
)]∣∣∣|z2 = r)
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )
2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ,
II = II(R1, R2;E) =
ˆ R2
R1
ˆ
E
ˆ
R
E
(∣∣∣N−1∑
k=1
ξ′k
2
N−1∏
j 6=k
[
ηj −
(
σ2r +
ρ
√
αβ√
N
z3 −m2)
)]∣∣∣|z2 = r)
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )
2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ.
Then
ECrtN (E,BN )
N (N−1)/2SN−1
≤ I + II.
The goal is to find the same upper bound for I and II on the exponential scale. To deal with I,
E
(∣∣∣(σ1z1 − σ2r +m1)N−1∏
j=1
[
ηj −
(
σ2r +
ρ
√
αβ√
N
z3 −m2
)]∣∣∣|z2 = r)
= E|σ1z1 − σ2r +m1|E
N−1∏
j=1
∣∣∣ηj − (σ2r + ρ
√
αβ√
N
z3 −m2
)∣∣∣.
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We have
E|σ1z1 − σ2r +m1| =
√
2σ1√
π
exp(− (m1 − σ2r)
2
2σ21
) + (m1 − σ2r)
[
2Φ
(m1 − σ2r
σ1
)
− 1
]
=: I1.
Let
I2 = E
N−1∏
j=1
∣∣∣ηj − (σ2r + ρ
√
αβ√
N
z3 −m2
)∣∣∣.
Then
I =
ˆ R2
R1
ˆ
E
ˆ
R
I1I2
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )
2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ. (4.10)
We need the following fact.
Lemma 4.4. Suppose |µ| + 1R > 0. Then for any a > 0, b > 0, c > 0, there exist constants
Cµ,D,a,b,c > 0, N0 > 0 such that for any N > N0,
ˆ R
0
ˆ ∞
−∞
[1 + |s|aN + ρbN ] exp
(
−
N [(s− µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
ρcNdsdρ < CNµ,R,D,a,b,c.
Proof. If µ 6= 0, note that we have (s − µ2 + µD
′(ρ2)
D′(0) )
2 ≥ s24 for |s| > |µ|. Since
´∞
x
e−
y2
2σ2 dy ≤
σ2
x e
− x2
2σ2 for x > 0, changing the order of integration,
ˆ ∞
0
ˆ
R
[1 + |s|aN + ρbN ] exp
(
−
N [(s− µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
ρcNdsdρ
≤
ˆ |µ|
−|µ|
ˆ ∞
0
[1 + |s|aN + ρbN ]e−Nµ
2ρ2
2D′(0) ρcNdρds
+
ˆ
[−|µ|,|µ|]c
ˆ ∞
0
[1 + |s|aN + ρbN ]e−
N( s
2
4
+µ2)ρ2
2D′(0) ρcNdρds.
It is then easy to finish the argument using estimation similar to that in the proof of Lemma 4.2.
If µ = 0, then R <∞ and we have
ˆ R
0
ˆ ∞
−∞
[1 + |s|aN + ρbN ] exp
(
− Ns
2ρ2
2D′(0)
)
ρcNdsdρ ≤ CNa,D
ˆ R
0
[1 + ρbN ]ρcN−1dρ,
which complete the proof.
4.1.1 Upper bound for II
To deal with II, since Eξ′k
2
= −2D
′′(0)
N , writing z
′
3 = (σ2r +
ρ
√
αβ√
N
z3 − m2)/
√−4D′′(0), by
symmetry,
E
(∣∣∣N−1∑
k=1
ξ′k
2
N−1∏
j 6=k
[
ηj −
(
σ2r +
ρ
√
αβ√
N
z3 −m2
)]∣∣∣|z2 = r)
≤ [−4D
′′(0)](N−1)/2
2N
N−1∑
k=1
E
N−1∏
j 6=k
∣∣∣ ηj√−4D′′(0) − 1√−4D′′(0)
(
σ2r +
ρ
√
αβ√
N
z3 −m2
)∣∣∣
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=
[−4D′′(0)](N−1)/2(N − 1)
2N
Ez3
ˆ
RN−1
N−2∏
i=1
|xi − z′3|pGOE(x1, ..., xN−1)dx1...dxN−1,
where pGOE(x1, ..., xN−1) is the p.d.f. of the (unordered) eigenvalues of an (N − 1) × (N − 1)
GOE matrix. To save space, for an event ∆ that may depend on the eigenvalues of GOE and
other Gaussian random variables in question, let us write
II(R1, R2;E; ∆) =
ˆ R2
R1
ˆ
E
ˆ
R
E
(∣∣∣N−1∑
k=1
ξ′k
2
N−1∏
j 6=k
[
ηj −
(
σ2r +
ρ
√
αβ√
N
z3 −m2
)]∣∣∣1∆)
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ.
Lemma 4.5. Suppose |µ|+ 1R > 0. Let λi, i = 1, ..., N−1 be the eigenvalues of an (N−1)×(N−1)
GOE matrix and λ∗N−1 = max1≤i≤N−1 |λi|. Then
lim sup
K→∞
lim sup
N→∞
1
N
log II(0, R;R; {λ∗N−1 > K}) = −∞.
Proof. By [BADG01] we have for K large enough,
P(λ∗N−1 > K) ≤ e−(N−1)K
2/9.
It follows that by choosing K large,
E[(λ∗N−1)
N−21{λ∗N−1 > K}] =
∞∑
j=0
E[(λ∗N−1)
N−21{K + j < λ∗N−1 ≤ K + j + 1}]
≤
∞∑
j=0
(K + j + 1)N−2e−(N−1)(K+j)
2/9 ≤
∞∑
j=0
e−(N−1)(K+j)
2/18
≤ 1
2
e−(N−1)K
2/18.
If µ 6= 0, using an estimate similar to (4.9), we obtain
II(0,∞;R; {λ∗N−1 > K}) ≤ CND
ˆ ∞
0
ˆ
R
ˆ
R
EGOE(N−1),z3 [((λ
∗
N−1)
N−2 + z′N−23 )1{λ∗N−1 > K}]
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )
2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ
≤ CNµ,De−(N−1)K
2/18
ˆ ∞
0
ˆ
R
ˆ
R
[
1 +
rN−2
N
N−2
2
+
∣∣∣ t
ρ2
− µ
2
+
µD′(ρ2)
D′(0)
∣∣∣N−2(1 + ρ2(N−2))]
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )
2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ
≤ CNµ,De−(N−1)K
2/18
ˆ ∞
0
ˆ
R
[
1 + (|s|+ |µ|)N−2(1 + ρ2(N−2))
]
exp
(
−
N [(s− µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
ρN+1dsdρ.
The assertion then follows from Lemma 4.4. The case µ = 0 and R <∞ is similar.
For a vector yN1 = (y1, ..., yN) ∈ RN , let L(yN1 ) = 1N
∑N
i=1 δyi denote the empirical probability
measure. By [BADG01], for any δ > 0, there exists an absolute constant c > 0 such that
PGOE(N−1)(L(λ
N−1
1 ) /∈ B(σsc, δ)) ≤ e−c(N−1)
2
(4.11)
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where λN−11 = (λ1, ..., λN−1) is the eigenvalues of GOE. Using Ho¨lder inequality we have
Ez3
ˆ
RN−1
N−2∏
i=1
|xi − z′3|pGOE(x1, ..., xN−1)1{L(xN−11 ) /∈ B(σsc, δ)}dx1...dxN−1
≤ CNEGOE(N−1),z3 [(‖MN−1‖N−2op + z′N−23 )1{L(λN−11 ) /∈ B(σsc, δ)}]
≤ CN [EGOE(N−1),z3(‖MN−1‖5(N−2)op + z′5(N−2)3 )]1/5P(L(λN−11 ) /∈ B(σsc, δ))4/5
≤ CNµ,D
[
1 +
rN−2
N
N−2
2
+
∣∣∣ t
ρ2
− µ
2
+
µD′(ρ2)
D′(0)
∣∣∣N−2(1 + ρ2(N−2))]e−c(N−1)8/5.
Together with Lemma 4.4, we deduce that
ˆ R2
R1
ˆ
E
ˆ
R
[−4D′′(0)](N−1)/2(N − 1)
2N
EGOE(N−1),z3
[N−2∏
i=1
∣∣∣λi − z′3∣∣∣1{L(λN−11 ) /∈ B(σsc, δ)}]
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )
2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ
≤ CNµ,D
√
Ne−cN
8/5
ˆ R2
R1
ˆ
E/ρ2
[
1 +
∣∣∣s− µ
2
+
µD′(ρ2)
D′(0)
∣∣∣N−2(1 + ρ2(N−2))]
(1 + ρ2)
ρ2
exp
(
−
N [(s− µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
ρN+1dsdρ
≤ CNµ,De−cN
8/5
(4.12)
which is exponentially negligible as N →∞. Since
II(R1, R2;E) = II(R1, R2;E; {L(λN−11 ) ∈ BK(σsc, δ)})+II(R1, R2;E; {L(λN−11 ) /∈ BK(σsc, δ)}),
by Lemma 4.5 and (4.12), we can always choose K large enough so that the second term is
exponentially negligible as N →∞. We only need to consider the first term.
For a probability measure ν on R, let us define
Ψ(ν, x) =
ˆ
R
log |x− t|ν(dt).
Note that for any 1-Lipschitz function f we have
∣∣∣ 1
N − 2
N−2∑
i=1
f
(√N − 1
N − 2λi
)
− 1
N − 1
N−1∑
i=1
f(λi)
∣∣∣ ≤ 1
2(N − 2)2
N−2∑
i=1
|λi|+
|λN−1 −
√
N−1
N−2λi|
N − 1 .
(4.13)
If L(λN−11 ) ∈ BK(σsc, δ), we can choose N large enough so that L(λ′N−21 ) ∈ BK+1(σsc, 2δ), where
λ′i =
√
N−1
N−2λi. Then
EGOE(N−1),z3 [
N−2∏
i=1
|λi − z′3|1{L(λN−11 ) ∈ BK(σsc, δ)}]
=
1
ZN−1
Ez3
ˆ
RN−1
N−2∏
i=1
|xi − z′3|
N−2∏
i<j
|xi − xj |e−
(N−1)
2
∑N−2
i=1 x
2
i1{L(xN−11 ) ∈ BK(σsc, δ)}
N−2∏
i=1
dxi
×
N−2∏
i=1
|xi − xN−1|e−
(N−1)x2N−1
2 dxN−1
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≤ 1
ZN−1
(N − 2
N − 1
) 1
4N(N+1)−1
Ez3
ˆ
[−K−1,K+1]N−2
N−2∏
i=1
∣∣∣yi −
√
N − 1
N − 2z
′
3
∣∣∣N−2∏
i<j
|yi − yj|e−
(N−2)
2
∑N−2
i=1 y
2
i
× 1{L(yN−21 ) ∈ BK+1(σsc, 2δ)}
N−2∏
i=1
dyi
ˆ K+1
−K−1
e(N−2)[Ψ(L(y
N−2
1 ),yN−1)−
y2N−1
2 ]dyN−1
=
ZN−2
ZN−1
(N − 2
N − 1
) 1
4N(N+1)−1
Ez3
ˆ
[−K−1,K+1]N−2
N−2∏
i=1
∣∣∣yi −
√
N − 1
N − 2z
′
3
∣∣∣pGOE(y1, ..., yN−2)
× 1{L(yN−21 ) ∈ BK+1(σsc, 2δ)}
ˆ K+1
−K−1
e(N−2)[Ψ(L(y
N−2
1 ),yN−1)−
y2N−1
2 ]dyN−1
N−2∏
i=1
dyi
It follows that
lim sup
N→∞
1
N
log II ≤ lim sup
N→∞
1
N
log
[
C′N
ˆ R2
R1
ˆ
E
ˆ
R
Ez3
ˆ
[−K−1,K+1]N−2
N−2∏
i=1
∣∣∣yi −
√
N − 1
N − 2z
′
3
∣∣∣
× 1{L(yN−21 ) ∈ BK+1(σsc, 2δ)}
ˆ K+1
−K−1
e(N−2)[Ψ(L(y
N−2
1 ),x)−x
2
2 ]dxpGOE(y1, ..., yN−2)
N−2∏
i=1
dyi
× 1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ
]
=: lim sup
N→∞
1
N
log(C′NI
′
N ),
where
C′N =
[−4D′′(0)](N−1)/2(N − 1)ZN−2
2NZN−1
(N − 2
N − 1
) 1
4N(N+1)−1
.
Note that
lim
N→∞
1
N
logC′N =
1
2
log[−4D′′(0)] + 1
2
log 2 +
1
2
. (4.14)
Let Ψ∗(x) =
´
log |x− y|σsc(dy). By calculation,
Ψ∗(x) =
1
2
x2 − 1
2
− 1
2
log 2−
ˆ |x|
√
2
√
y2 − 2dy1{|x| ≥
√
2}
=
{
1
2x
2 − 12 − 12 log 2, |x| ≤
√
2,
1
2x
2 − 12 − log 2− 12 |x|
√
x2 − 2 + log(|x|+√x2 − 2), |x| > √2. (4.15)
Note that Ψ∗(x)− x22 ≤ − 12 − 12 log 2. Since Ψ(µ, x) is upper-semicontinuous in P [−K − 1,K +
1]× [−K − 1,K + 1],
lim
δ→0+
sup
µ∈BK+1(σsc,2δ),
x∈[−K−1,K+1]
[Ψ(µ, x)− x
2
2
] ≤ sup
x∈[−K−1,K+1]
[Ψ(σsc, x)− x
2
2
] ≤ −1
2
− 1
2
log 2.
It follows that for ε′ > 0 there exists δ = δ(ε′) > 0 such that
1{L(yN−21 ) ∈ BK+1(σsc, 2δ)}
ˆ K+1
−K−1
e(N−2)[Ψ(L(y
N−2
1 ),x)−x
2
2 ]dx
≤ 3K1{L(yN−21 ) ∈ BK+1(σsc, 2δ)}e(N−2)(−
1
2− 12 log 2+ε′).
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Then we have
ˆ
R
Ez3
ˆ
[−K−1,K+1]N−2
N−2∏
i=1
∣∣∣yi −
√
N − 1
N − 2z
′
3
∣∣∣1{L(yN−21 ) ∈ BK+1(σsc, 2δ)}
×
ˆ K+1
−K−1
e(N−2)[Ψ(L(y
N−2
1 ),x)−x
2
2 ]dxpGOE(y1, ..., yN−2)
N−2∏
i=1
dyi
1√
2π
e−
r2
2 dr
≤ 3K
√
N(N − 2)(−4D′′(0))e(N−2)(− 12− 12 log 2+ε′)√
2π(N − 1)(−2′′(0)− β2)
ˆ
R
EGOE(N−2)[e(N−2)Ψ(L(λ
N−2
i ),x)
1{L(λN−21 ) ∈ BK+1(σsc, 2δ)}] exp
(
−
N(N − 2)[−4D′′(0)](x+
√
N−1m2√
(N−2)(−4D′′(0)))
2
2(N − 1)(−2D′′(0)− β2)
)
dx.
Let T be a large constant to be determined later. Consider
A(N, T ) :=
ˆ R2
R1
3K
√
N(N − 2)(−4D′′(0))e(N−2)(− 12− 12 log 2+ε′)√
2π(N − 1)(−2′′(0)− β2)
ˆ
E
ˆ
|x+
√
N−1m2√
−4(N−2)D′′(0)
|>T
EGOE(N−2)[e(N−2)Ψ(L(λ
N−2
1 ),x)1{L(λN−21 ) ∈ BK+1(σsc, 2δ)}]
exp
(
−
N(N − 2)[−4D′′(0)](x +
√
N−1m2√
(N−2)(−4D′′(0)) )
2
2(N − 1)(−2D′′(0)− β2)
)
dx
1√
2πσY
e
− (t−mY )2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1dtdρ.
Using (3.9), Lemma 4.1 and Lemma 4.4, we have
A(N, T ) ≤ CND,K
√
N
ˆ R2
R1
ˆ
E
ˆ
|x+
√
N−1m2√
−4(N−2)D′′(0)
|>T
(1 + xN−2) exp
(
−
N [( tρ2 − µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
exp
[
− (N − 2)
(
x+
√
N − 1m2√
(N − 2)(−4D′′(0))
)2]
dx(ρN−3 + ρN−1)dtdρ
≤ CND,K
√
N
ˆ R2
R1
ˆ
E
(
ˆ ∞
T
+
ˆ −T
−∞
)(1 + |y|N−2 + |m2|N−2)
e−(N−2)y
2
dy exp
(
−
N [( tρ2 − µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
(ρN−3 + ρN−1)dtdρ
≤ C
N
µ,D,K
√
N
T
ˆ R2
R1
ˆ
E
[∣∣∣ t
ρ2
− µ
2
+
µD′(ρ2)
D′(0)
∣∣∣N−2e−(N−2)T 2 + e− (N−2)T22 ]
exp
(
−
N [( tρ2 − µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
(1 + ρ3N−3)dtdρ
≤ C
N
µ,D,K
√
Ne−
(N−2)T2
2
T
.
Therefore,
lim sup
T→∞
lim sup
N→∞
1
N
logA(N, T ) = −∞. (4.16)
It remains to understand
e(N−2)(−
1
2− 12 log 2+ε′)
ˆ R2
R1
1√−2′′(0)− β2
ˆ
E
ˆ
|x+
√
N−1m2√
−4(N−2)D′′(0)
|≤T
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EGOE(N−2)[e(N−2)Ψ(L(λ
N−2
1 ),x)1{L(λN−21 ) ∈ BK+1(σsc, 2δ)}]
exp
(
−
N(N − 2)[−4D′′(0)](x +
√
N−1m2√
(N−2)(−4D′′(0)) )
2
2(N − 1)(−2D′′(0)− β2)
)
dx
1√
2πσY
e
− (t−mY )2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1dtdρ
=
√
N − 1
N − 2e
(N−2)(− 12− 12 log 2+ε′)
ˆ R2
R1
1√−2D′′(0)− β2
ˆ
E
ˆ
|y+ m2√
−4D′′(0)
|≤
√
N−2
N−1T
EGOE(N−2)[e
(N−2)Ψ(L(λN−21 ),
√
N−1
N−2y)1{L(λN−21 ) ∈ BK+1(σsc, 2δ)}]
exp
(
−
N [−4D′′(0)]
(
y + 1√−4D′′(0)
[
µ+
(t−µρ22 +µD
′(ρ2)ρ2
D′(0) )(D
′(ρ2)−D′(0))
D(ρ2)−D′(ρ2)2ρ2
D′(0)
])2
2
(
− 2D′′(0)− [D′(ρ2)−D′(0)]2
D(ρ2)−D′(ρ2)2ρ2
D′(0)
) )dy
√
N
√
2π
√
D(ρ2)− D′(ρ2)2ρ2D′(0)
exp
(
−
N(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )
2
2(D(ρ2)− D′(ρ2)2ρ2D′(0) )
) 1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1dtdρ.
From (3.9) we see that
2 ≤ −4D
′′(0)
−2D′′(0)− β2 ≤ 3.
For fixed ρ, t, let
f(x; ρ, t) = Ψ∗(x)− −2D
′′(0)
−2D′′(0)− β2
(
x+
m2√−4D′′(0)
)2
.
A calculation yields
∂xf(x; ρ, t) =


[
1− 4D′′(0)2D′′(0)+β2
]
x−
√
−4D′′(0)m2
−2D′′(0)−β2 , |x| ≤
√
2,[
1− 4D′′(0)2D′′(0)+β2
]
x−
√
−4D′′(0)m2
−2D′′(0)−β2 − sgn(x)
√
x2 − 2, |x| > √2.
where sgn(x) is the sign function. Note that −sgn(x)√x2 − 2 is strictly positive for x < −√2
and strictly negative for x >
√
2. From here we see that
∂xf(x; ρ, t)

> 0, x < −
√
−4D′′(0)m2
−2D′′(0)+β2 and x <
√
2,
< 0, x > −
√
−4D′′(0)m2
−2D′′(0)+β2 and x > −
√
2.
Moreover,
∂xxf(x; ρ, t) =
{
− ´ 1(x−y)2σsc(dy)− −4D
′′(0)
−2D′′(0)−β2 , |x| >
√
2,
1− 4D′′(0)2D′′(0)+β2 , |x| ≤
√
2.
We find ∂xxf(x; ρ, t) < 0. As a smooth concave function, f(x; ρ, t) has at most one global
maximum. Together with the sign change of ∂xf(x; ρ, t), we see that f(x; ρ, t) indeed has a
unique maximum. Let x∗ = x∗(ρ, t) be the unique maximizer of f(x; ρ, t). Then
x∗


∈ (−
√
−4D′′(0)m2
−2D′′(0)+β2 ,−
√
2), −
√
−4D′′(0)m2
−2D′′(0)+β2 < −
√
2,
= −
√
−4D′′(0)m2
−2D′′(0)+β2 ,
√
−4D′′(0)m2
−2D′′(0)+β2 ∈ [−
√
2,
√
2],
∈ (√2,−
√
−4D′′(0)m2
−2D′′(0)+β2 ), −
√
−4D′′(0)m2
−2D′′(0)+β2 >
√
2.
(4.17)
28
Let ε > 0. For t ∈ E and ρ ∈ [R1 + ε,R2], by compactness, we may choose T large enough such
that x∗(ρ, t) ∈ [− m2√−4D′′(0) − T,−
m2√
−4D′′(0) + T ] for all t ∈ E, ρ ∈ [R1 + ε,R2]. Let
ψ(ν, ρ, t, x) = Ψ(ν, x)−
(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )
2
2
(
D(ρ2)− D′(ρ2)2ρ2D′(0)
) − µ2ρ2
2D′(0)
+ log ρ
− −2D
′′(0)
−2D′′(0)− [D′(ρ2)−D′(0)]2
D(ρ2)−D′(ρ2)2ρ2
D′(0)
(
x+
1√−4D′′(0)
[
µ+
(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )(D
′(ρ2)−D′(0))
D(ρ2)− D′(ρ2)2ρ2D′(0)
])2
.
(4.18)
Since ψ(ν, ρ, t, x)−Ψ(ν, x) + Ψ(ν,
√
N−1
N−2x) is an upper semi-continuous function on
F (δ) :=
{
(ν, ρ, t, x) : ν ∈ BK+1(σsc, 2δ), x ∈
[
− m2√−4D′′(0) − T,−
m2√−4D′′(0) + T
]
,
ρ ∈ [R1 + ε,R2], t ∈ E¯
}
,
which attains its maximum, we have
lim sup
δ→0+
lim sup
N→∞
sup
F (δ)
[ψ(ν, ρ, t, x)−Ψ(ν, x) + Ψ(ν,
√
N − 1
N − 2x)] ≤ supF (0)
ψ(σsc, ρ, t, x).
As a continuous function, ψ(σsc, ρ, t, x) attains its maximum in F (0) at some point (ρ∗, t∗, x∗).
Here we have x∗ = x∗(ρ∗, t∗). Assume 0 < |E| < ∞. Since ρ√
D(ρ2)−D′(ρ2)2ρ2
D′(0)
is continuous and
attains its maximum in [R1 + ε,R2], it follows that
lim sup
ε′→0+
lim sup
δ→0+
lim sup
N→∞
1
N
log
[ˆ R2
R1+ε
e(N−2)(−
1
2− 12 log 2+ε′)√−2D′′(0)− β2
ˆ
E
ˆ
|y+ m2√
−4D′′(0)
|≤
√
N−2
N−1T
EGOE(N−2)[e
(N−2)[ψ(L(λN−21 ),ρ,t,x)−Ψ(L(λN−21 ),x)+Ψ(L(λN−21 ),
√
N−1
N−2x)]1{L(λN−21 ) ∈ BK+1(σsc, 2δ)}]√
Nρ
(2π)(N+1)/2D′(0)N/2
√
D(ρ2)− D′(ρ2)2ρ2D′(0)
dydtdρ
]
≤ ψ(σsc, ρ∗, t∗, x∗)− 1
2
log(2π)− 1
2
logD′(0)− 1
2
− 1
2
log 2.
Combining with (4.14) and (4.16), we obtain for any ε > 0,
lim sup
N→∞
1
N
log II(R1 + ε,R2;E) ≤ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0) + ψ(σsc, ρ∗, t∗, x∗).
(4.19)
4.1.2 Upper bound for I
Recall (4.10).
Lemma 4.6. Suppose |µ|+ 1R2 > 0. For 0 ≤ R1 < R2 ≤ ∞, we have
lim sup
T→∞
lim sup
N→∞
1
N
log
ˆ R2
R1
ˆ
E
ˆ
|r|>√NT
I1I2
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )
2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0)
ρN−1drdtdρ = −∞.
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Proof. Note that
E|σ1z1 − σ2r +m1| ≤
√
2σ1√
π
+ |m1 − σ2r|.
Since αβρ2 ≤ CR2 , writing mt = µ+CD| tρ2 − µ2 + µD
′(ρ2)
D′(0) |(1+ρ2), and using (4.9), (4.8), Young’s
inequality and Lemma 4.4,
ˆ R2
R1
ˆ
E
ˆ
|r|>
√
NT
I1I2
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ
≤
ˆ R2
R1
ˆ
E
ˆ
|r|>√NT
(√2σ1√
π
+ |m1 − σ2r|
)
EGOE(N−1),z3
N−1∏
j=1
∣∣∣ηj − (σ2r + ρ
√
αβ√
N
z3 −m2
)∣∣∣
1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ
≤ CND,R2
ˆ R2
R1
ˆ
E
ˆ
|r|>√NT
(
1 +mt +
|r|√
N
)(
1 +
|r|N−1
N
N−1
2
+mN−1t
)
e−
r2
2 dr
(1 + ρ2)
ρ2
exp
(
−
N [( tρ2 − µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
ρN−1dtdρ
≤
ˆ R2
R1
ˆ
E
ˆ
|r|>√NT
(
1 +
|r|N
NN/2
+ | t
ρ2
− µ
2
+
µD′(ρ2)
D′(0)
|N (1 + ρ2N )
)
e−r
2/2dr
exp
(
−
N [( tρ2 − µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
(ρN−3 + ρN−1)dtdρ
≤ C
N
µ,D,R2
e−NT
2/4
T
ˆ R2
0
ˆ ∞
−∞
(1 + (|s|+ |µ|)N (1 + ρ2N ))
exp
(
−
N [(s− µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
(ρN−1 + ρN+1)dsdρ
≤ C
N
µ,D,R2
e−NT
2/4
T
.
The assertion follows.
Let T be a large constant to be determined later. By continuity, forR1 ≤ ρ ≤ R2 and t ∈ E, we
have |ρ2m1| ≤ L and |ρ2m2| ≤ L for some L > 0. Writing z′3 = (σ2r+ ρ
√
αβ√
N
z3−m2)/
√−4D′′(0),
for an event ∆ depending on eigenvalues of GOE, we let
I(R1, R2;E; ∆) = [−4D′′(0)]
N−1
2
ˆ R2
R1
ˆ
E
ˆ
R
EGOE(N−1),z3
[N−1∏
i=1
|λi − z′3|1∆
]
(√2σ1√
π
+ |m1 − σ2r|
) 1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )
2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ.
Using an argument similar to (4.12) we have
I(R1, R2;E; {L(λN−11 ) /∈ B(σsc, δ)})
≤ CNµ,D,L,R2e−cN
8/5
ˆ R2
R1
ˆ
E/ρ2
ˆ
R
[
1 +
|r|N−1
N
N−1
2
+
∣∣∣ t
ρ2
− µ
2
+
µD′(ρ2)
D′(0)
∣∣∣N−1(1 + ρ2(N−1))]
(1 + |r|/
√
N)e−
r2
2 dr
(1 + ρ2)
ρ2
exp
(
−
N [( tρ2 − µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
ρN−3dtdρ
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≤ CNµ,D,L,R2e−cN
8/5
ˆ
R
ˆ
R+
[1 + (|s|+ |µ|)N−1](1 + ρ2(N−1))
exp
(
−
N [(s− µ2 + µD
′(ρ2)
D′(0) )
2 + µ2]ρ2
2D′(0)
)
(ρN−3 + ρN−1)dρds
≤ CNµ,D,L,R2e−cN
8/5
,
which is exponentially negligible. Using an argument similar to Lemma 4.5, we can show that
I(R1, R2;E; { max
i=1,...,N
|λi| > K})
is exponentially negligible for K large enough. For ε > 0, by continuity we have
|m1 − σ2r| ≤ L+
√
−2D′′(0)|r|/
√
N
for some L = L(R1, R2, ε) > 0. Without loss of generality, we may assume
√−2D′′(0) < L < T .
It follows that
[−4D′′(0)]N−12
ˆ R2
R1+ε
ˆ
E
ˆ
|r|≤√NT
EGOE(N−1),z3
[N−1∏
i=1
|λi − z′3|1{L(λN−11 ) ∈ BK(σsc, δ)}
]
(√2σ1√
π
+ |m1 − σ2r|
) 1√
2π
e−
r2
2
1√
2πσY
e
− (t−mY )
2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1drdtdρ
≤ [−4D′′(0)](N−1)/2(1 + LT )
ˆ R2
R1+ε
ˆ
E
ˆ
R
EGOE(N−1)[e(N−1)Ψ(L(λ
N−1
1 ),x)1{L(λN−11 ) ∈ BK(σsc, δ)}]
√−4D′′(0)√
2π(−2D′′(0)− β2) exp
(
−
N [−4D′′(0)]
(
x+ 1√−4D′′(0)
[
µ+
(t−µρ22 +µD
′(ρ2)ρ2
D′(0) )(D
′(ρ2)−D′(0))
D(ρ2)−D′(ρ2)2ρ2
D′(0)
])2
2
(
− 2D′′(0)− [D′(ρ2)−D′(0)]2
D(ρ2)−D′(ρ2)2ρ2
D′(0)
) )dx
√
N
(2π)(N+1)/2D′(0)N/2
√
D(ρ2)− D′(ρ2)2ρ2D′(0)
exp
(
−
N(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )
2
2(D(ρ2)− D′(ρ2)2ρ2D′(0) )
)
e
−Nµ2ρ2
2D′(0) ρN−1dtdρ.
By an argument similar to (4.16), it suffices to consider
[−4D′′(0)](N−1)/2(1 + LT )
ˆ R2
R1+ε
ˆ
E
ˆ
|x+ m2√
−4D′′(0)
|≤T
EGOE[e
(N−1)Ψ(L(λN−11 ),x)1{L(λN−11 ) ∈ BK(σsc, δ)}]
√−4D′′(0)√
2π(−2D′′(0)− β2) exp
(
−
N [−4D′′(0)]
(
x+ 1√−4D′′(0)
[
µ+
(t−µρ22 +µD
′(ρ2)ρ2
D′(0) )(D
′(ρ2)−D′(0))
D(ρ2)−D′(ρ2)2ρ2
D′(0)
])2
2
(
− 2D′′(0)− [D′(ρ2)−D′(0)]2
D(ρ2)−D′(ρ2)2ρ2
D′(0)
) )dx
√
N
(2π)(N+1)/2D′(0)N/2
√
D(ρ2)− D′(ρ2)2ρ2D′(0)
exp
(
−
N(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )
2
2(D(ρ2)− D′(ρ2)2ρ2D′(0) )
)
e
−Nµ2ρ2
2D′(0) ρN−1dtdρ.
(4.20)
Recalling ψ and F (δ) as in (4.18) we have
lim sup
δ→0+
sup
F (δ)
ψ(ν, ρ, t, x) ≤ sup
F (0)
ψ(σsc, ρ, t, x) = ψ(σsc, ρ∗, t∗, x∗).
Since all functions in question are continuous and achieve maxima on ρ ∈ [R1 + ε,R2], t ∈ E¯, we
find
lim sup
N→∞
1
N
log I(R1 + ε,R2;E) ≤ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0) + ψ(σsc, ρ∗, t∗, x∗).
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Lemma 4.7. For any t, x fixed, we have limρ→0+ ψ(σsc, ρ, t, x) = −∞.
Proof. By Lemma 3.1, we know D(ρ2)− D′(ρ2)2ρ2D′(0) ∼ − 32D′′(0)ρ4 as ρ→ 0+. It follows that
ψ(σsc, ρ, t, x)−Ψ∗(x) ≤ −
(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )
2
2(D(ρ2)− D′(ρ2)2ρ2D′(0) )
− µ
2ρ2
2D′(0)
+ log ρ
∼ −
( tρ2 − µ2 + µD
′(ρ2)
D′(0) )
−3D′′(0) −
µ2ρ2
2D′(0)
+ log ρ.
The right-hand side clearly tends to −∞ as ρ→ 0+.
If R1 > 0, we have concluded the argument as we can take ε = 0 at the start. If R1 = 0, for
any ε′ > 0, there exists N ′ > 0 such that for all N > N ′,
log I(R1 + ε,R2;E) ≤ N [ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0) + ψ(σsc, ρ∗, t∗, x∗) + ε′].
By Lemma 4.7, the right-hand side does not depend on ε. By continuity we may send ε → 0,
N →∞ and ε′ → 0 sequentially to find
lim sup
N→∞
1
N
log I(R1, R2;E) ≤ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0) + ψ(σsc, ρ∗, t∗, x∗).
(4.21)
4.2 Lower bound
Recall z′1 = σ1z1 − σ2z2 + m1, z′3 = (σ2z2 + ρ
√
αβz3√
N
− m2)/
√−4D′′(0), G11 = z′1, G∗∗ =
[−4D′′(0)]1/2(GOEN−1 − z′3IN−1). Note that the conditional distribution of z′1 given z′3 = y
is given by
z′1|z′3 = y ∼ N
(
m1 − σ
2
2(
√−4D′′(0)y +m2)
σ22 +
αβρ2
N
, σ21 + σ
2
2 −
σ42
σ22 +
αβρ2
N
)
. (4.22)
By direct calculation,
m1 − σ
2
2(
√−4D′′(0)y +m2)
σ22 +
αβρ2
N
= m1 − [−2D
′′(0)− (αρ2 + β)β](√−D′′(0)y +m2)
−2D′′(0)− β2 ,
σ21 + σ
2
2 −
σ42
σ22 +
αβρ2
N
=
−4D′′(0)
N
+
2D′′(0)α2ρ4
N(−2D′′(0)− β2) .
It follows from (4.6) and (4.5) that
E
[|z′1 − h(z′3)||z′3 = y] ≥
√
2
π
[−4D′′(0)
N
+
2D′′(0)α2ρ4
N(−2D′′(0)− β2)
]
, (4.23)
where h(z′3) only depends on z
′
3. By conditioning, and using (4.3) and the formula of determinant
for rank one updates, we have
E(| detG|) = E(| detG∗∗||G11 − ξ′G−1∗∗ ξ|)
= [−4D′′(0)]N−12 E[| det(GOEN−1 − z′3IN−1)|E(|z′1 − ξTG−1∗∗ ξ||GOEN−1, ξ, z′3)]
≥ [−4D′′(0)]N−12
√
2
π
[−4D′′(0)
N
+
2D′′(0)α2ρ4
N(−2D′′(0)− β2)
]
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√
N(−4D′′(0))√
2π(−2D′′(0)− β2)
ˆ
RN−1
N−1∏
i=1
ˆ
R
|xi − y| exp
[
−
−4ND′′(0)(y + m2√−4D′′(0) )
2
2(−2D′′(0)− β2)
]
dy
pGOE(x1, ..., xN−1)
N−1∏
i=1
dxi
where pGOE(x1, ..., xN−1) is the joint density of the unordered eigenvalues of GOE.
Now assume E to be a non-empty open set. We choose (ρ∗, t∗, x∗) as before; i.e., it is a
maximum of ψ(σsc, ρ, t, x) on [R1 + ε,R2] × E¯ × R. If there are multiple points that ψ attains
its maximum, we just choose one to be (ρ∗, t∗, x∗). Then (ρ∗ − δ′, ρ∗ + δ′) ∩ (R1 + ε,R2) and
(t∗ − δ′, t∗ + δ′)∩E must be non-empty for any δ′ > 0. If ρ∗ and t∗ are not boundary points, we
choose δ′ > 0 small enough so that (ρ∗ − δ′, ρ∗ + δ′) ⊂ (R1 + ε,R2) and (t∗ − δ′, t∗ + δ′) ⊂ E.
If either ρ∗ or t∗ is a boundary point, by abuse of notation we still write (ρ∗ − δ′, ρ∗ + δ′) and
(t∗− δ′, t∗+ δ′) with the understanding that one endpoint should be replaced by ρ∗ or t∗ so that
we always have (ρ∗ − δ′, ρ∗ + δ′) ⊂ (R1 + ε,R2) and (t∗ − δ′, t∗ + δ′) ⊂ E. Using (3.10) and
(3.11), the right-hand side of (4.23) attains strictly positive minimum for ρ ∈ [ρ∗ − δ′, ρ∗ + δ′].
By restricting to small intervals, we find
ˆ R2
R1+ε
ˆ
E
E(| detG|) 1√
2πσY
e
− (t−mY )2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1dtdρ
≥ [−4D′′(0)]N−12
√
2
π
ˆ ρ∗+δ′
ρ∗−δ′
ˆ t∗+δ′
t∗−δ′
ˆ x∗+δ1
x∗−δ1[−4D′′(0)
N
+
2D′′(0)α2ρ4
N(−2D′′(0)− β2)
] √N(−4D′′(0))√
2π(−2D′′(0)− β2)
ˆ
RN−1
N−1∏
i=1
|xi − y| exp
[
−
−4ND′′(0)(y + m2√−4D′′(0) )
2
2(−2D′′(0)− β2)
]
pGOE(x1, ..., xN−1)
N−1∏
i=1
dxi
1√
2πσY
e
− (t−mY )2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1dydtdρ
=: E(δ′, δ1).
Using (4.17), we consider two cases.
Case 1 :
√
−4D′′(0)m2(ρ∗,t∗)
−2D′′(0)+β(ρ∗)2 /∈ [−
√
2,
√
2]. In this case, there exist ε1 > 0 small enough so that
x∗ /∈ [−
√
2 − 3ε1,
√
2 + 3ε1]. We can choose δ1 small enough so that x∗ + δ1 < −
√
2 − 2ε1 if
−
√
−4D′′(0)m2(ρ∗,t∗)
−2D′′(0)+β(ρ∗)2 < −
√
2 and x∗ − δ1 >
√
2 + 2ε1 if −
√
−4D′′(0)m2(ρ∗,t∗)
−2D′′(0)+β(ρ∗)2 >
√
2. According to
our choice, if x ∈ (x∗ − δ1, x∗ + δ1), then x /∈ [−
√
2 − 2ε1,
√
2 + 2ε1]. With these considerations
in mind, by restricting the empirical distribution of GOE eigenvalues to B√2+ε1(σsc, δ)) first, we
find
E(δ′, δ1) ≥ [−4D′′(0)]
N−1
2
√
2
π
PGOE(N−1)(L(λ
N−1
1 ) ∈ B√2+ε1(σsc, δ))
ˆ ρ∗+δ′
ρ∗−δ′
ˆ t∗+δ′
t∗−δ′
ˆ x∗+δ1
x∗−δ1
e
(N−1) infν∈B√
2+ε1
(σsc,δ) Ψ(ν,y) exp
[
−
−4ND′′(0)(y + m2√−4D′′(0) )
2
2(−2D′′(0)− β2)
]
[−4D′′(0)
N
+
2D′′(0)α2ρ4
N(−2D′′(0)− β2)
] √N(−4D′′(0))√
2π(−2D′′(0)− β2)
√
N
(2π)(N+1)/2D′(0)N/2
√
D(ρ2)− D′(ρ2)2ρ2D′(0)
exp
(
−
N(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )
2
2(D(ρ2)− D′(ρ2)2ρ2D′(0) )
)
e
−Nµ2ρ2
2D′(0) ρN−1dydtdρ.
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Since Ψ(ν, x) is continuous in P [−√2− ε1,
√
2 + ε1]× (−
√
2− 2ε1,
√
2 + 2ε1)
c, we have
lim
δ→0+
inf
ν∈B√2+ε1(σsc,δ)
Ψ(ν, x) = Ψ∗(x)
for all x ∈ [x∗ − δ1, x∗ + δ1]. By Wigner’s semicircle law and LDP of the largest eigenvalue of
GOE, we have
lim inf
N→∞
PGOE(N−1)(L(λ
N−1
1 ) ∈ B√2+ε1(σsc, δ))
≥ lim inf
N→∞
[PGOE(N−1)(L(λ
N−1
1 ) ∈ B(σsc, δ))− P( max
i=1,...,N−1
|λi| >
√
2 + ε1)] = 1.
Recall the function ψ as in (4.18). Since the functions in question are all continuous and thus
attains strictly positive minimum in ρ ∈ [ρ∗− δ′, ρ∗+ δ′], [∈ (t∗− δ′, t∗+ δ′], x ∈ [x∗− δ1, x∗+ δ1],
using (4.2) we deduce from (4.1) that
lim inf
N→∞
1
N
logECrtN (E;R1 + ε,R2) ≥ lim inf
δ′→0+,
δ1→0+
lim inf
N→∞
1
N
log E(δ′, δ1) + 1
2
+
1
2
log(2π)
≥ 1
2
+
1
2
log[−4D′′(0)]− 1
2
logD′(0)
+ lim inf
δ→0+,δ′→0+,
δ1→0+
inf
ρ∈[ρ∗−δ′,ρ∗+δ′],
t∈[t∗−δ′,t∗+δ′],x∈[x∗−δ1,x∗+δ1]
[ψ(σsc, ρ, t, x)−Ψ∗(x) + inf
ν∈B√2+ε1(σsc,δ)
Ψ(ν, x)]
=
1
2
+
1
2
log[−4D′′(0)]− 1
2
logD′(0) + ψ(σsc, ρ∗, t∗, x∗). (4.24)
Case 2 :
√
−4D′′(0)m2(ρ∗,t∗)
−2D′′(0)+β(ρ∗)2 ∈ [−
√
2,
√
2]. In this case, we can choose δ1 > 0 small such that
G(δ1) := (x∗ − δ1, x∗ + δ1) ∩ (−
√
2,
√
2) 6= ∅. Choosing K large we find
ˆ
G(δ1)
EGOE[e
(N−1)Ψ(L(λN−11 ),y)] exp
[
−
−4ND′′(0)(y + m2√−4D′′(0) )
2
2(−2D′′(0)− β2)
]
dy
≥ 1
Z ′N−1
ˆ
G(δ1)
exp
[
−
−4ND′′(0)(y + m2√−4D′′(0) )
2
2(−2D′′(0)− β2)
]
ˆ
[−K,K]N−1
N−1∏
i=1
|xi − y|
N−1∏
i<j
|xi − xj |e−
N−1
2
∑N−1
i=1 x
2
i
N−1∏
i=1
dxidy
=
1
Z ′N−1
ˆ
xN∈G(δ1)
exp
[
−
−4ND′′(0)(xN + m2√−4D′′(0) )
2
2(−2D′′(0)− β2)
]
ˆ
[−K,K]N−1
∏
1≤i<j≤N
|xi − xj |e−
N−1
2
∑N
i=1 x
2
i e
N−1
2 x
2
N
N∏
i=1
dxi
≥ Z
′
N
Z ′N−1
1
Z ′N
( N
N − 1
)N(N+1)
4
exp
[
N min
x∈G(δ1)
(x2
2
−
−4ND′′(0)(x+ m2√−4D′′(0) )
2
2(−2D′′(0)− β2)
)
− 1
]
ˆ
yN∈ 12G(δ1)
ˆ
[−K+1,K−1]N−1
∏
1≤i<j≤N
|yi − yj|e−N2
∑N
i=1 y
2
i
N∏
i=1
dyi
=
Z ′N
Z ′N−1
( N
N − 1
)N(N+1)
4
exp
[
N min
x∈G(δ1)
(x2
2
−
−4ND′′(0)(x+ m2√−4D′′(0) )
2
2(−2D′′(0)− β2)
)
− 1
]
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EGOE(N)
[ 1
N
#{λi : λi ∈ 1
2
G(δ1)}1{ max
i=1,...,N
|λi| ≤ K − 1}
]
.
Here Z ′N = N !ZN is the normalizing constant for the p.d.f of unordered GOE eigenvalues. By
Stirling’s formula,
lim
N→∞
1
N
log
[ Z ′N
Z ′N−1
( N
N − 1
)N(N+1)
4
]
= −1
2
− 1
2
log 2.
By Wigner’s semicircle law,
lim inf
N→∞
1
N
logEGOE(N)
[ 1
N
#{λi : λi ∈ 1
2
G(δ1)}1{ max
i=1,...,N
|λi| ≤ K−1}
]
= lim
N→∞
1
N
log σsc[
1
2
G(δ1)] = 0.
Since the functions in question are all continuous and thus attains strictly positive minimum in
ρ ∈ [ρ∗ − δ′, ρ∗ + δ′], t ∈ [t∗ − δ′, t∗ + δ′], x ∈ [x∗ − δ1, x∗ + δ1], using (4.2) we deduce from (4.1)
that
lim inf
N→∞
1
N
logECrtN (E;R1 + ε,R2) ≥ lim inf
δ′→0+,
δ1→0+
lim inf
N→∞
1
N
log E(δ′, δ1) + 1
2
+
1
2
log(2π)
≥ 1
2
+
1
2
log[−4D′′(0)]− 1
2
logD′(0)− 1
2
− 1
2
log 2 + lim inf
δ′→0+,
δ1→0+
inf
ρ∈[ρ∗−δ′,ρ∗+δ′],
t∈[t∗−δ′,t∗+δ′],x∈G(δ1)[x2
2
−
−4ND′′(0)(x+ m2√−4D′′(0) )
2
2(−2D′′(0)− β2) −
(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )
2
2
(
D(ρ2)− D′(ρ2)2ρ2D′(0)
) − µ2ρ2
2D′(0)
+ log ρ
]
=
1
2
+
1
2
log[−4D′′(0)]− 1
2
logD′(0) + ψ(σsc, ρ∗, t∗, x∗). (4.25)
Here in the last step, we used the fact that Ψ∗(x∗) = 12x
2
∗ − 12 − 12 log 2 as x∗ ∈ [−
√
2,
√
2].
4.3 Proof of Theorem 1.4
We are now ready to prove Theorem 1.4. We restate it here with the explicit functions.
Theorem 4.8. Let 0 ≤ R1 < R2 ≤ ∞ and E be an open set of R. Suppose Assumptions I, II,
IV hold and |µ|+ 1R2 > 0. Then
lim
N→∞
1
N
logECrtN (E, (R1, R2)) =
1
2
log[−4D′′(0)]− 1
2
logD′(0) +
1
2
+ sup
(ρ,t,x)∈F
ψ(σsc, ρ, t, x)
where F = {(ρ, t, x) : x ∈ R, ρ ∈ (R1, R2), t ∈ E¯} and
ψ(σsc, ρ, t, x) = Ψ∗(x) −
(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )
2
2(D(ρ2)− D′(ρ2)2ρ2D′(0) )
− µ
2ρ2
2D′(0)
+ log ρ
− −2D
′′(0)
−2D′′(0)− [D′(ρ2)−D′(0)]2
D(ρ2)−D′(ρ2)2ρ2
D′(0)
(
x+
1√−4D′′(0)
[
µ+
(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )(D
′(ρ2)−D′(0))
D(ρ2)− D′(ρ2)2ρ2D′(0)
])2
.
(4.26)
Proof. If E¯ is compact and 0 < R1 < R2 < ∞, the assertion follows from (4.2), (4.21), (4.19),
(4.24) and (4.25) by taking ε = 0 in the beginning.
Suppose E¯ is compact and 0 = R1 < R2 < ∞. Note that ψ(σsc, ρ, t, x) → −∞ as ρ → ∞.
Then the maximizer (ρ∗, t∗, x∗) of ψ(σsc, ρ, t, x) on F is the same as that on {(ρ, t, x) : x ∈ R, ρ ∈
[ε,R2], t ∈ E¯} for all ε > 0 small enough. On one hand, we have
lim inf
N→∞
1
N
logECrtN (E, [0, R2]) ≥ lim inf
N→∞
1
N
logECrtN (E, [ε,R2])
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=
1
2
log[−4D′′(0)]− 1
2
logD′(0) +
1
2
+ sup
(ρ,t,x)∈F
ψ(σsc, ρ, t, x).
On the other hand, for any ε′ > 0, we may find N0(ε′) > 0 such that for N > N0(ε′) we have
1
N
logECrtN (E, [ε,R2]) <
1
2
log[−4D′′(0)]− 1
2
logD′(0) +
1
2
+ sup
(ρ,t,x)∈F
ψ(σsc, ρ, t, x) + ε
′
and the right-hand side does not depend on ε. Using monotone convergence theorem, and sending
ε→ 0, N →∞ and ε′ → 0 sequentially, we find
lim sup
N→∞
1
N
logECrtN (E, [ε,R2]) ≤ 1
2
log[−4D′′(0)]− 1
2
logD′(0) +
1
2
+ sup
(ρ,t,x)∈F
ψ(σsc, ρ, t, x).
Suppose E is not compact or R2 =∞. Thanks to Lemma 4.2, we may choose R <∞ and T <∞
large enough such that
lim
N→∞
1
N
logECrtN (E, [R1, R2)) = lim
N→∞
1
N
logECrtN (E ∩ (−T, T ), [R1, R2) ∩ [0, R]).
The proof is complete by observing that ψ(σsc, ρ, t, x)→ −∞ as ρ→∞ or t→∞.
We finish this subsection showing how to recover Theorem 1.1 from Theorem 1.4.
Example 2. Let R1 be small, R2 be large and E = R. First assume µ 6= 0. This removes
restrictions on the domain and range of the random field. Let
s =
t− µρ22 + µD
′(ρ2)ρ2
D′(0)√
D(ρ2)− D′(ρ2)2ρ2D′(0)
, β =
D′(ρ2)−D′(0)√
D(ρ2)− D′(ρ2)2ρ2D′(0)
, J =
√
−2D′′(0).
We rewrite
ψ(σsc, ρ, t, y) = Ψ∗(y)− J
2
J2 − β2
(
y +
µ√
2J
+
sβ√
2J
)2
− s
2
2
− µ
2ρ2
2D′(0)
+ log ρ.
Using (4.15), we have
∂yψ =
−(β2 + J2)y −√2J(µ+ βs)
J2 − β2 − sgn(y)
√
y2 − 21{|y| >
√
2},
∂yyψ = −J
2 + β2
J2 − β2 −
|y|√
y2 − 21{|y| >
√
2},
∂sψ =
−J2s− β(√2Jy + µ)
J2 − β2 , ∂ysψ = −
√
2Jβ
J2 − β2 , ∂ssψ = −
J2
J2 − β2 .
Using the relation ∂sψ = 0 we find
s = −β(
√
2Jy + µ)
J2
,
√
2Jy + µ+ sβ =
(
√
2Jy + µ)(J2 − β2)
J2
(4.27)
Together with (4.15), we can eliminate s and simplify
ψ(σsc, ρ, t, y) = −1
2
y2 − 1
2
− 1
2
log 2− J1(y)1{|y| >
√
2} −
√
2µy
J
− µ
2
2J2
− µ
2ρ2
2D′(0)
+ log ρ.
(4.28)
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Solving ∂yψ = 0, ∂sψ = 0 gives (after removing an extraneous solution){
y = −
√
2µ
J , s =
µβ
J2 , |µ| ≤ J,
y = − 1√
2
(µJ +
J
µ ), s =
β
µ , |µ| > J.
Recall that J2−β2 ≥ 23J2 by (3.9). By the second derivative test, the only critical point is global
maximum. Moreover, plugging in the critical point reveals that Ψ∗(y)− J2J2−β2 (y+ µ√2J+
sβ√
2J
)2− s22
does not depend on ρ. As a result, we choose ρ by optimizing − µ2ρ22D′(0)+log ρ. If |µ| ≤
√−2D′′(0),
we take y = −µ/√−D′′(0), and
t =
µ[D′(ρ2)−D′(0)]
−2D′′(0) +
µρ2
2
− µD
′(ρ2)ρ2
D′(0)
.
If R2 >
√
D′(0)/|µ|, we take ρ =√D′(0)/|µ|; otherwise, we take ρ = R2. Then we find
ψ(σsc, ρ, t, y) =
{
µ2
−4D′′(0) − 1− 12 log 2 + 12 logD′(0)− log |µ|, if R2 >
√
D′(0)/|µ|,
µ2
−4D′′(0) − 12 − 12 log 2 + logR2 − µ
2R22
2D′(0) , otherwise.
If |µ| >√−2D′′(0), we take y = − µ√−4D′′(0) −
√
−D′′(0)
µ ,
t =
D′(ρ2)−D′(0)
µ
+
µρ2
2
− µD
′(ρ2)ρ2
D′(0)
,
and ρ as above. Then we find
ψ(σsc, ρ, t, y) =
{
− 12 log 2− log
√−2D′′(0)− 12 + 12 logD′(0), if R2 >√D′(0)/|µ|
− 12 log 2− log
√−2D′′(0) + log |µ|+ logR2 − µ2R222D′(0) , otherwise.
Now suppose µ = 0 and R2 < ∞. Then the above computations show that ψ is optimized at
y = t = 0 and ρ = R2 which gives
lim
N→∞
1
N
logECrtN (R, [R1, R2)) =
1
2
log[−2D′′(0)]− 1
2
logD′(0) + logR2.
Using (4.2), we observe that limN→∞ 1N log |BN | = logR2 + 12 log(2π) + 12 since BN is a shell
between radius
√
NR1 and
√
NR2; and using Cramer’s theorem for chi-square distribution, for
µ 6= 0, we have
−Ξ = − µ
2R22
2D′(0)
+
1
2
+ logR2 + log |µ| − 1
2
logD′(0)
where Ξ is defined as in (1.4).
Our results here match all the three cases in Theorem 1.1. Therefore, this example explains
the seemingly very different forms of the three phases, whose origin is hard to understand without
the general Theorem 4.8. Moreover, this shows that the critical points around the value t and
variable with ρ given above dominate all other places.
5 Critical values of fixed index in open sets
Enumerate the eigenvalues of G and G∗∗ as (λj(G))1≤j≤N and (λj(G∗∗))1≤j≤N−1 in ascending
manner. By the interlacement property, for all j ∈ {1, . . . , n− 1},
λj(G) ≤ λj(G∗∗) ≤ λj+1(G) . (5.1)
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For k ≥ 1, we have
{i(G) = k} ⊂ i(G∗∗) = k − 1} ∪ {i(G∗∗) = k}.
The following result of Lazutkin [Laz88] relates the signature of a matrix and that of a principal
minor. Recall that the signature of a symmetric matrix is the number of positive eigenvalues
minus that of negative eigenvalues.
Lemma 5.1 ([Laz88, Equation 2]). Let S be a symmetric block matrix, and write its inverse S−1
in block form with the same block structure:
S =
(
A B
BT C
)
, S−1 =
(
A′ B′
(B′)T C′
)
. (5.2)
Then, sgn(S) = sgn(A) + sgn(C′), with sgn(M) denoting the signature of the matrix M .
Recall z′1 = σ1z1−σ2z2+m1, z′3 = (σ2z2+ ρ
√
αβz3√
N
−m2)/
√−4D′′(0). Let us define ζ = ζ(z′1, z′3)
and
ζ(r, s) = r − [−4D′′(0)]−1/2〈ξ, (GOEN−1 − sIN−1)−1ξ〉. (5.3)
Remark 10. Recalling the decomposition (3.16) and applying Lemma 5.1 in our setting, G−1 can
be expressed in block form, with (G−1)11 given by(
G11 − 〈ξ, (G∗∗)−1ξ〉
)−1
, (5.4)
so that the index of G is equal to the index of G∗∗ exactly when G11 − 〈ξ, (G∗∗)−1ξ〉〉 > 0. In
other words, for k ≥ 1
{i(G) = k} = {i(G∗∗) = k, ζ > 0} ∪ {i(G∗∗) = k − 1, ζ < 0}, (5.5)
and for k = 0,
{i(G) = 0} = {i(G∗∗) = 0, ζ > 0}. (5.6)
Let k = 0, 1, 2, ... Recall for BN ⊂ RN and E ⊂ R,
CrtN,k(E,BN ) = #{x ∈ BN : ∇HN (x) = 0, 1
N
HN (x) ∈ E, i(∇2HN (x)) = k}.
Again we consider BN = {x ∈ RN : R1 ≤ ‖x‖2 ≤ R2} for 0 ≤ R1 < R2 ≤ ∞ and write
CrtN,k(E;R1, R2) = CrtN,k(E,BN ). For a standard Gaussian z and b > 0, we have
E[(a+ bz)1{a+ bz > 0}] = aΦ(a
b
) +
b√
2π
e−
a2
2b2 , (5.7)
which is strictly increasing as a increases, and
E[−(a+ bz)1{a+ bz < 0}] = −aΦ(−a
b
) +
b√
2π
e−
a2
2b2 , (5.8)
which is strictly decreasing as a increases. These two functions are 1-Lipschitz continuous in a.
By the Kac–Rice formula and (5.5), similar to (4.4) we have
ECrtN,k(E;R1, R2) = SN−1N (N−1)/2
ˆ R2
R1
ˆ
E
E[| detG|1{i(G) = k}]
1√
2πσY
e
− (t−mY )2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1dtdρ
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= SN−1N (N−1)/2
ˆ R2
R1
ˆ
E
E[| detG|(1{i(G∗∗) = k, ζ > 0}+ 1{i(G∗∗) = k − 1, ζ < 0})]
1√
2πσY
e
− (t−mY )
2
2σ2
Y
1
(2π)N/2D′(0)N/2
e
−Nµ2ρ2
2D′(0) ρN−1dtdρ.
Since CrtN,k(E,BN ) ≤ CrtN (E,BN ), by Lemma 4.2 and Lemma 4.3 we may assume E¯ to be
compact and R2 <∞. Let us define
Ik(R1, R2;E) =
ˆ R2
R1
ˆ
E
E[| detG|1{i(G∗∗) = k, ζ > 0}]e
− (t−mY )
2
2σ2
Y√
2πσY
e
−Nµ2ρ2
2D′(0)
(2π)N/2D′(0)N/2
ρN−1dtdρ,
IIk(R1, R2;E) =
ˆ R2
R1
ˆ
E
E[| detG|1{i(G∗∗) = k − 1, ζ < 0}]e
− (t−mY )2
2σ2
Y√
2πσY
e
−Nµ2ρ2
2D′(0)
(2π)N/2D′(0)N/2
ρN−1dtdρ.
(5.9)
If k = 0, we understand {i(G∗∗) = k − 1, ζ < 0} = ∅ and II0 = 0.
In the following we let λ1 ≤ λ2 ≤ · · · ≤ λN−1 denote the ordered eigenvalues of GOEN−1 and
define
Q = Q(z′3) = [−4D′′(0)]−1/2ξT(GOEN−1 − z′3IN−1)−1ξ = [−4D′′(0)]−1/2
N−1∑
i=1
ξ′2i
λi − z′3
.
For convenience, let
√
−2D′′(0)
N Zi = ξ
′
i. Then Zi’s are standard Gaussian random variables and
Q(z′3) =
√−D′′(0)
N
N−1∑
i=1
Z2i
λi − z′3
.
By convention, λ0 = −∞. Using (4.3), (4.22), (5.7) and by conditioning, we have
E[| detG|(1{i(G∗∗) = k, ζ > 0}] = E(| detG∗∗||G11 − ξTG−1∗∗ ξ|1{i(G∗∗) = k, ζ > 0})
= [−4D′′(0)]N−12 E[| det(GOEN−1 − z′3IN−1)|1{λk < z′3 < λk+1}
E(|z′1 −Q(z′3)|1{z′1 −Q(z′3) > 0}|λN−11 , z′3, ξ′)]
= [−4D′′(0)]N−12
ˆ
R
E[| det(GOEN−1 − yIN−1)|1{λk < y < λk+1}(aNΦ(
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2 )]
√−4ND′′(0) exp{−N(√−4D′′(0)y+m2)22(−2D′′(0)−β2) }√
2π(−2D′′(0)− β2) dy, (5.10)
where b > 0,
aN = aN (ρ, t, y) = m1 − [−2D
′′(0)− (αρ2 + β)β](√−4D′′(0)y +m2)
−2D′′(0)− β2 −Q(y),
=
−2D′′(0)αρ2(t− µρ22 + µD
′(ρ2)ρ2
D′(0) )
(−2D′′(0)− β2)
√
D(ρ2)− D′(ρ2)2ρ2D′(0)
+
αβρ2(
√−4D′′(0)y + µ)
−2D′′(0)− β2 −
√
−4D′′(0)y −Q(y),
b
2 = b2(ρ) =
−2D′′(0)(−4D′′(0)− 2β2 − α2ρ4)
−2D′′(0)− β2 = −4D
′′(0) +
2D′′(0)α2ρ4
−2D′′(0)− β2 . (5.11)
where J1 is given in (2.7). For any x ∈ R and b > 0, using l’Hospital’s rule, we have
lim
N→∞
1
N
log
(
xΦ(
√
Nx
b
) +
b√
2πN
e−
Nx2
2b2
)
= − (x−)
2
2b2
, (5.12)
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where x− = x ∧ 0. We want to replace Q(y) with a deterministic quantity in the large N limit.
Let R¯ = R ∪ {−∞,+∞} be the extended real numbers.
Lemma 5.2. Let h : R → R¯ be a function that is bounded and continuous on a neighborhood of
[−√2,√2]. Then for any fixed ℓ = 1, 2, ..., we have almost surely
lim
N→∞
1
N − 1
N−1∑
i=ℓ
h(λi) =
ˆ
h(x)σsc(dx),
and
lim
N→∞
1
N − 1
N−1∑
i=ℓ
h(λi)Z
2
i =
ˆ
h(x)σsc(dx).
Proof. Let [−√2,√2] ⊂ (−K,K ′) be a neighborhood such that h(x) is bounded and continuous
for x ∈ [−K,K ′]. Let
hˆ(x) =


h(x), if −K ≤ x ≤ K ′,
h(K ′), if x > K ′,
h(−K), otherwise.
Since hˆ(x) is a bounded continuous function on R, by the semicircle law, we have almost surely
lim
N→∞
1
N − 1
N−1∑
i=ℓ
hˆ(λi) = lim
N→∞
1
N − 1
N−1∑
i=1
hˆ(λi) =
ˆ
hˆ(x)σsc(dx) =
ˆ
h(x)σsc(dx).
On the other hand, using the large deviation principle of the extreme eigenvalues of GOE
[BADG01,ABAC13], for any ε > 0, we have for all N large enough,
PGOE(N−1)
(∣∣∣ 1
N − 1
N−1∑
i=ℓ
[hˆ(λi)− h(λi)]
∣∣∣ > ε) ≤ PGOE(N−1)(λℓ ≤ −K) + PGOE(N−1)(λN−1 ≥ K ′)
≤ e−kNJK + e−NJK′
where JK is an absolute constant depending on K. By the Borel–Cantelli lemma, we have almost
surely
lim
N→∞
1
N − 1
N−1∑
i=ℓ
[hˆ(λi)− h(λi)] = 0,
and the first assertion follows. For the second one, using the Hanson–Wright inequality and by
conditioning,
P
(∣∣∣ 1
N − 1
N−1∑
i=ℓ
h(λi)(Z
2
i − 1)
∣∣∣ > ε,−K ≤ λk < λN ≤ K ′)
≤ 2EGOE(N−1)
[
1{−K ≤ λk < λN ≤ K ′} exp
(
− cmin
{ (N − 1)2ε2∑N−1
i=1 h(λi)
2
,
(N − 1)ε
max1≤j≤N−1 |h(λj)|
})]
≤ 2 exp
(
− cmin
{ (N − 1)ε2
‖hˆ‖2∞
,
(N − 1)ε
‖hˆ‖∞
})
.
It follows that
P
(∣∣∣ 1
N − 1
N−1∑
i=ℓ
h(λi)(Z
2
i − 1)
∣∣∣ > ε) ≤ P(∣∣∣ 1
N − 1
N−1∑
i=ℓ
h(λi)(Z
2
i − 1)
∣∣∣ > ε,−K ≤ λk < λN−1 ≤ K ′)
+ P(λk < −K) + P(λN−1 > K ′)
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≤ 3e−cN ,
for some constant c = c(ε, k,K,K ′, ‖hˆ‖∞). The proof is completed by using the Borel–Cantelli
lemma again.
Let us fix y < −√2. Then hy(x) = 1x−y is a bounded continuous function on [ 12 (y −
√
2), 2]
whose interior contains [−√2,√2]. Recall that the Stieltjes transform of the semicircle law is
defined as
m(z) =
ˆ √2
−√2
1
x− z σsc(dx) = −z −
√
z2 − 2, z < −
√
2.
Here we have chosen the branch of square root
√
y > 0 for any y > 0 so that m(z) ∼ − 1z as
z → −∞. By Lemma 5.2, we have limN→∞Q(y) =
√−D′′(0)m(y) almost surely. Let us define
a = a(ρ, t, y) = m1 − [−2D
′′(0)− (αρ2 + β)β](√−4D′′(0)y +m2)
−2D′′(0)− β2 −m(y)
√
−D′′(0). (5.13)
Observe that the coefficient of t in a is negative, thus a < 0 for large t > 0 and a > 0 for small
t < 0. However, we cannot replace Q(y) with
√−D′′(0)m(y) directly due to the lack of good
concentration. In fact, E[Q(y)] is not even finite. In some sense, all the argument below is meant
to resolve this issue. The correct quantity to replace Q(y) turns out to involve the semicircle and
chi-square distributions in a twisted way.
5.1 Large deviations for Q(y)
We consider a Lipschitz approximation of f(x) = 1x−y . Let 0 < δ ≤ −
√
2 − y be fixed. Define a
Lipschitz function
fy,δ(x) =


1
x−y , if x ≥ y + δ,
x−y
δ2 , if y ≤ x < y + δ,
0, otherwise.
We have for x > y
1
x− y1{x ≥ y + δ} ≤ fy,δ(x) ≤
1
x− y , (5.14)
and
´
fy,δ(x)σsc(dx) = m(y) for y < −
√
2.
Let h : R → R+ be a nonnegative bounded Lipschitz function which is strictly decreasing on
[−√2,√2]. By Lemma 5.2, for every t > − 12‖h‖∞ , we have almost surely
lim
N→∞
t
N − 1
N−1∑
i=ℓ
h(λi)− 1
N − 1
N−1∑
i=ℓ
1
2
log(1 + 2h(λi)t)
= t
ˆ
h(x)σsc(dx)− 1
2
ˆ
log[1 + 2h(x)t]σsc(dx).
Let us define
Λ(t) = Λ(t;h) =
{
t
´
h(x)σsc(dx)− 12
´
log[1 + 2h(x)t]σsc(dx), if t ≥ − 12‖h‖∞ ,
+∞, otherwise. (5.15)
Then {t ∈ R : Λ(t) < ∞} = [− 12‖h‖∞ ,+∞). Let Λ∗(s) = Λ∗(s;h) = supt∈R[ts − Λ(t;h)] be the
Fenchel–Legendre transform of Λ. Let us define for t ∈ R,
ΛN (t) = logEe
t
N
∑N−1
i=ℓ h(λi)(1−Z2i ).
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Lemma 5.3. Let h : R → R+ be a nonnegative bounded Lipschitz function which is strictly
decreasing on [−√2,√2] such that ‖h‖∞ = h(y0) for some y0 < −
√
2. Then
1. For any real number t 6= − 12‖h‖∞ , Λ(t) = limN→∞ 1N−1ΛN(Nt) as extended real num-
ber. If h = fy,δ for some δ < min{−
√
2−y
2 ,
1
16} and y < −
√
2, then Λ(− δ2 ) =
limN→∞ 1N−1ΛN (−Nδ2 ).
2. Λ(t) is differentiable for t > − 12‖h‖∞ .
3. For any Λ′(− 12‖h‖∞+;h) < s <
´
h(x)σsc(dx) there is a unique τs > 0 such that Λ
′(τs) = s
and Λ∗(s) = sτs − Λ(τs). Here Λ′(− 12‖h‖∞+;h) is the right limit of Λ′(t;h) at t = − 12‖h‖∞ .
Moreover, for any t 6= s, τs(t− s) + Λ∗(s) < Λ∗(t).
Proof. For item 1, using the moment generating function of chi-square distribution with condi-
tioning, we find for t > − 12‖h‖∞ ,
1
N − 1ΛN (Nt) =
t
N − 1
N−1∑
i=ℓ
EGOE(N−1)[h(λi)]+
1
N − 1 logEGOE(N−1) exp
(
−1
2
N−1∑
i=ℓ
log[1+2h(λi)t]
)
.
Note that log[1 + h(x)t] is a bounded Lipschitz function in x. By [MMS14, Theorem 5], there
exists a constant c = c(h, t, ℓ) > 0 such that for N large,
PGOE(N−1)
(∣∣∣ 1
N − 1
N−1∑
i=ℓ
log[1 + 2h(λi)t]−
ˆ
log[1 + 2h(x)t]σsc(dx)
∣∣∣ > N−1/4) ≤ e−cN3/2.
Let ΩN = {| 1N−1
∑N−1
i=ℓ log[1 + 2h(λi)t] −
´
log[1 + 2h(x)t]σsc(dx)| ≤ N−1/4} be the event with
overwhelming probability. Since
lim sup
N→∞
1
N − 1 logEGOE(N−1)1ΩcN exp
(
− 1
2
N−1∑
i=ℓ
log[1 + 2h(λi)t]
)
≤ lim sup
N→∞
1
N − 1 log exp
[ (N − 1)‖h‖∞t−
1 + 2‖h‖∞t− − cN
3/2
]
= −∞,
where t− = t ∧ 0, it follows that
lim
N→∞
1
N − 1 logEGOE(N−1) exp
(
− 1
2
N−1∑
i=ℓ
log[1 + 2h(λi)t]
)
= lim
N→∞
1
N − 1 log
(
e−
N−1
2 [
´
log[1+2h(x)t]σsc(dx)+O(N
−1/4)]
PGOE(N−1)(ΩN )
)
= −1
2
ˆ
log[1 + 2h(x)t]σsc(dx).
Using the dominate convergence theorem together with Lemma 5.2, we see that
lim
N→∞
t
N − 1
N−1∑
i=ℓ
EGOE(N−1)[h(λi)] = t
ˆ
h(x)σsc(dx).
Therefore, we have limN→∞ 1N−1ΛN (Nt) = Λ(t) for t > − 12‖h‖∞ . For t < − 12‖h‖∞ , we have
EGOE(N−1)
N−1∏
i=ℓ
1
[1 + 2h(λi)t]1/2
=∞
because the joint density of eigenvalues does not vanish at any open set and 1 + 2h(y0)t < 0.
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The case t = − 12‖h‖∞ is more subtle. To ease the technicality, we work with the concrete
function h(x) = fy,δ(x) for some δ < min{−
√
2−y
2 ,
1
16} and y < −
√
2. In this case we have
‖h‖∞ = 1δ . Since log[1− δfy,2δ(x)] is a bounded Lipschitz function, using the same argument as
above, we have
lim
N→∞
1
N
logE
(N−1∏
i=ℓ
[1− δfy,2δ(λi)]−1/2
)
= −1
2
ˆ
log[1− δfy,2δ(x)]σsc(dx) > 1
2
m(y)δ.
Since fy,2δ(x) ≤ fy,δ(x) and fy,2δ(x) = fy,δ(x) for x ≥ y + 2δ, we have
0 <
N−1∏
i=ℓ
[1− δfy,δ(λi)]−1/2 −
N−1∏
i=ℓ
[1− δfy,2δ(λi)]−1/2
=
N−1∑
j=ℓ
(N−1∏
i=ℓ
[1− δfy,δ(λi)]−1/2 −
N−1∏
i=ℓ
[1− δfy,2δ(λi)]−1/2
)
× 1
{
λj < y + δ +
1 +m(y)δ
m(y)
, λj+1 ≥ y + δ + 1 +m(y)δ
m(y)
}
≤
N−1∑
j=ℓ
j∏
i=ℓ
[1− δfy,δ(λi)]−1/21{λj < y + 2δ}
×
N−1∏
i=j+1
[1− δfy,δ(λi)]−1/21
{
λj+1 ≥ y + δ + 1 +m(y)δ
m(y)
}
,
where we took λN = +∞ by convention. Since the joint density of eigenvalues of GOE is bounded
by a constant C independent of N , using the explicit formula of fy,δ, we find
E
(N−1∏
i=ℓ
[1− δfy,δ(λi)]−1/2 −
N−1∏
i=ℓ
[1− δfy,2δ(λi)]−1/2
)
≤ C
N−1∑
j=ℓ
[ˆ y+δ
y
(
1− x− y
δ
)−1/2
dx+
ˆ y+2δ
y+δ
(
1− δ
x− y
)−1/2
dx
]j−ℓ+1
(1 +m(y)δ)(N−1−j)/2
≤ C
N−1∑
j=ℓ
(2
√
δ + 4δ)j−ℓ+1(1 +m(y)δ)(N−1−j)/2
≤ CN(1 +m(y)δ)N/2.
Since lim supN→∞
1
N log[CN(1 +m(y)δ)
N/2] ≤ 12 log(1 +m(y)δ) < 12m(y)δ, we have
lim
N→∞
1
N
logE
(N−1∏
i=ℓ
[1− δfy,δ(λi)]−1/2
)
= −1
2
ˆ
log[1− δfy,δ(x)]σsc(dx).
For items 2 and 3, by the dominate convergence theorem,
Λ′(t) =
ˆ
h(x)σsc(dx) −
ˆ
h(x)
1 + 2h(x)t
σsc(dx)
is strictly increasing and continuous in t such that Λ′(t) < 0 for t < 0, Λ′(0) = 0 and
limt→+∞ Λ′(t) =
´
h(x)σsc(dx). It follows that for any Λ
′(− 12‖h‖∞+;h) < s <
´
h(x)σsc(dx)
there is a unique τs > 0 such that Λ
′(τs) = s. Therefore,
Λ∗(s) = sτs − Λ(τs).
The last assertion is just [DZ98, Lemma 2.3.9(b)].
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Proposition 5.4. For any fixed k ∈ N, y < −√2, 0 < δ < min{−
√
2−y
2 ,
1
16}, and 0 ≤ s < s′ ≤
m(y),
lim
N→∞
1
N
logP
(
− s′ ≤ 1
N
N−1∑
i=ℓ
fy,δ(λi)(Z
2
i − 1) ≤ −s
)
= −Λ∗(s).
Moreover,
lim
N→∞
1
N
logP
(
m(y)− s′ ≤ 1
N
N−1∑
i=ℓ
fy,δ(λi)Z
2
i ≤ m(y)− s
)
= −Λ∗(s).
Proof. This is a consequence of the Ga¨rtner–Ellis theorem [DZ98, Theorem 2.3.6] applying to
the random variables 1N
∑N−1
i=ℓ h(λi)(1 − Z2i ). Indeed, with Lemma 5.3 we deduce from the
Ga¨rtner–Ellis theorem
lim sup
N→∞
1
N
logP
( 1
N
N−1∑
i=ℓ
fy,δ(λi)(1− Z2i ) ∈ [s, s′]
)
≤ − inf
x∈[s,s′]
Λ∗(x),
and
lim inf
N→∞
1
N
logP
( 1
N
N−1∑
i=ℓ
fy,δ(λi)(1− Z2i ) ∈ [s, s′]
)
≥ − inf
x∈(s,s′)
Λ∗(x),
where in the second inequality we used the fact that every x ∈ (s, s′) is an exposed point of Λ∗.
Since Λ′(0) = 0 and Λ′(t) is strictly increasing, we see that Λ∗(0) = 0. But Λ∗(·) is nonnegative
and convex, we have
inf
x∈(s,s′)
Λ∗(x) = inf
x∈[s,s′]
Λ∗(x) = Λ∗(s)
and the first assertion follows. For the second one, we deduce from [MMS14, Theorem 5] that
PGOE(N−1)
(∣∣∣ 1
N
N−1∑
i=ℓ
fy,δ(λi)−m(y)
∣∣∣ > N−1/4) ≤ e−cN3/2
for some c = c(y, δ) > 0. We complete the proof by using the continuity of Λ∗. Alternatively, we
can modify the definition of ΛN to be ΛN (t) = logEe
m(y)t− tN
∑N−1
i=ℓ h(λi)Z
2
i .
We will need to deal with the joint probability involving λk and
1
N
∑N−1
i=ℓ
Z2i
λi−y . Upper bound
can be obtained based on Chebyshev’s inequality. For lower bound, we need the notion of exposed
points; see [DZ98, Definition 2.3.3]. For any fixed k, ℓ ∈ N and δ ∈ (0,−√2− y], let
Λ˜N (t1, t2) = Λ˜N(t1, t2; δ) = logE exp
{
t1λℓ − t2
N
N−1∑
i=k
fy,δ(λi)Z
2
i + t2m(y)
}
, t1, t2 ∈ R,
Λ˜(t1, t2) = Λ˜(t1, t2; δ) = lim sup
N→∞
1
N
Λ˜N (Nt1, Nt2; δ),
Λ˜∗(s1, s2) = Λ˜∗(s1, s2; δ) = sup
(t1,t2)∈R2
[s1t2 + s2t2 − Λ˜(t1, t2; δ)].
Lemma 5.5. For s1, s2 ∈ R,
Λ˜∗(s1, s2) = ℓJ1(s1) + Λ∗(s2; fy,δ).
If y′ < −√2,Λ′(− δ2+; y) < s < m(y), then (y′, s) is an exposed point of Λ˜∗.
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Proof. Using the tail probability estimate of λ1 [BADG01],
P(λℓ ≤ −K) ≤ P(λ1 ≤ −K) ≤ e− 19 (N−1)K
2
for K large enough. If t1 ≤ 0, we may take in particular K > 10|t1| so that
Eet1Nλℓ1{λℓ ≤ −K} ≤
∞∑
j=1
e−t1NK(j+1)P(λℓ ∈ [−(j + 1)K,−jK])
≤
∞∑
j=1
e−t1NK(j+1)−
1
9 (N−1)j2K2 ≤ 2.
It follows that
lim sup
N→∞
1
N
logEet1Nλℓ ≤ lim sup
N→∞
1
N
log[e−t1NKP(λℓ > −K) + Eet1Nλℓ1{λℓ ≤ −K}] ≤ |t1|K.
Similar estimates hold for t1 > 0 as well. This verifies Varadhan’s lemma [DZ98, Theorem 4.3.1]
and thus
lim
N→∞
1
N
logEeNt1λℓ = sup
x∈R
[t1x− ℓJ1(x)].
For t1 ∈ R, t2 > − δ2 , by conditioning and the Lipschitz concentration of the empirical measure of
GOE eigenvalues as before,
Λ˜N (t1, t2) = t2m(y) + E exp
{
t1λℓ − 1
2N
N−1∑
i=k
log[1 + 2t2fy,δ(λi)]
}
= t2m(y) + E1ΩN exp
{
t1λℓ − 1
2
ˆ
log[1 + 2t2fy,δ(x)]σsc(dx) +O(N
−1/4)
}
+ E1ΩcN exp
{
t1λℓ − 1
2N
N−1∑
i=k
log[1 + 2t2fy,δ(λi)]
}
where ΩN = {| 1N
∑N−1
i=k log[1+2fy,δ(λi)t2]−
´
log[1+2fy,δ(x)t2]σsc(dx)| ≤ N−1/4} and P(ΩcN ) ≤
e−c(t2,δ,y,k)N
3/2
. From here we deduce that for t1 ∈ R, t2 > − δ2 ,
Λ˜(t1, t2) = t2m(y)− 1
2
ˆ
log[1 + 2t2fy,δ(x)]σsc(dx) + sup
x∈R
[t1x− ℓJ1(x)],
and Λ˜(t1, t2) = +∞ for t2 < − δ2 . By the duality lemma [DZ98, Lemma 4.5.8],
Λ˜∗(s1, s2) = ℓJ1(s1) + Λ∗(s2; fy,δ).
Here is a subtlety that is worth more explanation. For general 0 < δ ≤ −√2 − y, one has
Λ˜(t1,− δ2 ) ≥ Λ˜(t1,− δ2+) and the two sides may not equal. Hence Λ˜∗(s1, s2) does not depend
on Λ(t1,− δ2 ) and is instead determined by Λ(t2; fy,δ) for t2 > − δ2 . Since Λ(t2; fy,δ) is right
continuous at t2 = − δ2 , Λ∗(s2; fy,δ) yields the correct formula for Λ˜∗(s1, s2). See (5.16) below
for a more detailed justification in one variable. By Lemma 5.3 and [DZ98, Lemma 2.3.9], if
y′ < −√2,Λ′(− δ2+; y) < s < m(y), then (y′, s) is an exposed points for Λ˜∗.
Proposition 5.6. Let y < −√2 and 0 < δ ≤ −√2− y. Fix k, ℓ ∈ N. Then for any closed set B
and x < −√2,
lim sup
N→∞
1
N
logP
(
λk ≤ x, m(y)− 1
N
N−1∑
i=ℓ
fy,δ(λi)Z
2
i ∈ B
)
≤ −kJ1(x)− inf
s∈B
Λ∗(s; fy,δ).
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Moreover, if 0 ≤ s < m(y),
lim inf
N→∞
1
N
logP
(
λk ≤ x, m(y)− 1
N
N−1∑
i=ℓ
fy,δ(λi)Z
2
i ≥ s
)
≥ −kJ1(x)− Λ∗(s; fy,δ).
Proof. 1. For t > − δ2 , let ΩN = {| 1N
∑N−1
i=ℓ log[1 + 2fy,δ(λi)t] −
´
log[1 + 2fy,δ(x)t]σsc(dx)| ≤
N−1/4}. By the Lipschitz concentration of the empirical measures of GOE eigenvalues, there
exists a constant c = c(y, δ, ℓ, t) > 0 such that for N large, we have P(ΩcN ) ≤ e−cN
3/2
. Since Zi’s
are independent of λi’s, by an argument similar to that of Lemma 5.3 with conditioning, we have
for all w and any − δ2 < t ≤ 0,
P
(
λk ≤ x, m(y)− 1
N
N−1∑
i=ℓ
fy,δ(λi)Z
2
i ≤ w
)
≤ e−Nt[w−m(y)]E
(
1{λk ≤ x}
N−1∏
i=ℓ
(1 + 2tfy,δ(λi))
−1/2
)
≤ e−Nt[w−m(y)]
(
e−
N
2 (
´
log[1+2fy,δ(x)t]σsc(dx)−N−1/4)P(λk ≤ x,ΩN ) + e
Nt−
δ+2t− P(ΩcN )
)
≤ e−N [t(w−m(y))+12
´
log[1+2fy,δ(x)t]σsc(dx)−N−1/4]P(λk ≤ x) + e
Nt−
δ+2t−−Nt[w−m(y)]−cN
3/2
.
By Lemma 5.3, Λ(t) ≥ 0 for all t, if w ≤ 0, then
Λ∗(w) = sup
− δ2<t≤0
{
wt −m(y)t+ 1
2
ˆ
log[1 + 2fy,δ(x)t]σsc(dx)
}
.
Using the LDP of λk, sending N →∞ and then optimizing in t, for w ≤ 0 we find
lim sup
N→∞
1
N
logP
(
λk ≤ x,m(y)− 1
N
N−1∑
i=ℓ
fy,δ(λi)Z
2
i ≤ w
)
≤ −kJ1(x)− sup
− δ2<t≤0
{wt− Λ(t)}
= −kJ1(x)− Λ∗(w).
Since Λ∗(w) ≥ 0 is convex and Λ∗(0) = 0, Λ∗(w) = infs≤w Λ∗(s). We have proved the lemma for
B = (−∞, w] and w ≤ 0. The case B = [w,∞) and w ≥ 0 can be proved in a similar way with
t ≥ 0. The argument for general closed B is standard.
2. By Lemma 5.5, every (x′, s′) is an exposed point of Λ˜∗ for x′ < x, s < s′ < m(y). By the
abstract Ga¨rtner–Ellis theorem [DZ98, 4.5.20],
lim inf
N→∞
1
N
log P
(
λk ≤ x, m(y)− 1
N
N−1∑
i=ℓ
fy,δ(λi)Z
2
i ≥ s
)
≥ − inf
x′<x,s<s′<m(y)
[kJ1(x
′) + Λ∗(s′; fy,δ)]
and the second claim follows the monotonicity of J1 and Λ
∗.
Let us consider the right tail of Q(y). For t ∈ R, let
Λ¯N (t; y) = logE
[
exp
{
tm(y)− t
N
N−1∑
i=k
fy,−√2−y(λi)Z
2
i
}]
and
Λ¯(t; y) = lim sup
N→∞
1
N
Λ¯N (Nt; y), Λ¯
∗(s; y) = sup
t∈R
{st− Λ¯(t; y)}.
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Note that x 7→ log[1 + 2tfy,−√2−y(x)] is a Lipschitz function for t >
√
2+y
2 . Using the same
argument as that of Lemma 5.3, for t >
√
2+y
2 ,
Λ¯(t; y) = tm(y)− 1
2
ˆ
log[1 + 2tfy,−√2−y(x)]σsc(dx),
and Λ¯(t; y) = +∞ for t <
√
2+y
2 . In fact, Λ¯(t; y) = Λ(t; y) for t 6=
√
2+y
2 where Λ(t; y) is defined
as in (5.15) with h = fy,−√2−y. Moreover, for any 0 > s > Λ
′(
√
2+y
2 +; y), there exists unique√
2+y
2 < τs < 0 such that Λ
′(τs; y) = s. Here Λ′(
√
2+y
2 +; y) = limt−
√
2+y
2 →0+
Λ′(t; y). Since for
t1 < t2 < 0,
t1m(y) + lim sup
N→∞
1
N
logE[e−t1
∑N−1
i=k fy,−√2−y(λi)Z
2
i ]
≥ t1m(y) + lim sup
N→∞
1
N
logE[e−t2
∑N−1
i=k fy,−
√
2−y(λi)Z
2
i ].
Sending t2 → t1+, we deduce that for any t < 0, Λ¯(t; y) ≥ Λ¯(t+; y). It follows together with
continuity that for any s < 0
Λ¯∗(s; y) = sup
t∈(
√
2+y
2 ,0)
{st− Λ¯(t; y)},
and thus
Λ¯∗(s; y) =


+∞, s ≥ m(y),
sτs − Λ(τs; y), Λ′(
√
2+y
2 +; y) < s < m(y),
(
√
2+y)s
2 − Λ(
√
2+y
2 ; y), s ≤ Λ′(
√
2+y
2 +; y).
(5.16)
In this case, the Ga¨rtner–Ellis Theorem is not applicable because Λ¯ is not steep and s is not an
exposed point for s ≤ Λ′(
√
2+y
2 +; y). We also need some sort of uniform estimates on the (upper
bound of) tail probability.
Proposition 5.7. Fix k, ℓ ∈ N, y < −√2 and δ > 0 such that y + δ ≤ −√2. For any y′ <
y, y1 < −
√
2, we have for any s < 0,
lim sup
N→∞
1
N
logP
(
λℓ ≤ y1, 1
N
N−1∑
i=k
fy′,δ(λi)Z
2
i −m(y) ≥ −s
)
≤ −ℓJ1(y1)− Λ¯∗(s; y).
Moreover, if y ≤ y2 < −
√
2 and ℓJ1(y1) < kJ1(y2), we have for s < m(y),
lim inf
N→∞
1
N
logP
(
λℓ ≤ y1, λk > y2, 1
N
N−1∑
i=k
Z2i
λi − y −m(y) ≥ −s
)
≥ −ℓJ1(y1)− Λ¯∗(s−; y).
Proof. 1. To get the uniform estimate, let
f¯y′,δ,y(x) =


1
x−y , if x ≥ −
√
2,
1√
2+y′+δ
(
1
δ +
1√
2+y
)
(x +
√
2) + 1−√2−y , if y
′ + δ ≤ x < −√2,
fy′,δ(x), x < y
′ + δ,
and g(x) = f¯y′,δ,y(x) − fy,−√2−y(x), x ∈ R. Clearly, f¯y′,δ,y(x) ≥ fy′,δ(x) for all x ∈ R and g is
supported in [y′,−√2] such that 0 ≤ g(x) ≤ 1δ . For any ε > 0,
P
(
λℓ ≤ y1, 1
N
N−1∑
i=k
fy′,δ(λi)Z
2
i ≥ m(y)− s
)
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≤ P
(
λℓ ≤ y1, 1
N
N−1∑
i=k
[fy,−√2−y(λi) + g(λi)]Z
2
i ≥ m(y)− s
)
≤ P
(
λℓ ≤ y1, 1
N
N−1∑
i=k
fy,−√2−y(λi)Z
2
i ≥ m(y)− s− ε
)
+ P
(
λℓ ≤ y1, 1
N
N−1∑
i=k
g(λi)Z
2
i ≥ ε
)
.
By Proposition 5.6 and continuity,
lim sup
ε→0+
lim sup
N→∞
1
N
logP
(
λℓ ≤ y1, 1
N
N−1∑
i=k
fy,−√2−y(λi)Z
2
i ≥ m(y)− s− ε
)
≤ −ℓJ1(y1)− Λ¯∗(s; y).
For ε > 0, we take γ = γ(ε, δ) > 0 such that
1
2
(δε
γ
− log δε
γ
− 1
)
> 10Λ¯∗(s; y) + 10.
Since limN→∞
[γN ]
N = γ, by LDP of empirical measures of GOE as in (2.12), we may find c =
c(γ) > 0 such that P(λ[γN ] <
sγ−
√
2
2 ) ≤ e−cN
2
where sγ is the quantile with σsc([−
√
2, sγ ]) = γ.
It follows that
P
(
λℓ ≤ y1, 1
N
N−1∑
i=k
g(λi)Z
2
i ≥ ε
)
≤ P
(
λℓ ≤ y1, 1
N
N−1∑
i=k
Z2i 1{λi ≤ −
√
2} ≥ δε, λ[γN ] < sγ −
√
2
2
)
+ P
(
λℓ ≤ y1, 1
N
N−1∑
i=k
Z2i 1{λi ≤ −
√
2} ≥ δε, λ[γN ] ≥ sγ −
√
2
2
)
≤ P
(
λ[γN ] <
sγ −
√
2
2
)
+ P
(
λℓ ≤ y1, 1
N
[γN ]∑
i=k
Z2i ≥ δε
)
.
By Cramer’s Theorem and the LDP for λℓ,
lim sup
N→∞
1
N
logP
(
λℓ ≤ y1, 1
N
[γN ]∑
i=k
Z2i ≥ δε
)
≤ −ℓJ1(y1)− 1
2
(δε
γ
− log δε
γ
− 1
)
.
From here the upper bound follows.
2. For the lower bound, we take advantage of an idea in [BGR97]. If m(y) > s > s0 :=
Λ′(
√
2+y
2 +; y), by Lemma 5.5, (y1, s) and (y2, s) are exposed points of Λ˜
∗. Using the abstract
Ga¨rtner–Ellis theorem [DZ98, Theorem 4.5.20],
lim inf
N→∞
1
N
logP
(
λℓ ≤ y1, 1
N
N−1∑
i=k
fy,−√2−y(λi)Z
2
i −m(y) ≥ −s
)
≥ −ℓJ1(y1)− inf
s0<s′<s
Λ¯∗(s′; y),
lim sup
N→∞
1
N
logP
(
λk ≤ y2, 1
N
N−1∑
i=k
fy,−√2−y(λi)Z
2
i −m(y) ≥ −s
)
≤ −kJ1(y2)− inf
s′≤s
Λ¯∗(s′; y).
Since ℓJ1(y1) < kJ1(y2) and observing that
P
(
λℓ ≤ y1, λk > y2, 1
N
N−1∑
i=k
Z2i
λi − y −m(y) ≥ −s
)
≥ P
(
λℓ ≤ y1, 1
N
N−1∑
i=k
fy,−√2−y(λi)Z
2
i −m(y) ≥ −s
)
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− P
(
λk ≤ y2, 1
N
N−1∑
i=k
fy,−√2−y(λi)Z
2
i −m(y) ≥ −s
)
,
the assertion follows. Now assume s ≤ s0. For ε > 0, by independence,
P
(
λℓ ≤ y1, λk > y2, 1
N
N−1∑
i=k
Z2i
λi − y −m(y) ≥ −s
)
≥ P
( 1
N
N−1∑
i=k+1
Z2i
λi − y −m(y) ≥ −s0 − ε,
Z2k
N(λk − y) ≥ −s+ s0 + ε, y2 < λk ≤ −
√
2 + ε, λℓ ≤ y1
)
≥ P
( 1
N
N−1∑
i=k+1
Z2i
λi − y −m(y) ≥ −s0 − ε, y2 < λk ≤ −
√
2 + ε, λℓ ≤ y1
)
P
( Z2k
N(−√2 + ε− y) ≥ −s+ s0 + ε
)
≥
[
P
(
λℓ ≤ y1, 1
N
N−1∑
i=k+1
fy,−√2−y(λi)Z
2
i −m(y) ≥ −s0 − ε
)
− P
(
λk > −
√
2 + ε
)
− P
(
λk ≤ y2, 1
N
N−1∑
i=k+1
fy,−√2−y(λi)Z
2
i −m(y) ≥ −s0 − ε
)]
P
( Z2k
N(−√2 + ε− y) ≥ −s+ s0 + ε
)
.
Since s0 + ε is an exposed point, using the LDP for λk and the Ga¨rtner–Ellis theorem again,
lim inf
N→∞
1
N
log P
( 1
N
N−1∑
i=k+1
Z2i
λi − y −m(y) ≥ −s0 − ε, y2 < λk ≤ −
√
2 + ε, λℓ ≤ y1
)
≥ −ℓJ1(y1)− Λ¯∗(s0 + ε; y).
Using the tail probability asymptotic estimates for standard Gaussian,
lim inf
N→∞
1
N
logP
( Z2k
N(−√2 + ε− y) ≥ −s+ s0 + ε
)
≥ −1
2
(−s+ s0 + ε)(−
√
2 + ε− y).
It follows from continuity that
lim inf
ε→0+
lim inf
N→∞
1
N
log P
(
λℓ ≤ y1, λk > y2, 1
N
N−1∑
i=k
Z2i
λi − y −m(y) ≥ −s
)
≥ 1
2
(−s+ s0)(
√
2 + y)− ℓJ1(y1)− Λ¯∗(s0; y) = −ℓJ1(y1)− (
√
2 + y)s
2
+ Λ
(√2 + y
2
; y
)
= −ℓJ1(y1)− Λ¯∗(s; y).
Here we used the fact that Λ¯∗(s0; y) =
(
√
2+y)s0
2 − Λ(
√
2+y
2 ; y).
Let us compute Λ∗(s) for h(x) = fy,δ(x). In this case, we have ‖fy,δ‖∞ = 1δ and for t > − δ2 ,
Λ′(− δ2+) < s < m(y),
Λ(t) = m(y)t− 1
2
[
1
2
(y − 2t)2 − 1
2
y2 − 1
2
y
√
y2 − 2 + 1
2
(y − 2t)
√
(y − 2t)2 − 2
+ log(2t− y +
√
(y − 2t)2 − 2)− log(−y +
√
y2 − 2)],
Λ′(t) = m(y)−m(y − 2t) = −2t+
√
(y − 2t)2 − 2−
√
y2 − 2,
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τs =
s2 + 2s
√
y2 − 2
−4(s+ y +
√
y2 − 2) =
s2 + 2s
√
y2 − 2
4(m(y)− s) ,
Λ∗(s) = −1
8
s2 − s
2m(y)
− 1
2
log
(
1− s
m(y)
)
=
( 1
4m(y)2
− 1
8
)
s2 +
∞∑
n=3
sn
2nm(y)n
.
The same results hold for Λ¯(t; y) and Λ¯∗(s; y) but now for t >
√
2+y
2 and Λ(
√
2+y
2 +; y) < s < m(y).
Remark 11. All these calculations are made for fixed y < −√2 and 0 < δ ≤ −√2− y. Later on,
we may need the boundary behavior as y → −√2−. This forces δ → 0+. By continuity,
lim
y→−√2−
Λ′(t) = −2t+
√
(
√
2 + 2t)2 − 2, lim
y→−√2−,t→0+
Λ′(t) = 0,
lim
y→−√2−
τs =
s2
4(
√
2− s) , limy→−√2−,s→0+ τs = 0,
lim
y→−√2−
Λ∗(s) = −1
8
s2 − s
2
√
2
− 1
2
log
(
1− s√
2
)
, lim
y→−√2−,s→0+
Λ∗(s) = 0.
The bottom line is that those functions extend continuously to the boundary.
We will see that the complexity function behaves differently for local minima and saddles. In
short, the fact a < 0 affects the complexity function for local minima but not for saddles, while
a ≥ 0 may yield a transition in the k-complexity from k to k − 1.
5.2 Local minima
For local minima, we only need to consider I0 defined in (5.9). Let w− = w ∧ 0. For ρ, t and
y < −√2 fixed, let us define
I(ρ, t, y;x) = Λ∗(x) + 1
2b2
[(a+
√
−D′′(0)x)−]2
and
I−(ρ, t, y) =
{
I(ρ, t, y; 0) = 0, if a ≥ 0,
I(ρ, t, y; xˆ), otherwise, (5.17)
where
xˆ = xˆ(ρ, t, y) =
C +Bm(y)−√(C −Bm(y))2 + 4B
2B
,
B = B(ρ, t, y) =
−D′′(0)α2ρ4
(−2D′′(0)− β2)b2 , C = C(ρ, t, y) = −
1
2
(y −
√
y2 − 2)− 2
√−D′′(0)a
b2
.
(5.18)
Note that I− extends continuously to y = −√2. Clearly, I− is a continuous function of (ρ, t, y).
Lemma 5.8. We have
inf
x∈[0,m(y)]
I(ρ, t, y;x) = I−(ρ, t, y).
Moreover, if a < 0, the minimum is attained at 0 < xˆ < m(y) with a+
√−D′′(0)xˆ < 0.
Proof. For any fixed ρ, t and y, I(ρ, t, y; ·) is a continuous function of x ∈ [0,m(y)] and attains
minimum. Since Λ∗(x) is strictly increasing in x, I(ρ, t, y;x) ≥ Λ∗(−a[−D′′(0)]−1/2) for a +√−D′′(0)x ≥ 0. In particular, if a ≥ 0, infx∈[0,m(y)] I(ρ, t, y;x) = Λ∗(0) = 0. A calculation yields
for a+
√−D′′(0)x ≤ 0,
∂xI(ρ, t, y;x)
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= −1
4
x+
1
4
(y −
√
y2 − 2) + 1
2(−y −
√
y2 − 2− x) +
√−D′′(0)(a+√−D′′(0)x)
b2
(5.19)
=
−D′′(0)α2ρ4x
2(−2D′′(0)− β2)b2 +
1
2(−y −
√
y2 − 2− x) +
1
4
(y −
√
y2 − 2) +
√−D′′(0)a
b2
. (5.20)
Since in (5.19),
−1
4
x+
1
4
(y −
√
y2 − 2) + 1
2(−y −
√
y2 − 2− x) > 0
for x > 0 and tends to +∞ as x→ m(y), we see that the minimum of I(ρ, t, y; ·) is attained for
a+
√−D′′(0)x < 0. Note that the coefficient of x in (5.20) is positive and that
0 >
1
2(y +
√
y2 − 2) >
1
4
(y −
√
y2 − 2) +
√−D′′(0)a
b2
= −C
2
.
We claim that I(ρ, t, y; ·) has a unique minimizer 0 < xˆ < m(y) given by (5.18). Indeed, since
Cm(y) > 1, we see xˆ > 0. If Bm(y) ≤ C we have xˆ < m(y). Otherwise, since
C +Bm(y) +
√
(C −Bm(y))2 + 4B
2B
>
C +Bm(y) + |Bm(y)− C|
2B
= m(y),
xˆ has to be the minimizer.
5.2.1 Upper bound
We need a covering argument for the quantity I0 as in (5.9) in the following. To this end, for
ρ′ ∈ (R1, R2), t′ ∈ E, y′ ∈ (−K,−
√
2), let
IN (ρ
′, t′, y′; δ) =
ˆ ρ′+δ
ρ′−δ
ˆ t′+δ
t′−δ
ˆ y′+δ
y′−δ
e
− (t−mY )
2
2σ2
Y
−Nµ2ρ2
2D′(0)−
N(
√
−4D′′(0)y+m2)2
2(−2D′′(0)−β2)
σY
√−2D′′(0)− β2
E[e(N−1)Ψ(L(λ
N−1
1 ),y)1{L(λN−11 ) ∈ BK(σsc, δ1), λ1 > y}(aNΦ(
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2 )]ρN−1dydtdρ.
Here and in what follows we always replace the integration limits with the boundary of (R1, R2)×
E¯×(−K,−√2) if they exceeds the latter set; e.g. we always replace y′+δ with−√2 if y′+δ > −√2.
Lemma 5.9. For any K > 0 and 0 < δ < 1, we have
lim sup
δ1→0+
lim sup
N→∞
1
N
log IN (ρ
′, t′, y′; δ) ≤ sup
ρ′−δ<ρ<ρ′+δ,t′−δ<t<t′+δ,
y′−δ<y<y′+δ
ψ(σsc, ρ, t, y)
− inf
ρ′−δ<ρ<ρ′+δ,t′−δ<t<t′+δ,
y′−δ<y<y′+δ,0<x<m((y′+δ)∧−√2)
Λ∗((x − 2
√
δ)+) +
1
2b2
[(a+
√
−D′′(0)x)−]2.
Moreover,
lim inf
δ→0+
inf
ρ′−δ<ρ<ρ′+δ,t′−δ<t<t′+δ,
y′−δ<y<y′+δ,0<x<m((y′+δ)∧−√2)
Λ∗((x− 2
√
δ)+) +
1
2b2
[(a+
√
−D′′(0)x)−]2 = I−(ρ′, t′, y′).
Proof. In the following discussion, let us writeA(ρ, t, y) = aN (ρ, t, y)+Q(y). Recall limN→∞ aN =
a almost surely. We have A = a +
√−D′′(0)m(y) is a deterministic quantity and A ≥ aN for
λ1 > y. If a ≥ 0, using the trivial bound
1{λ1 > y}(aNΦ(
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2 ) ≤ A+ b√
2πN
,
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the claim follows by sending N →∞ and then δ1 → 0+. It remains to consider a < 0. Let ε1 > 0
be a small number that will be sent to zero later.
Since the functions
x 7→ xΦ(
√
Nx
b
) +
b√
2πN
e−
Nx2
2b2 , y 7→ m(y)
are increasing and 1λi−y >
1
λi−y′+2δ ≥ fy′−2δ,δ(λi) for y > y′ − δ and λi > y, using Proposition
5.4 we find for any ε2 > 0 there exists N(ε2, y
′, δ) > 0 such that for all N > N(ε2, y′ + δ),
E
[
1{λ1 > y}
(
aNΦ(
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2
)]
≤
[
m(y)
ε1
]∑
j=0
E
[
(aNΦ(
√
NaN
b
) +
b√
2πN
e−
NaN
2
2b2 )
1
{
λ1 > y,
1
N
N−1∑
i=1
Z2i
λi − y ∈ [m(y)− (jε1 + ε1),m(y)− jε1]
}]
+ E
[
(aNΦ(
√
NaN
b
) +
b√
2πN
e−
NaN
2
2b2 )1
{ 1
N
N−1∑
i=1
Z2i
λi − y > m(y)
}]
≤
⌈
m(y)
ε1
⌉
max
0≤jε1≤m(y)−ε1
{
P
( 1
N
N−1∑
i=1
fy′−2δ,δ(λi)Z2i ∈ [0,m((y′ + δ) ∧ −
√
2)− jε1]
)
[
b√
2πN
e−
N(a+
√
−D′′(0)(jε1+ε1))2
2b2 + [a+
√
−D′′(0)(jε1 + ε1)]Φ
(√N(a+√−D′′(0)(jε1 + ε1))
b
)]}
+
[
aΦ
(√Na
b
)
+
b√
2πN
e−
Na2
2b2
]
≤
[
aΦ
(√Na
b
)
+
b√
2πN
e−
Na2
2b2
]
+
⌈
m(−√2)
ε1
⌉
max
0≤x≤m(y)−ε1
{
e−N(Λ
∗((x−[m((y′+δ)∧−√2)−m(y′−2δ)])+)−ε2)
[
b√
2πN
e−
N(a+
√
−D′′(0)(x+ε1))2
2b2 + [a+
√
−D′′(0)(x+ ε1)]Φ
(√N(a+√−D′′(0)(x+ ε1))
b
)]}
where w+ = w ∨ 0. Note that m((y′ + δ) ∧ −
√
2)−m(y′ − 2δ) ≤ 2√δ and that
Φ
(√N(a+√−D′′(0)(x+ ε1))
b
)
≤ 1{a+
√
−D′′(0)(x+ ε1) ≥ 0}
+
b√
2π[
√
N(a+
√−D′′(0)(x+ ε1))]e−
N(a+
√
−D′′(0)(x+ε1))2
2b2 1{a+
√
−D′′(0)(x+ ε1) < 0}.
From here we deduce that
lim sup
ε2→0+
lim sup
N→∞
1
N
logE
[
1{λ1 > y}
(
aNΦ(
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2
)]
≤ − inf
0<x<m((y′+δ)∧−√2)
Λ∗((x− 2
√
δ)+) +
1
2b2
[(a+
√
−D′′(0)(x+ ε1))−]2.
Observe that the right-hand side is continuous in ρ, t, y and ε1, δ, and it tends to −I−(ρ′, t′, y′)
as ε1 → 0+, δ → 0+ by Lemma 5.8. We also note that the only possible singular function in
the integrand ρ
2
D(ρ2)−D′(ρ2)2ρ2
D′(0)
continuously extends to ρ ∈ [0, R2) which in particular attains its
52
maximum on compact intervals. Since Ψ(ν, y) is upper semi-continuous for (ν, y) ∈ BK(σsc, δ)×
[−K,K], we conclude that
lim sup
δ1→0+,
ε1→0+
lim sup
N→∞
1
N
log IN (ρ
′, t′, y′; δ)
≤ lim sup
δ1→0+
sup
ρ′−δ<ρ<ρ′+δ,t′−δ<t<t′+δ,
y′−δ<y<y′+δ,ν∈BK (σsc,δ1)
ψ(ν, ρ, t, y)
− lim inf
ε1→0+
inf
ρ′−δ<ρ<ρ′+δ,t′−δ<t<t′+δ,
y′−δ<y<y′+δ,0<x<m((y′+δ)∧−√2)−ε1
Λ∗((x− 2
√
δ)+) +
1
2b2
[(a+
√
−D′′(0)(x + ε1))−]2
≤ sup
ρ′−δ<ρ<ρ′+δ,t′−δ<t<t′+δ,
y′−δ<y<y′+δ
ψ(σsc, ρ, t, y)
− inf
ρ′−δ<ρ<ρ′+δ,t′−δ<t<t′+δ,
y′−δ<y<y′+δ,0<x<m((y′+δ)∧−√2)
Λ∗((x − 2
√
δ)+) +
1
2b2
[(a+
√
−D′′(0)x)−]2.
The second assertion follows from continuity and Lemma 5.8.
Recall I0(R1, R2;E) as in (5.9).
Proposition 5.10. Assume E¯ is compact and R2 <∞. Then
lim sup
N→∞
1
N
log I0(R1, R2;E) ≤ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0)
+ sup
(ρ,t,y)∈F
[ψ(σsc, ρ, t, y)− I−(ρ, t, y)],
where F = {(ρ, t, y) : ρ ∈ (R1, R2], t ∈ E¯, y ≤ −
√
2}.
Proof. By Example 2 and the definition of a as in (5.13), we have
lim
y→−∞
ψ(σsc, ρ, t, y)− I−(ρ, t, y) = lim
y→−∞
ψ(σsc, ρ, t, y) = −∞
for any fixed ρ > R1 and t ∈ E¯. For any fixed t, y, since I−(ρ, t, y) ≥ 0, by Lemma 4.7, we have
lim
ρ→0+
ψ(σsc, ρ, t, y)− I−(ρ, t, y) = −∞.
We may choose K large enough so that supρ∈[R1,R2],t∈E¯,y≤−
√
2[ψ(σsc, ρ, t, y) − I−(ρ, t, y)] is at-
tained at a point (ρ0, t0, y0) ∈ [R1, R2]× E¯ × [−K,−
√
2]. Using the LDP of λ1 and L(λ
N−1
1 ), by
an argument similar to that of (4.12) and (4.16), we have for small δ1,
lim sup
N→∞
I0(R1, R2, E) ≤ 1
2
log[−4D′′(0)] + lim sup
N→∞
I0N (δ1)
where
I0N (δ1) :=
ˆ R2
R1
ˆ
E
ˆ −√2
−K
E[| det(GOEN−1 − yIN−1)|1{L(λN−11 ) ∈ BK(σsc, δ1), λ1 > y}
(aNΦ(
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2 )]
e
− (t−mY )
2
2σ2
Y√
2πσY
e
−Nµ2ρ2
2D′(0)
(2π)N/2D′(0)N/2√−4ND′′(0) exp{−N(√−4D′′(0)y+m2)22(−2D′′(0)−β2) }√
2π(−2D′′(0)− β2) ρ
N−1dydtdρ.
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Consider a cover of the compact set [R1, R2]× E¯ × [−K,−
√
2] with cubes of side length 2δ and
center (ρ′, t′, y′) so that (ρ0, t0, y0) is one of the centers. If R1 = 0, we note that the function
ρ2
D(ρ2)−D′(ρ2)2ρ2
D′(0)
continuously extends to ρ ∈ [0, R2]. We deduce from Lemma 5.9 that
lim sup
δ→0+
lim sup
δ1→0+
lim sup
N→∞
1
N
log I0N (δ1) ≤ −
1
2
log(2π)− 1
2
logD′(0)
+ lim sup
δ→0+
max
(ρ′,t′,y′)
centers of cubes
{
sup
ρ′−δ<ρ<ρ′+δ,t′−δ<t<t′+δ,
y′−δ<y<y′+δ
ψ(σsc, ρ, t, y)
− inf
ρ′−δ<ρ<ρ′+δ,t′−δ<t<t′+δ,
y′−δ<y<y′+δ,0<x<m((y′+δ)∧−√2)
Λ∗((x − 2
√
δ)+) +
1
2b2
[(a+
√
−D′′(0)x)−]2
}
= −1
2
log(2π)− 1
2
logD′(0) + ψ(σsc, ρ0, t0, y0)− I−(ρ0, t0, y0).
Here we understand that the supremum and infimum were taken within (R1, R2]×E¯×[−K,−
√
2).
We have completed the proof.
5.2.2 Lower bound
Proposition 5.11. Suppose E is open and R2 <∞. Then
lim inf
N→∞
1
N
log I0(R1, R2;E) ≥ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0)
+ sup
(ρ,t,y)∈F
[ψ(σsc, ρ, t, y)− I−(ρ, t, y)],
where F = {(ρ, t, y) : ρ ∈ [R1, R2], t ∈ E¯, y ≤ −
√
2}.
Proof. Choose (ρ0, t0, y0) as in the proof of Proposition 5.10 and δ > 0 small enough so that
(ρ0 − δ, ρ0 + δ)× (t0 − δ, t0 + δ)× (y0 − δ, y0) ⊂ (R1, R2)× E × (−K,−
√
2).
Here for simplicity in writing, we assumed t0 is in the interior of E¯. If t0 is on the boundary, we
can simply replace the interval (t0 − δ, t0 + δ) with (t0, t0 + δ) or (t0 − δ, t0) in an obvious way.
Recalling I0(R1, R2;E) as in (5.9), by restriction, we have
I0(R1, R2;E) ≥
√
N [−4D′′(0)]N/2
(2π)(N+2)/2D′(0)N/2
ˆ ρ0+δ
ρ0−δ
ˆ t0+δ
t0−δ
ˆ y0−δ/2
y0−δ
e
− (t−mY )
2
2σ2
Y
−Nµ2ρ2
2D′(0)−
N(
√
−4D′′(0)y+m2)2
2(−2D′′(0)−β2)
σY
√−2D′′(0)− β2
E[e(N−1)Ψ(L(λ
N−1
1 ),y)1{L(λN−11 ) ∈ B(σsc, δ1), λ1 > y}
(aNΦ(
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2 )]ρN−1dydtdρ
=:
√
N [−4D′′(0)]N/2
(2π)(N+2)/2D′(0)N/2
I0N (δ, δ1).
Let xˆ = xˆ(ρ0, t0, y0) as defined in (5.18). Note that for any y ∈ [y0− δ, y0− δ2 ] we have fy, δ4 (x) ≥
1
x−y1{x− y ≥ δ4}. Since x 7→ xΦ(
√
Nx
b
) + b√
2πN
e−
Nx2
2b2 is positive and strictly increasing,
E
[
e(N−1)Ψ(L(λ
N−1
1 ),y)1{L(λN−11 ) ∈ B(σsc, δ1), λ1 > y}
(
aNΦ(
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2
)]
≥ E
[
e(N−1)Ψ(L(λ
N−1
1 ),y)1
{
L(λN−11 ) ∈ B(σsc, δ1), λ1 > y,
1
N
N−1∑
i=1
Z2i
λi − y ≤ m(y)− xˆ
}
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(
aNΦ(
√
NaN
b
) +
b√
2πN
e−
NaN
2
2b2
)]
≥
(
(a+
√
−D′′(0)xˆ)Φ(
√
N(a+
√−D′′(0)xˆ)
b
) +
b√
2πN
e−
N(a+
√
−D′′(0)xˆ)2
2b2
)
E
[
e(N−1)Ψ(L(λ
N−1
1 ),y)1
{
L(λN−11 ) ∈ B(σsc, δ1),
λ1 > y
0 − δ
4
,
1
N
N−1∑
i=1
fy0− δ2 , δ4 (λi)Z
2
i ≤ m(y0 − δ)− xˆ
}]
≥
(
(a+
√
−D′′(0)xˆ)Φ(
√
N(a+
√−D′′(0)xˆ)
b
) +
b√
2πN
e−
N(a+
√
−D′′(0)xˆ)2
2b2
)
e
(N−1) inf
ν−>y0− δ4 ,y<y0−
δ
2
,ν∈B(σsc,δ1)
Ψ(ν,y)
[
P
( 1
N
N−1∑
i=1
fy0− δ2 , δ4 (λi)Z
2
i ≤ m(y0 − δ)− xˆ
)
− P
(
λ1 ≤ y0 − δ
4
,
1
N
N−1∑
i=1
fy0− δ2 , δ4 (λi)Z
2
i ≤ m(y0 − δ)− xˆ
)
− P(L(λN−11 ) /∈ B(σsc, δ1))
]
.
Here ν− denotes the lower edge of the support of ν. Note that Ψ(ν, y) is a continuous function for
ν ∈ B(σsc, δ1) with ν− > y0 − δ4 and y < y0 − δ2 . Using (5.12), Proposition 5.4 and Proposition
5.6, since all functions in question are continuous on compact sets, we have
lim inf
δ1→0+
lim inf
N→∞
1
N
I0N (δ, δ1)
≥ inf
ρ0−δ<ρ<ρ0+δ,t0−δ<t<t0+δ,
y0−δ<y<y0− δ
2
ψ(σsc, ρ, t, y)− Λ∗[xˆ+m(y0 − δ
2
)−m(y0 − δ)]
− sup
ρ0−δ<ρ<ρ0+δ,t0−δ<t<t0+δ,
y0−δ<y<y0− δ
2
[(a+
√−D′′(0)xˆ)−]2
2b2
.
Sending δ → 0+, we find by continuity and Remark 11 if necessary,
lim inf
N→∞
1
N
log I0(R1, R2;E)
≥ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0) + ψ(σsc, ρ0, t0, y0)− I−(ρ0, t0, y0).
The proof is complete.
Proof of Theorem 1.5. With Proposition 5.10 and Proposition 5.11, combined with the same
argument as for Theorem 4.8, we have proved Theorem 1.5.
5.3 Index k ≥ 1
Recall Ik(R1, R2;E) and II
k(R1, R2;E) as in (5.9). One would expect similar behavior of I
0 and
Ik. A moment of reflection, however, reveal that the method to prove upper bound for I0 does
not work for Ik, simply because λi − y < 0 for i ≤ k on {λk < y < λk+1}. Fortunately, it turns
out that we do not need that precise upper bound, which would always be dominated by IIk in
the large N limit. On the other hand, the upper bound for IIk and the lower bound for index
k ≥ 1 will be established following the idea similar to that of local minima.
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5.3.1 Upper bound involving Jk
For the upper bound of Ik, we follow the idea in Section 4.1. Using (4.3), we have
E[| detG|(1{i(G∗∗) = k, ζ > 0}] ≤ E(| detG∗∗||G11 − ξTG−1∗∗ ξ|1{i(G∗∗) = k})
= [−4D′′(0)]N−12 E[|z′1 −Q(z′3)|| det(GOEN−1 − z′3IN−1)|1{λk < z′3 < λk+1}]
≤ [−4D′′(0)]N−12
(
E
[
|z′1|
N−1∏
i=1
|λi − z′3|1{λk < z′3 < λk+1}
]
+
√−D′′(0)
N
N−1∑
i=1
E
[∏
j 6=i
|λj − z′3|Z2j 1{λk < z′3 < λk+1}
])
.
As in the previous section, let
Ik1 ((R1, R2), E) = [−4D′′(0)]
N−1
2
ˆ R2
R1
ˆ
E
E
[
|z′1|
N−1∏
i=1
|λi − z′3|1{λk < z′3 < λk+1}
]
e
− (t−mY )2
2σ2
Y√
2πσY
e
−Nµ2ρ2
2D′(0)
(2π)N/2D′(0)N/2
ρN−1dtdρ,
Ik2 ((R1, R2), E) =
[−4D′′(0)]N2
2N
N−1∑
i=1
ˆ R2
R1
ˆ
E
E
[∏
j 6=i
|λj − z′3|Z2j 1{λk < z′3 < λk+1}
]
e
− (t−mY )
2
2σ2
Y√
2πσY
e
−Nµ2ρ2
2D′(0)
(2π)N/2D′(0)N/2
ρN−1dtdρ. (5.21)
It follows that Ik ≤ Ik1 + Ik2 . We first consider the upper bound for Ik1 . With (4.22) and (4.6),
we find for y ≤ −√2,
E[|z′1||z′3 = y] ≤
√
2
π
b
N
+ |a+
√
−D′′(0)m(y)|.
With the same argument as in Section 4.1, for a large K > 0 and small δ > 0, we have
lim sup
N→∞
1
N
log Ik1 ((R1, R2), E¯) = lim sup
N→∞
1
N
log Ik1 ((R1, R2), E¯, (−K,−
√
2); δ),
where
Ik1 ((R1, R2), E¯, (−K,−
√
2); δ) = [−4D′′(0)]N2
ˆ R2
R1
ˆ
E¯
ˆ −√2
−K
E
[(√ 2
π
b
N
+ |a+
√
−D′′(0)m(y)|
)
N−1∏
i=1
|λi − y|1{λk < y,L(λN−1i=1 ) ∈ BK(σsc, δ)}
]
e
− (t−mY )
2
2σ2
Y√
2πσY
e
−Nµ2ρ2
2D′(0)
(2π)N/2D′(0)N/2
exp{−N(
√
−4D′′(0)y+m2)2
2(−2D′′(0)−β2) }√
2π(−2D′′(0)− β2) ρ
N−1dydtdρ.
For any (ρ′, t′, y′) ∈ (R1, R2] × E¯ × (−K,−
√
2] and δ > 0, using LDP of λk [ABAC13] and
continuity of functions in question we have
lim sup
N→∞
1
N
log Ik1 ((ρ
′ − δ, ρ′ + δ), (t′ − δ, t′ + δ), (y′ − δ, y′ + δ); δ1) ≤ 1
2
log[−4D′′(0)]
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− 1
2
logD′(0)− 1
2
log(2π)− kJ1((y′ + δ) ∧ −
√
2) + sup
ν∈BK (σsc,δ1),ρ′−δ<ρ<ρ′+δ,
t′−δ<t<t′+δ,y′−δ<y<y′−δ
ψ(ν, ρ, t, y).
Here as usual we understand all intervals are replaced with shorter intervals if they go out of
(R1, R2]× E¯ × [−K,−
√
2]. Since limy→−∞ ψ(σsc, ρ, t, y) = −∞, we may choose K large enough
so that
sup
R1≤ρ≤R2,t∈E¯,y≤−
√
2
ψ(σsc, ρ, t, y)− kJ1(y) = max
R1≤ρ≤R2,t∈E¯,−K≤y≤−
√
2
ψ(σsc, ρ, t, y)− kJ1(y).
Let (ρk1 , t
k
1 , y
k
1 ) be a maximizer. Since limρ→0+ ψ(σsc, ρ, t, y) = −∞, we have ρk1 > 0. Consider a
cubic cover of [R1, R2] × E¯ × [−K,−
√
2] with side length 2δ such that (ρk1 , t
k
1 , y
k
1 ) is one of the
centers. It follows that
lim sup
N→∞
1
N
log Ik1 ((R1, R2), E¯)
≤ lim sup
δ→0+,
δ1→0+
max
cubes with
centers(ρ′,t′,y′)
lim sup
N→∞
1
N
log Ik1 ((ρ
′ − δ, ρ′ + δ), (t′ − δ, t′ + δ), (y′ − δ, y′ + δ); δ1)
≤ 1
2
log[−4D′′(0)]− 1
2
logD′(0)− 1
2
log(2π) + ψ(σsc, ρ
k
1 , t
k
1 , y
k
1 )− kJ1(yk1 ).
Let us consider Ik2 . Similar to the above, we can choose K large and δ small such that
lim sup
N→∞
1
N
log Ik2 ((R1, R2), E¯) ≤ lim sup
N→∞
1
N
log Ik2 ((R1, R2), E¯, (−K,−
√
2); δ),
where
Ik2 ((R1, R2), E¯, (−K,−
√
2); δ) =
[−4D′′(0)]N+12
2N
N−1∑
i=1
ˆ R2
R1
ˆ
E¯
ˆ −√2
−K
E
[N−1∏
j 6=i
|λj − y|1{λk < y,L(λN−1i=1 ) ∈ BK(σsc, δ)}
]
e
− (t−mY )
2
2σ2
Y√
2πσY
e
−Nµ2ρ2
2D′(0)
(2π)N/2D′(0)N/2
exp{−N(
√
−4D′′(0)y+m2)2
2(−2D′′(0)−β2) }√
2π(−2D′′(0)− β2) ρ
N−1dydtdρ.
Let [N − 1] = {1, 2, ..., N − 1} and JℓK = {i1, ..., iℓ} ⊂ [N − 1]. For any 1-Lipschitz function f ,
we have
∣∣∣ 1
N − 1
N−1∑
j=1
f(λj)− 1
N − 1− ℓ
∑
j∈[N−1]\JℓK
f(λj)
∣∣∣
≤ 1
(N − 1)(N − 1− ℓ)
∑
j∈[N−1]\JℓK
|(N − 1− ℓ)f(λj) +
∑
i∈JℓK
f(λi)− (N − 1)f(λj)|
≤ 1
N − 1 maxi,j |λi − λj |. (5.22)
If L(λN−1i=1 ) ∈ BK(σsc, δ1), we may choose N large enough so that L(λN−1j=1,j 6=i) ∈ BK(σsc, 2δ1).
From here we deduce
N−1∏
j 6=i
|λj − y|1{L(λN−1i=1 ) ∈ BK(σsc, δ)} ≤ e(N−2) supν∈BK (σsc,2δ) Ψ(ν,y). (5.23)
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For any (ρ′, t′, y′) ∈ (R1, R2] × E¯ × (−K,−
√
2] and δ > 0, using LDP of λk and continuity of
functions in question we have
lim sup
N→∞
1
N
log Ik2 ((ρ
′ − δ, ρ′ + δ), (t′ − δ, t′ + δ), (y′ − δ, y′ + δ); δ1) ≤ 1
2
log[−4D′′(0)]
− 1
2
logD′(0)− 1
2
log(2π)− kJ1((y′ + δ) ∧ −
√
2) + sup
ν∈BK (σsc,2δ1),ρ′−δ<ρ<ρ′+δ,
t′−δ<t<t′+δ,y′−δ<y<y′−δ
ψ(ν, ρ, t, y).
Here as usual we understand all intervals are replaced with shorter intervals if they go out of
(R1, R2]× E¯ × [−K,−
√
2]. We may choose K large enough so that
sup
R1≤ρ≤R2,t∈E¯,y≤−
√
2
ψ(σsc, ρ, t, y)− kJ1(y) = max
R1≤ρ≤R2,t∈E¯,−K≤y≤−
√
2
ψ(σsc, ρ, t, y)− kJ1(y),
and (ρk1 , t
k
1 , y
k
1 ) is a maximizer. Using the same covering argument as for I
k
1 , we find
lim sup
N→∞
1
N
log Ik2 ((R1, R2), E¯)
≤ lim sup
δ→0+,
δ1→0+
max
cubes with
centers(ρ′,t′,y′)
lim sup
N→∞
1
N
log Ik2 ((ρ
′ − δ, ρ′ + δ), (t′ − δ, t′ + δ), (y′ − δ, y′ + δ); δ1)
≤ 1
2
log[−4D′′(0)]− 1
2
logD′(0)− 1
2
log(2π) + ψ(σsc, ρ
k
1 , t
k
1 , y
k
1 )− kJ1(yk1 ).
From here we conclude
Proposition 5.12. Assume E¯ is compact and R2 <∞. Then
lim sup
N→∞
1
N
log Ik(R1, R2;E) ≤ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0)
+ sup
(ρ,t,x)∈F
[ψ(σsc, ρ, t, x)− kJ1(x)],
where F = {(ρ, t, x) : ρ ∈ [R1, R2], t ∈ E¯, x ≤ −
√
2}.
Let us turn to IIk. Note that
E[| detG|(1{i(G∗∗) = k − 1, ζ < 0}] = E(| detG∗∗||G11 − ξTG−1∗∗ ξ|1{i(G∗∗) = k − 1, ζ < 0})
= [−4D′′(0)]N−12 E[| det(GOEN−1 − z′3IN−1)||z′1 −Q(z′3)|1{z′1 −Q(z′3) < 0}1{λk−1 < z′3 < λk}]
= [−4D′′(0)]N−12 E[| det(GOEN−1 − z′3IN−1)||z′1 −Q(z′3)|1{z′1 −Q(z′3) < 0}
(1{λk−1 < z′3 < λk < z′3 + δ′}+ 1{λk−1 < z′3, z′3 + δ′ ≤ λk})]
for some small δ′ > 0 to be chosen later. Define
IIk1 ((R1, R2), E; δ
′) = [−4D′′(0)]N−12
ˆ R2
R1
ˆ
E
E[| det(GOEN−1 − z′3IN−1)||z′1 −Q(z′3)|
1{λk < z′3 + δ′}]
e
− (t−mY )2
2σ2
Y√
2πσY
e
−Nµ2ρ2
2D′(0)
(2π)N/2D′(0)N/2
ρN−1dtdρ,
IIk2 ((R1, R2), E; δ
′) = [−4D′′(0)]N−12
ˆ R2
R1
ˆ
E
E[| det(GOEN−1 − z′3IN−1)||z′1 −Q(z′3)|
1{z′1 −Q(z′3) < 0}1{λk−1 < z′3, z′3 + δ′ ≤ λk}]
e
− (t−mY )2
2σ2
Y√
2πσY
e
−Nµ2ρ2
2D′(0)
(2π)N/2D′(0)N/2
ρN−1dtdρ.
58
It follows that IIk(R1, R2; E¯) ≤ IIk1 ((R1, R2), E¯; δ′)+ IIk2 ((R1, R2), E¯; δ′). For IIk1 we can follow
verbatim the argument for Ik. The only difference is we have an extra δ′ here, which can be sent
to zero in the last step. Thus, we find
lim sup
δ′→0+
lim sup
N→∞
1
N
log IIk1 ((R1, R2), E; δ
′) ≤ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0)
+ sup
(ρ,t,x)∈F
[ψ(σsc, ρ, t, x)− kJ1(x)]. (5.24)
It remains to understand IIk2 .
5.3.2 Upper bound involving Jk−1
Using (4.22), (5.7) and by conditioning, we have
E[| det(GOEN−1 − z′3IN−1)||z′1 −Q(z′3)|1{z′1 −Q(z′3) < 0, λk−1 < z′3, z′3 + δ′ ≤ λk}]
= E[| det(GOEN−1 − z′3IN−1)|1{λk−1 < z′3, z′3 + δ′ ≤ λk}
E(|z′1 −Q(z′3)|1{z′1 −Q(z′3) < 0}|λN−11 , z′3, ξ′)]
=
ˆ
R
E
[
| det(GOEN−1 − yIN−1)|1{λk−1 < y, y + δ′ ≤ λk}
(−aNΦ(−
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2 )
]√−4ND′′(0) exp{−N(√−4D′′(0)y+m2)22(−2D′′(0)−β2) }√
2π(−2D′′(0)− β2) dy,
where aN , b
2 are given in (5.11). By l’Hospital’s rule, for x ∈ R and b > 0 we have
lim
N→∞
1
N
log
[
− xΦ(−
√
Nx
b
) +
b√
2πN
e−
√
Nx2
2b2
]
= − (x+)
2
2b2
, (5.25)
where x+ = x ∨ 0. Using argument similar to that in Section 4.1, we can choose K,K ′ large and
δ1, δ
′ > 0 small such that
lim sup
N→∞
IIk2 ((R1, R2), E¯; δ
′) = lim sup
N→∞
IIk2 ((R1, R2), E¯, (−K,−
√
2);K ′, δ1, δ′)
where
IIk2 ((R1, R2), E¯, (−K,−
√
2);K ′, δ1, δ′) (5.26)
= [−4D′′(0)]N2
ˆ R2
R1
ˆ
E
ˆ −√2
−K
E
[
e(N−1)Ψ(L(λ
N−1
1 ),y)1{L(λN−11 ) ∈ BK′(σsc, δ1), λk−1 < y, y + δ′ < λk}
(−aNΦ(−
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2 )
]√Ne−N(√−4D′′(0)y+m2)22(−2D′′(0)−β2)√
2π(−2D′′(0)− β2)
e
− (t−mY )
2
2σ2
Y√
2πσY
e
−Nµ2ρ2
2D′(0)
(2π)N/2D′(0)N/2
ρN−1dydtdρ.
For y < −√2, let us define
I(ρ, t, y; s) = Λ¯∗(s; y) + 1
2b2
[(a+
√
−D′′(0)s)+]2,
s∗ =
b
2(
√
2+y)
2D′′(0) − a√−D′′(0) , and
I+(ρ, t, y) =


I(ρ, t, y; 0) = 0, if a ≤ 0,
I(ρ, t, y; s∗), if a > 0, s∗ ≤ Λ′(
√
2+y
2 +; y),
I(ρ, t, y; xˆ), otherwise,
(5.27)
where xˆ is given as in (5.18).
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Lemma 5.13. We have
I+(ρ, t, y) = inf
s≤0
I(ρ, t, y; s) ≥ 0
and the minimizer is unique, which is in [− a√−D′′(0) , 0] for a > 0.
Proof. If a ≤ 0, infs≤0 Λ¯∗(s; y)+ 12b2 (a+
√−D′′(0)s)2+ = 0 and the claim follows. Assume a > 0.
Since s 7→ Λ¯∗(s; y) is strictly decreasing for s ≤ 0,
inf
s≤0
I(ρ, t, y; s) = inf
− a√
−D′′(0)
≤s≤0
I(ρ, t, y; s),
and for any fixed ρ, t and y, I(ρ, t, y; ·) has a unique minimizer. Using (5.16), if − a√−D′′(0) ≤ s ≤
Λ′(
√
2+y
2 +; y),
∂sI(ρ, t, y; s) =
√
2 + y
2
+
√−D′′(0)(a+√−D′′(0)s)
b2
.
It follows that
inf
− a√
−D′′(0)
≤s≤0
I(ρ, t, y; s) = I(ρ, t, y; s∗)
provided s∗ ≤ Λ′(
√
2+y
2 +; y). Now suppose s∗ > Λ
′(
√
2+y
2 +; y). In this case I(ρ, t, y; ·) can only
attain the minimum for s > − a√−D′′(0) for which ∂sI(ρ, t, y; s) is given as in (5.19). We claim
the minimizer is given by s = xˆ as in (5.18). Indeed, since Cm(y) < 1, we have
C +Bm(y) <
√
(C −Bm(y))2 + 4B, C +Bm(y) +
√
(C −Bm(y))2 + 4B > 0.
The proof is complete.
Lemma 5.14. For any K > 0 and 0 < δ < 1, we have
lim sup
δ1→0+
lim sup
N→∞
1
N
log IIk2 ((ρ
′ − δ, ρ′ + δ), (t′ − δ, t′ + δ), (y′ − δ, y′ + δ);K, δ1, δ′)
≤ 1
2
log[−4D′′(0)]− 1
2
logD′(0)− 1
2
log(2π)
− (k − 1)J1((y′ + δ) ∧ (−
√
2− δ′)) + sup
ρ′−δ<ρ<ρ′+δ,
t′−δ<t<t′+δ,y′−δ<y<y′+δ
ψ(σsc, ρ, t, y)
− inf
ρ′−δ<ρ<ρ′+δ,t′−δ<t<t′+δ,
y′−δ<y<y′+δ,x≥0
{
Λ¯∗[−x; (y′ + δ) ∧ (−
√
2− δ′/2)] + 1
2b2
(a−
√
−D′′(0)x)2+
}
.
Moreover,
lim inf
δ→0+,
δ′→0+
inf
ρ′−δ<ρ<ρ′+δ,t′−δ<t<t′+δ,
y′−δ<y<y′+δ,x≥0
{
Λ¯∗[−x; (y′ + δ) ∧ (−
√
2− δ′/2)] + 1
2b2
(a−
√
−D′′(0)x)2+
}
= I+(ρ′, t′, y′).
Proof. We follow the proof of Lemma 5.9 with the same notation. Let y < y′ + δ. Observe that
for λk−1 < y,
aN ≥ m1 − [−2D
′′(0)− (αρ2 + β)β](√−4D′′(0)y +m2)
−2D′′(0)− β2 −
√−D′′(0)
N
N−1∑
i=k
Z2i
λi − y =: a
′
N .
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We have A = a+
√−D′′(0)m(y) and A ≥ a′N for λk > y. If y + δ′2 > −√2, by the LDP of λk,
there exists c(y + δ′) such that for N large
P(λk > y + δ
′) ≤ P(λk > −
√
2 + δ′/2) ≤ e−cN2
uniformly for y > −√2 − δ′2 . Using the a priori estimates leading to Lemma 4.4 in Section 4.1,
the contribution from this is exponentially negligible. We only need to consider y ≤ −√2 − δ′2 .
For simplicity, let us write δ2 =
δ′
2 .
Case 1 : a ≤ 0. Since the function x 7→ −xΦ(−
√
Nx
b
) + b√
2πN
e−
Nx2
2b2 is strictly decreasing,
using the concentration inequality for chi-square distribution [ML00] and conditioning, for any
t > 0
P
(N−1∑
i=k
fy,δ2(λi)Z
2
i ≥
N−1∑
i=k
fy,δ2(λi) + 2
√
t
(N−1∑
i=k
fy,δ2(λi)
2
)1/2
+ 2 max
k≤i≤N−1
fy,δ2(λi)t
)
≤ e−t.
With the concentration inequality for empirical measures of GOE eigenvalues [MMS14], we know
there exists c(y, δ′) > 0 such that
P
(∣∣∣ 1
N
N−1∑
i=k
fy,δ2(λi)− σsc(fy,δ2)
∣∣∣ > N−1/4 or ∣∣∣ 1
N
N−1∑
i=k
fy,δ2(λi)
2 − σsc(f2y,δ2)
∣∣∣ > N−1/4) ≤ e−cN3/2,
where σsc(f) =
´
f(x)σsc(dx). Note that σsc(fy,δ2) ≤ m(−
√
2) =
√
2 and σsc(f
2
y,δ2
) ≤
m(−√2)2 = 2. For N large, we have
P
( 1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i ≥ 3 + 2
√
3T +
2T
δ2
)
≤ e−NT + e−cN3/2.
It follows that
lim sup
T→+∞
lim sup
N→+∞
1
N
logP
( 1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i ≥
3T
δ2
)
= −∞.
We choose T large enough so that P( 1N
∑N−1
i=k fy,δ2(λi)Z
2
i ≥ 3Tδ2 ) is exponentially negligible. Note
that
E
[
1{λk−1 < y, y + δ′ < λk}(−aNΦ(−
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2 )
]
≤ E
[
1
{
λk−1 < y, y + δ′ < λk,
1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i <
3T
δ2
}
(−a′NΦ(−
√
Na′N
b
) +
b√
2πN
e−
Na′N
2
2b2 )
]
+ E
[
1
{
λk−1 < y, y + δ′ < λk,
1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i ≥
3T
δ2
}
(−a′NΦ(−
√
Na′N
b
) +
b√
2πN
e−
Na′N
2
2b2 )
]
.
Using the a priori estimates leading to Lemma 4.4 in Section 4.1, we know the contribution from
the second term is exponentially negligible for T large enough. For the first term, note that
E
[
1
{
λk−1 < y, y + δ′ < λk,
1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i <
3T
δ2
}
(−a′NΦ(−
√
Na′N
b
) +
b√
2πN
e−
Na′N
2
2b2 )
]
≤
[
−
(
A− 3T
√−D′′(0)
δ′
)
+
b√
2πN
]
P(λk−1 < (y′ + δ) ∧ (−
√
2− δ′/2)).
The claim follows from continuity of functions in question.
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Case 2 : a > 0. Note that
P
(
λk > y + δ
′,
1
N
N−1∑
i=k
Z2i
λi − y ≥ T
)
≤ P
(
λk > y + δ
′,
1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i ≥ T
)
.
Let ε > 0 be a small number that will be sent to zero later. Note that 0 < m(y) < −√2. Similar
to the previous case, it suffices to consider for a large T ,
E
[
1
{
λk−1 < y, y + δ′ ≤ λk, 1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i <
3T
δ2
}
(−a′NΦ(−
√
Na′N
b
) +
b√
2πN
e−
Na′N
2
2b2 )
]
≤
[ a√
−D′′(0)ε
]∑
j=0
E
[
1{λk−1 < y, y + δ′ < λk}(−a′NΦ(−
√
Na′N
b
) +
b√
2πN
e−
Na′N
2
2b2 )
1
{ 1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i ∈ [m(y) + jε,m(y) + (j + 1)ε]
}]
+ E
[
(−a′NΦ(−
√
Na′N
b
) +
b√
2πN
e−
Na′N
2
2b2 )
1
{
λk−1 < y,m(y) +
a√−D′′(0) <
1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i ≤
3T
δ2
}]
+ E
[
(−a′NΦ(−
√
Na′N
b
) +
b√
2πN
e−
Na′N
2
2b2 )1
{
λk−1 < y,
1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i < m(y)
}]
≤
⌈
a√−D′′(0)
⌉
max
0≤jε< a√
−D′′(0)
[
− (a−
√
−D′′(0)(j + 1)ε)Φ(−
√
N(a−√−D′′(0)(j + 1)ε)
b
)
+
b√
2πN
e−
N(a−
√
−D′′(0)(j+1)ε)2
2b2
]
P
(
λk−1 < y,
1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i ≥ m(y) + jε
)
+
(3T√−D′′(0)
δ2
−A+ b√
2πN
)
P
(
λk−1 < y,
1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i > m(y) +
a√−D′′(0)
)
+
[
− aΦ
(
−
√
Na
b
)
+
b√
2πN
e−
Na2
2b2
]
P(λk−1 < y)
≤
(3T√−D′′(0)
δ2
+
⌈
a√−D′′(0)
⌉)
max
0≤x≤ a√
−D′′(0)
[
− (a−
√
−D′′(0)(x+ ε))Φ(−
√
N(a−√−D′′(0)(x+ ε))
b
)
+
b√
2πN
e−
N(a−
√
−D′′(0)(x+ε))2
2b2
]
e−N((k−1)J1((y
′+δ)∧(−√2−δ′/2))+Λ¯∗[−x;(y′+δ)∧(−√2−δ′)]−ε).
Here in the last step we used Proposition 5.7 which implies that for N large enough and uniformly
in j = 0, 1, ..., [ a√−D′′(0)ε ],
P
(
λk < y,
1
N
N−1∑
i=k
fy,δ2(λi)Z
2
i ≥ m(y)+jε
)
≤ e−N(k−1)J1((y′+δ)∧(−
√
2−δ′/2))+Λ¯∗[−jε;(y′+δ)∧(−√2−δ′)]−ε).
Sending N →∞ and then ε→ 0+, δ1 → 0+ we deduce that
lim sup
δ1→0+,
ε→0+
lim sup
N→∞
1
N
log IIk2 ((ρ
′ − δ, ρ′ + δ), (t′ − δ, t′ + δ), (y′ − δ, y′ + δ);K, δ1, δ′)
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≤ 1
2
log[−4D′′(0)]− 1
2
logD′(0)− 1
2
log(2π)
+ (k − 1)J1((y′ + δ) ∧ (−
√
2− δ′/2)) + sup
ρ′−δ<ρ<ρ′+δ,
t′−δ<t<t′+δ,y′−δ<y<y′+δ
ψ(σsc, ρ, t, y)
− inf
ρ′−δ<ρ<ρ′+δ,
t′−δ<t<t′+δ,y′−δ<y<y′+δ
min
0≤x≤ a√
−D′′(0)
{
Λ¯∗[−x; (y′ + δ) ∧ (−
√
2− δ′)] + 1
2b2
(a−
√
−D′′(0)x)2
}
.
The second assertion follows from continuity.
Proposition 5.15. Assume E¯ is compact, k ≥ 1 and R2 <∞. Then
lim sup
δ′→0+
lim sup
N→∞
1
N
log IIk2 ((R1, R2), E; δ
′) ≤ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0)
+ sup
(ρ,t,y)∈F
[ψ(σsc, ρ, t, y)− I+(ρ, t, y)− (k − 1)J1(y)],
where F = {(ρ, t, y) : ρ ∈ (R1, R2], t ∈ E¯, y ≤ −
√
2}.
Proof. We follow the argument of Proposition 5.10. By the definition of a as in (5.13), for any
fixed ρ > R1 and t ∈ E¯ we have
lim
y→−∞
a = +∞, lim
y→−∞
s∗ = −∞, lim
y→−∞
Λ′(
√
2 + y
2
; y) = −
√
2.
Since I+(ρ, t, y) ≥ 0, using Example 2,
lim sup
y→−∞
ψ(σsc, ρ, t, y)− I+(ρ, t, y)− (k − 1)J1(y) ≤ lim sup
y→−∞
ψ(σsc, ρ, t, y)− (k − 1)J1(y) = −∞.
For any fixed t, y, by Lemma 4.7, we have
lim
ρ→0+
ψ(σsc, ρ, t, y)− I+(ρ, t, y)− (k − 1)J1(y) = −∞.
We may choose K large enough so that
sup
ρ∈(R1,R2],t∈E¯,y≤−
√
2
[ψ(σsc, ρ, t, y)− I+(ρ, t, y)− (k − 1)J1(y)]
is attained at a point (ρk2 , t
k
2 , y
k
2 ) ∈ (R1, R2] × E¯ × [−K,−
√
2]. It suffices to understand the
asymptotics of
1
N
log IIk2 ((R1, R2), E¯, (−K,−
√
2);K ′, δ1, δ′)
which was defined as in (5.26). Consider a cover of the compact set [R1, R2] × E¯ × [−K,−
√
2]
with cubes of side length 2δ and center (ρ′, t′, y′) so that (ρk2 , t
k
2 , y
k
2 ) is one of the centers. If
R1 = 0, we note that the function
ρ2
D(ρ2)−D′(ρ2)2ρ2
D′(0)
continuously extends to ρ ∈ [0, R2]. We deduce
from Lemma 5.14 that
lim sup
δ→0+,
δ′→0+
lim sup
δ1→0+
lim sup
N→∞
1
N
log IIk2 ((R1, R2), E¯, (−K,−
√
2);K ′, δ1, δ′)
≤ 1
2
log[−4D′′(0)]− 1
2
logD′(0)− 1
2
log(2π)
+ lim sup
δ→0+,
δ′→0+
max
(ρ′,t′,y′)
centers of cubes
{
− (k − 1)J1((y′ + δ) ∧ (−
√
2− δ′)) + sup
ρ′−δ<ρ<ρ′+δ,
t′−δ<t<t′+δ,y′−δ<y<y′+δ
ψ(σsc, ρ, t, y)
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− inf
ρ′−δ<ρ<ρ′+δ,t′−δ<t<t′+δ,
y′−δ<y<y′+δ,x≥0
[
Λ¯∗[−x; (y′ + δ) ∧ (−
√
2− δ′)] + 1
2b2
(a−
√
−D′′(0)x)2+
]}
=
1
2
log[−4D′′(0)]− 1
2
logD′(0)− 1
2
log(2π) + ψ(σsc, ρ
k
2 , t
k
2 , y
k
2 )− I+(ρk2 , tk2 , yk2 )− (k − 1)J1(yk2 ).
Here we understand that the supremum and infimum were taken within (R1, R2]×E¯×[−K,−
√
2).
We have completed the proof.
Let
Jk((R1, R2), E¯) = max{ sup
(ρ,t,y)∈F
[ψ(σsc, ρ, t, y)− kJ1(y)],
sup
(ρ,t,y)∈F
[ψ(σsc, ρ, t, y)− I+(ρ, t, y)− (k − 1)J1(y)]}. (5.28)
From Proposition 5.12, (5.24) and Proposition 5.15, we conclude
lim sup
N→∞
1
N
logECrtN,k(E;R1, R2) ≤ 1
2
log[−4D′′(0)]− 1
2
logD′(0) +
1
2
+ Jk((R1, R2), E¯).
(5.29)
Remark 12. It is crucial to note that the second term in the definition of Jk always dominates
if a(ρk1 , t
k
1 , y
k
1 ) ≤ 0. This explains why we do not need I− in the first term (which we cannot get
from our analysis anyway).
5.3.3 Lower bound
For simplicity, let us write
J 1k ((R1, R2), E¯) = ψ(σsc, ρk1 , tk1 , yk1 )− kJ1(yk1 ),
J 2k ((R1, R2), E¯) = ψ(σsc, ρk2 , tk2 , yk2 )− I+(ρk2 , tk2 , yk2 )− (k − 1)J1(yk2 ).
Proposition 5.16. Suppose E is open and R2 <∞. If J 1k > J 2k , then
lim inf
N→∞
1
N
log Ik(R1, R2;E) ≥ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0)
+ sup
(ρ,t,y)∈F
[ψ(σsc, ρ, t, y)− kJ1(y)],
where F = {(ρ, t, y) : ρ ∈ (R1, R2], t ∈ E¯, y ≤ −
√
2}.
Proof. Choose δ > 0 small enough so that
(ρk1 − δ, ρk1 + δ)× (tk1 − δ, tk1 + δ)× (yk1 − δ, yk1) ⊂ (R1, R2)× E × (−K,−
√
2).
Here as usual we understand if tk1 is on the boundary, we can simply replace the interval (t
k
1 −
δ, tk1 + δ) with (t
k
1 , t
k
1 + δ) or (t
k
1 − δ, tk1) in an obvious way. Using (5.10), by restriction we have
Ik(R1, R2;E) ≥
√
N [−4D′′(0)]N/2
(2π)(N+2)/2D′(0)N/2
ˆ ρk1+δ
ρk1−δ
ˆ tk1+δ
tk1−δ
ˆ yk1−δ/2
yk1−δ
e
− (t−mY )2
2σ2
Y
−Nµ2ρ2
2D′(0)−
N(
√
−4D′′(0)y+m2)2
2(−2D′′(0)−β2)
σY
√−2D′′(0)− β2
E[e(N−1)Ψ(L(λ
N−1
1 ),y)1{L(λN−11 ) ∈ B(σsc, δ1), λk < y < λk+1}
(aNΦ(
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2 )]ρN−1dydtdρ
=:
√
N [−4D′′(0)]N/2
(2π)(N+2)/2D′(0)N/2
IkN (δ, δ1).
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Note that for any y ∈ [yk1 − δ, yk1 − δ2 ] we have fy, δ4 (x) ≥
1
x−y1{x− y ≥ δ4}. Let K > 0 be a large
constant such thatK2 > 10[kJ1(y
k
1−δ)+Λ∗(m(yk1− δ2 )−m(yk1−δ))]. By (5.22), forN large enough,
if L(λN−1i=1 ) ∈ BK(σsc, δ1), then L(λN−1i=k+1) ∈ BK(σsc, 2δ1). Since x 7→ xΦ(
√
Nx
b
) + b√
2πN
e−
Nx2
2b2 is
positive and strictly increasing, for yk1 − δ < y < yk1 − δ2 ,
E
[
e(N−1)Ψ(L(λ
N−1
1 ),y)1{L(λN−11 ) ∈ B(σsc, δ1), λk < y < λk+1}
(
aNΦ(
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2
)]
≥ E
[
e(N−1)Ψ(L(λ
N−1
1 ),y)1
{
L(λN−11 ) ∈ BK(σsc, δ1), λk < y < λk+1,
1
N
N−1∑
i=1
Z2i
λi − y ≤ m(y)
}
(
aNΦ(
√
NaN
b
) +
b√
2πN
e−
NaN
2
2b2
)]
≥
(
aΦ(
√
Na)
b
+
b√
2πN
e−
Na2
2b2
)
exp
{
(N − 1) inf
λk+1>yk1− δ4 ,L(λN−11 )∈BK(σsc,δ1)
Ψ(L(λN−11 ), y)
}
E
[
1
{
L(λN−11 ) ∈ BK(σsc, δ1), λk < yk1 − δ, λk+1 > yk1 −
δ
4
,
1
N
N−1∑
i=k+1
Z2i
λi − (yk1 − δ2 )
≤ m(yk1 − δ)
}]
≥
(
aΦ(
√
Na)
b
+
b√
2πN
e−
Na2
2b2
)
exp
{
(N − 1) inf
ν−>yk1− δ4 ,ν∈BK(σsc,2δ1)
Ψ(ν, y)
}
[
P
(
λk < y
k
1 − δ,
1
N
N−1∑
i=k+1
fyk1− δ2 , δ4 (λi)Z
2
i ≤ m(yk1 − δ)
)
− P(λ∗N−1 > K)
− P
(
λk+1 ≤ yk1 −
δ
4
,
1
N
N−1∑
i=k+1
fyk1− δ2 , δ4 (λi)Z
2
i ≤ m(yk1 − δ)
)
− P(L(λN−11 ) /∈ B(σsc, δ1))
]
.
Here ν− is the lower edge of the support of ν. Note that Ψ(ν, y) is continuous for y < yk1 − δ2 and
ν ∈ BK(σsc, 2δ1) with ν− > yk1 − δ4 . Using Proposition 5.6, we have
lim inf
N→∞
1
N
logP
(
λk < y
k
1 − δ,
1
N
N−1∑
i=k+1
fyk1− δ2 , δ4 (λi)Z
2
i ≤ m(yk1 − δ)
)
≥ −kJ1(yk1 − δ)− Λ∗
(
m(yk1 −
δ
2
)−m(yk1 − δ); fyk1− δ2 , δ4
)
,
lim sup
N→∞
1
N
logP
(
λk+1 ≤ yk1 −
δ
4
,
1
N
N−1∑
i=k+1
fyk1− δ2 , δ4 (λi)Z
2
i ≤ m(yk1 − δ)
)
≤ −(k + 1)J1(yk1 −
δ
4
)− Λ∗
(
m(yk1 −
δ
2
)−m(yk1 − δ); fyk1− δ2 , δ4
)
.
We can always choose δ small enough so that
kJ1(y
k
1 − δ) < (k + 1)J1(yk1 −
δ
4
).
Using (5.12), P(λ∗N−1 > K) ≤ e−
1
9 (N−1)K2 , a(ρk1 , t
k
1 , y
k
1 ) > 0, and the LDP of the empirical
measures of GOE eigenvalues, since all functions in question are continuous on compact sets, we
deduce that
lim inf
δ1→0+
lim inf
N→∞
1
N
IkN (δ, δ1)
≥ inf
ρk
1
−δ<ρ<ρk
1
+δ,tk
1
−δ<t<tk
1
+δ,
yk
1
−δ<y<yk
1
− δ
2
ψ(σsc, ρ, t, y)− kJ1(yk1 − δ)− Λ∗
(
m(yk1 −
δ
2
)−m(yk1 − δ); fyk1− δ2 , δ4
)
.
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Sending δ → 0+, we find by continuity and Remark 11 if necessary
lim inf
N→∞
1
N
log Ik1 (R1, R2;E)
≥ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0) + ψ(σsc, ρk1 , t
k
1 , y
k
1 )− kJ1(yk1 ).
The proof is complete.
Proposition 5.17. Suppose E is open and R2 <∞. Then
lim inf
N→∞
1
N
log IIk(R1, R2;E) ≥ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0)
+ sup
(ρ,t,y)∈F
[ψ(σsc, ρ, t, y)− I+(ρ, t, y)− (k − 1)J1(y)],
where F = {(ρ, t, y) : ρ ∈ (R1, R2], t ∈ E¯, y ≤ −
√
2}.
Proof. Choose δ > 0 small enough so that
(ρk2 − δ, ρk2 + δ)× (tk2 − δ, tk2 + δ)× (yk2 − δ, yk2) ⊂ (R1, R2)× E × (−K,−
√
2).
Here as usual we understand if tk2 is on the boundary, we can simply replace the interval by half
of itself in an obvious way. Note that by conditioning
E[| detG|(1{i(G∗∗) = k − 1, ζ < 0}] = E(| detG∗∗||G11 − ξTG−1∗∗ ξ|1{i(G∗∗) = k − 1, ζ < 0})
= [−4D′′(0)]N−12
ˆ
R
E
[
| det(GOEN−1 − yIN−1)|1{λk−1 < y < λk}
(−aNΦ(−
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2 )
]√−4ND′′(0) exp{−N(√−4D′′(0)y+m2)22(−2D′′(0)−β2) }√
2π(−2D′′(0)− β2) dy
It follows from restriction that
IIk(R1, R2;E) ≥
√
N [−4D′′(0)]N/2
(2π)(N+2)/2D′(0)N/2
ˆ ρk2+δ
ρk2−δ
ˆ tk2+δ
tk2−δ
ˆ yk2−δ/2
yk2−δ
e
− (t−mY )2
2σ2
Y
−Nµ2ρ2
2D′(0)−
N(
√
−4D′′(0)y+m2)2
2(−2D′′(0)−β2)
σY
√−2D′′(0)− β2
E[e(N−1)Ψ(L(λ
N−1
1 ),y)1{L(λN−11 ) ∈ B(σsc, δ1), λk−1 < y < λk}
(−aNΦ(−
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2 )]ρN−1dydtdρ
=:
√
N [−4D′′(0)]N/2
(2π)(N+2)/2D′(0)N/2
IIkN (δ, δ1).
Recalling xˆ as in (5.18) and s∗ as in (5.27), let
sk = sk(ρ
k
2 , t
k
2 , y
k
2 ) =


0, if a(ρk2 , t
k
2 , y
k
2 ) ≤ 0,
s∗, if a(ρk2 , t
k
2 , y
k
2 ) > 0, s∗ ≤ Λ′(
√
2+yk
2 +; y
k
2 ),
xˆ, otherwise.
Let K > 0 be a large constant such that
K2 > 10
[
(k − 1)J1(yk2 − 2δ)− Λ¯∗
(
[sk +m(y
k
2 − δ)−m(yk2 −
δ
2
)]−; yk2 − δ
)]
.
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By (5.22), for N large enough, if L(λN−1i=1 ) ∈ BK(σsc, δ1), then L(λN−1i=k ) ∈ BK(σsc, 2δ1). Since
x 7→ −xΦ(−
√
Nx
b
) + b√
2πN
e−
Nx2
2b2 is positive and strictly decreasing, for yk2 − δ < y < yk2 − δ2 ,
E
[
e(N−1)Ψ(L(λ
N−1
1 ),y)1{L(λN−11 ) ∈ B(σsc, δ1), λk−1 < y < λk}
(
− aNΦ(−
√
NaN
b
) +
b√
2πN
e−
Na2N
2b2
)]
≥ E
[
e(N−1)Ψ(L(λ
N−1
1 ),y)1
{
L(λN−11 ) ∈ BK(σsc, δ1), λk−1 < yk2 − 2δ, yk2 −
δ
4
< λk,
1
N
N−1∑
i=1
Z2i
λi − y ≥ m(y)− sk
}(
− (a+ sk)Φ(−
√
N(a+ sk)
b
) +
b√
2πN
e−
N(a+sk)
2
2b2
)]
≥
(
− (a+
√
−D′′(0)sk)Φ(−
√
N(a+
√−D′′(0)sk)
b
) +
b√
2πN
e−
N(a+
√
−D′′(0)sk)2
2b2
)
e
(N−1) inf
λk>y
k
2
− δ
4
,L(λ
N−1
1
)∈BK (σsc,δ1)
Ψ(L(λN−11 ),y)
E
[
1
{
L(λN−11 ) ∈ BK(σsc, δ1), λk−1 < yk2 − 2δ, λk > yk2 −
δ
4
,
1
N
N−1∑
i=k
Z2i
λi − (yk2 − δ)
≥ m(yk2 −
δ
2
)− sk + k − 1
Nδ
}]
≥
(
− (a+
√
−D′′(0)sk)Φ(−
√
N(a+
√−D′′(0)sk)
b
) +
b√
2πN
e−
N(a+
√
−D′′(0)sk)2
2b2
)
e
(N−1) inf
ν−>yk2−
δ
4
,ν∈BK (σsc,2δ1)
Ψ(ν,y)
[
P
(
λk−1 < yk2 − 2δ, λk > yk2 −
δ
4
,
1
N
N−1∑
i=k
Z2i
λi − (yk2 − δ)
≥ m(yk2 −
δ
2
)− sk + k − 1
Nδ
)
− P(L(λN−11 ) /∈ B(σsc, δ1))− P(λ∗N−1 > K)
]
.
Here ν− is the lower edge of ν. We can choose in the beginning δ small enough so that
(k − 1)J1(yk2 − 2δ) < kJ1(yk2 −
δ
4
).
It follows from Proposition 5.7 that
lim inf
N→∞
1
N
logP
(
λk−1 < yk2 − 2δ, λk > yk2 −
δ
4
,
1
N
N−1∑
i=k
Z2i
λi − (yk2 − δ)
≥ m(yk2 −
δ
2
)− sk + k − 1
Nδ
)
≥ −(k − 1)J1(yk2 − 2δ)− Λ¯∗
(
[sk +m(y
k
2 − δ)−m(yk2 −
δ
2
)]−; yk2 − δ
)
.
Sending δ → 0+, using (5.25), (5.27), the LDP of L(λN−11 ), continuity of functions in question
and Remark 11 if necessary,
lim inf
N→∞
1
N
log IIk(R1, R2;E) ≥ 1
2
log[−4D′′(0)]− 1
2
log(2π)− 1
2
logD′(0)
ψ(σsc, ρ
k
2 , t
k
2 , y
k
2 )− I+(ρk2 , tk2 , yk2 )− (k − 1)J1(yk2 ).
The proof is complete.
Proof of Theorem 1.6. With (5.29), Proposition 5.16 and Proposition 5.17, using the same argu-
ment as for Theorem 4.8, we have established Theorem 1.6.
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Example 3. Here we use the general theorems for finite index to explain the phase transition
of the complexity function in Theorem 1.2. Recall the setting and notation from Example 2. We
write
m1 = µ+ s(αρ
2 + β), m2 = µ+ sβ,
a =
J√
2
(−y +
√
y2 − 2) + αρ
2(J2s+
√
2Jβy + µβ)
J2 − β2
Case 1 : local minima. Using the first order condition (4.27), we find a = J√
2
(−y+
√
y2 − 2) >
0 for any y ≤ −√2. Since (4.27) is necessary for the maximizer (ρ0, t0, y0) of ψ on F , we see that
I−(ρ0, t0, y0) = 0. The presence of I− does not affect the complexity function. In particular, we
have y0 = −√2 if µ ≤ J and y0 = − 1√
2
(µJ +
J
µ ) if µ > J .
Case 2 : index k ≥ 1. We first consider ψ(σsc, ρ, t, y) − kJ1(y) for y ≤ −
√
2. By Example
2, for any fixed ρ, this is a strictly concave function of (y, s) and thus there is at most one
global maximum. Suppose the global maximum is attained at (y1, s1). Solving ∂yψ(σsc, ρ, t, y)−
kJ ′1(y) = 0 with (4.27) yields
−y −
√
2µ
J
+ (k + 1)
√
y2 − 2 = 0, yk1 =
√
2µ−√2(k + 1)√µ2 + k(k + 2)J2
Jk(k + 2)
.
We see that y1 < −
√
2 if and only if µ > J . If µ ≤ J , since the global maximum of ψ is attained
at y > −√2 as shown in Example 2, the maximum of (t, y) 7→ ψ(σsc, ρ, t, y) − kJ1(y) must be
attained at y = −√2, for otherwise the maximizer must be a local maximum which would lead
to a contradiction. Suppose µ = 0. We must assume R2 <∞ to find finite complexity. All these
calculations plugging in (4.28) recover Theorem 1.2 provided sup(ρ,t,y)∈F [ψ(σsc, ρ, t, y)− kJ1(y)]
always dominates the other term in Theorem 1.6 for the current non-restriction situation.
It is the case if yk2 = −
√
2 which implies J1(y
k
2 ) ≤ I+(ρk2 , tk2 , yk2 ). Also, a(ρk2 , tk2 , yk2 ) > 0, for
otherwise I+(ρk2 , tk2 , yk2 ) = 0 and the first order condition (4.27) implies a(ρk2 , tk2 , yk2 ) > 0.
A Covariance function and its derivatives
Let DN (r) = D(r/N). For x, y ∈ RN , let ψ(x, y) = 12 (DN (‖x‖2) +DN (‖y‖2) −DN (‖x − y‖2)).
Under XN (0) = 0, isotropic increments imply that EXN (x) = 0; see [Yag87, p.439]. We have
Cov[HN (x), HN (y)] = Cov[XN (x), XN (y)] = E[XN (x)XN (y)].
Lemma A.1. Assume Assumption II (Pinning). Then for x ∈ RN ,
Cov[HN (x), ∂iHN (x)] = D
′
(‖x‖2
N
)
xi,
Cov[∂iHN (x), ∂jHN (x)] = D
′(0)δij ,
Cov[HN (x), ∂ijHN (x)] = 2D
′′
(‖x‖2
N
)
xixj/N +
[
D′
(‖x‖2
N
)
−D′(0)
]
δij
Cov[∂kHN (x), ∂ijHN (x)] = 0,
Cov[∂lkHN (x), ∂ijHN (x)] = −2D′′(0)[δjlδik + δilδkj + δklδij ]/N,
where δij are the Kronecker delta function.
Proof. By [AT07, Theorem 1.4.2], XN (x) is smooth. We can differentiate inside expectation as
in [AT07, (5.5.4)] and find
E[XN (x)∂iXN (y)]/N = ∂yiE(XN (x)XN (y))/N = D
′
N (‖y‖2)yi +D′N(‖x− y‖2)(xi − yi),
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E[∂iXN (x)∂jXN (y)]/N = ∂xi [D
′
N (‖x− y‖2)(xj − yj)]
= 2D′′N(‖x− y‖2)(xi − yi)(xj − yj) +D′N (‖x− y‖2)δij ,
E[XN (x)∂ijXN (y)]/N = ∂yi [D
′
N (‖y‖2)yj +D′N (‖x− y‖2)(xj − yj)]
= 2D′′N(‖y‖2)yiyj +D′N (‖y‖2)δij − 2D′′N(‖x− y‖2)(xi − yi)(xj − yj)
−D′N(‖x− y‖2)δij ,
E[∂kXN (x)∂ijXN (y)]/N = −4D′′′N (‖x− y‖2)(xk − yk)(xi − yi)(xj − yj)
− 2D′′N(‖x− y‖2)(xj − yj)δki − 2D′′N (‖x− y‖2)(xi − yi)δkj − 2D′′N(‖x− y‖2)(xk − yk)δij ,
E[∂lkXN (x)∂ijXN (y)]/N = −8D(4)N (‖x− y‖2)(xl − yl)(xk − yk)(xi − yi)(xj − yj)
− 4D′′′N (‖x− y‖2)[(xi − yi)(xj − yj)δkl + (xk − yk)(xj − yj)δil + (xk − yk)(xi − yi)δjl
+ (xl − yl)(xj − yj)δki + (xl − yl)(xi − yi)δkj + (xl − yl)(xk − yk)δij ]
− 2D′′N(‖x− y‖2)[δjlδik + δilδkj + δklδij ].
Substituting x = y,
E[XN (x)∂iXN (x)]/N = D
′
N (‖x‖2)xi,
E[∂iXN (x)∂jXN (x)]/N = D
′
N (0)δij ,
E[XN (x)∂ijXN (x)]/N = 2D
′′
N (‖x‖2)xixj +D′N (‖x‖2)δij −D′N(0)δij
E[∂kXN (x)∂ijXN (x)]/N = 0,
E[∂lkXN (x)∂ijXN (x)]/N = −2D′′N(0)[δjlδik + δilδkj + δklδij ].
Then we note that D′N (r) = D
′(r/N)/N and D′′N (r) = D
′′(r/N)/N2.
B Auxiliary Lemmas
For the integral
´
R
exp
( − 12 (N + 1)x2 −
√
N(N+1)µx√
−D′′(0)
)
ρN+1(x)dx, we first note the following
elementary fact.
Lemma B.1. Let νN be probability measures on R and µ 6= 0. Suppose
lim
N→∞
1
N
log
ˆ
R
e
− 12 (N+1)x2− (N+1)µx√−D′′(0) νN+1(dx) > −∞.
Then we have
lim
N→∞
1
N
(
log
ˆ
R
e
− 12 (N+1)x2−
√
N(N+1)µx√
−D′′(0) νN+1(dx)− log
ˆ
R
e
− 12 (N+1)x2− (N+1)µx√−D′′(0) νN+1(dx)
)
= 0.
Proof. Let
aN =
ˆ
R
e
− 12 (N+1)x2− (N+1)µx√−D′′(0) νN+1(dx),
bN =
ˆ
R
e
− 12 (N+1)x2−
√
N(N+1)µx√
−D′′(0) νN+1(dx),
cN =
ˆ
R
e
− 12Nx2− Nµx√−D′′(0) νN+1(dx).
We claim limN→∞ 1N log
aN
cN
= 0. Indeed, by Jensen’s inequality,
log
cN
aN
≤ log a
N/(N+1)
N
aN
= − 1
N + 1
log aN .
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But
aN =
ˆ
R
e
− 12 (N+1)(x+ µ√−D′′(0) )
2+ (N+1)µ
2
−2D′′(0) νN+1(dx) ≤ e
(N+1)µ2
−2D′′(0) .
Then the claim follows. From the elementary inequality a ∧ b ≤ (a + b)/2 ≤ a ∨ b, we have
limN→∞ 1N (log(aN + cN )− log aN ) = 0. It remains to prove that
lim
N→∞
1
N
(log(aN + cN )− log bN ) = 0.
Note that
bN ≤
ˆ 0
−∞
e
− 12 (N+1)x2− (N+1)µx√−D′′(0) νN+1(dx) +
ˆ ∞
0
e
− 12Nx2− Nµx√−D′′(0) νN+1(dx) ≤ aN + cN .
Let t be a large constant (independent of N) such that
lim
N→∞
1
N
log
ˆ
R
e
− 12 (N+1)x2− (N+1)µx√−D′′(0) νN+1(dx) > − t
2
8
and that ˆ
|x|>t
e
− 12 (N+1)x2− (N+1)µx√−D′′(0) νN+1(dx) ≤ e−(N+1)t2/4.
It follows that ˆ
|x|>t
e
− 1
2
Nx2− Nµx√
−D′′(0) νN+1(dx) ≤ e−Nt2/4,
and since 1N log
aN
cN
→ 0 as N →∞,
lim
N→∞
1
N
log
ˆ t
−t
e
− 12Nx2− Nµx√−D′′(0) νN+1(dx)
= lim
N→∞
1
N
log
ˆ ∞
−∞
(1− 1{|x| > t})e−
1
2Nx
2− Nµx√
−D′′(0) νN+1(dx)
= lim
N→∞
1
N
log
ˆ ∞
−∞
e
− 12Nx2− Nµx√−D′′(0) νN+1(dx).
Note that
bN ≥ e− t
2
2
ˆ 0
−t
e
− 12Nx2− Nµx√−D′′(0) νN+1(dx) + e
− t22 − µt√−D′′(0)
ˆ t
0
e
− 12Nx2− Nµx√−D′′(0) νN+1(dx)
≥ e−
t2
2 − µt√−D′′(0)
ˆ t
−t
e
− 12Nx2− Nµx√−D′′(0) νN+1(dx).
Since
lim
N→∞
1
N
(
log(aN + cN )− log
ˆ t
−t
e
− 12Nx2− Nµx√−D′′(0) νN+1(dx)
)
= 0,
we have limN→∞ 1N (log(aN + cN )− log bN) = 0.
References
[ABA13] A. Auffinger and G. Ben Arous, Complexity of random smooth functions on the high-
dimensional sphere, Ann. Probab. 41 (2013Nov), no. 6, 4214–4247.
[ABAC13] A. Auffinger, G. Ben Arous, and J. Cerny, Random matrices and complexity of spin glasses,
Communications on Pure and Applied Mathematics 66 (2013), no. 2, 165–201.
70
[AMMN19] G. B. Arous, S. Mei, A. Montanari, and M. Nica, The landscape of the spiked tensor model,
Communications on Pure and Applied Mathematics 72 (2019), no. 11, 2282–2330, available
at https://onlinelibrary.wiley.com/doi/pdf/10.1002/cpa.21861.
[AT07] R. J. Adler and J. E. Taylor, Random fields and geometry, Springer Monographs in Mathe-
matics, Springer, New York, 2007. MR2319516
[BADG01] G. Ben Arous, A. Dembo, and A. Guionnet, Aging of spherical spin glasses, Probab. Theory
Related Fields 120 (2001), no. 1, 1–67. MR1856194
[BAG97] G. Ben Arous and A. Guionnet, Large deviations for Wigner’s law and Voiculescu’s non-
commutative entropy, Probab. Theory Related Fields 108 (1997), no. 4, 517–542. MR1465640
[BD07] A. J. Bray and D. S. Dean, Statistics of Critical Points of Gaussian Fields on Large-
Dimensional Spaces, Physical Review Letters 98 (April 2007), no. 15, 150201, available at
cond-mat/0611023.
[BGR97] B. Bercu, F. Gamboa, and A. Rouault, Large deviations for quadratic forms of stationary
Gaussian processes, Stochastic Process. Appl. 71 (1997), no. 1, 75–90. MR1480640
[CL04] A. Crisanti and L. Leuzzi, Spherical 2 + p spin-glass model: An exactly solvable model for
glass to spin-glass transition, Phys. Rev. Lett. 93 (2004Nov), 217203.
[CS18] D. Cheng and A. Schwartzman, Expected number and height distribution of critical points
of smooth isotropic Gaussian random fields, Bernoulli 24 (2018), no. 4B, 3422–3446.
MR3788177
[DZ98] A. Dembo and O. Zeitouni, Large deviations techniques and applications, Second, Applica-
tions of Mathematics (New York), vol. 38, Springer-Verlag, New York, 1998. MR1619036
[FB08] Y. V. Fyodorov and J.-P. Bouchaud, Statistical mechanics of a single particle in a multiscale
random potential: Parisi landscapes in finite-dimensional Euclidean spaces, J. Phys. A 41
(2008), no. 32, 324009, 25. MR2425780
[FN12] Y. V. Fyodorov and C. Nadal, Critical Behavior of the Number of Minima of a Random
Landscape at the Glass Transition Point and the Tracy-Widom Distribution, Physical Review
Letters 109 (October 2012), no. 16, 167203, available at 1207.6790.
[FS07] Y. V. Fyodorov and H.-J. Sommers, Classical particle in a box with random potential: ex-
ploiting rotational symmetry of replicated Hamiltonian, Nuclear Phys. B 764 (2007), no. 3,
128–167. MR2293452
[FW07] Y. V. Fyodorov and I. Williams, Replica symmetry breaking condition exposed by random
matrix calculation of landscape complexity, J. Stat. Phys. 129 (2007), no. 5-6, 1081–1116.
MR2363390
[Fyo04] Y. V. Fyodorov, Complexity of random energy landscapes, glass transition, and absolute value
of the spectral determinant of random matrices, Phys. Rev. Lett. 92 (2004), no. 24, 240601,
4. MR2115095
[Kli12] A. Klimovsky, High-dimensional Gaussian fields with isotropic increments seen through spin
glasses, Electron. Commun. Probab. 17 (2012), no. 17, 14. MR2915663
[Kol41] A. Kolmogoroff, The local structure of turbulence in incompressible viscous fluid for very large
Reynold’s numbers, C. R. (Doklady) Acad. Sci. URSS (N.S.) 30 (1941), 301–305. MR0004146
[Laz88] V. F. Lazutkin, Signature of invertible symmetric matrices, Mathematical Notes of the
Academy of Sciences of the USSR 44 (1988Aug), no. 2, 592–595.
[ML00] P. Massart and B. Laurent, selection, The Annals of Statistics 28 (2000Oct), no. 5, 1302–
1338.
[MMS14] M. Ma¨ıda and E´. Maurel-Segala, Free transport-entropy inequalities for non-convex potentials
and application to concentration for random matrices, Probab. Theory Related Fields 159
(2014), no. 1-2, 329–356. MR3201924
[MPV86] M Mezard, G Parisi, and M Virasoro, Spin glass theory and beyond, WORLD SCIENTIFIC,
1986.
[Sch4203] I. J. Schoenberg, Positive definite functions on spheres, Duke Math. J. 9 (194203), no. 1,
96–108.
71
[SSV12] R. L. Schilling, R. Song, and Z. Vondracˇek, Bernstein functions, Second, De Gruyter Studies
in Mathematics, vol. 37, Walter de Gruyter & Co., Berlin, 2012. Theory and applications.
MR2978140
[Sub17] E. Subag, The complexity of spherical p-spin models—a second moment approach, Ann.
Probab. 45 (2017), no. 5, 3385–3450. MR3706746
[Yag57] A. M. Yaglom, Certain types of random fields in n-dimensional space similar to stationary
stochastic processes, Teor. Veroyatnost. i Primenen 2 (1957), 292–338. MR0094844
[Yag87] , Correlation theory of stationary and related random functions. Vol. I, Springer Series
in Statistics, Springer-Verlag, New York, 1987. Basic results. MR893393
[YV18] M. Yamada and A. Vilenkin, Hessian eigenvalue distribution in a random gaussian landscape,
Journal of High Energy Physics 2018 (2018Mar), no. 3, 29.
72
