Abstract. We construct a counterexample to a well-known extension theorem for slice regular functions, which motivates us to develop a theory of Riemann slice-domains by introducing a new topology on quaternions. By some paths describing axial symmetry in Riemann slice-domains, we rectify the classical extension formula in the theory of slice regular functions and prove a representation formula over slice-domains of regularity. This proof involves an intertwining relation between imaginary units of quaternions and a fixed matrix corresponding to a complex structure.
Introduction
The theory of slice regular functions is an extension of the theory of one complex variable to quaternions, which is initiated by Gentili and Struppa [23, 24] and has been in full development in the last decade (see [5, 14, 22] ). It has been generalized to Clifford algebras [9, 12, 25, 33] , octonions [13, 26, 27, 36] , and real alternative *-algebras [29] [30] [31] . In particular, a theory of quaternionic operators [10, 11, 32] based on slice regular functions provides rigorous mathematical tools for quaternionic quantum mechanics [28] .
A key result in this theory is a so-called representation formula over axially symmetric domains [7, 8] . This formula recovers the values of a slice regular function on an axially symmetric domain from its values on a single slice complex plane. Consequently, several results from complex analysis can be extended easily to the theory of slice regular functions. Therefore, this formula plays an important role in many respects, including the power series [21, 34] , sheaves [15, 19] , Schur analysis [3] and quaternionic operators [1, 2, 6] . It also induces the definition of slice functions in the theory of slice regular functions on real alternative *-algebras [29] [30] [31] .
However, the domain of definition of a slice regular function may not be axially symmetric. An extension theorem in [8] guarantees that every slice regular function defined on a slice domain Ω can extend slice regularly to an axially symmetric domain, the axailly symmetric completion of Ω. Unfortunately, the proof of this extension theorem uses an identity principle implicitly, without verifying the connectedness of the intersection of domains. There is a counterexample in Example 2.5, which indicates that the skew field of quaternions is not "large" enough for this extension theorem. In fact, the slice regular extension of a given slice regular function on a slice domain Ω might be a multivalued function, and there may not exist a branch of the multivalued function on the axially symmetric completion of Ω.
Since this counterexample is a little intricate, we consider a simple classical example (see e.g. [35, Problem 1.1] ) to explain the motivation of introducing the concept of Riemann slice-domains. We can define the square root function
with no ambiguities, by selecting positive square roots, where R + := (0, +∞). But in the complex case, f R can extend holomorphically to f ı : Ω ı → C, ı = 1, 2, respectively, where Ω ı := C\({0} ∪ (−1) ı iR + ).
We notice that
Therefore, the "largest" holomorphic extension of f R in C is a multivalued function.
To find out a single-valued holomorphic extension of a given holomorphic function f , Weierstrass constructed the domain of existence of f (which is a Riemann domain over C, see [17] ) by analytic continuations (mentioned in [35, Page 67] ).
In the quaternionic story, the skew field of quaternions H can be decomposed as
where S := {q ∈ H : q 2 = −1} and C I := {x + yI : x, y ∈ R}.
Obviously, f R can extend holomorphically to its domain of existence in C I for each I ∈ S. This implies that there also exists a multivalued slice regular extension of f R on H\{0}. Thence, we should develop in our quaternionic setting a theory of Riemann domains over H which Weierstrass has done in complex analysis.
Since the slice regularity of slice regular functions depends only on each slice complex plane, the Euclidean topology is not suitable for the definition of Riemann domains over H. Instead, we introduce a new topology τ s on H, called the slicetopology (see Definition 3.1). This topology is strictly finer than the Euclidean topology (see Proposition 3.3) . Therefore a Euclidean connected set may not be connected in the slice-topology, e.g., a ball in the H may fail to be a domain in (H, τ s ) (see Example 3.4) . We define slice regular functions on open sets in (H, τ s ) (see Definition 4.1). Fortunately, the slice regularity of these functions is similar to the classical one. There also exist a splitting lemma and an identity principle for slice regular functions on domains in (H, τ s ) (see Lemma 4.2 
and Theorem 4.3).
Following the classical idea in complex analysis (see e.g. [17, Pages 87-91]), we introduce a concept of Riemann slice-domains and prove some fundamental properties in Section 5. To describe axial symmetry in Riemann slice-domains, we introduce finite-part paths, which in Riemann slice-domains play a similar role of the Cartesian coordinate in quaternions (see Section 6) . In the classical theory of slice regular functions, points x + yI and x + yJ in H are treated as axially symmetric points, where x, y ∈ R and I, J ∈ S. Now, we fix a certain path (a so-called N -part path, see Definition 3.10) γ in C, and choose some imaginary units J ı ∈ S N , ı = 1, 2, .., 2 N . Then we get liftings γ Jı G , ı = 1, 2, .., 2 N , of the path γ in G (see Definition 3.12 and Proposition 7.10), for some Riemann slice-domain G = (G, π, x 0 ). And we treat γ Jı G (1), ı = 1, 2, .., 2 N , as axially symmetric points. Due to the topological intricacy of Riemann slice-domains, the representation formula demands 2 N axially symmetric points (see Theorem 11.1), while the classical one [8, Theorem 3.2] needs only two such points.
We introduce real-connected sets in Riemann slice-domains (see 6.1) and then prove that for any two points in Riemann slice-domains can be connected by a finitepart path (see Theorem 6.11) . We also define the unions of Riemann slice-domains and envelopes of regularity in Sections 7 and 8, following [17, .
We rectify the classical extension formula in the theory of slice regular functions (see Proposition 9.2). And then we prove a new representation formula over slicedomains of regularity (see Theorem 11.1), by some technical lemmas (see Lemmas 10.3 and 10.6) . In particular, if the slice-domain of regularity is an axially symmetric slice domain in H, our representation formula is the same as the classical one (see Remark 11.3) .
In the coming article [16] , we will generalize the representation formula from slicedomains of regularity to Riemann slice-domains. This result allows us to extend the * -product to some suitable Riemann slice-domains by introducing holomorphic stem systems and tensor holomorphic functions. In the theory of slice-regular functions, the * -product is introduced in [20] and generalized [8] to axially symmetric slice domains in H with important applications [4, 18] . It is difficult to discriminate on which Riemann slice-domains we can introduce the * -product of slice regular functions. In fact, it is related to analytic continuations, which in the case of several complex variables initiates the theories of analytic spaces and sheaf cohomology.
A counterexample of the extension theorem over quaternions
In this section, we give a counterexample of the extension theorem (see [8, Theorem 4.1] ). This counterexample shows that the slice regular extension also initiates the multivalued functions in H and the Euclidean topology is not suitable for analytic continuations. Thence we introduce the concept of Riemann slice-domains in Sections 5, by a new topology on quaternions (see Section 3).
Let S be the 2-sphere of imaginary units of quaternions H, i.e., S := {q ∈ H : q 2 = −1}.
For each I ∈ S, let C I := {x + yI : x, y ∈ R} be the complex slice plane of H containing I, and the topology of C I be the Euclidean topology. The skew field of quaternions H can be decomposed as
For each subset U of H and I ∈ S, we set
Definition 2.1. Let I ∈ S and Ω be an open set in C I . A function f : Ω → H is said to be (left) holomorphic, if f has continuous partial derivatives and satisfies
In the following, we endow H with the Euclidean topology. 
is the axially symmetric completion of Ω.
Let i be an imaginary unit in the complex field C. We consider the field isomorphism P I : C → C I , defined by
Then, for each I, J ∈ S,
is also an isomorphism.
For each x ∈ R, we set A path in a topological space X is a continuous function f from the unit interval [0, 1] to X. We fix I ∈ S and let γ 0 , γ 1 be two (continuous) paths in C I , defined by
We set paths
, and define a function
where ln : R + → R is the natural logarithm function,
For each t ∈ [0, 1], we consider
which is the holomorphic extension of g. By the identity principle, we have
For each J ∈ S, we set T (J) := min{|J − I|, 1} and C
Slice-domains in H
In this section, we will define slice-domains by introducing a new topology. In the classical case, a slice regular function is defined on a domain Ω in H, see Definition 2.2. However, the analyticity of this function only depends on each slice complex plane Ω I := Ω ∩ C I of Ω, where I ∈ S. Consequently, there is little relevance between domains in H and analytic continuations, e.g., the domain of convergence for a power series is not a domain in H, when its center is not on R (see [21, Theorem 8] ). In order to define the concept of Riemann slice-domains in Section 5, we now introduce a new topology on H, the so-called slice-topology.
For each I ∈ S, let C ′ I := (C I , I) = {(z, I) : z ∈ C I } be a field, and we set a surjective map ϕ :
Obviously, for each I ∈ S, P −1
, where τ (C) is the Euclidean topology of C. And let τ (⊔ I∈S C ′ I ) be the disjoint union topology. Let τ s (H) be the quotient space topology induced by ϕ. Then ϕ is the quotient map. Definition 3.1. We call the topology τ s , the slice-topology of H.
Open sets, connectedness and paths in the slice-topology are called respectively as slice-open sets, slice-connectedness and slice-paths, and so on. Proof. 1. Suppose Ω is a slice-open set in H. Since the quotient map ϕ is continuous, it follows that
2. Suppose for each I ∈ S, Ω I is open in C I . We notice that
For any J ∈ S, we consider an ellipse in C J , defined by
where dist(J, C I ) is the Euclidean distance from J to C I . Thanks to Proposition 3.2,
is a slice-domain including 0 in H. However, 0 is not in the Euclidean interior of U (the semi-minor axis dist(J, C I ) of U J tends to zero when J approaches I), which means that U is not open in H. In summary, the slice topology is strictly finer than the Euclidean topology.
is a Hausdorff space, and τ τ s , where τ is the Euclidean topology of H.
For each q ∈ H, z ∈ C, r ∈ R + , and I ∈ S, we set B H (q, r) := {p ∈ H : |p − q| < r}, B C (z, r) := {p ∈ C : |p − z| < r},
According to Proposition 3.3, the slice-topology is strictly finer than the Euclidean topology. It follows that a Euclidean connected set may not connected in slice-topology. This means that the ball B H (I, 1/2) is not a slice-domain in H.
Notice that the subspace topology on R induced by τ s coincides with the Euclidean topology on R, thereby slice-connectedness and connectedness coincide in R.
We remark that the empty set is always taken to be a connected set in this paper. Proposition 3.6. Let U be a slice-open set in H. Then for each q ∈ U , there exists a real-connected slice-domain V ⊂ U containing q.
Proof. If q ∈ R, let A be the connected component of V R containing q in R; otherwise, let A be the empty set. We notice that
is connected in R. Consequently, the slice-connected component of (V \V R ) ∪ A containing q is a real-connected slice-domain. . If U is real-connected with U R = ∅, then for each q ∈ U and x ∈ R, there exists a slice preserving path γ from q to x.
(c). If U is real-connected, then for each I ∈ S, U I is a domain in
If U is real-connected, then for each p, q ∈ U , there exist two slice preserving paths γ 1 , γ 2 in U such that
Proof. (a). We notice that for each
where S ′ is a subset of S such that for each J ∈ S, the cardinality of S ′ ∩ {±J} is one. By the connectivity of U , there exists I ∈ S such that U ⊂ C I \R.
(b). For each q ∈ U and x ∈ U R , there exists I ∈ S such that q ∈ C I . We denote the connected component of U I containing q by V . If V R = ∅, then V and U \V are slice-open. And since U is slice-connected, it follows that
which is a contradiction. Therefore, V R = ∅. Let x 0 ∈ V R . Then there exist a path α in V from q to x 0 , and a path β in U R from x 0 to x. It follows that αβ is a slice preserving path from q to x. (c). If U R = ∅, according to (a), there exists I ∈ S such that U ⊂ C I . We suppose U = ∅. Let V be a connected component of U in C I . We notice that V and U \V are slice-open sets in H. And since U is slice-connected, it follows that
Thence (c) holds. Otherwise, for each I ∈ S, p, q ∈ U I and x ∈ U R , thanks to (b), there exist a slice preserving path α in U I from p to x, and a slice preserving path β in U I from x to q. Hence αβ is a slice preserving path in U I from p to q. It is clear that U I is path-connected in C I . And since Proposition 3.2, U I is an open set in C I . It follows that U I is a domain in C I .
(d). If U R = ∅, then there exists I ∈ S such that U is a domain in C I , by (a) and (c). Thus (d) holds.
Otherwise, for each p, q ∈ U , let x ∈ U R , γ 1 be a slice preserving path in U from p to x, and γ 2 be a slice preserving path in U from x to q. Therefore Definition 3.10. Let N ∈ N + and γ ı be a path in C for each ı ∈ {1, 2, ..., N }.
is called an N -part path in C, if
We set
We say that γ is from γ(0) to γ(1).
The set of all N -part paths in C is denoted by P N (C). We set
We say that the elements of P ∞ (C) are finite-part paths in C. We call γ(0) the initial point of γ. For each z ∈ C and N ∈ N + , we denote by P ∞ z (C) (resp. P N z (C)) the set of all the finite-part (resp. N -part) paths in C with the initial point z.
Definition 3.11. Let N ∈ N + and γ ı be a slice preserving path in H for each ı ∈ {1, 2, ..., N }.
We say that γ is from γ(0) to γ(1). The set of all N -part paths in H is denoted by P N (H). We set
We say that the elements of P ∞ (H) are finite-part paths in H.
For each N ∈ N + and I = (I 1 , I 2 , ...I N ) ∈ S N , we define a map
. Obviously, for each N ∈ N + and α ∈ P N (H), there exist I ∈ S N and β ∈ P ( C) such that φ I (β) = α. Definition 3.12. Let N ∈ N + , I ∈ S N , and γ ∈ P N (C). We call φ I (γ) the I-lifting of γ to H, denoted by γ I . More precisely,
Splitting lemma and identity principle on slice-domains
The classical splitting lemma and the identity principle are stated in [23, 24] . Now we will prove the corresponding results in the case of slice-domains exactly as [24 
Proof. "⇒" For each I, J ∈ S satisfying I⊥J, then there exist two complex-value functions F, G :
If f is slice regular, then
For each q ∈ Ω I , we havē
"⇐" If F , G are holomorphic, we notice that
Then f is slice regular.
Theorem 4.3. (Identity Principle)
Let Ω be a real-connected slice-domain in H, and f, g be two slice regular functions on Ω. If there exists I ∈ S such that f and g coincide on a subset of Ω I having an accumulation point in Ω I , then f = g on Ω.
Proof. Note that Ω I = ∅, and by Proposition 3.8 (c), Ω I is a nonempty domain in C I . Therefore f and g coincide on Ω I . If Ω R = ∅, then Ω = Ω I by Proposition 3.8 (a). If Ω R = ∅, we have f = g on Ω R , and hence on Ω J for each J ∈ S. Consequently,
J∈S Ω J .
Riemann slice-domains over H
In this section, we introduce a concept of Riemann slice-domains over H following [17] .
Definition 5.1. A (Riemann) slice-domain over H is a pair (G, π) with the following properties:
) is a connected Hausdorff space, 2. π : G → H is a local slice-homeomorphism, i.e., locally homeomorphic with respect to τ (G) and τ s (H).
Remark 5.2. Let (G, π) be a Riemann slice domain over H. Then G is pathconnected and local path-connected.
Proof. According to H is local slice path-connected, G is local path-connected. And since G is connected, G is path-connected.
If U is a domain in G, and since G is local path-connected, U is local pathconnected. It follows that U is path-connected. For each p, q ∈ U , there exists a path α in U from p to q. Then π(α) is a slice-path from π(p) to π(q). It is clear that π(U ) is slice path-connected. Then π(U ) is a slice-domain in H.
Definition 5.4. A (Riemann) slice-domain over H with distinguished point is a triple G = (G, π, x) for which (G, π) is a slice-domain over H and x ∈ G. We denote all the slice-domains over H with distinguished point by R.
Proposition 5.5. (On the uniqueness of lifting) Let (G, π) be a slice-domain over H and X be a connected topological space. If x ∈ X is a point and ψ 1 , ψ 2 : X → G are continuous mappings with
Proof. We prove this proposition with the same approach as in [17, Proposition 8.1] . We set A := {y ∈ X : ψ 1 (y) = ψ 2 (y)}. By assumption, x ∈ A. It is clear that A = ∅. Since G is a Hausdorff space, it follows immediately that A is closed. Now let y ∈ X be chosen arbitrarily, and set
There exists a domain U ⊂ G containing q such that π| U : U → π(U ) is a slicehomeomorphism. Let V be the intersection of the preimage of U under ψ 1 and ψ 2 , i.e.,
Hence A is open in X, and since X is connected and closed, it follows that A = X.
there exists a continuous map ϕ : G 1 → G 2 with the following properties:
Proposition 5.7. Let G λ = (G λ , π λ , x λ ), λ = 1, 2 be two slice-domains over H with distinguished point. If G 1 ≺ G 2 , then the fiber preserving map ϕ : G 1 → G 2 with ϕ(x 1 ) = x 2 is uniquely determined. We call ϕ the fiber preserving map from
Proof. This follows immediately from Proposition 5.5.
there exists a fiber preserving map ϕ :
Proposition 5.9. For each slice-domains G λ over H with distinguished point with λ = 1, 2, 3, we have 1.
Proof. This proposition is proved directly by the definition.
Definition 5.10. Two slice-domains G 1 , G 2 over H with distinguished point are called isomorphic or equivalent (symbolically
We denote the equivalence class of
is the fiber preserving map from G ı to G 3−ı , then ϕ 1 is a homeomorphism from G 1 to G 2 , and ϕ
is a fiber preserving map from G 1 to G 1 . On the other hand, id G1 is also a fiber preserving map from G 1 to G 1 . According to Proposition 5.7,
Similarly, we also have
And since ϕ 1 and ϕ
over H with distinguished point with π(G) being a slice-domain in H.
We
Let (G, π, x) be a slice-domain over H with distinguished point. According to Proposition 5.8, (G, π, x) is schlicht, if and only if (G, π, y) is schlicht for each y ∈ G. Then we have (G, π, x) is schlicht, if and only if (G, π) is schlicht (or G is schlicht with respect to π).
Real-connectedness and finite-part paths
In this section, we introduce two new concepts, the real-connectedness and finitepart paths. Then we will prove that any two points in a Riemann slice domain over H can be connected by a finite-part path (see Theorem 6.11).
6.1. Real-connectedness. We will introduce a technical concept, real-connectedness. It provides a tool for the proof of Theorem 6.11.
For each slice-domain (G, π) over H (resp. slice-domain (G, π, x) over H with distinguished point), I ∈ S, and U ⊂ G, we set
If G is real-connected with respect to π, then we call both (G, π, x) and (G, π) are real-connected for any x ∈ G.
Proof. Suppose there exists
We write G = (G, π, x), and let ϕ : G → G ′ be the fiber preserving map from G ′ to G. According to Proposition 5.11, ϕ is a homeomorphism. And since ϕ(G ′ R ) = G R , it follows that ϕ(U 1 ) and ϕ(U 2 ) are two open sets in G R with
Therefore G is not real-connected, which is a contradiction. Proposition 6.3. Let (G, π) be a slice-domain over H with distinguished point, and U be a schlicht real-connected domain in G. Then π(U ) is a real-connected slice-domain in H.
Proposition 6.4. Let (G, π) be a slice-domain over H, and U be an open set in G. For each q ∈ U , there exists a schlicht real-connected domain V ⊂ U containing q.
Proof. For each q ∈ U , there exists a domain U ′ in G and a slice-domain V ′ in H, such that q ∈ U ′ and π| U ′ : U ′ → V ′ is slice-homeomorphism. According to Proposition 3.6, there exists a real-connected slice-domain W ⊂ V ′ containing π(q). Then π| −1 U ′ (W ) is a schlicht real-connected domain, and q ∈ π|
6.2. Finite-part paths. In this subsection, we will introduce finite-part paths, which describe axial symmetry in Riemann slice-domains. Definition 6.5. Let (G, π) be a slice-domain over H. A path γ in G is called slice preserving, if π • γ is a slice preserving path in H. Proposition 6.6. Let (G, π) be a slice-domain over H, and U be a schlicht realconnected domain in G. Then for each p, q ∈ U , there exist two slice preserving paths α and β in U , such that the composition αβ is a path from p to q.
Proof. This follows immediately from Propositions 3.8 (d) and 6.3.
Definition 6.7. Let (G, π) be a slice-domain over H, N ∈ N + and γ ı be a slice preserving path in G for each ı ∈ {1, 2, ..., N }.
We call γ is from γ(0) to γ(1). The set of all N -part paths in G is denoted by P N (G). We set
We say that elements of P ∞ (G) are finite-part paths in G.
Proposition 6.8. Let (G, π) be a slice-domain over H, N ∈ N + and α ı be a slice preserving path in G for each ı ∈ {1, 2, ..., N }. If
Proof. There exist m ∈ N + , and N ı ∈ N + , ı = 0, 1, 2, .., m + 1, such that
and
Then (2) holds.
Definition 6.9. Let N ∈ N + , γ be an N -part path in H and G = (G, π, x) be a slice-domain over H with distinguished point. We say that γ is contained in G (denoted by γ ≺ G), if there exists an N -part path α in G with
where π :
for each m ∈ N + and β ∈ P m (G). We remark the map π in the right side is the projection from G = (G, π, x). Proposition 6.10. Let γ be a finite-part path in H and G = (G, π, x) be a slicedomain over H with distinguished point. If γ ≺ G, there exists a unique finite-part path α in G, such that π(α) = γ and α(0) = x. We call α the lifting of γ to G, denoted by γ G .
Proof. For each N ∈ N + and N -part path γ in G. If α, β are finite-part paths in G with π(α) = γ = π(β) and α(0) = x = β(0). It follows that α and β are N -part paths and
According to Proposition 5.5 and recursion, we have
for each ı ∈ {1, 2, ..., N } and  ∈ {1, 2, ..., N − 1}. It is clear that α = β.
Theorem 6.11. Let G = (G, π, x) be a slice-domain over H with distinguished point. Then for each q ∈ G, there exists a finite-part path γ in G from x to q.
Proof. According to Remark 5.2, for each q ∈ G, there exists a path α in G from x to q. As a result of Proposition 6.4, there exists a schlicht real-connected domain 
Unions of Riemann slice-domains
In this section, we construct unions of Riemann slice-domains, following [17, . This provides a basis to study the envelope of slice regularity in Section 8.
Definition 7.1. Let Λ be an index set, and G, G λ , λ ∈ Λ, be slice-domains over H with distinguished point. G is called a upper (resp. lower) bound of
Definition 7.2. Let Λ be an index set, and G, G λ , λ ∈ Λ be slice-domains over H with distinguished point. G is called a supremum (resp. infimum) or union (resp. intersection) of
We denote the set of all unions (resp. intersections) of {G λ } λ∈Λ by ∪ λ∈Λ G λ (resp. ∩ λ∈Λ G λ ). Let q ∈ H, Λ be an index set and G λ = (G λ , π λ , x λ ), λ ∈ Λ, be slice-domains over H with distinguished point with π λ (x λ ) = q. Now, we construct a union of {G λ } λ∈Λ with a little revise, following [17, . According to the axiom of choice, there exists a subset Λ ′ of Λ, such that the cardinality of [G λ ] ∩ {G ρ } ρ∈Λ ′ is one for each λ ∈ Λ. We set
and let the topology of X be the disjoint union topology. An equivalence relation ∼ on X is said to have property (P ) if the followings hold:
Let ϕ λ : G λ → X be the canonical injection, i.e.,
And let π X : X → H be the map with
Proposition 7.4. Let ∼ be the equivalence relation on X, such that x ∼ y, if and only if π X (x) = π X (y), for each x, y ∈ X. Then ∼ has property (P ).
Proof. For each α, β ∈ P(G) with π • α = π • β, we have α(1) = β(1), then α(1) ∼ β(1).
We denote by E the family of all equivalence relations on X with property (P ). Thanks to Proposition 7.4, E is not empty.
Let ∼ P be the equivalence relations, such that x ∼ P y, if and only if x ∼ y for each ∼ in E, where x, y ∈ X. Proposition 7.5. ∼ P is finer than each equivalence relation on X with property (P ).
Proof. This proposition is proved directly by the definition of ∼ P .
Let φ : X → X/ ∼ P be the projection of ∼ P , defined by
where [x] P is the equivalence class of x. It is clear that ∼ P has the property (P ).
Proposition 7.6. For each x, y ∈ X with x ∼ P y, we have π X (x) = π X (y).
Proof. We notice that ∼ P is finer than each equivalence relation on X with property (P). And since Proposition 7.4, then π X (x) = π X (y).
Thence there exists a map π : X/ ∼ P → H such that
We set G := X/ ∼ P , and let the topology τ ( G) of G be the quotient topology. We set
Theorem 7.7. G := ( G, π, x) is a Riemann slice-domain over H with distinguished point. Moreover, for each λ ∈ Λ ′ , we have G λ ≺ G, and φ • ϕ λ is the fiber preserving mapping from
We call G the pre-union of {G λ } λ∈Λ ′ .
Proof. We prove this theorem exactly as [17, Theorem 8.7] .
(1) For each p ∈ G, there exist q ∈ φ −1 (p) and λ ∈ Λ ′ with q ∈ G λ . For each λ ∈ Λ, since G λ is connected, there exists a path γ in G λ from x λ to q. Notice that τ ( G) is the quotient topology, and since φ is continuous, it follows that φ • γ is a path in G from x to q. Then G is path-connected. It is clear that G is connected.
(2) For each p ∈ G, q ∈ φ −1 (p) and λ ∈ Λ ′ with q ∈ G λ , let U be a domain in G λ containing q, such that π λ | U : U → π X (U ) is a slice-homeomorphism. We notice that Proposition 7.6 and π λ | U is a slice-homeomorphic, then we have
is injective. Since τ ( G) is the quotient topology, it follows that φ•ϕ| U is continuous. Obviously φ • ϕ| U is surjective, it is clear that φ • ϕ| U is a continuous bijection. We will prove that (φ • ϕ λ )| −1 U is also continuous. For each domain V contained in U , we set
For each ρ ∈ Λ ′ and y ∈ φ
We denote by y ′ the unique element in ϕ −1
is a slice-domain in H, and due to Proposition 3.9, it follows that for each z ∈ π X (W ), there exists a slice-path γ in π X (W ) from π X (y) = π X (y ′ ) to z. According to the property (P ) of G, and since π ρ , π λ are local slice-homeomorphic and π X (W ) ⊂ π X (V ), we have
U is continuous. Consequently, (φ • ϕ λ )| U is a homeomorphism, and then
is a slice-homeomorphism. Thence π is a local slice-homeomorphism.
(3) For each p, q ∈ G, if π(p) = π(q), there exist a slice-domain U in H containing π(p) and a slice-domain V in H containing π(q) such that U ∩ V = ∅. Since π is a local slice-homeomorphism, it follows that π −1 (V ) and π −1 (U ) are two disjoint open sets in G containing p and q respectively.
Otherwise, π(p) = π(q), there exist a domain U in G containing p, a domain V in G containing q and a slice-domain W in H, such that π| U : U → W and π| V : V → W are slice-homeomorphisms. If there exists y ∈ U ∩ V , then π| 
V , and Proposition 5.5, it follows that π| −1
V . Consequently, p = q, which is a contradiction. It implies that U ∩ V = ∅. Then G is Hausdorff, and then we see from (1) and (2) that G is a slice-domain over H with distinguished point.
(4) For each λ ∈ Λ ′ , since π • φ = π X (see (3)), it follows that
It is clear that G λ ≺ G and φ • ϕ λ is the fiber preserving mapping from G λ to G.
is the set of all unions of {G λ } λ∈Λ , i.e.,
Proof. According to Theorem 7.7, G λ ≺ G for each λ ∈ Λ ′ , it follows that G is an upper bound of {G λ } λ∈Λ ′ . For each λ ∈ Λ, there exist ρ ∈ Λ ′ with G λ ∼ = G ρ . And according to Proposition 5.9, it is clear that G λ ≺ G for each λ ∈ Λ. Then G is also an upper bound of {G λ } λ∈Λ ′ .
For each upper bound
Let ∼ = be the equivalence relation on X, such that x ∼ = y, if and only if, there exist λ, ρ ∈ Λ ′ with x ∈ G λ , y ∈ G ρ and ϕ ′ λ (x) = ϕ ′ ρ (y), for each x, y ∈ X. In view of Proposition 5.5, ∼ = has the property (P ). Let ϕ ′ : X → G ′ be the map defined by
According to Proposition 7.5, ∼ P is finer than ∼ =. We notice that, for each q ∈ G and x, y ∈ φ −1 (q), x ∼ P y, then x ∼ = y and ϕ ′ (x) = ϕ ′ (y). It follows that there exists a continuous map ϕ
It is clear that ϕ ′′ is the fiber preserving mapping from G to
If G ′ is another union of {G λ } λ∈Λ , then we see from Definition 7.2 that G ≺ G
Definition 7.9. Let G = (G, π, x) be a slice-domain over H with distinguished point and γ be a path in H. We say that γ is contained in G (denoted by γ ≺ G), if there exists a path α in G such that α(0) = x and π(α) = γ.
Proposition 7.10. Let γ be a path in H and G = (G, π, x) be a slice-domain over H with distinguished point. If γ ≺ G, there exists a unique path α in G such that π(α) = γ. We call α is the lifting of γ to G, denoted by γ G .
Let γ be a path in H. We denote by R γ all the slice-domain over H with distinguished point containing γ. Proposition 7.11. Let G is a slice-domain over H with distinguished point, and γ be a path (resp. finite-part path) in
Proof. We write G = (G, π, x) and G ′ = (G ′ , π ′ , x ′ ). Let ϕ : G → G ′ be the fiber preserving map from G to G ′ , and α be the lifting of γ to G. Then ϕ • α is the lifting of γ to G ′ .
For each path γ in H, we set a map
Let γ (−1) be the inverse path of γ, i.e.,
According to Proposition 5.5, we have
where id Rγ is the identity map on R γ . Then
Proposition 7.12. Let γ be a path in H, Λ be an index set, and G, G λ ∈ R γ for each λ ∈ Λ. The following statements hold:
is an upper (resp. lower) bound of T γ ({G λ } λ∈Λ ), where
(d). T γ commutes with the union of slice-domains over H with distinguished point, i.e.,
Proof. (a). Let ϕ be the fiber preserving map from G λ to G ρ . Notice that
and ϕ(γ G λ (0)) = γ Gρ (0), it follows from Proposition 5.5 that
Therefore ϕ is also the fiber preserving map from
for each upper (resp. lower) bound G ′ of T γ ({G λ } λ∈Λ ). And thanks to (a), we have
It follows that G ∈ T γ (∪ λ∈Λ G λ ). Conversely, for each G ∈ T γ (∪ λ∈Λ G λ ), we have T γ (−1) (G) is a supremum of {G λ } λ∈Λ . And by (c), G ∈ ∪ λ∈Λ T γ (G λ ).
Proposition 7.13. Let α, β be paths in H, and G ∈ R α . If T α (G) ∈ R β , then G ∈ R αβ .
Proof. We write G = (G, π, x) . Note that α G β Tα(G) is a path in G with
It is clear that G ∈ R αβ .
Envelopes of slice regularity
In this section, we define envelopes of slice regularity following the complex case (see [17, ). We prove an identity principle of slice regular functions on Riemann slice-domains (see Theorem 8.7). 
Definition 8.4. Let I ∈ S, G = (G, π, x) be a domain over C I with distinguished point and γ is a path in C I . We say that γ is contained in G (denoted by γ ≺ G), if there exists a path α in G with α(0) = x and π(α) = γ.
Proposition 8.5. Let I ∈ S, γ be a path in C I , and G = (G, π, x) be a domain over C I with distinguished point. If γ ≺ G, there exists a unique path α in G with
We say that α the lifting of γ to G, denoted by γ G .
Let (G, π, x) be a slice-domain over H with distinguished point. We notice that (G 
where
Theorem 8.7. (Identity Principle) Let (G, π) be a slice domain over H, and f, g be regular functions on G. If there exists I ∈ S such that f and g coincide on a subset of G I with an accumulation point q 0 in G I . Then f = g in G.
Proof. We set A := {x ∈ G : ∃ V ∈ τ (G), s.t. x ∈ V, and f = g on V }.
According to Proposition 6.4, there exists a schlicht real-connected domain U in G containing q 0 . Thence π| U : U → π(U ) is a slice-homeomorphism, and π(U ) is a real-connected slice-domain in H. According to the Identity Principle 4.3,
Then f = g on U , and U ⊂ A. Obviously, A is a nonempty open subset of G. If x ∈ G\A, let W be a schlicht real-connected domain containing x in G. Then π| W : W → π(W ) is a slice-homeomorphism, and π(W ) is a real-connected slice-
According to the Identity Principle 4.3,
It is clear that x ∈ A, which is a contradiction. So
And since A is open in G and G is connected, it follows that A = G.
, be slice-domains over H with distinguished point, and G 1 ≺ G 2 by the fiber preserving mapping ϕ : G 1 → G 2 with ϕ(x 1 ) = x 2 . For every function f on G 2 , we define
Proof. Trivial, since the fiber preserving mapping ϕ from G 1 to G 2 is a local homeomorphism with π 2 • ϕ = π 1 .
Definition 8.10. 1. Let (G, π) be a slice-domain over H, and x ∈ G be a point. If f is a slice regular function near x, then the pair (f, x) is called a local slice regular function at x. 2. Let (G 1 , π 1 ), (G 2 , π 2 ) be slice-domains over H, and x ı ∈ G ı , ı = 1, 2 with π 1 (x 1 ) = π 2 (x 2 ). Two locally holomorphic functions (f 1 , x 1 ), (f 2 , x 2 ) are called equivalent if there exist an open neighborhood U of x 1 , an open neighborhood V of x 2 and a slice domain W in H, such that
are slice-homeomorphisms, and
The equivalence class of a local slice regular function (f, x) is denoted by f x . Proposition 8.11. Let G λ = (G λ , π λ , x λ ), λ = 1, 2, be slice-domains over H with distinguished point, and G 1 ≺ G 2 . Then for every slice regular function f on G 1 , there exists at most one slice regular function F on G 2 with F | G1 = f .
Proof. This follows immediately from the Identity Principle 8.7.
Definition 8.12. Let G = (G, π, x) be a slice-domain over H with distinguished point, and F be a nonempty set of slice regular functions on G. We call that F can be extended slice regularly to a slice-domainG = (G,π,x) over H with distinguished point, if G ≺G and for each f ∈ F , there exists a slice regular function F onG with F |G = f .
We say thatG is F -extendible. Let G be the system of all F -extendible slicedomains over H with distinguished point. G is called the F -extendible set.
A slice-domain G ′ over H with distinguished point is called the F -hull of G, if
And
is called the set of F -hulls of G.
Let O(G) be the set of all slice regular functions on G. Then
is called the set of envelopes of slice regularity of G. If F = {f } for some slice regular function f on G, then
is called the set of slice-domains of existence of the function f with respect to G. Definition 8.13. A slice-domain G = (G, π, x) over H is called a slice-domain of (slice) regularity if there exists a slice regular function f on G such that G is a slice-domain of existence of f with respect to G, i.e., G ∈ H f (G).
Theorem 8.14. Let G = (G, π, x) be a slice-domain over H, F be a nonempty set of slice regular functions on G, andG = (G,π,x) be a F -hull of G. Then the following hold:
For each function f ∈ F , there exists exactly one slice regular function F on G with
is a domain over H with distinguished point, such that G ≺ G ′ and every function f ∈ F can be extended slice regularly to G ′ , then G ′ ≺G.
Proof. Let G = {G λ } λ∈Λ be the F -extendible set, where Λ is an index set. For each λ ∈ Λ and f ∈ F , let G λ = (G λ , π λ , x λ ) and f λ : G λ → H be the slice regular extension of f . 1. We notice that G ∈ {G λ } λ∈Λ andG is a union of {G λ } λ∈Λ , then G ≺G.
2. According to the axiom of choice, there exists a subset Λ ′ of Λ, such that the cardinality of [G λ ] ∩ {G ρ } ρ∈Λ ′ is one for each λ ∈ Λ, and G ∈ {G ρ } ρ∈Λ . We set
We define an equivalence ∼ on X by p ∼ q, if and only if, π λ (p) = π ρ (q) and (f λ ) p = (f ρ ) q , where λ, ρ ∈ Λ ′ , p ∈ G λ and q ∈ G ρ . For each λ, ρ ∈ Λ ′ , let γ λ be a path in G λ , and γ ρ be a path in
It follows that
And since (f λ ) x λ = (f ρ ) xρ , then ∼ has property (P ), it follows that the union equivalence relation ∼ P of {G ι } ι∈Λ ′ is finer than ∼. Let G = ( G, π, x) be the preunion of {G ι } ι∈Λ ′ . According to G ∈ {G λ } λ∈Λ ′ , we can define an extension
Thanks to (4), F ′ is locally slice regular. So F ′ is the slice regular extension of f . According to Theorems 7.7 and 7.8,G and G are unions of {G ι } ι∈Λ ′ . It is clear that G ∼ =G. Let ϕ ′ : G →G be the fiber preserving map from G toG. Thanks to Proposition 5.11, ϕ ′ is a homeomorphism. Then we can define the slice regular extension F onG of f , by
3. We notice that G ′ ∈ {G λ } λ∈Λ , then G ′ ≺G.
Proposition 8.15. Let G := (G, π, x) be a slice-domain of regularity and γ be a path in H with γ ≺ G. Then T γ (G) is a slice-domain of regularity. Moreover, if f is a slice regular function on G, and G is a slice-domain of existence of f with respect to G. Then T γ (G) is also a slice-domain of existence of f with respect to T γ (G).
Proof. This follows immediately from Proposition 7.12.
Proposition 8.16. Let G = (G, π, x) be a slice-domain of regularity, y ∈ G, and
Proof. This follows immediately from Proposition 7.12, Theorem 8.14, and Proposition 8.15.
An extension formula
In this section, we introduce a new concept so-called real Euclidean and rectify the general extension formula in [8, Theorem 4.2] (see Proposition 9.2). We prove that all the slice-domains of regularity are real Euclidean for the proof of the representation formula (see Theorem 11.1). 
x, y ∈ R with y ≥ 0, x + yI λ ∈ U λ , λ = 1, 2, and J ∈ S},
Moreover, if W is a slice-connected component of V with W ∩ U + = ∅, then f | W is the unique slice regular extension on W of f | W ∩U + and
for each x, y ∈ R, I ∈ S with y > 0 and x + yI ∈ W .
Proof. For each J ∈ S and q ∈ V
J is an open set in C J for each J ∈ S. And according to Proposition 3.2, V ′ is a slice-open set. If q ∈ R, then the Euclidean ball B H (q, r) in H is contained in V ′ . It follows that V ′ is real Euclidean. We notice that
thence V is also a real Euclidean slice-open set.
We define a function F on V ′ by
for each J ∈ S, x, y ∈ R with y ≥ 0, x + yI 1 ∈ U 1 and x + yI 2 ∈ U 2 . Then x + yJ ∈ V ′ . By direct calculation (see the proof of [8, Theorem 3.2]), F is slice regular on V ′ (refer Theorem 3.2 in [8] ). And since
According to Identity Principle 8.
According to Proposition 9.2, the slice regular extension f of f and f itself only coincide on U + , and may not coincide on (
The reason is the value of F at x + yJ in (5) only need values of f at two points, but there may be four points in U 1 ∪ U 2 to choice, i.e., x ± yI 1 and x ± yI 2 . So F may not be well defined, such as U 1 = Ω I and U 2 = Ω K , where Ω, I is defined in Example 2.5 and K ∈ S with K ⊥ I.
We will use this extension formula to extend slice regularly a slice regular function f on G ∈ R to a real Euclidean slice-domain over H with distinguished point. If we extend f to one of its "largest" slice-domains, a slice-domain of existence G ′ of f , then G ′ is real Euclidean.
Theorem 9.3. All the slice-domains of regularity are real Euclidean.
Proof. Suppose G = (G, π, x) is a slice-domain of regularity, which is not real Euclidean. There exists a slice regular function f on G, such that G is a slice-domain of existence of f (with respect to G). Since G is not real Euclidean, then there exists q ∈ G R such that
where γ is the path in G from x to q. Fix I ∈ S, then there exist a positive real number r ∈ R + and a real-connected slice-domain U in G containing q, such that
is a homeomorphism with respect to τ (G I ) and τ (C I ), and
Thanks to Proposition 9.2 (setting I 1 = −I 2 = I and U 1 = U 2 = B I ), there exists a slice regular extension f ′ : B → H of the slice regular function f • π|
and f , f ′ are slice regular extension of the slice regular function f | U , and thanks to Theorem 8.14, we have for each union G ′ = (G ′ , π ′ , q ′ ) of (G, π, q) and (B, id B , π(q)), there exists a slice regular function f on G ′ . Since G is the slice-domain of existence of f ,
According to Proposition 7.12, it follows that
which is a contradiction to (6).
Technical lemmas
In this section, we prove two technical lemmas for the representation formula in Theorem 11.1. For each N ∈ N + , σ N defined in Lemma 10.3, actually corresponding to a complex structure on R 
For each set A and ı,  ∈ N + , we denote the set of all ı ×  matrices of A by M ı× (A), and the set of all ı × ı matrices of A by M ı (A). We denote the ı × ı identity matrix by I ı , and the ı × ı zero matrix by 0 ı for each ı ∈ N + . For each matrix E, we denote the transpose of E by E T . For each ı ∈ N + , we say that A ∈ M ı (H) is invertible, if there exists a matrix B ∈ M ı (H), such that AB = BA = I ı .
For each n, m ∈ N + , A = {a ı, } n×m ∈ M n×m (H), and q ∈ H, we set qA := {q · a ı, } n×m and Aq := {a ı, · q} n×m . 
, we denote the ı-th row vector of J by
We set J (l) := {J ı, } 2 l ×l and J
(l)
ı := (J ı,1 , J ı,2 , ..., J ı,l ) for each l ∈ {1, 2, ..., N } and ı ∈ {1, 2, ..., 2 N }. We define a map M :
where 
and according to (7) , it follows that
where K 0 = 1. Thence
Definition 10.4. A complex structure on a vector space V is a automorphism L : V → V that squares to minus the identity:
Remark 10.5. Let N ∈ N + , we define a morphism
It is clear that L is a complex structure on R 
Proof. According to Lemma 10.3 ,
Then,
Representation formula over slice-domains of regularity
The representation formula is a key result in the theory of slice regular function. It is introduced in [7] and then extended to a general formula in [8] . In this section, we will prove a representation formula over slice-domains of regularity (see Theorem 11.1), which is an earlier version of [8, Theorem 3.2] . In particular, our representation formula is the same as the classical one, when the slice-domain of regularity is an axially symmetric slice domain in H (see Remark 11.3).
Let G be a slice-domain over H with distinguished point, N ∈ N + and γ = (γ 1 , γ 2 , ..., γ N ) be an N -part path in C (resp. H or G). For each t ∈ [0, 1], we define a finite-part path γ[t] in C (resp. H or G) by
where γ (N t) is the path in C (resp. H or G), defined by
Let γ[t − ] be a finite-part path in C, defined by
Theorem 11.1. (Representation Formula) Let N ∈ N + , J ∈ M 2 N ×N (S) with full slice-rank, G = (G, π, x 0 ) be a slice-domain of regularity with π(x 0 ) ∈ R, and γ be an N -part path in C. If
Moreover, if f is a slice regular function on G, and G is a slice-domain of existence of f with respect to G, then
Proof. Since G is a slice-domain of regularity, there exists a nonempty subset W of SR(G), such that for each h ∈ W , G is a slice-domain of existence of h with respect to G. 
being a homeomorphism with respect to topologies τ (G IN t ) and τ (C IN t ), such that
for each K ∈ S N , and x, y ∈ R with y ≥ 0 and x + yi ∈ B C (γ(t), r), where
. . .
(c). If {N t} = 0 and t = 1, then there exist a positive real number r ′ and domains
being a homeomorphism with respect to topologies τ (G I (N t +1) ) and τ (C I (N t +1) ), such that
We will prove that A = 1). We will prove that t 1 / ∈ A, in this step. If t 1 ∈ A, then t 1 = 1 (if not, thus [0, 1] ⊂ A, which is a contradiction). According to (a), (12) γ
According to (b) and (c), there exist a real number r 1 > 0 and domains γ(t 1 ), r 1 ) ) being a homeomorphism with respect to topologies τ (G IN 2 ) and τ (C IN 2 ), such that
for each K ∈ S N , and x, y ∈ R with y ≥ 0 and x + yi ∈ B C (γ(t 1 ), r 1 ), where
Since γ is continuous, there exists t 2 ∈ (t 1 ,
Then for each t 3 ∈ [t 1 , t 2 ], there exist a real number r 3 > 0, such that
We notice that for each I ∈ S N ,
and thanks to (12) , it follows that γ I [t 3 ] ≺ G and γ(t 3 ), r 3 ) ) being a homeomorphism with respect to topologies τ (G IN 2 ) and τ (C IN 2 ). According to (13) , and since U
for each K ∈ S N , and x, y ∈ R with y ≥ 0 and x + yi ∈ B(γ(t 3 ), r 3 ), where
And according to (11) , we have [0, t 1 ) ⊂ A. It follows that [0, t 2 ] ⊂ A and
which is a contradiction. So t 1 / ∈ A. 2). We will prove that t 1 = 0, in this step. for each x, y ∈ R with y ≥ 0 and x + yi ∈ B C (π(x), r 0 ), where We notice that γ K [0] ≺ G for each K ∈ S N , it follows that 0 ∈ A, which is a contradiction. Then t 1 = 0.
3). We will prove that {N t 1 } = 0 and t 1 = 1, in this step. According to (8) , for each ı ∈ {1, 2, ..., 2 N }, for each x, y ∈ R with y ≥ 0 and x + yi ∈ B 4 , where 
for each x, y ∈ R with y ≥ 0 and x + yi ∈ B 4 , where for each x, y ∈ R with y ≥ 0 and x + yi ∈ B 6 . Then f and g (K) are slice regular extensions of g (K) | V K
6
. According to Proposition 8.15, G 3 is a slice-domain of existence of f . It follows that G 3 is also a slice-domain of existence of g (K) | V K
. Thanks to Theorem 8.14,
We denote the fiber preserving map from G 1 to G 3 by ϕ : V K 4 → G. And we set q 5 := P KN 4 (γ(t 5 )) ∈ H.
According to Proposition 7.12,
Due to Proposition 7.13, and since
it follows that γ K [t 1 ] ≺ G for each K ∈ S N . We notice that ϕ(V , thence (16) ϕ| PK N 4 (B4) = π|
Thanks to (14) and (16), it follows that
for each x, y ∈ R with y ≥ 0 and x + yi ∈ B 4 , where 
