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Abstract
In this paper, we introduce a graph structure called linear dependence graph of a finite
dimensional vector space over a finite field. Some basic properties of the graph like connected-
ness, completeness, planarity, clique number, chromatic number etc. have been studied. It is
shown that two vector spaces are isomorphic if and only if their corresponding linear dependence
graphs are isomorphic. Also adjacency spectrum, Laplacian spectrum and distance spectrum of
the linear dependence graph have been studied.
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1 Introduction
There has been a great deal of interest in the last three decades in characterizing different algebraic
structures in terms of properties of graphs associated with themselves. There are different formulation
on associating a graph with some algebraic structure. Various algebraic structures like semigrups [5],
groups [3, 4], rings [2, 6], etc. have been characterized by assigning graph structures on themselves.
Very recently, a series of papers on assigning a graph to a vector space [7, 8, 9, 10] have been published.
In this paper we define a graph structure on a finite dimensional vector space V over a finite
field F , called linear dependence graph of the vector space V and study some of its properties.
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In Section 3, we study some basic properties like connectedness, completeness, planarity etc. In
Section 4, we study special properties like connectivity, energy etc. by finding out the spectrum of
the adjacency matrix, the Laplacian matrix and the distance matrix of the graph.
2 Definition and Preliminaries
Let G = (V,E) be a graph. Throughout this paper, every graph is simple. If every pair of distinct
vertices of G are adjacent, then it is called complete. A subset I of V is said to be independent
if no two elements of I are adjacent. The number of edges of a graph is called the size of G. The
maximum number of elements of an independent set is called the independence number of G. A
subset D of V is called dominating if each element of V \ D is adjacent to at least one element of
D. If no proper subset of D is a dominating set for G, then D is called a minimal dominating set
for G. The least cardinality of a dominating set is called the domination number of G. A clique is a
complete subgraph of G. The largest number of a clique is called the clique number of G, denoted
as ω(G). The chromatic number of G, written as χ(G), is the minimum number of colours needed
for labeling the vertices so that adjacent vertices get different colours. Two graphs G = (V,E) and
G′ = (V ′, E ′) are said to be isomorphic if there exists a bijective mapping φ : V → V ′ such that a ∼ b
in G if and only if φ(a) ∼ φ(b) in G′. A path of length k in a graph G is an alternating sequence
of vertices and edges v0e0v1e1v2 · · · vk−1ek−1vk, where vi’s are distinct (except possibly v0, vk) and ei
is the edge joining vi and vi+1. If there exists a path between any pair of distinct vertices, then it
is called connected. The distance d(u, v) of two vertices u, v ∈ V , is defined as the length of the
shortest path between u and v. The diameter of a graph G is defined as diam(G) = maxu,v∈V d(u, v),
if it exists. Otherwise, diam(G) is defined as ∞. A cycle is a path with first and last vertices same.
A graph is said to be Eulerian if it contains a cycle consisting of all the edges of G exactly once.
For any graph G, let A(G), D(G), D(G) be the adjacency matrix, diagonal matrix of vertex
degrees and the distance matrix respectively. Then the Laplacian matrix of G is defined as L(G) =
D(G)−A(G). Interestingly all of these matrices are symmetric. Among them the Laplacian matrix is
positive semidefinite and singular with 0 as the smallest eigenvalue. The eigen values of the adjacency
matrix, the Laplacian matrix and the distance matrix are known as the adjacency spectrum, the
Laplacian spectrum and the distance spectrum of the graph G respectively. These spectrums plays
an important role in the study of many graph theoretic properties like connectivity, colouring, energy
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of a graph, number of spanning trees etc.
For any square matrix B, we denote the characteristic polynomial det(xI −B) of B by Θ(B, x).
For the vertices {v1, v2, · · · , vn} in G, Av1,v2,··· ,vk(G) is defined as the principal submatrix of A(G)
formed by deleting the rows and columns corresponding to the vertices v1, v2, · · · , vk. In particular
if k = |G|, then for convention it has been taken that Θ(Av1,v2,··· ,v|G|(G), x) = 1.
Definition 2.1. Let V be a finite dimensional vector space over a finite field F . Define a graph
Γ(V ) = (V,E), where V is the vector space and (a, b) ∈ E if and only if a and b are distinct and they
are linearly dependent.
Thus the null vector θ is adjacent to every other vertices and two non-null vectors a and b are
adjacent if and only if b = λa for some λ ∈ F \ {1}.
Figure 1: Examples in case of |F | = 2, 3, 4.
Throughout this paper we assume that dim(V ) = n and |F | = q.
3 Basic properties of Γ(V )
In this section, we characterize some basic properties of Γ(V ) like connectedness, completeness, clique
number, chromatic number, planarity etc.
Theorem 3.1. Γ(V ) is complete if and only if n = 1.
Proof. Let a ∈ V be a non-zero vector. Since Γ(V ) is complete for every b ∈ V , b = λa for some
λ ∈ F . Thus V =< a >= {λa : λ ∈ F}, showing dim(V ) = 1.
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Converse is trivial.
Theorem 3.2. The size m of Γ(V ) is q(q
n−1)
2
.
Proof. The null vector θ is adjacent with every non-null vector of V . Since |V | = qn, so degree of the
vertex θ is qn − 1. Let a 6= θ be a vertex of Γ(V ). Then a vertex b ∈ Γ(V ) is adjacent with a if and
only if b 6= a and b = λa for some λ ∈ F . Since |F | = q, so degree of each of the non-zero vector is
q − 1. Hence 2m = qn − 1 + (qn − 1)(q − 1) and it follows that m = q(qn−1)
2
.
Since the null vector, θ is adjacent with every other vertices of Γ(V ), we have the following
result.
Lemma 3.3. Γ(V ) is connected and diam(Γ(V )) = 2.
Also it follows that {θ} is the smallest dominating subset of V . Thus we have the following
result.
Lemma 3.4. The domination number of Γ(V ) is 1.
Note that the numbers of 1-dimensional subspaces of V are q
n−1
q−1 = q
n−1 + qn−2 + · · · + 1. We
call a non-zero vector of a 1-dimensional subspace A, a representative of A.
Theorem 3.5. The independence number of Γ(V ) is qn−1 + qn−2 + · · ·+ 1.
Proof. It is easy to see that the subset I of V consists of representatives of the 1-dimensional subspaces
of V , is a maximal independent set. Then |I| = qn−1 + qn−2 + · · · + 1. If possible, let there exists
an independent set I ′ of cardinality greater than qn−1 + qn−2 + · · · + 1. Since total number of 1-
dimensional subspaces of V is qn−1 + qn−2 + · · ·+ 1, so it follows that there are at least two elements
a, b ∈ I ′ such that a, b are in a same 1-dimensional subspace of V . Then a ∼ b, which contradicts
that I ′ is independent. Thus the independence number of Γ(V ) is qn−1 + qn−2 + · · ·+ 1.
Theorem 3.6. Two vector spaces V and W are isomorphic if and only if their corresponding graphs
Γ(V ) and Γ(W ) are isomorphic.
Proof. Let V and W be isomorphic. Then there exists a vector space isomorphism T : V → W . If
α ∼ β in Γ(V ), then α = λβ for some λ ∈ F and so T (α) = λT (β). Thus T (α) ∼ T (β) in Γ(W ).
Since T is an isomorphism, similarly T (α) ∼ T (β) in Γ(W ) implies that α ∼ β in Γ(V ). Hence Γ(V )
and Γ(W ) are isomorphic as graphs.
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Conversely, let φ : Γ(V )→ Γ(W ) be a graph isomorphism. Let dimV = m and dimW = n. Since
the independence numbers of two isomorphic graphs are the same, so we have qm−1+qm−2+ · · ·+1 =
qn−1 + qn−2 + · · ·+ 1 and so m = n. Hence the vector spaces V and W are isomorphic.
Theorem 3.7. Let M be a clique of Γ(V ), then M is maximal if and only if M is an 1-dimensional
subspace of V . Hence the clique number ω(Γ(V )) of Γ(V ) is q.
Proof. Let M be a maximal clique of Γ(V ). Since θ is adjacent with every other vertices of Γ(V ),
there exists x 6= {θ} such that θ, x ∈ M . Since M is maximal, < x >= {λx|λ ∈ F} ⊆ M . Now, let
z ∈ M . Then z ∼ x implies that z = λx for some λ ∈ F and so z ∈< x >. Hence M =< x > for
some x ∈ V \ {θ}, showing that M is an 1-dimensional subspace of V .
Converse is trivial.
Theorem 3.8. Chromatic number of Γ(V ) is q.
Proof. If two vectors a and b are adjacent in Γ(V ), then they are in a same 1-dimensional subspace
of V . Now |F | = q implies that an 1-dimensional subspace of V contains q elements. Hence the
chromatic number χ(Γ(V )) ≤ q. Also χ(Γ(V )) ≥ ω(Γ(V )) = q. Hence χ(Γ(V )) = q.
Lemma 3.9. If q is odd, then Γ(V ) is Eulerian.
Proof. If q is an odd positive integer, then from the proof of the Theorem 3.2, we see that the degree
of every vertex of Γ(V ) is an even integer. Hence the graph Γ(V ) is Eulerian.
Lemma 3.10. Edge connectivity of Γ(V ) is q − 1.
Proof. We have diameter of Γ(V ) is 2. So, by Theorem 3.1 [14], its edge connectivity is equal to its
minimum degree, i.e. q − 1.
Deletion of the vertex θ makes the graph Γ(V ) disconnected. Hence we have the following result.
Lemma 3.11. The vertex connectivity of the graph Γ(V ) is 1.
Lemma 3.12. Γ(V ) is planar if and only if q = 2, 3, 4.
Proof. Every 1-dimensional subspace of V is a complete subgraph of Γ(V ). So, for q ≥ 5, Γ(V )
contains K5, the complete subgraph of Γ(V ) of five vertices, which is nonplanar. Rest of the result
follows from Figure 1.
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4 Spectrums of the graph Γ(V )
In this section, we determine the eigen values of the adjacency matrix, the Laplacian matrix and the
distance matrix of the graph Γ(V ).
We note that the elements of an 1-dimensional subspace of V are adjacent with each other. So,
the adjacency matrix A(Γ(V )) of Γ(V ), is given below, where rows and columns are indexed by the
vertices θ and the non-zero elements of all 1-dimensional subspaces successively. Thus
A(Γ(V )) =

0 1 1 · · · 1 1 1 · · · 1 · · · 1 1 · · · 1
1 0 1 · · · 1 0 0 · · · 0 · · · 0 0 · · · 0
1 1 0 · · · 1 0 0 · · · 0 · · · 0 0 · · · 0
...
...
...
. . .
...
...
...
. . .
...
...
...
...
. . .
...
1 1 1 · · · 0 0 0 · · · 0 · · · 0 0 · · · 0
1 0 0 · · · 0 0 1 · · · 1 · · · 0 0 · · · 0
1 0 0 · · · 0 1 0 · · · 1 · · · 0 0 · · · 0
...
...
...
. . .
...
...
...
. . .
...
...
...
...
. . .
...
1 0 0 · · · 0 1 1 · · · 0 · · · 0 0 · · · 0
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
1 0 0 · · · 0 0 0 · · · 0 · · · 0 1 · · · 1
1 0 0 · · · 0 0 0 · · · 0 · · · 1 0 · · · 1
...
...
...
. . .
...
...
...
. . .
...
...
...
...
. . .
...
1 0 0 · · · 0 0 0 · · · 0 · · · 1 1 · · · 0

Order of this matrix is qn. Hence Aθ(Γ(V )) is a matrix of order q
n − 1. Also Aθ(Γ(V )) is a
block diagonal matrix, having qn−1 + qn−2 + · · ·+ q + 1 blocks each of order q− 1 and entries on the
principal diagonal are 0 and 1 otherwise. Also, the degree of the null vector is qn − 1 and the degree
of all other elements is q − 1. So the diagonal matrix of vertex degrees of Γ(V ) is
D(Γ(V )) =

qn − 1 0 0 · · · 0
0 q − 1 0 · · · 0
0 0 q − 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · q − 1

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Then the Laplacian matrix of Γ(V ) is
L(Γ(V )) =

qn − 1 −1 −1 · · · −1 · · · −1 −1 · · · −1
−1 q − 1 −1 · · · −1 · · · 0 0 · · · 0
−1 −1 q − 1 · · · −1 · · · 0 0 · · · 0
...
...
...
. . .
...
...
...
...
. . .
...
−1 −1 −1 · · · q − 1 · · · 0 0 · · · 0
...
...
...
...
...
. . .
...
...
...
...
−1 0 0 · · · 0 · · · q − 1 −1 · · · −1
−1 0 0 · · · 0 · · · −1 q − 1 · · · −1
...
...
...
. . .
...
...
...
...
. . .
...
−1 0 0 · · · 0 · · · −1 −1 · · · q − 1

The distance between any two vertices of an 1-dimensional subspace is 1 and is 2 if they belong
to two distinct 1-dimensional subspaces of V . So the distance matrix of Γ(V ) is
D(V ) =

0 1 1 · · · 1 1 1 · · · 1 · · · 1 1 · · · 1
1 0 1 · · · 1 2 2 · · · 2 · · · 2 2 · · · 2
1 1 0 · · · 1 2 2 · · · 2 · · · 2 2 · · · 2
...
...
...
. . .
...
...
...
. . .
...
...
...
...
. . .
...
1 1 1 · · · 0 2 2 · · · 2 · · · 2 2 · · · 2
1 2 2 · · · 2 0 1 · · · 1 · · · 2 2 · · · 2
1 2 2 · · · 2 1 0 · · · 1 · · · 2 2 · · · 2
...
...
...
. . .
...
...
...
. . .
...
...
...
...
. . .
...
1 2 2 · · · 2 1 1 · · · 0 · · · 2 2 · · · 2
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
1 2 2 · · · 2 2 2 · · · 2 · · · 0 1 · · · 1
1 2 2 · · · 2 2 2 · · · 2 · · · 1 0 · · · 1
...
...
...
. . .
...
...
...
. . .
...
...
...
...
. . .
...
1 2 2 · · · 2 2 2 · · · 2 · · · 1 1 · · · 0

Hence we have the following results.
Theorem 4.1. The characteristic polynomial of the adjacency matrix of Γ(V ) is
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Θ(A(Γ(V )), x) = {x2 − (q − 2)x− (qn − 1)}{x− (q − 2)}qn−1+···+q(x+ 1)(q−2)(qn−1+···+1).
Proof. The characteristic polynomial of A(Γ(V )) is
Θ(A(Γ(V )), x) =
x −1 −1 · · · −1 · · · −1 −1 · · · −1
−1 x −1 · · · −1 · · · 0 0 · · · 0
−1 −1 x · · · −1 · · · 0 0 · · · 0
...
...
...
. . .
...
...
...
...
...
...
−1 −1 −1 · · · x · · · 0 0 · · · 0
...
...
...
...
...
. . .
...
...
...
...
−1 0 0 · · · 0 · · · x −1 · · · −1
−1 0 0 · · · 0 · · · −1 x · · · −1
...
...
...
. . .
...
...
...
...
. . .
...
−1 0 0 · · · 0 · · · −1 −1 · · · x
Multiply the first row by (x− (q − 2)) and apply the row operation R′1 = R1 + R2 + · · ·+ Rqn .
Then expanding the determinant in terms of the first row, we get
Θ(A(Γ(V )), x) = {x
2−(q−2)x−(qn−1)}
x−(q−2) ·
x −1 · · · −1
−1 x · · · −1
...
...
. . .
...
−1 −1 · · · x
qn−1+qn−2+···+q+1
(q−1)×(q−1)
.
Let
A1 =
x −1 · · · −1
−1 x · · · −1
...
...
. . .
...
−1 −1 · · · x
(q−1)×(q−1)
(4.1)
Multiply the first row of 4.1, by (x− (q − 3)) and apply the row operation by R′1 = R1 + R2 +
· · ·+Rq−1. Then expanding the determinant in terms of the first row, we get
A1 =
(x+1)(x−(q−2))
x−(q−3) ·
x −1 · · · −1
−1 x · · · −1
...
...
. . .
...
−1 −1 · · · x
(q−2)×(q−2)
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Again multiply the 1 st row by (x− (q− 4)) and then apply the row operation R′1 = R1 +R2 +
· · ·+Rq−2. Then expanding in terms of 1 st row, we get
A1 =
(x+1)2(x−(q−2))
x−(q−4) ·
x −1 · · · −1
−1 x · · · −1
...
...
. . .
...
−1 −1 · · · x
(q−3)×(q−3)
Continuing in this way, we get A1 = (x+ 1)
q−2(x− (q − 2)) and so,
Θ(A(Γ(V )), x) =
{x2 − (q − 2)x− (qn − 1)}
{x− (q − 2)} {(x− (q − 2)}
qn−1+···+1(x+ 1)(q−2)(q
n−1+···+1)
={x2 − (q − 2)x− (qn − 1)}{x− (q − 2)}qn−1+···+q(x+ 1)(q−2)(qn−1+···+1).
If λ1, λ2, · · · , λn are the adjacency eigen values of a graph Γ, then the energy of the graph,
denoted by ε(Γ), is defined to be
∑n
i=1 |λi|. Thus from Theorem 4.1, it follows that
Corollary 4.2. The energy of the graph Γ(V ) is 2(q − 2)(qn−1 + · · ·+ 1).
Theorem 4.3. The characteristic polynomial of the Laplacian matrix of Γ(V ) is
Θ(L(Γ(V )), x) = x(x− qn)(x− 1)qn−1+···+q(x− q)(q−2)(qn−1+···+1).
Proof. The characteristic polynomial of L(Γ(V )) is
Θ(L(Γ(V )), x) =
x− (qn − 1) 1 · · · 1 · · · 1 · · · 1
1 x− (q − 1) · · · 1 · · · 0 · · · 0
...
...
. . .
...
...
...
. . .
...
1 1 · · · x− (q − 1) · · · 0 · · · 0
...
...
...
...
. . .
...
...
...
1 0 · · · 0 · · · x− (q − 1) · · · 1
...
...
. . .
...
...
...
. . .
...
1 0 · · · 0 · · · 1 · · · x− (q − 1)
Applying the row operation R′1 = R1 +R2 + · · ·Rqn , we get
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Θ(L(Γ(V )), x) = x ·
1 1 · · · 1 · · · 1 · · · 1
1 x− (q − 1) · · · 1 · · · 0 · · · 0
...
...
. . .
...
...
...
. . .
...
1 1 · · · x− (q − 1) · · · 0 · · · 0
...
...
...
...
. . .
...
...
...
1 0 · · · 0 · · · x− (q − 1) · · · 1
...
...
. . .
...
...
...
...
...
1 0 · · · 0 · · · 1 · · · x− (q − 1)
Multiply the first row by (x− 1) and then apply the row operation R′1 = R1 − R2 − · · · − Rqn .
Then expanding the determinant in terms of the first row, we get
Θ(L(Γ(V )), x) = x(x−q
n)
(x−1) ·
x− (q − 1) 1 · · · 1
1 x− (q − 1) · · · 1
...
...
. . .
...
1 1 · · · x− (q − 1)
qn−1+qn−2+···+q+1
(q−1)×(q−1)
Let
L1 =
x− (q − 1) 1 · · · 1
1 x− (q − 1) · · · 1
...
...
. . .
...
1 1 · · · x− (q − 1)
(q−1)×(q−1)
(4.2)
Multiply the first row of 4.2, by (x−2) and apply the row operation by R′1 = R1−R2−· · ·−Rq−1.
Then expanding the determinant in terms of the first row, we get
L1 =
(x−1)(x−q)
(x−2) ·
x− (q − 1) 1 · · · 1
1 x− (q − 1) · · · 1
...
...
. . .
...
1 1 · · · x− (q − 1)
(q−2)×(q−2)
Again multiply the 1 st row by (x−3) and then apply the row operation R′1 = R1−R2−· · ·−Rq−2.
Then expanding in terms of 1 st row, we get
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L1 =
(x−1)(x−q)2
(x−3) ·
x− (q − 1) 1 · · · 1
1 x− (q − 1) · · · 1
...
...
. . .
...
1 1 · · · x− (q − 1)
(q−3)×(q−3)
Continuing in this way, we get L1 = (x− 1)(x− q)q−2.
So,
Θ(L(Γ(V )), x) =
x(x− qn)
(x− 1) · {(x− 1)(x− q)
q−2}(qn−1+···+1)
=x(x− qn)(x− 1)qn−1+···+q(x− q)(q−2)(qn−1+···+1).
The second smallest eigen value of the Laplacian matrix L(Γ) of a graph Γ, is denoted by a(Γ).
This quantity shares many properties with the vertex or edge-connectivity and according to Fiedler
[11], is called the algebraic connectivity of Γ. So, from Theorem 4.3, we have the following result.
Corollary 4.4. The algebraic connectivity of Γ(V ) is 1.
If λ1 ≥ λ2 ≥ · · · ≥ λn = 0 are the Laplacian eigen values of the graph Γ of n vertices, then
the number of spanning trees of Γ, denoted by τ(Γ), is λ1λ2···λn−1
n
[Theorem 4.11; [1]]. Thus from
Theorem 4.3, we get
Corollary 4.5. The number of spanning trees of Γ(V ) is q(q−2)(q
n−1+···+1).
Recently Gutman et. al [12] have defined the Laplacian energy of a graph Γ with n vertices and
m edges as: LE(Γ) =
∑n
i=1 |λi − 2mn |, where λi are the Laplacian eigen values of the graph Γ. From
Theorem 3.2 and Theorem 4.3, we have:
Corollary 4.6. The Laplacian energy of the graph Γ(V ) is qn + ( q
n(q−1)−q
qn
)(qn−1 + · · ·+ q) + ( q
qn
)(q−
2)(qn−1 + · · ·+ 1).
Theorem 4.7. The characteristic polynomial of the distance matrix of Γ(V ) is
Θ(D(Γ(V )), x) = [x2 − {2(qn − 1)− q}x− (qn − 1)](x+ q)qn−1+···+q(x+ 1)(q−2)(qn−1+···+1).
Proof. The characteristic polynomial of D(Γ(V )) is
11
Θ(D(Γ(V )), x) =
x −1 −1 · · · −1 · · · −1 −1 · · · −1
−1 x −1 · · · −1 · · · −2 −2 · · · −2
−1 −1 x · · · −1 · · · −2 −2 · · · −2
...
...
...
. . .
...
...
...
...
. . .
...
−1 −1 −1 · · · x · · · −2 −2 · · · −2
...
...
...
...
...
. . .
...
...
...
...
−1 −2 −2 · · · −2 · · · x −1 · · · −1
−1 −2 −2 · · · −2 · · · −1 x · · · −1
...
...
...
. . .
...
...
...
...
. . .
...
−1 −2 −2 · · · −2 · · · −1 −1 · · · x
Apply the successive column operations C ′i = Ci − 2C1 for i = 2, 3, · · · , qn; we get
Θ(D(Γ(V )), x) =
x −1− 2x · · · −1− 2x · · · −1− 2x · · · −1− 2x
−1 x+ 2 · · · 1 · · · 0 · · · 0
...
...
. . .
...
...
...
. . .
...
−1 1 · · · x+ 2 · · · 0 · · · 0
...
...
...
...
. . .
...
...
...
−1 0 · · · 0 · · · x+ 2 · · · 1
...
...
. . .
...
...
...
. . .
...
−1 0 · · · 0 · · · 1 · · · x+ 2
= (1 + 2x) ·
x
1+2x
−1 · · · −1 · · · −1 · · · −1
−1 x+ 2 · · · 1 · · · 0 · · · 0
...
...
. . .
...
...
...
. . .
...
−1 1 · · · x+ 2 · · · 0 · · · 0
...
...
...
...
. . .
...
...
...
−1 0 · · · 0 · · · x+ 2 · · · 1
...
...
. . .
...
...
...
...
...
−1 0 · · · 0 · · · 1 · · · x+ 2
Multiply the 1 st row by x+ q and then apply the row operation R′1 = R1 + · · ·+Rqn , we get
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Θ(D(Γ(V )), x) = [x
2−{2(qn−1)−q}x−(qn−1)]
(x+q)
·
x+ 2 1 · · · 1
1 x+ 2 · · · 1
...
...
. . .
...
1 1 · · · x+ 2
qn−1+qn−2+···+q+1
(q−1)×(q−1)
Let
D1 =
x+ 2 1 · · · 1
1 x+ 2 · · · 1
...
...
. . .
...
1 1 · · · x+ 2
(q−1)×(q−1)
(4.3)
Multiply the first row of 4.3, by (x+ (q−1)) and apply the row operation R′1 = R1−R2−· · ·−Rq−1.
Then expanding the determinant in terms of the first row, we get
D1 =
(x+q)(x+1)
(x+(q−1)) ·
x+ 2 1 · · · 1
1 x+ 2 · · · 1
...
...
. . .
...
1 1 · · · x+ 2
(q−2)×(q−2)
Again multiply the 1 st row by (x+ (q− 2)) and then apply the row operation R′1 = R1 −R2 −
· · · −Rq−2. Then expanding in terms of 1 st row, we get
D1 =
(x+q)(x+1)2
(x+(q−2)) ·
x+ 2 1 · · · 1
1 x+ 2 · · · 1
...
...
. . .
...
1 1 · · · x+ 2
(q−3)×(q−3)
Continuing in this way, we get D1 = (x+ q)(x+ 1)
q−2 and so,
Θ(D(Γ(V )), x) =
x2 − {2(qn − 1)− q}x− (qn − 1)
(x+ q)
{(x+ q)(x+ 1)q−2)(qn−1+···+1)
=[x2 − {2(qn − 1)− q}x− (qn − 1)](x+ q)qn−1+···+q(x+ 1)(q−2)(qn−1+···+1).
Recently Indulal, Gutman and Vijayakumar [13] have defined the distance energy of a graph Γ
as: ED(Γ) =
∑n
i=1 |λi|, where λi are the distance eigen values of the graph Γ. From Theorem 4.7, we
have:
13
Corollary 4.8. The distance energy of the graph Γ(V ) is 2(2qn − q − 2).
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