The aim of this work is to provide an elegant and accurate static execution timing model for 32-bit microprocessor instruction sets, covering also inter-instruction effects. Such effects depend on the processor state and the pipeline behavior, and are related to the dynamic execution of assembly code. The paper proposes a mathematical model of the delays deriving from instruction dependencies and gives a statistical characterization of such timing overheads. The model has been validated on a commercial architecture, the Inte1486, by means of timing analysis of a set of benchmarks, obtaining an error within 5%. This model can be seamlessly integrated with a static energy consumption model in order to obtain precise software power and energy estimations.
Introduction
The peculiarities of target application fields of embedded computing (e.g., mobile systems), typically pose stringent area and energy constraints. The current trend towards highlevels of integration up to system-on-chip, is exacerbating the need of taking into account power requirement during the early stages of the design as well as throughout the entire verification flow. In addition, the penetrafion of software within the typical hardware/software architectures used in embedded systems, is steadily gaining importance but unfortunately efficient power aware compiling and estimation techniques are still a research topic not yet mature for the EDA arena. Previous approaches [1] [2] [3] propose a characterization of the power consumption of a given microprocessor based on the measurement of the average current absorbed by the core during the execution of long sequences of the same machine instruction. Power figures are then associated with assembly instructions, leading to an abstraction from architectural details of the microprocessor. Such approaches, though, still suffer a lack of generality since a new set of measurements is needed when a different processor is analyzed. A more general approach, proposed in [4], abstracts from the architectural level by determining a set of functionalities and by decomposing the computational activity of each instruction in terms of these functionalities. According to this model the energy absorbed by each instruction is computed as the weighted sum of the contributions of the functionalities. A tuning phase, based on a limited set of experimental data, allows associating to each functionality an average current absorption per clock cycle. It is worth noting that the overall energy consumption is strongly dependent on the number of cycles taken for the execution of assembly instructions. In [4] the timing is assumed to coincide with the nominal value reported in the processor data-sheets. This timing data, being purely static, are a sound starting point for a general energy model but disregard the delays introduced by the interlocks arising from a pipelined execution of the code. Limitations deriving from a static analysis have been studied in [51 and a solution, based on the models proposed in [1] [2], has been presented. The extended approach, though, does not address the problem of the lack of generality. The aim of this work is to cope with the above limitations, providing a model capable of describing timing overheads due to inter-instruction effects in a formal and general way. The advantages of a srutic model with respect to a dynamic, simulation-based, approach are evident. The proposed strategy is based on a dynamic characterizationto be performed once and for a l l -o f a given instruction set aimed at producing statically usable figures. To this purpose a sound and formally consistent statistical model has been developed and verified both theoretically and by comparison against actual timing measures. The methodology and related models are being implemented in a co-design flow that will enable accurate and efficient software power estimation [6] . This paper is organized as follows: Section 2 suggests a possible strategy to extend the framework described in [4] and details the mathematical model along with its statistical properties; the tuning and validation methodologies adopted are described in Section 3, where the experimental results obtained are reported. Some conclusions are summarized in Section 4.
Proposed Model
This section introduces the extension of the previously developed model [4] , to cover also inter-instruction effects. For the purpose of producing a widely applicable static estimation of the timing overheads related to the interaction between instructions, a taxonomy of a generic instruction 0-7803-7247-6/01/$10.00 0 2001 IEEE set has been proposed, including all possible hazards in an architecture-independent manner. This taxonomy is crucial to reduce the model complexity in order to make the statistical analysis feasible. Starting from such a taxonomy, a mathematical model for the estimation of the timing overhead caused by inter-instruction effects has been developed.
Problem Definition
As mentioned above, the model proposed in (1) where ifj is the average current associated with the j-th functionality, V& is the power supply voltage, T is the clock period and u.,j is a coefficient expressing the execution time spent by instruction s in the j-th functionality. The coefficients a,,j satisfy the relation: stating that the time-expressed in clock cycles-spent by instruction s in all the functionalities corresponds to its average CPI'. It is worth noting that the average CPI used in this model is the nominal value and thus neglects all interinstruction effects. The present work extends this static model and, in particular, focuses on inter-instruction effects related to pipelined execution. In pipelined processors instructions are executed with partial time overlap in order to minimize the average CPI. However, this execution scheme leads to some hazard conditions that have to be suitably managed in order to maintain the semantics of the original program. In some cases, it is necessary to stall the pipeline, consequently increasing the nominal CPI. The introduced temporal overhead results in an increase of the energy consumption that cannot be ignored. According to these observations, equation ( I ) can be extended by explicitly adding the temporal overhead oh,,j, yielding:
The actual execution time of instruction s is thus: The aim of the model presented in the following paragraphs is to derive an accurate estimate for CPI,,,,d, while leaving j=O to a subsequent analysis the task of splitting the total overhead on the different functionalities. The porposed model thus concentrates on the problem of timing estimation at an abstraction level that ignores finer-grained contributions. Since inter-instruction effects such as pipeline interlocks and cache misses are intrinsically dynamic events, a purely static analysis would lead to an oversimplification of the problem. Nevertheless, a static analysis is still viable if a characterization of the dynamic effects is available. Such information can be extracted once for each microprocessor considered and stored in a library. The procedure to derive the statistical dynamic figures is described in section 2.4. The proposed approach is thus based on a dynamic analysis of the whole instruction set aimed at a statistical characterization whose results, i.e. the CPI,,,,d, can then be statically used for the estimation process. An hazard is related to a particular sequence of instructions that flows into the processor pipeline. Based on this observation, the execution trace of a given code portion, i.e. the ordered list of all the instructions actually executed by the processor, turns out to be a simple means to dynamically analyze a given architecture with respect to interlock generation. The key idea behind the proposed model is thus to neglect the details of the specific architecture implementation and rather assume the dynamic behavior as its abstract representation. Paragraphs 2.2 to 2.4 formally describe the mathematical form of such an abstract view. The consistency of the model is theoretically proved and its accuracy is demonstrated against actual measurements in section 3.
Instruction Set Taxonomy
In order to maintain the approach as general as possible, no specific architecture or set of architectures should be considered. A simple solution consists in providing some general classes to be associated with architecture-specific instructions. Taxonomy classes are defined according to the type of hazard that an instruction may incur on, so that each instruction of a given instruction set belongs to the class that best represents its dynamic behavior. Three hazard types may arise [7]: structural, data and control, conventionally named S-type, D-type and C-type respectively in the rest of the paper. Their effect is a stall in the pipeline whose duration depends on the specific instructions causing the hazard. The idea of taxonomy is formally introduced by definition 1. 
and constitute a partition by constraction.
This definition explains the concept that a hazard depends on an ordered pair of instructions: the former instruction is referred to as the cause of the hazard, while the latter is stalled in order to resolve the interlock situation. In this way, three different partitions on I can be identified IS, ID and ZC; starting from these partitions, a taxonomy of an instruction set can be defined as:
Definition 2 A taxonomy C c 2' on the instruction set I is:
meaning that each C,,j,k is the intersection among 3 sets, each being chosen from a different partition. Thus C contains all possible combinations of the sets in Zs, 10 and&.
By definition, a partition covers the entire instruction set I , and its subsets are disjoint: in this sense, C is a partition of I.
For the sake of simplicity, the taxonomy classes are renamed so that they have a single index. The conversion is made by assigning an integer index, corresponding to the binary conversion of the subscripts i j k , e.g. class CO,O,O is referred to as CO, C O ,~,~ as c2 and so on. According to the shorthand notation just introduced, the taxonomy can be rewritten as:
Model Definition
The model definition is intended to bring out a statistical characterization of interlock occurrence: to this purpose, it is necessary to estimate the probability of finding pairs of instructions and the probability with which such pairs generate interlocks. In this way, the underlying architecture can be neglected, and class-associated measures can be conveniently used. An execution trace ! ? can be seen as an ordered set of instructions resulting from the execution of some real The execution trace size N can always be assumed much larger than Q. In fact, practical distances are usually not greater than the pipeline depth, since farther instruction are almost independent in terms of interlock behavior. Considering that N is in the order of 106-107 for medium-sized programs, and pipeline depths for embedded processors are smaller than 10, the assumption N >> 9 holds and does not cause loss of generality.
Definition 4
The membership function of an instruction ' y k E r to ci E C is dejinedas:
The membership function has the following property:
which is easily proved considering that an instruction must belong exactly to one class, since C is a partition. Previous definitions are combined to describe the following event:
meaning that there exists in r two instructions ykL E cir y k z E cj, having distance G. Events described above have to be characterized in a statistical manner. Given the nature of the system to be modeled a convenient solution is to adopt the frequency definition of probability, i.e. the ratio of the number of observation of a particular event and the total number of observations [8].
Definition 5 The probability ofjinding class ci in the execution trace is:
where N is suitably large.
As a consequence, P(ci) = 1, due to the frequency definition of probability. Definition 5 can be extended to consider class pairs: Definition 6 The probability offinding class ci and class cj at distance 3 in the execution trace is:
where N is suitably large2.
Definitions 5 and 6 are tightly related, since:
ZDue to the assumption that N > 6, the upper limit of the summation (the total number of class pairs) can also be approximated as N -6 = N.
These equations show that the sum of the probabilities of finding in the execution trace a pair of instructions starting (ending) with ci (cj) is equal to the probability of finding an instruction belonging to class i U).
Interlock Model
Having obtained a characterization of the frequencies of class pairs in the execution trace, the next step is considering the interlocks they generate. Since different pairs of instructions represented by the same couple of classes, in general, have different interlock behaviors and latencies, the delay they possibly introduce in the execution must be accordingly modeled. To this purpose, it is useful introducing the following, non-analytic function:
Definition 7
The instruction pair delay is the delay introduced by the execution of an instruction pair yk, yk+& at a distance 6 is given by thefunction t(yk, yk+c, 6). The situation t(yk, yk+&, 6 ) = 0 means that no interlock occurs.
Translating this kmd of information from specific instruction pairs in the execution trace to the statistical vision of classes leads to the introduction of random variables. Given a taxonomy class pair at a distance 6, the delay introduced in the execution is accounted for by a random variable, in order to consider all possible interlock delays of all instruction pair that the class pair represents. 
Definition 8 The class paw delay is the delay introduced by the execution
Applying this result and relation (9) to the second term of (11) and simplifying P(,i -I cj):
Q

By swapping the order of summation:
Applying the property of the membership function described in equation (7) and definition 5:
and the theorem is proved
The importance of this theorem is twofold: on one hand, it proves the correctness of our model as already stated by relations 9 and 1 0 on the other hand, it is a means to estimate the class delays starting from pair delays, thus allowing a static estimation of dynamic inter-instruction effects. 
Experimental Results
The mathematical model described in section 2 allows the estimation of the delay introduced by each instruction class due to inter-instruction effects. The model has to be tuned on real data and then validated in order to prove its effectiveness: this section describes the tuning and validation methodologies. The model tuning is based on the choice of a representative set of benchmarks on which to compute the distributions of the random variables used to build the static representation of dynamic effects. A number of execution traces have been generated, leading to an overall number of assembly code lines in the order of 107-108. It is worth noting that execution traces have been generated from real programs running on real data: this guarantees that they represent the effective dynamic behavior of a processor under real-life stimuli. However, an execution trace only describes the flow of instructions into the pipeline: any other dynamic information must be explicitly extracted from the trace. For the sake of generality, this task is performed in an architectureindependent manner. In particular, since hazards are specific dynamic events, a number of general event models have been developed, which altogether represent the dynamic behavior of a given architecture. A dynamic event is thus identified as a hazard when it matches one of the models characterizing the architecture. A tool has been implemented for the purpose of tuning the proposed model. Such tool fetches in a description of a given architecture, i.e. a library containing the instruction set taxonomy-obtained as described in section 2.2-the dynamic behavior representation-in terms of hazard models-and some other architecture4ependent data such as the pipeline depth and the branch prediction scheme. This data is used to build an internal representation of the processor under analysis. As a second step, one or more execution traces are parsed to derive the delay introduced by each taxonomy class pair. This phase leads to an estimate of the frequency of class pairs and a set of density functions characterizing the random variables used to statistically describe the interlock delays. Using the relation proved in theorem 1, these random variables are combined to obtain delay models associated to single classes which eventually allow the static analysis process. Once the statistical models of all classes have obtained, a validation phase is necessary. Validation is performed on the timing level by comparing the estimated execution times of a number of benchmarks with the corresponding actual timings, derived by reading-via assembly programs developed on purpose-the value of some hardware counters available on the target architecture. The validation consists of four main steps:
1. estimation of interlock-free timings; gengrirne generates a prime number 3 digits long; nul5 Message digest of 500-characters random strings.
These benchmarks cover a wide range of operations and are all processor-bound4, and are thus suited for validation. The actual timings of these programs have been obtained on a Intel 486DX4 with a clock frequency of 100 MHz, running a minimal version of the RedHat7 Linux distribution. The results obtained are shown in table 1 which reports the average error and standard deviation for each benchmark for interlock-free and interlock-aware estimates with respect to the actual timings. The last row shows the overall average values. The interlock-free analysis results in a large underestimation of the execution timings, errors that are generally %ese benchmarks have not been used for model hming.
4The size of data processed is such that the number of cache misses is reduced at a minimum. Relative error (%) interlock-free I interlock-aware String size 500 eliminated adding the inter-instruction overhead estimated by the proposed model. Even where the error remains high, the improvement is noticeable. It is worth noting that the proposed model still lacks of a comprehensive analysis of all the inter-instruction effect related to memory access, such as those due to cache misses. For the purpose of analyzing the cache miss impact, the md5 benchmark has been run on larger strings, which cannot reside in the limited cache of the Intel 486DX4 processor. The resulting average errors, reported against the string length in table 2, confirm that the cause of the underestimates produced by the proposed model for large-sized strings is to be found in the missing contribution related to memory-dependent inter-instruction effects. These values, compared with those reported in table 1 conRelative error (%) interlock-free I interlock-aware -26.5 f 0.9 I +2.5 f 1.2 100,000 300,000 -31.1 f 2.5 1 -3.8 f 3.5 -37.7 Jt 1.0 I -13.0 f 1.4
firm that the proposed model is much more accurate with respect to the interlock-free analysis, but it still has to be refined in order to adequately consider cache misses and other memory effects.
Conclusions
The present paper proposed a general, processor-independet model for the estimation of the temporal overhead related to pipelined execution of assembly code. The model abstracts from the architectural details of specific processors and concentrates on the functional behavior of assembly instructions with respect to the interlocks they may cause. The validation presented in Section 3 concentrates on the effects deriving from data-path resource constraints. This is achieved by building a suitable set of testbenches that minimize the impact of the memory hierarchy on the actual execution time. In practice this means that the program code and the data it manipulates should be small enough to be contained in the cache memory of the considered processor. The accuracy provided by the model is more than satisfactory, leading to average estimation errors below 5%. Furthermore, the estimation process proved to be fast enough-tens of seconds to few minutes-to enable effective design space exploration. It is worth noting that the proposed approach can be used in conjunction with a separate model oriented at the characterization of the memory-related dynamic effects. Memorydependent effects are currently under investigation and the preliminary results obtained suggest that their contribution to the total overhead can be accounted for independently. As a different alternative, an extension of the presented model can also be envisioned. Such an extension should incorporate memory-related effects into the mathematical framework already developed. This last approach is also currently under investigation.
