Introduction
Given its ubiquitous presence in everyday experience, it is surprising that the phenomenology of doing-the experience of being an agent-has received such scant attention in the consciousness literature. But things are starting to change, and a small but growing literature on the content and causes of the phenomenology of first-person agency is beginning to emerge. an account of what he calls "the experience of conscious will". In this paper I assess Wegner's model of the conscious will and the claims that he makes on the basis of it. Although my focus is on Wegner's work, many of the issues I raise are relevant to the study of the phenomenology of agency more generally.
I regard Wegner's work on the phenomenology of agency as comprised of two components. First, Wegner provides a model of how the experience of conscious will is generated. Roughly speaking, Wegner's view is that we experience conscious will with respect to an action when we have an introspective preview of it.
The experience of consciously willing our actions seems to arise primarily when we believe our thoughts have caused our actions. This happens when we have thoughts that occur just before the actions, when these thoughts are consistent with the actions, and when other potential causes of the actions are not present. (Wegner 2005: 23) I will call this the matching model of the experience of conscious will.
The second component of Wegner's account is his claim that the conscious will is an illusion. Exactly what Wegner might mean by describing the conscious will as
an illusion is open to some debate (see § 4), but I take his central claim to be this: the experience of conscious will misrepresents the causal path by means of which one's own actions are generated.
How are the two components of Wegner's work related? The most straightforward way to read Wegner is to take him to be offering the matching model as evidence for the claim that the conscious will is an illusion. I will argue that if this is indeed Wegner's view then it is mistaken. The matching model might explain why people experience a sense of agency, but it does not show that this sense of agency is an illusion. I proceed as follows. In the following section I explore the notion of the conscious will. In section 3 I examine Wegner's matching model of the conscious will, and in sections 4 and 5 I turn my attention to his claim that the conscious will is an illusion.
What is the conscious will?
The notion of the experience of conscious will is anything but straightforward, and there is ample room for terminological confusion in these waters. One issue concerns the relationship between the experience of conscious will and the will itself. It is natural to suppose that acts of the will are the intentional objects of experience of conscious will. On this view, the logical relationship between experiencing oneself as willing something and actually willing it is akin to the relationship between, say, experiencing something as being blue and it actually being blue. The experience is one thing, the property or object experienced is another. Although much of what Wegner says can be read in these terms, there are passages in his work which suggest a very different conception of the relationship between experience of the will and the will itself. For example, Wegner states that "will is a feeling, not unlike happiness or sadness or anger or anxiety or disgust" (ICW, 326; see also ICW, 3 and ICW, 29) . But referring to the will as a feeling threatens to collapse the distinction between the will itself and experiences of the will.
A second issue concerns the representational content of the experience of conscious will. For the most part Wegner leaves the notion of the experience of conscious will at an intuitive level, often describing it simply as 'the experience of doing'. He does, however, link the experience of conscious will with various other aspects of the phenomenology of agency, such as the experience of authorship (Wegner 2005, 27) ; the experience of intentionality (Wegner and Erskine 2003: 688) ; the experience of effort (ICW, 39); the experience of experience of free will (ICW, 318); and the experience of mental causation (Wegner 2005, 23 ).
This terminological proliferation presents us with something of a challenge. Are these terms meant to be (rough) synonyms for a single type of experience, or are they meant to refer to distinct experiential types? Wegner does not tell us. One could of course stipulate that these terms are being used synonymously, but
Wegner does not appear to have made this stipulation, and so we are left to rely on our pre-theoretical grasp of these notions. Although the recent writers on the phenomenology of agency seem to assume that at least some of these terms are synonyms it is far from obvious that this is the case. 3 Prima facie, at least some of these terms appear to refer to different experiential contents. To take just one contrast, the experience of authorship appears to differ from the experience of effort (see Bayne and Levy, in press ). But if these various terms refer to distinct types of experiences then it is entirely possible that the matching model might apply to some of them but not others. Furthermore, it might turn out that some of these experiential types are illusory but others are not.
Wegner appears to regard the experience of conscious will as most intimately associated with two kinds of experiences: the experience of "mental causation"
and the experience of authorship. Let me take these two notions in turn.
Wegner often refers to his account of the conscious will as "the theory of apparent mental causation". He writes: "Intentions that occur just prior to action … do seem to compel the action. This is the basic phenomenon of the experience of will" (ICW, 20) . The view, I take it, is that an experience (as) of conscious will just is an experience (as) of one's intentions causing the action in question.
Chris
Frith endorses a similar view: "Our sense of being in control derives from the experience that our actions are caused by our intentions" (Frith, 2002: 483) .
But is there really such a thing as the experience of mental causation? To put the question slightly differently, does the normal phenomenology of agency include an experience of mental causation? The experience of being an agent is certainly imbued with a sense of intentionality and purposiveness-we experience ourselves acting in light of our beliefs and desires and as realizing our 3 Consider the following passage: "Most of us navigate through our daily lives with the belief that we have free will: that is, we have conscious intentions to perform specific acts, and those intentions can drive our bodily actions, thus producing a desired change in the external world" (Haggard and Libet, 2001: 47) . I think this equation of the free will with mental causation is implausible. It leads to the counter-intuitive conclusion that those who deny the reality of free will are thereby forced to deny the reality of mental causation.
intentions-but is this experience really causal? A number of authors have suggested that it is not (see Horgan, Tienson, & Graham, 2003; Searle 2001; Wakefield & Dreyfus 1991 Consider now to the experience of authorship. I'm not sure whether Wegner thinks of the experience of authorship as identical to (or included within) the experience of conscious will, but he does suggest that the matching model of the experience of conscious will also functions as a model of the experience of authorship: "When the right timing, content, and context link our thought and our action, this construction yields a feeling of authorship of the action. It seems that we did it" (Wegner 2005: 27) .
What exactly is the feeling of authorship? The feeling of authorship, I take it, is the experience that you yourself are the agent or author of an event -the doer of the deed. The contrary of the feeling of authorship is the feeling that the event was done by someone else, or had no agent as its source. But although it is helpful as an intuitive starting point, this gloss on the notion of authorship only gets us so far; we also need to know what the satisfaction conditions of experience of authorship are. What is it to author an action?
The quandaries that confront us here can be illustrated by considering Penfield actions (Penfield 1975 were not authored at all. More generally, there is a range of pathologiesutilization behaviour, the anarchic hand syndrome, and hypnotically-induced movement-where there is some obscurity about whether the subject in question stands in the authoring relation to the movement. But if we are in the dark as to when an action is authored then we are also in the dark as to when experiences of authorship are veridical, and to the extent that the experience of conscious will includes the experience of authorship, we are also in the dark as to when the experience of conscious will is veridical.
The question of what Wegner might mean by the experience of conscious will is further complicated by the distinction between willed and unwilled actions (see e.g. Jahanshahi and Frith 1998) . Wegner himself invokes this distinction, often describing willed actions as "controlled" (or "voluntary") and unwilled actions as "automatic". The distinction between willed and unwilled actions is roughly the distinction between those actions that derive from the agent's plans and goals and those actions that are stimulus-driven. (I say "roughly", for at times the distinction between controlled and automatic actions seems to involve the rather different distinction between those actions that are accompanied by a sense of doing and those that are not.) Given the distinction between willed and automatic action one might wonder whether Wegner is using "the experience of conscious will" to refer to an experience of the target action as willed rather than automatic. But I think that this cannot be what Wegner has in mind. On this reading, the claim that the experience of conscious will is an illusion would amount to the claim that there are no willed (plan-driven) actions -all actions are automatic. Not only is this an implausible reading on its own terms, it also runs counter to Wegner's own work on the phenomenon of mental control. Just how the experience of conscious will might be related to the distinction between controlled and automatic actions is, I think, something of an open question.
We have seen that Wegner draws a close connection between the experience of conscious will and the experiences of mental causation and authorship. This gives us an intuitive grip on what the experience of conscious will might be, but it also raises unresolved questions. Not only are there questions about exactly how the experiences of mental and mental "causation" are related to the experience of conscious will (and to each other), there are also questions about how the experiences of mental causation and authorship should themselves be understood. Much more could be said here, but I turn now to Wegner's account of how the experience of conscious will might be produced.
The matching model
According to Wegner's matching model,
The experience of consciously willing our actions seems to arise primarily when we believe our thoughts have caused our actions. This happens when we have thoughts that occur just before the actions, when these thoughts are consistent with the actions, and when other potential causes of the actions are not present. (Wegner 2005: 23) There are three questions that can be raised here. Wegner's model operates at a personal-level of explanation. He says that the experience of conscious will is generated when the prior thought appears in consciousness, which suggests that the conscious will is generated by full-blown mental states of the person-intentions, presumably-rather than sub-personal states of the motor system (see e.g. Wegner 2003b, p.67) .
But what exactly is the relationship between the awareness of a match between one's intentions and one's actions (on the one hand) and the experience of doing?
Consider the following thought experiment (inspired by Davidson 1973):
Chloe wants to rid herself of the weight and danger of holding another climber on a rope, and she knows that by loosening her hold on the rope she could satisfy this desire. This belief and want leads her to form the intention to loosen her hold on the rope, but before she has the chance to act on this intention the contemplation of it so unnerves her that she loses her grip on the rope and the climber she is holding falls to his death. Chloe might experience the loosening of her hold as caused by her intention to loosen her hold, but she does not experience the loosening of her hold as an action -she does not experience this event as something that she did. Consider Wegner and Wheatley's I-Spy experiment (Wegner & Wheatley, 1999) .
In this experiment participants and an experimental confederate had joint control of a computer mouse that could be moved over any one of a number of pictures on a board (e.g., a swan). When participants had been primed with the name of the picture on which the mouse landed they showed a slightly increased tendency to self-attribute the action, even when the landing was guided by the confederate and not by the participant. Did the subjects in this experiment experience themselves as having the intention to land on the primed object, as some of Wegner's commentators have suggested (Blakemore and Frith, 2003: 220)? I see no reason to think that this was the case. 8 Rather than assume that participants formed an intention to land on the swan it seems to me that one need only suppose that their representation of swans was activated.
Wegner's automatic typing priming experiment (reported in Wegner 2003a: 4) also points towards an account of the experience of conscious will that need not 6 Note that by focusing on movement-direct intentions rather than object-direct intentions Wegner might be able to respond to an objection to his model made by Zhu (2004) . Zhu points out that one can experience a sense of agency with respect to failed actions. There is something it is like to try (but fail) to push over a heavy boulder. But if one can have a sense of agency with respect to failed intentions, then the sense of agency cannot rest on an awareness of a match between one's intentions and one's actions. In response to this objection one might point out that even in failed attempts at action one is usually aware that one has successfully implemented an intention to move one's muscles, even if one has failed to achieve the goal state (moving the boulder). Of course, this is only a first step in answering Zhu's objection. Perhaps it is possible to experience a sense of agency without having any sense of successfully implementing an intention. I suspect that some episodes of mental agency might have this form.
involve intentions. Participants in this experiment were primed with various words (such as "deer"), and then required to type letters randomly without seeing the computer screen. They were then asked to rate a series of words, none of which they had actually written, according to the degree to which they felt they had authored them. Wegner and colleagues found that participants were more likely to judge that they had authored the presented word when it had been a prime than when it had not been presented as a prime. Again, this experiment suggests that one can experience a sense of agency (at least retrospectively) without experiencing oneself as having (had) an intention to perform the action. Presumably the subjects experienced a sense of agency because they had had thoughts with content that had some semantic connection with the action. Malebranche, we do regard these agents as potential causes of our movements, this does not undermine our experience of authorship.) All the heavy lifting appears to be done by an account of those systems responsible for identifying an entity as a potential cause of one's movements, and the principles by means of which we regard one agent as a more plausible cause of our actions than another.
Of course, it is no criticism of Wegner that he fails to provide such an account, but insofar as these questions go unanswered any model of authorshipprocessing will be incomplete.
What is illusory about the experience of conscious will?
I turn now to Wegner's claim that the conscious will is an illusion. Wegner's work suggests more than one reading of this claim. 10 Consider the following passage:
We often consciously will our own actions. This experience is so profound that it tempts us to believe that our actions are caused by consciousness. It could also be a trick, however -the mind's way of estimating its own Three ideas seem to be contained in this passage: (1) We experience our actions as caused by consciousness, but this experience is non-veridical (misleading); (2) We have a mistaken model of how experiences of conscious will are generated:
we think that they are based on direct perception of their objects, but they are in fact theoretically-mediated; (3) Experiences of conscious will are frequently nonveridical. I will examine all three claims. The first two can be dealt with fairly quickly; the third will prove more troublesome.
Do we experience our actions as caused by consciousness?
Do we believe that our own actions are caused by consciousness? The first thing to ask here is: consciousness of what? Wegner appears to have consciousness of agency in mind. For example, he says that although we believe that our experiences of conscious will cause our actions, they do not (see, for instance, ICW, 318). Do we believe that experiences of conscious will cause our actions?
More precisely, do we believe that the experience of consciously willing an action causes the movement (or action) that is the target of that experience?
Some people appear to believe this. Searle says that it is part of the intentional content of an experience of acting that the experience itself causes the bodily movement in question (Searle 1983, p. 124 ; see also Searle 1983, p. 88, 95 
The experience of the will as theoretically mediated
A second reason Wegner gives for rejecting experiences of conscious will as illusory is that they are theoretically mediated. As he puts it, "[Conscious will is
an illusion] in the sense that the experience of consciously willing an action is not the direct indication that the conscious thought has caused the action." ( 
The conscious will as non-veridical
I turn now to the third and, I think, central sense in which Wegner thinks of the conscious will as an illusion. On this view, the conscious will is an illusion in the sense that experiences of doing are systematically, or at least frequently, nonveridical: Experiences of doing misrepresent our agency and the structure of our actions. I detect two lines of argument in Wegner's work for this thesis. The main argument involves dissociations between the phenomenology of agency and the exercise of agency. A subsidiary argument involves an appeal to eliminativism. I begin with the argument from dissociation.
The Dissociation Argument
The Illusion of Conscious Will contains extensive discussion of dissociations between the exercise of agency and the phenomenology of agency. Some of these cases appear to demonstrate that we can experience ourselves as doing something that someone else is doing (and that we are not). Although these dissociations clearly play an important role in Wegner's argument for the illusory nature of the conscious will, it is possible to provide different interpretations of that role. On one reading Wegner is mounting an inductive generalization: since some experiences of conscious will are nonveridical it is reasonable to infer that most, and perhaps even all, such experiences are. 11 The problem with this argument is obvious: the fact that experiences of agency can be non-veridical shows that the mechanisms responsible for generating such experiences are fallible, but it does not show that they are unreliable.
Another way to read the argument from dissociations is as an inference to the best explanation. 12 The argument proceeds as follows: Since the phenomenology of agency plays no direct role in the genesis of action where such experiences are absent, we have good reason to think that it plays no direct role in the genesis of action when such experiences are present. This idea, I take it, is the thought lying behind the following claim: "If conscious will is illusory, automatisms are somehow the 'real thing', fundamental mechanisms of mind that are left over once the illusion has been stripped away. Rather than conscious will being the rule and automatism the exception, the opposite may be true." ( I do not deny that the phenomenology of agency can be illusory. Consider, for example, the experience of intentionality. An experience of intentionality will be non-veridical if the action in question is not guided by an intention, or if it is guided by an intention other than the one that it seems to have been produced by. The phenomenon of confabulation suggests that at least one if not both of these conditions occur. But I think that there is little reason to assume that either kind of mistake is at all common in everyday life. Confabulation is striking precisely because it is unusual.
In fact, Wegner's own account of the genesis of the experience of doing suggests that such experiences will normally be veridical. According to the matching model, we experience ourselves as doing X when we are aware of our intention to X as being immediately prior to our X-ing, and when we are not aware of any rival causes of our X-ing. Now, if we experience ourselves as having an intention to X then it probably is the case that we do have the intention to X. (After all, it seems reasonably to suppose that introspection is generally reliable. At any rate,
Wegner is in not position to challenge the reliability of introspection, for he himself assume the reliability of introspection insofar as he takes subjects to be reliable in reporting their experiences of conscious will.) But if one has an intention to X, and if one has in fact X-ed, and if one's intention to X is immediately prior to one's X-ing, then it is highly likely that one's intention to X is involved in bringing about one's X-ing. It would be remarkable if one had an intention to raise one's hand just prior to raising one's hand but the intention played no causal role in the raising of one's hand. Far from showing that experiences of agency are illusory, Wegner's own model of how such experiences are generated predicts that they will normally be veridical.
The argument from eliminativism
There is a further and quite different line of argument for thinking that experiences of the conscious will are non-veridical to be found in Wegner's work.
I call it the argument from eliminativism. Consider the following passages:
… it seems to each of us that we have conscious will. It seems we have The agent self cannot be a real entity that causes actions, but only a virtual entity, an apparent mental causer. (Wegner 2005: 23 ; emphasis added)
The theory of apparent mental causation turns the everyday notion of intention on its head…The theory says that people perceive that they are intending and that they understand behavior as intended or unintendedbut they do not really intend. (Wegner 2003a; 10) There are two closely related thoughts here: (1) the experience of conscious will must be an illusion because there are no selves; (2) the experience of conscious will must be an illusion because there is no intentional (mental) causation.
How committed Wegner is to either of these claims is something of an open question, for he also says that the conscious will is a "fairly good sign" of our own causation (ICW, 333, see also ICW, 334 and ICW, 327) . How, one wonders, could the experience of conscious will be a "fairly good sign" of our own causation if we are merely virtual entities? There seems to be a deep tension between Wegner's eliminativism and his willingness to allow that experiences of conscious will are often veridical.
This tension can be resolved by regarding Wegner as ambivalent about how much to build into the conception of the self as it is represented in the experience of authorship. In some passages Wegner seems to be working with a fairly weak conception of authorship, on which the experience of authorship merely tracks those actions that are mine and those that are produced by other people. Those passages in which Wegner claims that the experience of conscious will is generally reliable might be understood along these lines. After all, we are pretty good at working out whether we are raising our arms or someone else is raising them for us, and it would be hard to take an argument for the denial of this claim seriously. In other passages, however, Wegner appears to be working with a much stronger conception of authorship, according to which an experience of authorship represents one's actions as caused by a homunculus of some kind: a substantival entity inside one's brain that is the ultimate (uncaused) cause of one's actions. And here, of course, there is ample room for eliminativist worries.
There are no homunculi; and we are not ultimate causes. When we apply mental explanations to our own behavior-causation mechanisms, we fall prey to the impression that our conscious will causes our actions. The fact is, we find it enormously seductive to think of ourselves as having minds, and so we are drawn into an intuitive appreciation of our own conscious will…. The real causal sequence underlying human behavior involves a massively complicated set of mechanisms. (ICW, 26f.)
To contrast intentional causation with 'real causal sequences' is to suggest that intentional causation is not real -that it is merely ersatz or virtual. Wegner's argument for this view seems to be a version of the argument from explanatory exclusion: lower levels of explanation exclude (eliminate) higher levels of explanation.
There is a lively debate in the philosophy of mind about what, if anything, is wrong with the exclusion argument (see e.g. Block 2003; Kim 1998) . The debate is a complex one, and here is not the place to enter into it. Suffice it to say that it proceeds against the backdrop of a general-although far from universalcommitment to the causal efficacy of mental content. 13 Mental causation is no more undermined by the presence of underlying neuropsychological processes than neuropsychological causation is undermined by the presence of underlying neurochemical processes. Or, to put the point slightly differently, it remains to be shown why neurochemical (or quantum, for that matter) explanations don't threaten the causal efficacy of neuropsychological states if, as proponents of the exclusion argument claim, neuropsychological explanations threaten the causal efficacy of mental states. If each explanatory level undermines the levels above it, then the only real explanations are those of fundamental physics, and we're all out of a job.
It seems to me that there something particularly puzzling about Wegner suggesting that mental causation is merely virtual, for his own work on thought suppression and mental control highlights just how potent (and surprising) mental causation can be (see Wegner 1989) . Indeed, Wegner's model of the conscious will is itself committed to the causal efficacy of mental content, for according to the model it is a match between the content of a person's intentions and their actions which generates the experience of doing.
Conclusion
It is time to pull some of these threads together and draw some general conclusions. In order to know whether the experience of conscious will is an illusion we need an account of the content of the phenomenology of agency and an account of the structure of agency itself. We are still some way short of achieving either of these goals. This is perhaps most obvious with respect to the phenomenology of agency. As I suggested at the outset of this chapter, the content of the "experience of conscious will"-if we are to take this expression in its widest sense to refer to the phenomenology of first-person agency in general-is complex, vastly more complex than is usually assumed within the cognitive sciences. It may well turn out that some components of the phenomenology of agency are systematically misleading and other components are highly reliable. It may even turn out that some components-such as the experience of libertarian free will, if there is such a thing-are logically incapable of being satisfied. The recent literature on the phenomenology of agency has brought into focus some of the crucial issues that need to be addressed here, but it has also demonstrated just how much work remains to be done before we know, in the relevant sense, what it is like to be an agent.
We are also some way short of an adequate account of agency itself. Even so basic a distinction as the distinction between controlled and automatic actions is obscure and contested, with various theorists drawing the distinction in importantly different ways. And, of course, the role of the self and intentional states in the genesis of agency is even less clear. We will not know how much of the phenomenology of agency might be illusory until we know what role intentional states have in the explanation of human behavior. Despite these lacunae in our understanding it seems to me highly unlikely that the phenomenology of agency is systematically misleading. We experience ourselves as agents who do things for reasons, and there is little serious reason to suppose that we are mistaken on either count.
