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Abstract 
This thesis describes Monte-Carlo computer simulations of binary alloys, with 
comparisons between small angle neutron scattering (SANS) data, and numeri-
cally integrated solutions to the Cahn-Hilliard-Cook (CHC) equation. Elementary 
theories for droplet growth are also compared with computer simulated data. 
Monte-Carlo dynamical algorithms are investigated in detail, with special regard 
for universal dynamical times. The computer simulated systems are Fourier trans-
formed to yield partial structure functions which are compared with SANS data 
for the binary Iron-Chromium system. A relation between real time and simula-
tion time is found. Cluster statistics are measured in the simulated systems, and 
compared to droplet formation in the Copper-Cobalt system. Some scattering 
data for the complex steel PE16 is also discussed. 
The characterisation of domain size and its growth with time are investigated, and 
scaling laws fitted to real and simulated data. The simple scaling law of Lifshitz 
and Slyozov is found to be inadequate, and corrections such as those suggested 
by Huse, are necessary. Scaling behaviour is studied for the low-concentration 
nucleation regime and the high-concentration spinodal-decomposition regime. The 
need for multi-scaling is also considered. 
The effect of noise and fluctuations in the simulations is considered in the Monte-
Carlo model, a cellular-automaton (CA) model and in the Cahn-Billiard-Cook 
equation. The Cook noise term in the CHC equation is found to be important for 
correct growth scaling properties. 
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1.1 Overview of Alloys 
Almost all the metallic materials used in engineering applications today are alloys. 
These are mixtures of two or more metallic elements and perhaps additional quan-
tities of non-metallic elements. Alloys may vary in complexity from the familiar 
binary combinations of copper and zinc forming brass, and of lead and tin forming 
solder, to the highly complex combinations of iron, chromium, nickel, molybde-
num, manganese, carbon and silicon which are some of the ingredients of modern 
steels. Alloy combinations are tailored for their mechanical, thermal and chemical 
properties and typically these properties are highly dependent on sample history 
such as the ageing process and heat treatment as well as composition. The desired 
properties may be high strength, flexibility, ductility, wide working temperature 
range, chemical resistance, electrical or magnetic characteristics. 
Often the useful properties of alloys, in contradistinction to pure materials, can be 
linked to the formation and growth of domains within the solid material. These 
domains may be defined as regions with an identifiable parameter which deviates 
from its value in the bulk of the material. This may be a physical characteristic 
such as the magnetic moment of the domains which can form in steels, or a purely 
chemical or compositional one such as the local concentration of some solvent 
material such as a carbide. A number of common alloys owe their high strength 
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or hardness to the formation of small particulate domains which trap defects and 
prevent crack formation by relieving stress. However, it is important to control 
the size of these domains. If they are not allowed to grow large enough they may 
have no effect, whereas if too large they may have a detrimental effect by forcing 
the alloy apart. 
In general an alloy will be treated or worked after it is manufactured so that 
its atoms form a regular atomic lattice at least on scales of a few tens or maybe 
hundreds of inter-atomic spacings. A piece of bulk material will probably consist of 
a large number of such crystalline composites forming a polycrystal. It is possible 
to treat or work such polycrystalline samples so that very large regions of near 
perfect lattice structure are formed and indeed macroscopic single crystal samples 
are becoming commercially viable. Typically a real alloy in the solid state will 
not have a perfect crystal structure but will have defects and distortions and a 
complicated microstructure. In addition, even those regions of the material that 
are close to regularity will have a lattice structure that depends on the composition 
and prevailing thermodynamic environment of temperature and pressure. Even 
compositionally simple alloys can have highly complex phase diagrams and may 
have a number of stable or metastable structural and compositional phases. 
In spite of this wide variation of structures it is possible to identify some common 
features of alloys, in particular the domain growth and dissolution behaviour which 
take place, however slowly, in any alloy at a finite temperature. The length and 
temperature scales on which such phenomena occur are clearly material-specific, 
but the driving mechanisms and scaling behaviour appear to be more universal 
and allow a more general approach to understanding the microstructure. 
Figure 1.1 taken from [1] shows the different regimes of concentration and ageing 
time and their effects on the morphology of inhomogeneities in an aluminium al-
loy. The low concentration alloys show a nucleation growth mechanism whereby 
spherical domains form and grow. Increased concentration leads to the wave-like 
structure characteristic of the spinodal decomposition growth mechanism. Fur-
ther increase in the aluminium concentration means that the growing aluminium-
enriched domains are percolated almost instantly upon quenching. 
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Figure 1.1: Don1ain structures in 23.0, 24.7 and 24.9 at% Al alloys, from left to 
right. The samples are quenched frorn 630C and annealed at 570C in the case of 
the 23.0 and 24.7 at% Al alloys and at 568C in the case of the 24.9 at% Al alloy. 
a) as quenched; b) annealed for 15 min in 23.0 and 24.9 at% Al and for 10 min in 
24.7 at% Al alloy; c) 100 min; d) 1000 min; e) 10000 min. After Gunton et al. [1] 
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The remainder of this chapter reviews some of the existing experimental and the-
oretical work on alloy systems (section 1.3). The binary alloy model is introduced 
as a starting point for theory and for direct computer simulation in section 1.2 
and is used as a common framework within which to discuss the phenomenology 
of domain growth in alloys. 
1.2 The Binary Alloy Model 
Consider a two component substitutional alloy consisting of a single crystallite of 
material. There are only two chemical species present and they occupy the sites of 
a regular lattice. They may be imagined as oscillating about some mean positions, 
but the bulk material retains its structure and the mean positions do not change, 
and there are no interstitial atoms permitted in the structure. Suppose that there 
are some N atoms on the lattice and they are subdivided by chemical species into 
N A of species A and NB of species B so that N = N A + NB. Consider the possible 
arrangements of the two species of atoms on the lattice. Focussing attention on 
species A the number of possible arrangements W of the N A atoms of species A 
is simply given by: 
(1.1) 
given that the A-species atoms are indistinguishable. The microstructure pro-
duced by the set of atomic arrangements constitutes a microstate of the model 
alloy and to make the model able to simulate the dynamics of an alloy, it is 
necessary to impose a dynamical scheme whereby the system can explore its mi-
crostates. 
1.2.1 The Model Hamiltonian 
It is first necessary to consider the interactions between the species on the lattice. 
The simplest model Hamiltonian (1-l) consists of an assignment of pair-wise in-
teractions or bonds between neighbouring atoms~ Consider a local concentration 
variable ci for each lattice site which has the value 1 for A-sites and value 0 for 
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B-sites. The Hamiltonian may then be written in terms of coupling constants 
V:;i-Cj between sites i and j. 
'1..1 '1..10 VA-A 
1 "Alloy = 1" + Lii:i ii cici + 
V:f-B ci(1 - cj) + 
V:~-A(1 - ci)cj + 
V:~-B(1 - ci)(1 - ci) + 
Li 6J.LA-B ci (1.2) 
The first sum gives the pair-wise interactions and the second sum gives the relative 
chemical potential of the A-B mixture, it being more energetically favourable for 
the alloy to have more or less A-atom constituents. In practice, the interaction 
sum would not be over all pairs but over a restricted number of distance shells 
around individual atomic sites. The assumption is that long range electrostatic 
atomic interactions are screened in consequence of the overall neutral charge of 
the material and so the interactions are relatively short range. 
This form of Hamiltonian can be shown to be isomorphic to that of the Ising 
model for a spin-~ magnet in a magnetic field [2] and was first employed by Bragg 
and Williams to study order-disorder processes in alloys [3], and by Cernuschi and 
Eyring as a model for lattice gases [4]. A review of more recent work using the 
model is given below in section 1.3. The chemical potential is directly related to 
the Ising model magnetic field and providing the interactions V:;i-Cj are chosen 
so that the A-species and B-species are treated on an equal footing then the 
Hamiltonian can be written in the form: 
1-llsing = - L, Jijsisj + H L, si (1.3) 
ii:j i 
where the Ising spins si take the values si = ±1 and are given by the transforma-
tion: 






It is useful to consider the simplest case of this, where the interactions are very 
short range, isotropic, and are restricted to nearest neighbouring sites on the 
lattice. For this purpose, the Ising coupling parameter Jii can be written as a 
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single value J and taken outside of the summation. This allows the Ising coupling 
J and magnetic field strength H to be written as: 
(1.6) 
(1. 7) 
Since this only leaves two free parameters, the alloy Hamiltonian can be expressed 
. t f . t vA-A d A A-B . . r h In erms o JUS an t..:::.J.L , giving a torm w ere it is easier to generalise to 
a ternary alloy with less parameter redundancy. The binary alloy can be thought of 
as just the A-species in a background of B. The lattice gas picture merely involves 
treating the B sites as "vacancies". It is possible to reduce the parameters involved 
to one, by operating with zero chemical potential, as described in the dynamical 
scheme below. 
1.2.2 Dynamics 
Both the alloy and Ising Hamiltonians as expressed above do not give rise toady-
namical equation so it is necessary to introduce a stochastic mechanism whereby 
the system can explore its microstates. Focussing attention on the A-particles, 
there are two dynamical processes that need to be considered. Firstly, a mecha-
nism for the particles to change position and explore the lattice but keeping the 
number of particles present (NA) constant. Secondly, a means of operating with 
constant chemical potential /LA-B and increasing or decreasing the particle pop-
ulation. The first mechanism is know as 'spin-exchange' or Kawasaki dynamics 
[5] and is used for a canonical thermodynamical simulation of the alloy model 
where neighbouring site variables ci and ci±l are exchanged. The second is the 
conventional 'spin-flip' dynamics where the site variable is inverted. In fact the 
exchanges or flips must be performed with a carefully specified probability if the 
system is to have valid thermodynamic properties. 
It is interesting to consider the considerable differences between two apparently 
similar models as the spin-flip Ising model and the spin-exchange alloy model. The 
spin-flip model allows access to many more microstates than the spin-exchange 
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model. This number of states is given by: 
(1.8) 
This grows with N much more rapidly than for the spin-exchange case as given in 
equation 1.1; even for N = 10 and NA = N8 = N this gives W1 . - 1024 and 2 smg - . 
W Alloy = 252. 
The aim in using the mechanisms described above is to drive the alloy system 
towards a well defined thermodynamic equilibrium for the given interaction and 
field parameters. A detailed description of the proper choices for transition prob-
abilities is left to section 2.3.1. 
1.2.3 Related Models 
The model Hamiltonians given above involve a large number of degrees of free-
dom, the spins or site concentration variables, which naturally suggests a set of 
atoms located on a lattice. A number of similar models have been reviewed in 
[6] and a general nomenclature set up. The spin-exchange alloy model described 
above is generally known as 'Model B'. The spin-flip /sing model is 'Model A'. 
Other more sophisticated models involve decoration of the lattice with a vector-
rather than a scalar-field, to allow consideration of anisotropic effects that result 
in ferromagnetic alloys. To date no attempts have been made to perform serious 
computer simulations on any of the models other than 'A' and 'B'. 
1.3 Previous Work 
The alloy model is not a recent one, and attempts have been made in the past to 
explain its fundamental properties [7, 8]. Success has been limited by a lack of 
theoretical tools for non-equilibrium thermodynamics, insufficient computer power 
for realistic simulations, and lack of appropriate experimental data for comparison. 
This section reviews some of the important work on the theory of domain growth, 
22 
experimental studies of particular alloys and most recently some of the existing 
computer simulation work. 
1.3.1 Alloy Characterisation 
An important feature of any theory describing growth is its ability to predict 
quantitatively some parameter that can be measured in real alloys and also in 
computer simulations. Indeed the greatest use of the simulations is often in iden-
tifying the meaning of a measurement from an experiment and providing a bridge 
for comparison between theory and experiment. What general information can be 
inferred about a particular alloy after a certain treatment process ? 
It is usually possible to determine the bulk chemical composition from a chemical 
assay. Electron microscopy of a sample cross-section can yield an accurate particle 
size distribution function. This can be misleading as the sample must be made 
very thin, must be flat and after preparation may quite likely be unrepresentative 
of the bulk alloy. Such a particle size-distribution can under certain circumstances 
be compared with the predictions of a droplet theory such as described below. 
Another useful comparison is the structure factor as measured (at least as a par-
tial structure factor) in a scattering experiment. This is derived for small-angle 
neutron scattering in chapter 4. It is easily defined for a binary alloy with spatial 
site variables ci as follows: 
This is discussed in more detail in chapter 2, but is just a spatial Fourier transform 
of the excess concentration field ( ci- c), where c is the bulk concentration. The 
time t is defined as the time since the phase separation process started, this 
typically being the time since the alloy was quenched from a high temperature to 
one below the first order phase transition temperature. A typical form for S( q, t) 
is shown in figure 1.2, showing the time evolution of a peak which shifts towards 
lower wavevector q values, which are indicative of larger domain sizes, with time. 
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Figure 1.2: Structure factors computed from spatial Fourier transforms of 100 in-
dependent samples of Cahn-Hilliard trajectories on a cubic mesh of 128 x 128 x 128 
grid points. 
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The structure function calculations or measurements yield information about the 
characteristic domain size and how much these domains scatter. If the precise 
values of the domain compositions are known (ie from direct observation in the 
computer simulation, or by chemical analysis in the experiment) it is also possible 
to infer the volume fractions of the scattering domains. Unfortunately real systems 
are rarely purely binary and it is difficult to attribute a particular scattering 
contribution to growth of a single phase. In such cases it is useful to compute 
partial structure factors from each phase present and attempt to fit the particular 
combination to the observed total structure factor. 
A useful parameter to characterise the growth is some measure of the 'typical' or 
'dominant' domain size. In general this is just a scalar unless there are anisotropic 
directions in which growth is favoured. There are a number of ways of defining 
this quantity depending on the systems studied and the properties of interest. 
Some of the methods are as follows: 
• The peak in the structure factor locates Qpeak from which the corresponding 
size Rs is given by: Rs == Q 211" • This measure is used extensively for the 
peak 
experimental SANS data as well as for computer simulated systems of high 
concentration. 
• The pair correlation function g( r, t) has a zero corresponding to the charac-
teristic domain size Rp. This can be fitted by interpolating about the zero. 
This is only feasible for very small computer simulated systems. 
• If the equilibrium energy E0 per site is known for temperature T, then it is 
possible to compute RE == Ed{<-Eo, where K is the bond coupling parameter 
J in units of kT. This is essentially an inverse perimeter density and was 
originally suggested by [9]. It is readily applied using Onsager's solution to 
the 2d Ising model, but for other systems where the equilibrium energy is 
unknown, measured values for E0 must be used. 
• If the configuration is small enough it is possible to compute an explicit 
radius of gyration for each cluster and identify the mean of the distribution. 
Alternatively the maximum radius value may be taken as the 'characteristic' 
value for Re. Unfortunately this algorithm is time-consuming to apply and 
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will be unhelpful in the case of a percolated cluster with no clearly defined 
size. This is used extensively for computer simulations of low concentration 
systems. 
• Other moments of the structure factorS can be employed to give variations 
of R5 [10]. 
Some of the above are described in more detail in [10], and are used in the discus-
sion of scaling in chapter 5, where they are applied to experimental and computer 
simulated data. 
After defining the characteristic size of the growing domains, it has proved inter-
esting to consider how these sizes behave as a function of time and of quenching 
temperature and other model parameters. It is the fonn of this dynamical function 
that classifies the type of growth mechanism that dominate alloys' behaviour. 
There has been much speculation and several attempts have been made to predict 
this functional form. The two most popular forms are a truncated power series in 
the time variable [11] and logarithmic behaviour [12]. The former is a derivation 
of the classic prediction of Lifshitz and Slyozov [13] and is currently favoured in 
the literature. The latter is losing credibility but this is still controversial. 
The original Lifshitz-Slyozov (LS) theory claims that the characteristic domain 
size can be written as: 
(1.10) 
This simply states that the dominant term in the power expansion in t is of 
power n, and does not imply a simple proportionality relationship. This idea of 
dynamic scaling is considered in [14]. There is considerable disagreement in the 
literature as to the value of n, and even whether equation ( 1.10) is adequate. It 
is widely believed that for many alloy systems n ~ ! in the long time limit with 
a probable crossover from other values after a short time. For two-dimensional 
systems this long time limit is thought to be n ~ ! . This very naturally suggests 
that generally n = ~; unfortunately there is as yet insufficient evidence that n is a 
reciprocal integer with many experimentalists reporting precise values away from 
n = !, !· Computer simulation evidence has also been somewhat inconclusive. 
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The exponent n also depends on the dimension of the order parameter, that is 
whether it is a scalar or a vector property. For this work the order parameter is 
a scalar but for more sophisticated vector models, this extra dependence needs to 
be considered (6]. 
Attempts have been made to associate dynamic universality classes with the dif-
ferent growth kinetics and different values for n (15] but there still appears to 
be considerable disagreement between computer experiments and experimental 
data and even amongst theoretical predictions. This controversy makes this a 
competitive and interesting field for study. 
1.3.2 Theoretical Advances 
There have been a number of theoretical attempts to describe the kinetic behaviour 
of phase separation in materials which are quenched from a homogeneous compo-
sition. There have been two main approaches which theoretical development has 
taken, a macroscopic free energy field equation scheme, and a microscopic physi-
cal cluster enumeration method. A rough outline of work in these areas is given 
below, with fuller details of the free energy approach deferred to chapter 3 where 
a derivation is needed to describe numerical integration work. The most recent 
review of these advances is somewhat dated now (1] but some more recent work 
has been discussed in (16, 17] and (7, 8]. Older works taking a wider viewpoint 
are (18, 19]. 
In general the free energy model is more successful in correctly describing phase 
separation in binary systems with near 50 percent concentration, ie quenches into 
the unstable regime of the phase diagram. The droplet approach is more successful 
when there are identifiable domains or clusters of a clearly defined minority phase, 
as is the case for concentrations below the percolation limit. 
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Free Energy Theories 
The essence of this method is to define continuous quantities, a free energy density 
and a concentration field, defined over the volume of the alloy system. It is then 
possible to set up a non-linear Langevin equation which governs the dynamical 
behaviour.
1 
It is not possible to solve the resulting equation analytically, how~ver 
it may be linearised around the 50 percent concentration point resulting in an 
approximate mean-field-like theory. The equations required for this have been 
employed by a number of authors. In the metallurgy field Cahn and Hilliard are 
given credit for the first application[20]. This theory has recently been reviewed 
by Binder [21]. A different approach is given in [22, 23], where the equations are 
treated directly as time-dependent Ginzburg-Landau theory. 
Fourier transformation of the linearised equation allows a solution as a super-
position of spatial concentration waves. This is qualitatively helpful in that it 
does correctly indicate the occurrence of phase separation. However it predicts an 
unbounded exponential growth in the structure factor with time. 
In its simplest form this theory is only adequate to account for the earliest stages 
of growth. Binder lists a number of reasons why the Cahn-Hilliard theory is 
inadequate [21]. Foremost are that thermal fluctuations play an important role in 
the dynamics, and that non-linear effects are important in even the earliest stages 
of growth. 
Some improvement to the Cahn-Hilliard theory was made by Cook [24] by ad-
dition of thermal fluctuations in the composition auto-correlation. This crucial 
addition to the theory allows the model alloy to climb over energy minima. The 
full consequences of this are reviewed in [25] but the most important is that the 
structure factor still grows exponentially. However, the position of the peak in the 
structure is predicted to shift at early times, giving some quantitatively correct 
behaviour at early times, and qualitatively correct predictions for the long time 
1 Alternative conceptual starting points give essentially the same equation. The theory can be 
set up using a Langevin equation, a Time-dependent Ginzburg-Landau (TDGL) equation or a 
Fokker-Planck (FP) equation as a conceptual starting point. See [1]. The resulting descriptive 
equation is the same. 
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limit. Nevertheless the Cahn-Hilliard-Cook theory is still a linearised theory and 
to model the kinetics of decomposition correctly the higher order terms of the 
Taylor series for the free energy density are required. 
The higher order terms make the resulting equation impossible to solve in closed 
form, although an attempt to approximate the higher order fluctuations has been 
made by Langer, Bar-On and Miller (LBM) [26]. This theory assumes isotropic 
phase separation and is formulated in terms of the structure factor. It predicts 
slower than exponential growth and a correct shift in the structure factor peak 
position, and the correct Ornstein-Zernike (wavevector-squared) tail behaviour. 
This theory is the best complete theory developed to date to describe spinodal 
decomposition. However, a number of objections have been raised, regarding the 
treatment of fluctuations in it [27, 1] and attempts are still being made to improve 
on it [28, 29]. Another main difficulty with the LBM theory is in relating theoreti-
cal parameters to measurable quantities. In particular it is difficult to measure the 
coarse-grained free energy either in real alloys or in computer simulations [30, 31]. 
The Cahn-Hilliard theory is discussed in detail in chapter 3, where the linearisation 
approximation is avoided by resorting to numerical solutions. 
Cluster or Droplet Theories 
The alternative approach to predicting the domain growth behaviour is to consider 
the effects of minority phase clusters against a background of majority phase 
material. This approach owes its origins to Becker and Doring [32] and has recently 
been revived and considerably developed by Binder [33, 34]. It has also been 
successfully applied to other systems [35]. 
The principle is to define the cluster mass distribution function as a histogram 
n1(t) of the size (l) population of minority phase clusters and follow it in time (t). 
The objective is to set up and solve a set of rate equations giving ~ as a function 
of n 1(t), l and t. Binder showed that these equations may be written in terms of 
a coagulation term which dominates at the early stages of decomposition, and an 
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evaporation-condensation term dominating at later times. The coagulation mech-
anism does not change the n1(t) but merely allows existing clusters to compactify. 
The evaporation-condensation mechanism describes the addition or subtraction 
of single particles to or from existing clusters. Since a cluster's mobility goes in-
versely with its size, at early times when the clusters are small, the coagul.ation 
mechanism must dominate. 
This approach is very attractive for direct comparisons with computer simulation. 
Using speed-optimised algorithms for parallel computers it is possible to determine 
cluster distributions directly from simulated alloy configurations 2 • The algorithms 
are described in appendix A and the results discussed in chapter 5. Attempts 
to establish explicit solutions to the rate equations for small clusters on regular 
lattices are currently being attempted 3 • 
The main predictions of Binder's theory are that the structure factor will have a 
well-defined peak position giving the characteristic cluster size, and that this will 
evolve in time according to a simple power law and will not grow exponentially 
without bound. It also allows parameters of the model, namely the diffusion 
coefficients, to be directly related to measured values in real systems. It is also 
possible to calibrate the computer simulation time in terms of these (36]. 
A major disadvantage of this theory is its inability to cope with very large clus-
ters and in particular with percolated clusters. This means that for systems in 
the unstable regime, the theory is inapplicable due to difficulties in defining yet 
alone handling a percolating cluster. Recent work [37] in studying the percolation 
transition has helped considerably in identifying the problem without solving it 
as yet. 
This theoretical approach is discussed in chapter 3 and its weaknesses illustrated 
by comparison with computer simulated data. 
2This is a computationally demanding calculation and parallel computers are needed to obtain 
statistically meaningful results in useful times 
3 Private communication. C.G.Windsor, 1990 
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1.3.3 Scaling, Multiscaling and Renormalisation Group stud-
ies 
Following on from the classic work on dynamical scaling by Lifshitz and Slyozov 
(13] several authors have tried to construct more elaborate and general theories 
explaining scaling behaviour over all time regimes [11, 38, 39, 40]. These have led 
on naturally to the ideas of block scaling and renormalisation group calculations 
using self similarity transforms to capture growth behaviour. The renormalisation 
technique is well described for the spin-flip Ising model in (41] but the best attempt 
to appear so far for the spin-exchange model is [42]. The coarse-graining method 
involves elimination of the 'hard' modes in the Langevin equation for the alloy, 
leaving only the 'soft' modes of low wavevectors. A change of scale reinstates 
the ultraviolet cutoff for the soft modes to its original value while simultaneously 
rescaling the time variable as required by scale invariance. 
The resulting rescaled Langevin equation is interpreted in terms of a rescaled 
transport coefficient, temperature and Hamiltonian. Scale invariant behaviour is 
associated with the fixed points of this transformation and the zero temperature 
fixed point describes the scaling at least for the symmetric case of spinodal de-
composition. This work suggests that n = d + 2- y where y = d- 1 for a scalar 
order parameter giving n = 3 precisely for d = 3 and y = d- 2 for a vector order 
parameter. At present there are no results available for the non-symmetric quench 
involving nucleation. 
1.3.4 Other Simulation Work 
Realistic computer simulations have only become viable within the last 5 years 
or so, and it is now possible to simulate systems big enough that finite size and 
specifically surface effects are negligible compared to bulk behaviour. A number of 
early computer experiments were attempted on simple regular lattices with only 
nearest neighbour interactions considered [43] and references within. 
To date, computer simulations, while giving a good qualitative insight into growth 
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processes, have merely added to the confusion in the hunt for forms of the dy-
namical scaling function and dynamical exponent n. It is likely that this is due to 
uncertainty in what constitutes the asymptotic time regime where the LS result 
is expected to hold. 
Due to the length of the computer times that are required to obtain statistically 
relevant results from simulations, most work to date has concentrated on two-
dimensional systems with only a single nearest-neighbour interaction shell. Such 
three-dimensional data as is available is typically on very small simple cubic lat-
tices where the effects are dominated by finite size effects. Some of the problems 
associated with extrapolating from such small lattices are considered in [44]. Most 
work has also been restricted to the simple binary alloy model in the symmetric 
concentration case. This is the model most easily compared to known results for 
the conventional spin-flip Ising model. 
Some of the earliest work was on the case of ordering in binary alloys [45, 46]. This 
model yields a structure not unlike the AB ordering that occurs in ,8-brass with a 
well-defined ground state. The anti-ferromagnetic or anti-clustering growth that 
occurs in such materials is relatively well understood compared with the clustering 
or ferromagnetic domain growth that is considered here. Some recent work in 
this area of ordering systems is reported in [47], where the short and long range 
ordering in nickel-molybdenum alloys were simulated. 
One of the earliest computer simulations of the clustering binary alloy model 
was [48]. This work was done before the search for dynamical scaling became 
widespread, and considered the wavevector-squared tail of the structure factor 
in a comparison with LBM theory for a two-dimensional system, with symmetric 
quenches to above and below the corresponding critical Ising temperature. Further 
work and corresponding results followed for a three-dimensional system [49]. This 
work well illustrates the need for very long computer simulation times. Work 
on the non-symmetric quench was done in [50] (2d) and [43] (3d), where with 
medium concentrations on square and simple cubic lattices these authors were 
unable to investigate fully the nucleation regime as they were working too close 
to the percolation limit. 
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The first serious attempt to study scaling in the nucleation regime was [51] where 
values for n of between 0.2 and 0.28 were reported for low concentration quenches 
on a simple cubic lattice. These low values are almost certainly attributable to 
insufficient ageing time, and to the simulated alloy not being in the asymptotic 
time regime. The lattice size of 25 x 25 was probably beyond the capabilities of 
the corn pu ters of that time. 
There have been few attempts to simulate more complicated systems. One paper 
described work on exchange dynamics with the Q-state Potts model for various 
low Q values in two-dimensions [52]. Qualitatively interesting results regarding 
pinning effects and kinetic slowing down resulted but no scaling measurements. 
The corresponding model in three-dimensions would prove interesting for ternary 
and four-species alloys. 
The most ambitious simulations to date have been for realistic structures such 
as the FCC lattice with first and second neighbour interactions [53, 54]. A good 
attempt at enumerating the ground states has been made but there are few scaling 
behaviour results. 
Very few authors have attempted to make any direct comparison between their 
own simulated and experimental data. A recent work [55] obtained good qualita-
tive agreement between growth of small clusters in an aluminium-chromium-iron 
alloy and a small computer simulated system. The simulation explained the chang-
ing slope seen in structure factors measured with small angle neutron scattering. 
These were due to a change in cluster shape during the early stages of growth. 
1.3.5 Other Experimental Work 
The main difficulty in obtaining useful comparisons with experimental data lies 
in the complexity of real materials. Real systems are not single crystals, are not 
simple binary or even necessarily ternary in composition and are not necessar-
ily isotropic even along the crystal axes. Nevertheless, a body of experimental 
small-angle scattering (both X-ray and neutron) data exists for nearly pure poly-
crystalline and specially grown single crystals of certain alloys [56, 57]. 
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A popular form of experiment to test for scaling is to solution-treat an alloy at 
high temperature in an attempt to remove all domains and obtain a highly homo-
geneous state. The alloy is then quenched either directly or as a two stage process 
to some temperature just below or around the miscibility gap. The experiment 
is then to observe the formation and growth of phase separated domains. The 
techniques are either some form of scattering experiment or electron microscopy. 
Another technique less common now is to measure the electrical resistivity of an 
alloy sample, inferring domain growth from the scattering effect on conduction 
electrons, and hence increased resistivity. 
The most common experimental technique is probably small-angle scattering ei-
ther by neutrons or by x-rays, to obtain the domain sizes from the measured 
structure factor. For example (58, 59] report detection of small Ni3Al particles in 
a quenched nickel-aluminium alloy using a number of the techniques mentioned 
above. The early stages of phase separation in FeCr and AlZn alloys is described 
in [60, 57] where the shape of the structure factor tail is used to infer the do-
main sizes. These authors report that dynamical scaling as predicted by the LBM 
theory, fits their data. 
Some attempts to measure the diffusion parameters necessary to match a computer 
simulation to experiments on iron-nickel alloys are reported in [61]. 
1.4 Aims 
It is the aim of this thesis to explore some of the mechanisms whereby domains 
grow in solid alloy materials and to determine how this behaviour may be measured 
and characterised. In summary the aim is to explain the behaviour illustrated in 
figure 1.1. Figure 1.3 shows the structure of this thesis. 
This introduction splits into three parallel routes to discuss the simulation, theory 
and experimental measurement of domain growth in alloys. The resulting three 
chapters each describe the methodology for each approach before presenting and 
selected results. The three routes are cross linked to the low and high concentra-
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tion regimes which categorise domain growth in alloys. The three parallel threads 
are brought together for common discussion and conclusions in chapter 5. 
The approach taken is to discuss theoretically an idealised model for the con-
figurational dynamics of an alloy and consider how this can be taken beyond the 
limitations of current theories by use of computer simulation. Chapter 2 describes 
work on a Monte Carlo model for binary substitutional alloys. In chapter 3 a 
theoretical model for describing binary alloys in the high concentration regime is 
given and the resulting non-linear Langevin equation is numerically integrated to 
provide some theoretical predictions of alloy growth behaviour. 
The low concentration regime is considered using the Becker-Doring droplet theory 
for comparisons with cluster size distributions in a computer simulated system. 
Several real metallic alloys are studied, and methods for investigating their domain-
growth behaviour are discussed in chapter 4. The experimental data is compared 
with the theoretical and computer-simulated results in chapter 5. 
The simulation and numerical integration work described in chapters 2 and 3 
made heavy use of parallel computers and parallel computation techniques and 
details of these are relegated to appendix A. 
Additional appendices describe the maximum entropy parameter fitting code de-
veloped to aid in fitting structure factors to experimental SANS data, and also 
the derivation of the form factor for SANS from spherical particles. 
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This chapter is concerned with choosing a suitable model to explore the phe-
nomenology of domain growth in alloys, and to make some quantitative compar-
isons between the dynamical properties of simulated and real alloy systems. What 
is required, is a simple model that can be set up for a purely binary alloy system, 
that will allow exploration of the configurational thermodynamics of growth in a 
substitutional alloy, and that will be computationally fast enough to allow very 
long simulation times, comparable with the ageing times applied to real alloys. 
A natural point to start looking for a simple model that can be related directly to 
real time is in the technique of molecular dynamics, and this is dealt with in the 
next section. Unfortunately this method transpires to be too slow computation-
ally, to cope with simulated ageing times of many hours. The remainder of the 
chapter describes work using a Monte Carlo lattice model. The dynamical algo-
rithm is described, and the resulting model is used to discuss the phase diagram 
of a binary alloy. A series of numerical experiments on the binary alloy model is 
presented, and some of the time dependent properties are discussed. A full dis-
cussion of dynamical scaling results is deferred to chapter 5, where results for the 
computer simulated systems are compared with those for theoretical predictions, 
and from real scattering experiments. 
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2.2 Molecular Dynamics 
The molecular dynamics (MD) technique involves a numerical integration of the 
classical equations of motion for a number of particles, or molecules, given a model 
Hamiltonian [62]. The resulting numerical trajectory through phase space, can be 
used to make a number of useful measurements of the dynamical properties of a 
system [63]. 
There are several difficulties involved in applying this technique to the simulation 
of an alloy, even a purely binary one. Primarily, the first requirement is for a 
suitable model Hamiltonian for the system. While this is not easy to obtain 
exactly, it is possible to construct an approximate one with the basic properties, 
using pair-wise potentials. For example one very simple model would be to assume 
a system of soft spherical atoms in a box, with two atomic species present, and 
atoms of each species preferentially attracting atoms of its own species. A model 
Hamiltonian of the Lennard-Jones form [62] can be constructed using: 
[( a)12 .. (a)6] u ( R) = 4€ R - X ''3 R (2.11) 
This gives the potential energy U due to the pair-wise interaction of two atoms 
of species i,j, separated by some radial distance R = lri- rij, given two atom 
specific parameters in the form of an energy f. and a length scale a, and a cross 
term coupling fraction xi,i which is greater for interactions between like species 
i, j than for opposite species. The use of such a primitive model Hamiltonian is 
illustrated in figure 2.1 where a number of two dimensional disk-like atoms are 
placed in a perfectly reflecting box and allowed to relax. This simulation used 
parameters appropriate for two species of pseudo-Argon atoms with x = 2 for 
like-like atoms, and x = 1 for unlike pairs, and a time step of 0.1 picoseconds. 
Figure 2.1 shows the system initialised randomly with an equal mix of the two 
species, and a snapshot of the system after some 107 integration time steps, using 
the Beeman integration algorithm [62]. This calculation took some 48 x 64 = 3072 
transputer-hours using the Edinburgh Concurrent Supercomputer, as described in 
appendix A. It reveals a number of the limitations of the MD technique for phase 
separation in a solid alloy. 
It was necessary to allow the system in figure 2.1 to remain a liquid to achieve 
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Figure 2.1: Phase separation in liquid two dimensional Lennard-Jonesium. a) 
shows the initial random configuration, b) shows the system after 1000 nanosec-
onds of evolution. Dark circles represent A-type atoms, and open circles B-type. 
Like-like atoms are attractive. 
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phase separation. Constraining it as a solid lattice meant the numerical inte-
gration routine would become unstable too rapidly. It was difficult to quench 
the system to a low temperature, by running a canonical simulation, and still 
achieve phase separation. There are time scales inherent in the MD algorithm, 
that quite correctly require that phase separation will occur only very slowly in 
a quenched system, due to insufficient thermal activity. The simulated time that 
can be achieved is of the order of 100 - 1000 nano seconds, whereas real alloys 
are quenched in seconds, and are aged for anything from minutes to years of real 
time. There is no obvious way to re-scale the MD simulation time to achieve phase 
separation in a solid. 
Existing computer technology is not capable of simulating large enough solid sys-
tems using the MD technique, for phase separation effects, probably not even for 
the two dimensional liquid system shown in figure 2.1, which has only 64 atoms 
in it. Even using the known computational 'tricks' to cut-down on the interaction 
calculations [62], MD is not appropriate for this work. 
2.3 Monte-Carlo Dynamics 
In this section, the Monte-Carlo lattice model outlined in the introduction IS 
discussed in detail, and is proposed as an alternative to an MD approach. 
Recall the model Hamiltonian, introduced in chapter 1, for the alloy model: 
0 
1-l Alloy = 1-l + Li=Fi VA-A ij cicj + 
~~-B ci(1 - Cj) + 
~~-A(1 - ci)cj + 
~~-B(1- ci)(1- cj) (2.12) 
where the chemical potential term has been omitted, as we wish to operate at 
a fixed value of the global concentration < c >. All the parameters used in this 
Hamiltonian can be specified explicitly, or we can limit the model to nearest neigh-
bour isotropic interactions, SO that only one parameter VA-A is not redundant. 
By expressing this one parameter in units of kbT, we are actually specifying the 
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temperature T of the system, and a quench experiment is possible. As stated in 
chapter 1, this Hamiltonian has no explicit dynamical scheme associated with it, 
and so one must be imposed artificially. 
2.3.1 Transition Probabilities 
In this section a derivation is given of the appropriate transition probabilities for 
the Monte-Carlo dynamics. 
Recall that each microstate of the alloy system is completely specified by the set 
of site variables { cd given the coupling and chemical potential parameters. Let 
the probability functional P(X, t) be associated with the microstate X = { cd at 
time t and consider the transition probability Wx--.X' giving the likelihood of a 
change of microstate X to X'. The following master equation can immediately be 
set up, requiring that the rate of change of probability of microstate X at time t 
be given by considering all transitions from X and all transitions to X: 
dP(X) I 
d = - E Wx__.x,P(X) + E Wx,-xP(X) 
t X' X' 
(2.13) 
By requiring the algorithm to yield P(X) -t Peq(X), the thermodynamic equilib-




This is the condition of detailed balance. It is common to use the stronger (but 




So that the probability of the system moving to microstate X is increased for highly 
probable microstates X, and decreased for unlikely ones. It is then necessary 
to recognize that for a Boltzmann statistical weighting of the microstates, the 
probabilities P(X can be expressed in terms of the Hamiltonians 1-l(X). 
'H(X) 
P(X) = Ae--v (2.16) 
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Where A is a normalising constant, kb is Boltzmann's constant and T the temper-
ature. Substituting 2.16 in 2.15 gives: 
Wx,-x _ {rt<xt-rt<x'u --- = e 'kbr 
Wx-x' 
(2.17) 
This does not have a unique solution. The two most commonly used are [64, 65]: 
1 :;:, 




These are illustrated in figure 2.2. It may be seen that the Metropolis function has 
the greatest area under it and is non-symmetric about the change in Hamiltonian. 
It always accepts configuration changes which lower the total energy. The Glauber 
function is anti-symmetric about d1t = 0. The parameter T controls the units of 
time and is conventionally set equal to unity. 
It remains to decide which of these two schemes produces the more realistic dy-
namics. Older works in the literature such as (65] have used the Glauber scheme 
for dynamical work, relegating the Metropolis algorithm to work where a ther-
modynamically equilibrated configuration is required and the dynamics is unim-
portant. Figure 2.3 illustrates the difference between the two algorithms for a 
simulation of a spin-flip simulation of the Ising Hamiltonian on a square lattice 
of size 1282 sites. Three measurements were made dynamically on the system: 
the bonds per site or energy; the magnetisation; and the correlation with the 
initial configuration. The Glauber algorithm is systematically slower to reach an 
equilibrated configuration, than the Metropolis algorithm. They do produce qual-
itatively similar configurations, as the convergence of the energy and correlation 
curves shows. It appears that for computational purposes, the Metropolis algo-
rithm is better, since it involves one less floating point operation - a division, 
it produces a faster dynamics but similar equilibrium results, and a qualitatively 
similar trajectory through phase space. 
The simulation time can then be defined in units of 'an average of one Metropolis 




Monte-Carlo Transition Rates 
-4 -2 0 
dE 
2 4 








.... 1.5 Metropolis Q) 
~ 
















0.1 t:aO et Cl as 
~ 
0 












•r-4 - -G 
+) 





1 10 100 
Monte-Carlo Steps 
Figure 2.3: The energy, magnetisation and auto-correlation dynamical measure-
ments on a two dimensional Ising model using Metropolis and Glauber transition 
rate functions. 
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of the time-step. Without such a universal definition, it becomes impossible to 
compare other works in the literature and on slightly different models, in terms of 
their dynamical properties. The problem remains that this is only an artificially 
constructed time. It is also noticeable that for deep quench experiments, there 
is little thermal activity below the phase transition temperature and the system 
evolves very slowly. This effect is known as hydro-dynamic slowing down. 
The subject of whether the stochastic time variable in a Monte-Carlo simulation 
bears any resemblance to a real time is still controversial [7, 66]. In general it does 
not, but it is thought that for certain models it can be scaled to a real time, at 
least in the long-time limit. There is strong evidence that the Monte-Carlo time 
is scaleable to real ageing time for some of the experimental alloy data presented 
in chapter 4. 
2.4 Other Monte Carlo Algorithms 
A number of new Monte Carlo algorithms have appeared recently in the literature, 
purporting to speed up the dynamics and reduce the effect of the hydro-dynamic 
slowing down. Some of these are [67], [68], [69], and are reviewed in [70]. In 
general, they are all short-cuts to finding the most thermodynamically probable 
region of phase space, and thus are excellent for obtaining thermally equilibrated 
configurations. Unfortunately the paths through phase space are not necessarily 
the ones that a real system with short range interactions between atoms, would 
take, and these algorithms are therefore unsuited to a study of the dynamics. 
They do find use, however, in [71] for computing equilibrium properties of the 
three dimensional Ising model. 
One particular limiting case of the Metropolis algorithm described above is the 
downhill or decreasing energy dynamical scheme. This ignores all fluctuations in 
the energy and as a result generates a very restricted trajectory through phase 
space, that can easily become stuck. Surprisingly, such a dynamical scheme does 
allow some phase separation but only if the system is well above the percolation 
limit and surface tension effects allow domains to coarsen. This cellular automata 
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[72] approach is described in [73, 74] and [75]. It has some interesting properties, 
but is not a good model for universal growth, since the system does inevitably 
become stuck, when the smaller isolated domains can coarsen no more and are 
' unable to evaporate. 
The Metropolis algorithm is therefore the best compromise between a computa-
tionally efficient and a physically realistic one, although it should be emphasised 
that it has no physical basis and is is still only an artificially constructed means of 
generating phase space trajectories. It is used in all the simulation work described 
in this thesis. 
2.5 Mean Field Theory and the Phase Diagram 
This section considers the phenomenology of growth in alloys, making reference to 
the alloy model described above, and to the mean field theory approximation to 
the model. What is of interest are the different regimes of concentration < c > and 
temperature T that can be explored during a quench experiment on an alloy. It 
is useful to discuss these in the context of the phase diagram for the alloy. Estab-
lishing the phase diagram numerically is non-trivial, even for the relatively simple 
alloy model set up above. It is useful to resort to the mean field approximation 
to the model, and this is easist to set up for the spin-flip Ising model. 
2.5.1 Mean Field Approximation 
The treatment below is loosely based on that of Stanley [14]. Consider the nearest-
neighbour Ising model Hamiltonian for a system of spin variables ai. The mean 
field approximation is to assume that each spin variable interacts with all the 
other spins as though they were fixed at their mean values. That is to say, all 
fluctuations are ignored. This means that the mean field energy fMF of a given 





E (a i) = -Ha i - J a i E < a k > + 1to ( 2. 21) 
k 
where the summation is over the nearest neighbouring spins of ai and H is the 
magnetic field. This can be rewritten as: 
MF( ) MF 
E ai = -H ai + 1to (2.22) 
with the mean field defined as: 
MF nn 
H =H+:JE<ak>=H+:JqM (2.23) 
k 
where q is the lattice co-ordination number and q = 4 for the square lattice and 
q = 6 for the cubic lattice. M is the order parameter, the total magnetisation and 
is defined by M=< ai >, so that: 
(2.24) 
This leads to the well known mean field result (14]: 
HMF H+q:JM 
M= tanh( kbT ) = tanh( kbT ) (2.25) 
For the case of the alloy model, although the Hamiltonian is the same form as 
above, we are working with a fixed order parameter or concentration, and therefore 




where the mean field transition temperature TMF = !U...kJ. Above this temperature, 
c b 
there is only one solution to equation 2.26 at M = 0, but below it there is an 
additional solution, at a non-zero M value. Where this non-zero solution vanishes 
defines the transition temperature. Equation 2.26 is a transcendental equation 
with no analytic solution, but it is easily solved numerically, by the bisection 
method [76], to obtain the mean field temperature TMF as a function of the 
order parameter M. This forms the mean field phase diagram for the alloy model 
and is illustrated in figure 2.4. Note that this mean field phase diagram is 
independent of the lattice as yet. The implications of figure 2.4 are that the 
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Figure 2.4: Mean field prediction for the Ising phase diagram, showing the transi-
tion temperature as a function of the order parameter or global concentration, kbT 
is set to unity here. Numerical values were obtained using the bisection method. 
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square alloy model should have a transition temperature at a critical coupling 
value of I<c = ~ = ~ and the cubic system at Kc = ~'for the symmetric case 
of 50% concentration. Although the essential shape of figure 2.4 is thought to 
be correct, the transition temperature is known to be too high, the actual values 
of the critical coupling being K;quare rv 0.440686 from the Onsager solution to 
the square Ising lattice [77], and approximately Kcubic rv 0.221654 from the most 
c 
recent Monte-Carlo Renormalisation Group calculation on the Ising model [71]. 
It is therefore convenient to use these known values as reference values for the 
simulation work. They are correct for the critical concentration value of 50%, and 
although the exact values for the non-symmetric case are unknown, their ratios to 
the 50% value are probably given to within a factor of two by the corresponding 
mean field ratios given in table 2.1. 
Concentration Magnetisation Mean Field 
in alloy model in spin model ternperature 
% < c> <M> TMF c 
0 1.0 0 
5 0.9 0.525431 
10 0.8 0.710413 
15 0.7 0.828635 
20 0.6 0.907333 
25 0.5 0.957504 
30 0.4 0.985624 
35 0.3 0.997414 
40 0.2 0.999909 
45 0.1 1.000000 
50 0.0 1 
Table 2.1: Values of the mean field temperature in units of kbT, for various values 
of the order parameter. These were obtained using a bisection method and are 
accurate to 6 decimal places. 
Table 2.1 shows that there is only a strong variation in transition temperature 
well away from the symmetric case of 50%. Throughout this work, the numerical 
values used for the quench temperatures are expressed as fractions of the accu-
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rately known Onsager or MCRG values. It is more convenient for the purposes 
of computer simulation codes to express these as A- A coupling values for the 
interaction between A-type atoms. Equation 1.6 shows that that the pair-wise 
interaction can be written in terms of the Ising coupling parameter as vA-A = 4:1' 
with vA-B = vB-B = 0 for the case of nearest neighbour interactions. Table 2.2 
gives the numerical values of vA-A used for the simulations on square and cubic 
lattices and the corresponding fractions of the Onsager or M CRG temperatures. 
Temperature Fraction of yA-A for yA-A for 
Number Onsager or Square lattice Cubic lattice 
MCRG temperature 
1 ! 7.050976 3.546464 4 
2 ! 3.525488 1.773232 2 
3 Q 2.350325 1.182155 4 
4 1 1.762744 0.886616 
5 Q 1.410195 0.709293 4 
6 Q 1.175163 0.591077 2 
7 1 1.007282 0.506638 4 
8 2 0.881372 0.443308 
Table 2.2: Values of the A-A coupling used for computer simulations on square 
and cubic lattices and the corresponding Onsager or MCRG temperatures 
These values were chosen to cover the range of interesting phenomena in the 
model systems. Although most of the simulation work was done using the 3-
dimensional cubic lattice, it is illustrative to examine snap-shot configurations of 
the 2-dimensional square lattice. Figure 2.5 shows a typical sample for each of 
the temperatures listed above, at each of the fixed concentration values of A-type 
atoms, 10, 20, 30, 40 and 50%. The A-atoms are shown as black blocks, the B-
atoms as white. The layout of this diagram is similar to that of the phase diagram 
in 2.4, and shows the phase separation effect. 
Each configuration has evolved for some 2048 Monte-Carlo time steps or update 
attempts per site. This is roughly long enough to have achieved equilibrium for 
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Figure 2.5: Binary alloy phase diagram showing snapshots of a 64 x 64 site alloy 
model at various fractions of the Onsager Tc after 2048 Monte-Carlo time steps 
following a quench from an initially random configuration. 
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Figure 2.5 shows that for temperatures well above Tc, there is little phase sep-
aration with time, and the configuration is qualitatively similar to that of the 
nearly infinite temperature, as represented by a completely random start. At the 
the higher concentrations, however, the A-atoms are forced to interact more and 
there is some significant domain formation. This increases dramatically below the 
transition temperature and the greatest characteristic domain size is for the 50% 
system just below Tc. In this system there is enough thermal energy for growth 
to occur quickly, and the process is rapidly dominated by a surface tension driven 
coarsening mechanism. At lower temperatures, there is insufficient thermal en-
ergy available, and while large length scale percolated structures still form, they 
coarsen much more slowly. The percolation transition is not a fixed property of 
the lattice, and has been shown to depend on the quench temperature [37]. At 
high temperatures, it is not significantly modified from 0.59275 [78] for site perco-
lation on the square lattice. This is lowered considerably at temperatures below 
Tc and percolated structures exist in the 40% configuration, just below Tc. 
On further cooling however, the domains coarsen so quickly that they do not per-
colate. Furthermore, at very low temperatures, the monomer population drops 
considerably, and since the monomers are the only means of concentration trans-
port, the domains remain smaller and more compact. At such low temperatures, 
the only mechanism for re-arrangement is that of surface tension, whereby atoms 
can move along the surface of a domain, without the need for any thermal exci-
tation to break a bond. 
At low concentrations, growth is even more limited by the size of the monomer 
populations. Monomer have to travel further between the growing domains, and 
at low temperatures are much less likely to be able to escape capture by the 
domains. The diagram shows that the domains at ~ are much more compact and 
symmetric than those at ~. 
Figure 2.5 give a qualitative feel for the phase diagram of the binary alloy. There 
is no evidence to suggest that the mechanisms in a three dimensional system are 
different from that of the two dimensional system, although the numerical values 
of the transition temperature and percolation limit are altered. 
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2.6 Monte-Carlo Simulated Data 
This section discusses a number of computer simulation experiments on the binary 
alloy system and presents a number of measurements that can be made on the 
generated configurations. The aim is to characterise the length scales present in 
the system in a quantitative manner, to summarise the phenomena exhibited in 
figure 2.5. The following sections describe various measurements on the computer 
simulated system, how they were made, and the results. 
The work is divided into studies of quench experiments with a cubic lattice of 
32
3 
= 32, 768 sites, at concentrations of between 10% and 19% of A-Atoms, and 
on a lattice of 128
3 = 2, 097, 152 sites with a concentration of 50%. In each case, 
the configuration was initialised randomly, and evolved for a number of Monte-
Carlo update steps at a fixed quench temperature. A number of parallel computa-
tional techniques were used to speed up these experiments and the measurements. 
Details of these techniques can be found in appendix A. 
2.6.1 Relaxing Energy 
One of the simplest measurements to make on the configuration is that of the 
energy. It is of interest to know the bulk energy of the system held by the number 
of like-like bonds, and the surface or interface energy held by the number of broken 
bonds. Figure 2.6 illustrates the growth of the number of A-A bonds with time for 
a number of quench temperatures. Two curves are shown for each temperature, 
representing experiments with an A-atom concentration of 10% and 19%. The 
10% system always has fewer A-A bonds, even if the data were presented as mean 
numbers per A-atom. This reflects the surface tension coarsening mechanism 
available to the higher concentration system. The curves reach a steady value 
within approximately 100 time steps, indicating that the systems are close to 
equilibrium. The deep quench curves can be fitted by a power law in time, of the 
form NA-A rv e:, where X is close to ~· This scaling behaviour is discussed in 
chapter 5. 
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Figure 2.6: The number of A-A bonds present in a simulation of a cubic lattice, 
with 10% and 19% A-atom concentrations. This is representative of the bulk 
energy in the system. Evolution was for 128 Monte-Carlo time steps following a 
quench to the stated temperatures from a pseudo infinite temperature. The curves 
represent an average over 5 independent samples. 
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Figure 2. 7 shows the surface energy given by the number of A - B bonds. It is 
not surprising that this relaxes in the opposite direction to the number of like-like 
bonds, since the total number of bonds available in the system is fixed. There 
need not always be a trivial relationship between the number of like-like and unlike 
bonds, since the total number of bonds in the system can be diluted to simulate 
the presense of defects [79]. 
A similar measurement to the total energy is that of the mean co-ordination num-
ber. This gives a measure of the ratio between the bulk and surface energy per 
site. It is not discussed here where we are primarily concerned with characteris-
ing the length scales present in the system. This measurement can be useful in 
determining the compactness of forming domains, and to an extent their shape if 
not symmetric. It is discussed in [80]. 
2.6.2 Cluster population 
A more demanding measurement to make involves the cluster statistics of the 
simulated system. The size distribution and various moments of it are useful in 
characterising the domain growth. The computational work to obtain the cluster 
size distribution is quite large, and algorithms for this are discussed in appendix 
A. Ideally, what is required is a grouping of all A-atoms in the configuration into 
clusters, from which information all other cluster information can be calculated. 
Figure 2.8 shows the cluster mass distribution function for three different concen-
trations after a quench to 1j. Note the drop in monomer and dimer populations, 
and a general shifting of the distribution to higher mean cluster mass, with in-
creased concentration. These diagrams contain too much information and it is 
useful to examine some features in more detail. 
Figure 2.9 shows the evolution of the number of separate clusters. The 10% 
system always has more or the same number of clusters than the 19% system. 
For deep quenches, the form of the curves is that of an exponential and a fiat 
background. 
55 















~ 10000 10000 
0 
CO 
CO 00 100 1150 
I 10000 30000 
< 
'+-« -------------------------0 10000 80000 
~ 
Q) 
,.c 10000 10000 
E 
:J 
~ 00 100 1150 
s::l 10000 30000 
td 
Q) 
~ 10000 80000 
10000 10000 
Time [/M-C steps] 
Figure 2.7: The number of A-B bonds present in a simulation of a cubic lattice, 
with 10% and 19% A-atom concentrations. This is representative of the surface 
energy in the system. Evolution was for 128 Monte-Carlo time steps following a 
quench to the stated temperatures from a pseudo infinite temperature. The curves 
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Figure 2.8: The A-Cluster size distribution function in a simulation of a cubic 
lattice with 10%, 15% and 19% A-atom concentrations. Evolution was for 128 
TMCRG 
Monte-Carlo time steps following a quench to ' 4 from a pseudo infinite tem-
perature. 
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32x32x32 Binary Alloy, <c>=0.10 & 0.19 
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Figure 2.9: The number of A-Clusters in a simulation of a cubic lattice, with 10% 
and 19% A-atom concentrations. Evolution was for 128 Monte-Carlo time steps 
following a quench to the stated temperatures from a pseudo infinite temperature. 
The curves represent an average over 5 independent samples. 
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Figure 2.10 shows the mass of the largest cluster present in the system. The 19% 
configuration is above the percolation threshold, and consequently its behaviour 
is rapidly dominated by one large percolated cluster. 
2.6.3 Transport Carriers 
It is useful to focus attention on the population of small clusters, namely the 
A-monomers of mass one and A-dimers of mass two. The monomers are the 
most mobile of all clusters and their migration constitutes the main transport 
mechanism in the model alloy. The dimers can only break up to form monomers 
if there is sufficient energy to break their single bond. This can occur fairly 
easily at finite temperatures, and the dimer population is also a useful clue to 
thermal activity in the alloy. Figure 2.11 and 2.12 show the monomer and dimer 
population evolutions respectively for the 323 site cubic system. 
The monomer and dimer populations both exhibit the effect of the percolation 
transition whereby the 10% concentration system has a higher population of such 
small clusters, since they have not been captured by dominant percolating cluster 
as in the case of the 19% system. The dimer population is less susceptible to 
the percolation transition than that for the monomers. In the case of dimers, the 
curves have converged within the size of fluctuations present, at a temperature of 
2Tc. 
2.6.4 Particle Size Characterisation 
While the cluster masses are a good general indicator of the characteristic length 
scale of the growing domains, it is better to compute actual lengths, in the form 
of radii of gyration of the A-clusters. This is defined for each cluster i as: 
(R!f)2 = L(rj _ R~M)2 
j 
(2.27) 
where RC:M is the centre of mass of cluster i. These curves are noisy, but are a 
' 
good measure of the characteristic length present in the unpercolated system. The 
59 






,- .. , ' ,. I 
/\t .,. , "' I \ f I \. 1 \ 
' I ~ 
I ' 
.. ,. 
,. , .. -~''-1"'· 
I ' , , , , 
1&0 
' 
800 '\ I \ I 
.. , ' I \' 











I ,. 4 I I 
,~ I\J \. .. 1 \ , \ r .. , 
\ 
, I ' I 
I ' .. , 
I 
I , 
1\ I\_ .. , • \ ,. -- , ' I I I " .. _, .. , .. _, \ \.--· 
1&0 
o~=C~~~~~~~~~~ 
0 &0 100 1&0 
800 
o~~~~~~~~c±~~~ 
0 100 1&0 
Time [/M-C steps] 
Figure 2.10: The mass of the largest A-Cluster in a simulation of a cubic lattice, 
with 10% and 19% A-atom concentrations. Evolution was for 128 Monte-Carlo 
time steps following a quench to the stated temperatures from a pseudo infinite 
temperature. The curves represent an average over 5 independent samples. Note 
the different scales on the left and right. 
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Figure 2.11: The population of A-monomers present in a simulation of a cu-
bic lattice, with 10% and 19% A-atom concentrations. Evolution was for 128 
Monte-Carlo time steps following a quench to the stated temperatures from a 
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Figure 2.12: The population of A-dimers present in a simulation of a cubic lattice, 
with 10% and 19% A-atom concentrations. Evolution was for 128 Monte-Carlo 
time steps following a quench to the stated temperatures from a pseudo infinite 
temperature. The curves represent an average over 5 independent samples. 
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curves are roughly of the form R( t) I'.J tx, the exact value of x is discussed in chapter 
5. Above percolation, the algorithm fails and returns too large a characteristic 
length as shown. For a percolated system it is not really meaningful to refer to a 
radius of gyration. The only means of determining a sensible length scale involves 
the scattering experiments described in the next section. 
2.6.5 Simulated Scattering 
It is possible to carry out a numerical scattering experiment on the simulated 
configurations, using a Fourier transformation of the concentration distribution. 
This is expressed by: 
(2.28) 
where q is the wavevector in reciprocal space and is given by q = 2; if r is a 
distance in the position space of the configuration. The ci are the concentration 
variables and c =< c > is the global mean concentration and is equal to 0.5 
for a 50% system. S( q, t) is effectively a structure function characterising the 
domains in the system. It is most useful if it is averaged spherically to give S(q, t). 
A discussion on the best algorithms for obtaining S(q) is given in appendix A. 
Figure 2.14 shows this structure function computed for a simulation of a 50% 
system on a 1283 site cubic lattice. A large number of averages and a large lattice 
size are necessary to obtain cleanly defined curves. Figure 2.14 shows that the 
'scattering' from the configuration is in the form of a low intensity peak in q space, 
that intensifies and shifts to lower peak positions with ageing time, following a 
quench experiment. This behaviour was is discussed for a two dimensional system 
in [10], and is qualitatively similar to that of the three dimensional system here. 
The position of the peak defines a characteristic size or length scale RMax in the 
evolving alloy. Figure 2.15 shows this length scale plotted against simulation time 
since the quench. The curve is dominated by a power law of the form RM ax I'.J tx. 
The fact that x is less than unity illustrates the hydro-dynamic slowing down 
effect. The growing domains in the alloy are using up the available solvent, and 
thus growth slows down with time. 
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Figure 2.13: The radius of gyration of the largest particle present in a simulation of 
a cubic lattice, with 10% and 19% A-atom concentrations. This is representative 
of the surface energy in the system. Evolution was for 128 Monte-Carlo time steps 
following a quench to the stated temperatures from a pseudo infinite temperature. 





















- t = 2048 
D t = 1024 
0 t = 512 
X t = 256 
+t= 128 
20 30 40 50 60 
q [/ 27T/128] 
70 
Figure 2.14: The structure function computed from an average of the Fast Fourier 
transforms from 100 independent samples each of size 128\ all at T = Jt at 




o 'Monte Carlo data' 
R = 0.015 t + 0.16 
0 2000 4000 6000 8000 10000 
Monte-Carlo Time [steps per site] 
Figure 2.15: Fitted characteristic size from the peaks in the structure factor for 
the Fourier transformation of a 50% concentration system on a cubic lattice of 
1283 sites. 
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The volume fraction of the cubic system that is occupied by the growing domains 
of A-enriched phase is also of interest. An approximate measure of this is the 
integrated scattering intensity. This is shown in figure 2.16 and as seen it increases 








































0 2000 4000 6000 8000 10000 
Monte-Carlo Time [steps per site] 
Figure 2.16: Integrated total intensity of the structure factor from the Fourier 
transformation of the configurations generated during a simulation of a 50% con-
centration system on a 1283 site lattice. This is proportional to the total volume 
fraction of the precipitate phase. 
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Chapter 3 
Theories for Binary Phase Separation 
This chapter describes an investigation of the theory of phase separation in a bi-
nary system. The Cahn-Hilliard-Cook (CHC) equation is derived and is shown to 
give a reasonable representation of phase separation and decomposition in a bi-
nary system, providing one accepts that it cannot be applied successfully without 
resorting to numerical methods. The Cahn-Hilliard-Cook theory is essentially a 
mean field approximation to the time-dependent Ginzburg-Landau equation for 
the free energy of a binary system. The differential equation that describes the 
phase separation cannot be solved analytically, and requires further approxima-
tion. Alternatively it can be solved numerically for a particular set of parameters. 
An elementary droplet theory is also discussed in the context of predicting the 
particle size distribution for an ageing alloy, following a quench. The Becker-
Doring formulation is used to obtain a crude prediction of the droplet distribution. 
The weaknesses of the Becker-Doring theory and and possible extensions to this 
theory are also discussed. 
3.1 Derivation of Cahn-Hilliard-Cook Theory 
This section provides a brief overview of the Cahn-Hilliard-Cook (CHC) theory 
and outlines its shortcomings. The main idea behind the theory is that the rapidly 
varying atomic concentration variables { ci} can be replaced by a more smoothly 
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varying continuous field variable 4>(r) which represents an average value of the 
excess concentration of A-atoms over a macroscopic spatial cell. The field variable 
is a scalar defined to lie on [ -1, 1], with the extremum values representing an excess 
of B-atoms ( -1) and an excess of A-atoms ( + 1) respectively. 
3.1.1 Helmholtz Free Energy of a Binary Solution 
Consider the Helmholtz free energy for an isotropic binary solid in solution and 
having a non-uniform composition. A convenient form for this is the Ginzberg-
Landau functional [20]: 
F { </>( r)} F0 [ { H 1 2 } 
kbT = kbT + lv f{</>(r)}- kbT4>(r) + 2d[R\7</>(r)] dr (3.29) 
The scalar field 4>( r) describes the composition as a function of position r. The 
interaction range is described by ~ and the applied field is H. For this work, the 
atomic concentration is fixed, so that the applied field H is set identically to zero 
for an equal concentration of A-type and B-type atoms. 
The phase separating alloy may be thought of as a set of macroscopic cells, each 
containing a volume of space and a number of atomic sites. These cells must be 
large enough for a local instantaneous free energy function f(r) to be defined, but 
small enough that the effect of 'relevant' short length scale composition fluctua-
tions are not integrated out. It is convenient to write this local free energy density 
function f { 4>( r, t)} in the Landau form: 
1 2 1 4 
f{4>(r, t)} = fo- 2b(4>(r, t)) + 4u(4>(r, t)) + · · · (3.30) 
where b, u > 0. The form of the local free energy for one cell is shown in figure 
3.1. It has a double minimum for the homogeneous case and relaxes towards a 
single minimum after the quench. A distinction is usually drawn between different 
regions of the phase diagram from points on this double well functional. The 
central local maximum in the free energy is separated from the two minima by 
points of inflection where J" = ~ = 0. These points mark the division between 
the metastable f" > 0 and unstable J" < 0 regimes. The locus of points where 
f" = 0 defines the spinodal curve in the temperature-composition phase diagram 
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Figure 3.1: a) sketch of phase diagram for binary material, showing coexis-
tence and spinodal curves. b) corresponding free energy curve showing stable, 
metastable and unstable regimes. We are typically interested in quench experi-
ments, where the system is initially at some temperature Ti in the single-phase 
regime, and is quenched to an unstable point (T1, eo) in the two phase regime. 
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For a quench in a system of given composition eo between the spinodal points, 
!" is negative and the curve is always convex-down causing a negative :F. In this 
case there is no barrier to a fluctuation of any amplitude and the kinetic process is 
governed solely by diffusion. For a Co lying outside the spinodal points only large 
amplitude composition fluctuations will lower the free energy of the system. This 
requires sufficient thermal energy in the system to overcome the barrier. 
3.1.2 Conservation Law 
In a real material the number of atoms of a given species is conserved and hence 
the concentration field must also be. This is expressed by: 
~ fv <f>(r, t) dr =eA (3.31) 
where V is the system volume, and cA the concentration of atomic species A. 
This conservation law implies that the local concentration field obeys a continuity 
equation of the form: 
dt/>~, t) + V'.j(r, t) = 0 (3.32) 
Which defines a concentration current j(r, t), assumed to be proportional to the 
gradient of the local chemical potential difference 1 J.L(r, t) with constant of pro-
portionality m, the mobility. 
j(r, t) = -m\1 J.L(r, t) (3.33) 
The chemical potential difference is, by definition: 
( ) 
_ d:F { </>( r, t)} 
J.L r' t - d</>( r, t) (3.34) 
Where :F is the Landau functional given above in equation 3.29. Differentiating 
this functional with respect to</> and assuming a scalar mobility yields the chemical 
potential difference as: 
(3.35) 
1The global chemical potential is identified with the field term in the Ising Hamiltonian and is 
identically zero for a system of conserved concentration 
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which when substituted into the continuity equation 3.32 gives the Cahn-Hilliard 
equation (20] for the concentration field. 
8</>(r,t) = m\12 (8!(</>(r,t)) _ K\1 2 A-( t)) 
8t 84> T \f/ r, 
Where the parameter K is defined as: 
R2 
I<= dkbT 
Expanding equation 3.36 we obtain finally: 
84> 2 ( 3 2 ) 




As indicated it is usual to truncate the series in the free energy at the 4>4 term, 
although some recent work has used up to the 4>6 term [81]. 
3.1.3 The Cahn-Hilliard Theory 
Equation 3.36 is non-linear and therefore cannot be solved analytically, although 
a numerical approach is possible. As described in section 1.3.2 and [20], the Cahn-
Hilliard theory proceeds by linearising the equation around </>=eA to obtain: 
(3.39) 




and the time amplification factor B is given by: 









Re-writing this in terms of the values just prior to the quench gives: 
S(q, t) = ( ~(-q, t = 0) ~(q, t = 0) )IT e2B(q)t (3.44) 
The prefactor in 3.44 is the static structure factor of the initial state at T0 , just 
prior to the quench. 
So(q) = ( ~(-q, t = 0) ~(q, t = 0) )IT=To (3.45) 
It is evident then that the linearised Cahn-Hilliard theory implies that fluctuations 
of q present in the initial state will grow exponentially with time following the 
quench if B( q) > 0 but will decay to zero for B( q) < 0. There is an implied 
critical wavevector qc for which B( q) = 0. There has been recent controversy in 
the literature [21] about the validity of this linearised theory, but it seems clear 
that the theory is not valid for systems with short range interactions such as the 
alloy model used in this work. A full discussion of the failings of the theory is left 
to [21 ). 
3.1.4 Cook's Extension to Cahn-Hilliard Theory 
The Cahn-Hilliard theory as described above is essentially a mean field theory. 
That is, it approximates the interactions between the concentration variables by 
a mean value and ignores thermal fluctuations. It might be expected that conse-
quently it will incorrectly predict the dynamical behaviour of the system. A simple 
extension to equation 3.36 was considered by Cook [24) in which an additional 
random force term (is added to give: 
(3.46) 
This noise term is assumed to come from the very short time scale phonon modes 
of the alloy and is required to have the following properties: 
(((r, t)) = 0 (3.47) 
(((r, t)((r', t')) = -2kbTm\128(r- r')8(t- t') (3.48) 
Equations 3.4 7 and 3.48 express two things. Namely that there is no overall 
drift force and that the noise is uncorrelated in time, but partially correlated in 
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space such that there are no long wavelength components in the noise spectrum. 
The magnitude of the noise is set by kbT and mobility m. More specifically, the 
V
2 
in equation 3.48 expresses the conservation law for the field. A random force 
component which 'piles up' matter at one site must be exactly balanced by force 
contributions at neighbouring sites which deplete those sites of matter. The form 
of equation 3.48 ensures this is so. 
The Cook noise term does not rescue the linearised theory from invalidity, but it 
does have important implications for numerical work. To date there have been no 
attempts to numerically solve equation 3.46, and is it still controversial whether 
the Cook noise term plays much importance in the long time dynamics of the 
alloy (82]. Evidence is presented below for the importance of the noise term, as a 
source of vital fluctuations in the early stages of decomposition. 
3.2 Numerical Solutions 
Although equations 3.36 and 3.46 are highly non-linear in nature, it is nev-
ertheless possible to numerically integrate them in time to follow the structure 
evolution. Two numerical methods suggest themselves for equations of this type, 
namely the well known finite differencing method and a lesser known spectral 
method such as the Fourier analysis and cyclic reduction algorithm (FACR) [83]. 
The former is relatively easy to set up and has been considered by other authors 
for very simple cases [82, 84]. Unfortunately it is fairly demanding of computa-
tional power to perform the time and spatial integrals of realistic systems. The 
FACR algorithm is more complicated to implement and while in general a spec-
tral method is more suited to a studying a theory formulated in terms of waves in 
Fourier space, this algorithm is not suitable for comparison with the Monte Carlo 
simulations in position space since it does not yield a real space representation of 
the concentration field. 
Subsection 3.2.1 discusses suitable finite differencing schemes for solving the 
Cahn-Hilliard equation and subsection 3.2.3 describes the analysis of the inte-
grated trajectories. 
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3.2.1 Finite differencing Schemes 
Consider equation 3.46 that we wish to integrate numerically: This can be re-cast 
as: 
8</J(r, t) = P(r) 
at (3.49) 
All the spatial dependence is now contained in the functional P, which can be 
discretised using a centred space representation. The scheme is illustrated below, 
initially only for a one dimensional system. 
p~n) = M ( 
J D.x2 
-b</J~n) + 2b</J~n) - b</J~n) 
;-1 J ;+1 
+ .,~,.~n)3 _ 2 </J(n)3 + </J(n)3 U'f' 1 U . U .+1 J- J J 
-]( </J~n) + 4K "'-~n) - 6K "'-~n) 
J-2 'f';-1 'f'; 
+41< <Pj;_1 - I< <Pj;_2n 
+ (3.50) 
where the spatial mesh of N points is indexed by 1 < j < N, and the time 
discretisation mesh in indicated by 0 < n < oo This centred space finite difference 
scheme is second order accurate in the spatial mesh size f:::.x and is optimal for 
a diffusional equation like the Cahn-Billiard equation. Higher order accuracy in 
space is likely to be inherently unstable, and lower order is too limiting in terms of 
numerical accuracy [85]. This scheme was indeed found the best and can readily 
be extended to two and three dimensions. 
It now remains to choose a discretisation scheme for the time domain. This is 
considerably more difficult. The obvious choice is the Forward-Time or Euler 
scheme and is only first order accurate in time. It is easily implemented as: 
</J~n+1) = </J~n) + p~n) ./:::.t 
J J J 
(3.51) 
In this scheme, each new grid point value of <P depends only on its previous value. 
This method requires a small time-step but was only found to be sufficiently 
stable for the one dimensional system. A better scheme is required for higher 
dimensions. There are a number of widely used reliable schemes available (85], 
but the computational demands of such schemes prohibit their use, particularly 
in the present case where the computer technology is already being stretched to 
its limits in terms of speed. 
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The problem with the forward differencing scheme described above can be iden-
tified with the non-symmetric way it uses available data to perform each time 
step. Figure 3.2 illustrates the three methods considered here for evaluating the 
V
2 
operator in the Cahn-Hilliard equation. The V2.V2 = V4 contributes no new 
problem, it merely compounds the old one. 
The staggered-leapfrog scheme is a well known method that is second order in 
time. It requires information from the two previous time steps to compute the 
next value and can be written as: 
(3.52) 
This additional storage requirement is a disadvantage over the simpler forward dif-
ferencing scheme, particularly for the large grids required. The staggered-leapfrog 
is surprisingly no improvement and indeed is considerably less stable for certain 
values of ]{, u, b and M. This anomaly can be understood by considering the 
effect of the alternating mesh used by this scheme. The two alternating meshes 
are in fact decoupled, so that drift instabilities can arise between the two meshes. 
This leads to rapid divergence of the field in opposing directions for each mesh. 
This decoupling problem can be partially alleviated using the Lax scheme, whereby 
grid points used in the time-step calculation are replaced by interpolated values 
at half grid points <P;+t. This method uses a small numerical viscosity term 
obtained by adding a small fraction f of the value on the alternate grid to the 
grid calculation. This is somewhat unphysical and furthermore tends to damp 
out high frequency components in the evolving field. For this reason a better 
scheme is the two-step Lax-Wendroff method. In this scheme, the first operation 
is to evaluate the interpolated half-step points in time and space according to 
the Lax scheme, and then to use these intermediate values (which are discarded 
afterwards) to make a single time step movement. See figure 3.2. 
A. (n+t) 
'~'i+t 
_ ~ (c/>~n) + c/>~n)) + ~ (P~n) + p~n)) 
2 J+l J 2 X 2 J+l J 
(3.53) 
This is the best explicit scheme found. It allows quite large time steps, and 
therefore relatively fast computation times for a given evolution time and very 
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Figure 3.2: Finite difference time step algorithms for the V2 operator in one space 
dimension. a) The Forward time centred space (FTCS) method is second order in 
space but only first order in time. b) The staggered leapfrog algorithm computes 
the update from the two previous time steps of spatial information and is second 
order in time. It involves two decoupled overlapping grids, and is unstable. c) The 
two-step Lax Wendroff scheme computes intermediate values at t = n+!, x = i±! 
before performing a stable update from the previous time step. 
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The schemes are summarised in table 3.1, they are described in [62, 85]. The 
Scheme Range of Stability Storage Efficiency Comment 
in 6t Requirements 
FTCS (Euler) 0.01 - 0.00001 Low Poor Physical but 
inaccurate 
Staggered- 0.001 - 0.00001 Medium Medium Unreliable 
leapfrog 
Lax 0.05 - 0.00001 Medium Good Unphysical 
viscosity 
Lax-Wendroff 0.1 - 0.00001 High Very Good Physical and 
reliable 
Table 3.1: Finite Difference Schemes as applied to the Cahn-Hilliard-Cook Equa-
tion. Note that computational efficiency also takes account of how high the time 
step may be, since it is possible to integrate to longer simulated times much faster 
with an algorithm which allows large time steps. 
upper limits on stability are determined from the highest value of 6t that will 
converge for all reasonable parameter values and gives the same results with a 10% 
variation in 6t. The lower limit of stability is quoted as 0.00001, this resulting 
from the 32-bit real number precision employed in the calculations. This can be 
reduced at the expense of computational time, by resorting to 64-bit arithmetic. 
3.2.2 Meaning of the CHC parameters 
The Cahn-Hilliard-Cook equation is derived with parameters that are not obvi-
ously related to experimentally measurable properties of an alloy. The parameters 
u, b, m, and /{ that appear in equation 3.38 can be related to the microscopic 
parameters in the lattice gas model described in chapter 2, by a comparison with 
mean field theory. 
The mobility m appears only as a multiplicative constant and effectively controls 
the time scale. In numerical work it can be absorbed into the time-step of inte-
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gration. The parameter K = ~
2 
kbT reduces to K =¥for the nearest neighbour 
interaction model, since: 
(3.54) 
where the V:~j-ci are the Ising coupling parameters discussed in chapter 2 and d 
is the spatial dimension. 
This means K, like u and b have units of free energy density, and all contain a 
factor of kbT which can also be absorbed into the mobility or time scale. Standard 
mean field theory for the Ising model [86) shows that the parameter b controls the 
quench temperature for the model through the relation b = TbF - 1, where TMF 
c c 
is the mean field critical temperature discussed in chapter 2. This leaves the 
parameter u undetermined, but for numerical work it is convenient to set it to 
unity and employ the ratio ! to determine the interaction strength JA-A. The 
combination of parameters b = u = M= J( = 1, then corresponds to an infinite 
quench for an unknown linear time scale. 
Increasing K corresponds to increasing the range of the model interactions, while 
changing the sign of K changes the ground state of the model to that of an ordered 
system, the exact nature of which will depend on the global concentration of A-
atoms (81). This present work considers only positive values of K. 
Specific values of the Cook noise term appear less important than the fact of its 
mere presence. The correct magnitude is set by equation 3.48 and a convenient 
form is that of a Gaussian distribution centred on zero with a2 = 2kbTm in the 
units of the simulation, and with the properties dictated by equations 3.4 7 and 
3.48. 
3.2.3 The CHC Equation in One Dimension 
A natural place to begin investigations is a symmetric quench as shown in figure 
3.1, from a temperature T0 well above the two-phase coexistence curve to one 
below it T1 • A completely random starting configuration is a good approximation 
to the case T0 ---+ oo. 
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A simple illustration of the important properties of the Cahn-Hilliard-Cook equa-
tion is given in figures 3.3, 3.4 and 3.5. A one dimensional system of 4096 
sites was initialised randomly with 4Ji E [-0.25, 0.25), I:i tPi = 0, and numerically 
integrated with the parameter values K = m = b = u = 1 using a spatial mesh 
of 6x = 1 and a time step of 6t = 0.01 with the FTCS scheme. The initially 
homogeneous mix separates out into two well defined phases. The real space evo-
lution is shown in figure 3.3 as an intensity plot for the composition field 4> as a 
function of time vertically and space horizontally. The initial grey mix separated 
into a spatially modulated two phase structure. This can also be tracked for a 
longer time by examining the composition population as shown in figure 3.4. 
The 'scattering intensity' is obtained from a fourier transform of the composition 
field, and is shown in figure 3.5. The modulus of the transform is shown, averaged 
over all 100 independent samples. The spectrum is initially fiat and extends to 
all frequencies. As the system evolves, a peak forms at the characteristic domain 
length scale and this peak increases in intensity and lowers its reciprocal position 
with time as the system coarsens and domains grow. The position and size of this 
peak can be determined by fitting a Gaussian curve to it 2 • The size of the peak 
determines the amount of each phase present and contains no more information 
than the composition population shown in figure 3.4, but the characteristic length 
Rmax as determined from the position of the peak is more interesting. 
Figure 3.6 shows the evolution of the characteristic size in integration time, for 
three values of the temperature parameter b. It appears that for an pseudo-infinite 
quench, growth occurs, but slowly. The Cook noise term is zero for a quench to 
zero temperatures, and this is reflected in the similarity between the two lowest 
curves. At a temperature of Jf, the Cook noise term clearly accelerates the initial 
growth process substantially, although at later times, the curves converge. At 
a higher still temperature of Jt, there is sufficient thermal energy in the model 
system that the Cook term appears to have a less dramatic effect, although it still 
accelerates growth. 
2Strictly a Maxwellian is better, but more difficult numerically. No significant difference in 
position and area results from using a Gaussian fit. 
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Figure 3.3: Real space evolution of a 128-point periodic mesh, showing the phase 
separation of the initial homogeneous single phase (grey) into two separated phases 
with <P -t -1 (black) and <P -t 1 (white). The system was evolved for 12800 steps 
with 6t = 0.01, time being from top to bottom, with position being horizontal. 
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Composition 
Figure 3.4: The composition population as a function of evolution time. The 
initial condition was a narrow uniformly random profile with </> E [-0.25, 0.25]. 
Times shown are as powers of 2, with the parameter values of K = b = u =m= 1, 
with integration spacings 6x = 1.0, 6t = 0.01, for the FTCS scheme. 
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Frequency /4096 
Figure 3.5: The Fourier spectrum as a function of evolution time. The initial 
condition was a narrow uniformly random profile with </> E [-0.25, 0.25]. Times 
shown are as powers of 2, with the parameter values of K = b = u =m= 1, with 
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Figure 3.6: Characteristic size evolution in the 1-d Cahn-Hilliard Cook equation 
showing the effect of lowering the temperature, on the size. At T =~and T = lf 
the Cook noise speeds up the initial formation of the minority phase, but does not 
significantly change the coarsening behaviour of the growth. The lower curve at 
each temperature has had the noise term applied, the upper curve has not. These 
represent averages over some 100 samples. A suitable scaling form for these curves 
is discussed in chapter 5. 
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3.2.4 The CHC Equation in Two Dimensions 
A great deal of insight into the typical processes taking place can be obtained by 
visual examination of the time evolution of the concentration field and its Fourier 
transform. Figures 3. 7 and 3.8 show snapshots of a two dimensional system on 
a square mesh of 128 x 128 = 16384 grid points, as it evolves in time. Also shown 
are two dimensional Fourier transforms of the concentration field. These latter are 
to be compared with the scattering images of chapter 4 and show the collapsing 
halo which characterises the domain growth. The field pattern eventually coarsens 
to one or two single domains of A-atom enrichment, at which point the intensity 
has shrunk almost to a point. It is interesting to note the initial Fourier pattern 
is featureless, as is the initially random configuration. In the numerical transform 
of a periodic mesh, aliasing or non-matching causes there to be scattering outwith 
the first Brillouin zone. This persists until sufficient integration time has elapsed 
that this scattering from very small fluctuations is dominated by the much brighter 
scattering from the coarsening interconnected structure. 
The system is initialised to -0.5 S ci S 0.5 in a uniform distribution. This narrow 
peaked single phase decomposes into a double peaked distribution denoting two 
distinct phases of predominantly positive and negative field respectively. 
Note that the greyscale intensities are from white to black representing <PE [-1, 1] 
for the concentration field pictures, but that they are scaled arbitrarily from min-
imum to maximum value for the Fourier intensities. In consequence, the Fourier 
intensity increases by approximately an order of magnitude from top to bottom, 
and this can not be shown using only 16 grey levels of display. The Fourier im-
ages are show as inverse, with black representing intense scattering and white 
representing low intensity. 
Figure 3.9 summarises some of this information by showing the time evolution 
of the composition population. The initial state is seen to rapidly change to a 
normal distribution. At this point the configuration remains for an 'incubation 
period' before coarsening into the distinctive two-phase structure. 
Pair correlation functions may be obtained directly from the concentration field 
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Concentration field Fourier Intensity Time 
Figure 3. 7: Snapshots in time of the concentration field and it spatial Fourier 
transform during time evolution of the Cahn-Hilliard equation on a square mesh. 
Times shown are t=O, 1, 11, 111 steps, with 8t = 0.1 
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Figure 3.8: Snapshots in time of the concentration field and it spatial Fourier 
transform during time evolution of the Cahn-Hilliard equation on a square mesh. 
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Figure 3.9: Composition population of the Cahn-Hilliard integrated solutions on 
a square mesh of 256 x 256 grid points, as a function of time. 
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1 
as described in 2, however this calculation requires of order N 2 operations for a 
mesh of N gridpoints. With the large meshes used here, this is impractical and 
the Fourier transform technique (see 2) is the only practical method of obtaining 
the characteristic domain size. The two dimensional transforms in figures 3. 7 
and 3.8 are too noisy to obtain this directly and the two dimensional transforms 
shown in figure 3.10 were obtained by averaging over 20 samples prior to the 
circular binning. From these the location of the peak in q gives a measure of the 
characteristic domain size as a function of time. 
3.2.5 Three Dimensional CHC Solutions 
It is more difficult to track a three dimensional system visually and more reliance 
must be placed on the size characterisation of the separating phases by averaged 
Fourier transforms. Figure 3.11 shows the usual peak formation and evolution in 
time of the spherically averaged scattering intensity. The peaks vary considerably 
in magnitude, but the peak positions can be well determined, and mapped to 
characteristic sizes. The time evolution of these sizes is shown in figure 3.12 to 
which a power law has been well fitted - not entirely surprising with only four 
data points. 
A very significant computational resource is required to integrate a mesh that is 
large enough to achieve a useful three dimensional Fourier transform when spheri-
cally averaged. Appendix A describes some of the parallel computational methods 
employed in implementing the integration schemes described in this chapter. 
Chapter 5 draws together the characteristic size scaling data from the numerical 
solutions presented here, as well as for the Monte Carlo simulations presented in 
chapter 2 and for some real experimental scattering data discussed in chapter 4. 
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Figure 3.10: Partial structure factors computed from spatial Fourier transforms 
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Figure 3.11: Partial structure factors computed from spatial Fourier transforms 
of 100 samples of Cahn-Hilliard trajectories on a cubic mesh of 128 x 128 x 128 
grid points. 
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R(t) for 1283 K=b=u=l 
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Figure 3.12: Time evolution of the characteristic size for 3d Cahn Hilliard inte-
grated solutions with a fitted growth law. 
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3.3 Nucleation Theory 
The central assumption behind droplet and cluster theories of growth in binary 
solutions, is that it is the heterophase or droplet fluctuations which lead to the 
decay of metastable states. These theories are generally formulated in the dilute 
limit, where a small volume fraction of solute material is uniformly distributed in 
the solvent as a single phase state. Following a quench, droplet fluctuations start 
the nucleation process, and these droplets then grow or shrink in size according 
to the condensation and evaporation mechanisms available. 
A convenient starting point for this approach is that of [32], whereby a rate equa-
tion can be set up to describe changes in the cluster distribution function. 
Let the number of the minority-phase clusters with a mass of lA-atoms be denoted 
by n1(t) per unit volume at time t. The rate equation for condensation and 
evaporation processes can be written as: 
(3.55) 
The coefficients for condensation or growth of an 1-cluster, et and for evaporation 
or decay of an 1-cluster, C1- are themselves functions of time. Their values must 
reflect the facts that we are only considering monomer activated processes, that is 
processes where a cluster increases or decreases its mass by a single atom, and that 
in a canonical simulation, the monomer population is finite. As clusters grow, the 
monomer population is depleted, and so et will necessarily decease with time. 
Equation 3.55 can be rewritten using the detailed balance condition for growth 
and decay that states: 
(3.56) 
Where l' = 1 denotes that we are only considering monomer activated processes, 
and W is the combined rate factor, and is strictly speaking time dependent itself, 
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although it is treated here as constant in time. The rate equation is now param-
eterised by n~q, the equilibrium or most probable cluster size distribution. The 
main task for a nucleation theory is to predict a form for this equilibrium cluster 
size distribution, by some approximation [87, 77]. It is sufficient here to suppose 
that the equilibrium cluster distribution can be written as 
(3.57) 
after Fisher, in which n0 is a constant, and 6F1 is the non-classical droplet free 
energy. This approach is essentially that of an ideal gas law for a non-interacting 
assembly of droplets, and is correct in the dilute limit[87]. 
Following [86], the rate equation can now be recast as: 
dn1(t) = W(1_ 1, 1) [n1-e~(t) _ n1~!)] + W(1+ 1, 1) [nl+e~(t) _ n1~!)] (3.58) 
dt n1_1 n1 n1+1 n1 
and expanding about 1 using: 
W(1-1,1) 
to yield: 
an1(t) = ~ [w(1 )~ n1(t)] 
at a 1 ' 
1 
a 1 n ~q 
which may be used to define a cluster current J1: 
an1(t) _ -~J 
at - a1 1 




since this is a continuity equation in cluster-size space { 1}. This can be generalised 
for the cases where clusters grow and decay by addition and subtraction of more 
than one atom at a time, by allowing the case 1' ~ 1. 
J - - ""'1'2W(1 1')~ nl(t) I- LJ ' a1 eq 
I' n1 
(3.62) 
This is instructive, but it is expected that the rate coefficients W( 1, 1') are very 
small for high values of 1', and furthermore such processes are difficult to simu-
late using lattice models, since each cluster requires storage, over and above the 
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efficient storage requirements for the lattice sites. This latter point is discussed in 
greater detail in appendix A. 
It is convenient to define a cluster reaction rate R1 for processes involving l ~ l' 
as 
1 ~ 12 I 
RI = eq LJ l w ( l' l ) 
n1 I' 
(3.63) 
and expanding the derivative in J1 and assuming Fisher's form for n~q in equation 
3.57 above we obtain: 
(3.64) 
This illustrates that J1 contains two terms: a diffusive term 
(3.65) 
and a drift term 
(3.66) 
Only the drift term contains explicit dependence on the form of the equilibrium 
distribution. These two terms are of opposite sign, and it is supposed in cluster 
theories that there is a critical droplet size l* at which the two terms are equal. 
For l < l* the drift term acts against the diffusion so that if a large droplet does 
form, it is likely to decay again. However, for the case when l > l* the drift term 
acts with the diffusion and hence super-critical droplets can grow steadily. 
Following a quench to a metastable state, there is a transient time during which 
the cluster concentration n1(t) grows for clusters less than the critical cluster size 
l ;S l*, until clusters saturate weakly at their equilibrium sizes. After this time lag, 
the nucleation current J1• around the maximum cluster size, has almost reached 
a steady state value known as the nucleation rate J. 
So far the formulation of nucleation theory has only relied on the approximation 
of taking a specific form for the unknown droplet free energy function. Further 
progress can not be made without building in the restrictions mentioned earlier, 
of having a large dilute system, with a fixed monomer population density, and 
the additional constraint, that large droplets once formed, are removed from the 
system. This latter prevents all the solute material from precipitating out of 
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solution and allows us to solve the steady state condition for the dilute system. 
Following Becker and Doring [86], these constraints can be expressed by: 
lim nl(t) = 1 
1-o n~q 
for the requirement that the monomer population density is fixed, and 




for the removal of large droplets. The steady state cluster concentration n;s can 
be obtained using : an ss 
_I_ =0 at 







J = 00 dl (3.72) 
fo R1n74 
using the boundary equations 3.67 and 3.68. If l* is large, the free energy term 
in R1 can be expanded as a quadratic around l* as: 
(3. 73) 
where g is a constant. Equation 3. 71 can be recast as: 
- 1 = -{1-erf -- } n
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1 (1-l*) 
n~q 2 jf (3.74) 
The meaning of the parameter g is then to control the width of the region in 
which the ratio ~ changes from unity to zero. This parameter is known as the n, 
Zeldovitch parameter [88]. The ratio in equation 3. 7 4 is illustrated for various 
values of the Zeldovitch parameter g in figure 3.13. 
This implies that ~ is close to unity around 1 ;5 l* and goes to zero rapidly, for n, 
cluster sizes greater than l*. This justifies the idea that the critical cluster size is 
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Figure 3.13: The value of the ratio ~ for various values of the Zeldovitch param-n, 
eter g. 
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3.3.1 Cluster size distributions in Lattice Models 
It is possible to look for nucleative behaviour in the lattice models simulations 
described in chapter 2. Consider figures 3.14 and 3.15. 
These illustrate that although Fisher's exponential form for the free energy is use-
ful at high temperatures, it breaks down for quenches to temperatures below the 
critical temperature. This is attributable to the depletion of the crucial monomers 
in the simulation, although this would in principle extend to other small mobile 
clusters, in a real alloy system. There are clearly other deficiencies with the Becker-
Doring theory, as it fails to take proper account of the particle interactions, but 
this problem with particle depletion is perhaps a more fundamental restriction to 
the theory's applicability. 
3.3.2 Extensions to Becker-Doring 
Some progress has been made recently in improving the range validity of the 
Becker-Doring theory. Most notably Binder's cluster theory generalises the clus-
ter distribution to more than one co-ordinate. Other cluster properties such as 
the cluster surface area and other characterisation of its deviation from sphericity 
can be employed as additional co-ordinates in cluster space. The problem then 
becomes one of determining the vector nucleation rate, and the critical nucleation 
co-ordinates in this vector space [89]. This goes some way towards better approx-
imating the interactions amongs sites and clusters, but there is still a need for a 
more applicable model for the free energy of a droplet than 3.57. Explicit account 
needs to be taken of the diminishing population of monomers and other mobile 
clusters, during the quench. 
3.4 Summary 
This chapter has discussed the two basic theories for describing phase separation, 
the Cahn-Hilliard theory and its derivatives, and the Becker-Doring cluster ap-
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Figure 3.14: Cluster mass distribution in a simulation of a 64 x 64 binary alloy with 
minority phase concentration of 10% and at temperature T = lf. The distribution 
remains well approximated by Fisher's exponential form. 
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Figure 3.15: Cluster mass distribution in a simulation of a 64 x 64 binary alloy 
with minority phase concentration of 10% and at temperature T = 2Tc. The 
monomer population is depleted and the distribution is no longer approximated 
by Fisher's exponential form. It is better described by a log-normal distribution 
or a Maxwellian distribution. 
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proach. These are good starting approximations in the regimes of high and low 
concentration respectively. 
Numerical methods have been employed to make use of the Cahn-Hilliard equa-
tion, where the linearised approximation breaks down, and can produce useful 
pseudo-experimental data in a purely binary model system. There is clearly scope 
for further numerical integration work of the Cahn-Hilliard equation, on large sys-
tems, and for a greater range of quench temperatures than could be done here due 
to insufficient computational resource. 
Numerical data has been used to illustrate the shortcomings of both field and 
cluster theories, and has provided quantitative evidence for the importance of 
the Cook noise term in the Cahn-Hilliard-Cook equation. The transport function 
performed by the monomers and other small clusters is also apparent and suggests 
that a successful theory for droplet growth must take these into account. 
102 
Chapter 4 
Small Angle Neutron Scattering Experiments 
4.1 Introduction 
This chapter describes the theory and methods of small angle neutron scattering 
(SANS) used to collect the data described in section 4.6. There are a number 
of detailed texts on neutron scattering available [90, 91], most recently the multi-
volume tome by Price and Skold [92]. These give much more theoretical detail 
than is required here to set up a common formalism for comparing the SANS data 
and computer simulated data of chapters 2 and 3. Section 4.2, below, gives a 
sufficient overview for analysing the SANS data. 
Section 4.3 aims to summarise the SANS technique citing two typical small angle 
diffractometers (SAD) as examples, namely the small angle scattering instrument 
(SAS) on the PL UTO Reactor at Harwell Laboratory and the SAD instrument 
on the Intense Pulsed Neutron Source (IPNS) at Argonne National Laboratory 
( ANL). These instruments are each typical of their classes - steady and pulsed 
neutron source instruments, respectively, and the IPNS SAD is arguably the best 
pulsed instrument of its kind in the world. The PLUTO reactor is sadly decom-
missioned now, but its SANS instrument was of similar design to the better known 
D 11 instrument at the Institute Laue-Langevin (ILL). All the experimental data 
cited in this work were collected at either the PLUTO or IPNS instruments. A 
fuller description of neutron scattering terminology and methods is given in [93]. 
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A major part of the effort involved in this present work has been in the devel-
opment of data processing and analysis software for SANS, most of which is now 
available to users at Harwell and IPNS. A description of the methodology is given 
in section 4.3.3. Some justification for the techniques involved in interpreting the 
processed small angle signals is given in section 4.5. 
The data presented in section 4.6 are chosen as representative of three regimes. 
Data for the binary system iron-chromium is used to illustrate phase separation 
in a concentrated system, well above the percolation threshold. The copper-cobalt 
system studied was for a very low elemental concentration of cobalt at two weight 
percent, although the nucleating domains formed are not necessarily pure cobalt. 
Finally some data for the formation of the"'/ phase in the complex steel PE16, 
demonstrates that even in a complex many component system, it is still possible 
to treat the system as though it had only two relevant phases. 
4.1.1 SANS as a Materials Probe 
Small angle neutron scattering has become a widely used method for studying 
microstructure in metallic and organic materials, particularly alloys and poly-
mers. This work concentrates on studies of metallic alloys, but the methodology 
is similar for other materials. The SANS technique has a number of significant 
advantages over other methods such as electron microscopy (EM) [94, 95, 96]. 
The sample used in SANS is typically a disk of material, approximately lOmm 
in diameter and a few mm thick. The SANS measurements effectively probe all 
the sample giving bulk properties rather than local inhomogeneities as done using 
EM. Sample preparation is generally much easier than for EM, with only minimal 
sample surface cleaning being required. 
Since SANS is essentially a non-destructive probe, it is possible to examine samples 
in a variety of special environments without disturbing the processes under study. 
For example, it is possible to use SANS on metallic alloys where the sample is 
held at high temperature in a furnace and in a magnetic field, and the probing 
neutron beam has a negligible effect. Such measurements allows detailed study of 
ageing effects in alloys, over periods of time up to several days. 
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4.2 Scattering Theory 
The following describes the formalism necessary to discuss small angle neutron 
scattering in terms of the interaction of a neutron beam with a fixed scattering 
sample. The treatment here is loosely based on [90) and [97). A more simplified 
discussion is given in [98), and [99). The aim here is to link the scattering inter-
action theory to what is measured, and what can be calculated from a computer 
simulated sample. 
Consider the interaction between a single incoming neutron and a single scattering 
atom. The neutron is described by its wave-vector k and mass mn. The energies 
and speeds of the thermal neutrons used in SANS experiments are sufficiently 
low such that the neutron may be considered a non-relativistic particle, with its 
energy E given by E = !mnv! = 1i2k 2 /(2mn), where vn is the neutron's speed. 
The incoming neutron at position r is now described as a plane wave eik.r and the 
scattering atom as a spherically symmetric potential V(lrl). The solution to the 
Schrodinger wave equation for such a potential is known to be (see chapter 24 of 
[100]) of the approximate form at large distances lr- r11: 
ik'.(r-r') 
1/J(r) = eik.r- 4~ j elr- r'l 2~nV(r')t/J(r')dr' (4.75) 
This is illustrated in figure 4.1. The second term represents a superposition of 
all the spherical waves of wave-vector k1 scattered from the atom at r 1• The well 
known Born approximation is to take the wave function 1/;(r1) to be of the same 
form as the incident wave. Writing R 1 = lr- r11 this equation can be re-cast as: 
ik' .(R' +r') 
"''( ) ik.r 1 J e i(k-k').r'2mn V( 1) d 1 
'~-'r=e -- e -- r r 
47r IRII n,2 ( 4. 76) 
Consider now not a single neutron, but a beam of neutrons incident on the scat-
tering atom. If there are n neutrons incident per unit area per unit time then the 
number of them scattered into the differential solid angle dO will be proportional 
to n and to dO with constant of proportionality ~~, known as the differential cross 
section. Since the incident plane wave has unit density, n is just given by !: . The 
~~ . IJP I 
spherically scattered wave 1 eR' , represents a wave of density ~ and speed ~n, 
where the amplitude f is given by: 
f 1 J i(k-k').r'2mn V( 1) d 1 =-- e -- r r 47r 1i2 (4.77) 
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Figure 4.1: An incident neutron of mass mn is represented as a plane wave P with 
wavevector k and scatters from an atom located at r 1 as spherical waves S with 
wavevector k'. 
The number of neutrons scattered into area R'
2 
dO per second is: 
Which gives the differential cross section as: 
d(J' _ k' 1 J i(k-k').r'2mn V( ') d , 2 
d0-k47r e 7 r r 
( 4. 78) 
( 4. 79) 
Making the assumption that the scattering is elastic, ie that lkl = lk'l and writing 
Q = k - k' this becomes: 
2 
d(J' 1 J iQ.r' 2mn V( ') d 1 -=-e--rr 
dO 47r 1i2 
(4.80) 
Where the scattering vector Q is easily seen on geometrical grounds (see figure 4.2) 
to be given by Q = 2 k sin( 0) = 41rs~(O). This then states that the differential cross 
section is essentially a Fourier transform of the nuclear scattering potential. For 
SANS, the details of V(r) are generally not of direct importance since the relevant 
length scales are much greater than the neutron-nucleus interaction lengths. This 
means that the high frequency components of the Fourier transform are of no 
interest and the integral in 4.80 can be written using: 
1 J 2mn 1 1 





Figure 4.2: Effect of combining wavevectors k with k' to obtain the scattering 
vector Q = k- k' after a neutron has been scattered through angle 2A 
where b is known as the bound-atom scattering length and is well tabulated for 
most of the known isotopes. This gross approximation in characterising an isotope 
solely by one parameter, b is reflected in the observation that b varies consider-
ably amongst isotopes, being complex in general. Experimental values for b, are 
tabulated in [92, 93, 101]. 
Consider a beam of incident neutrons impinging on a spatial distribution of scat-
tering atoms as in a solid sample. If the atoms in the sample are labelled by j and 
are located at mean positions r i, then the total differential scattering cross-section 
may be written as: 
dut = ""'b .b iQ.(r;-rk) 
df! ~ J ke 
J,k 
(4.82) 
It is often useful to separate this conceptually into a coherent component ~oh 
which depends strongly on .A and hence on Q, and an incoherent part d~W' which 
varies only weakly with Q, and can often be approximated by a flat constant 
value, over the range of Q values accessible in a small angle scattering experiment. 
Writing 1fo in the form: 
( 4.83) 
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allows this to be separated into: 
dut 
dO N < b
2 > -N < b >2 
+ N < b > 2 E eiQ.(rj-r~c) 
j,k 





It is convenient to use just: 










which is recognizable as a discrete Fourier transform of the spatial distribution of 
the scattering length density. It can be recast into a continuous form by imagining 
a macroscopically smooth scattering length density function p(r), defined over the 
total volume V of the sample to yield: 
(4.87) 
This is related to the intensity J(Q), which is actually measured in a small angle 
scattering experiment, by a simple proportionality due to the choice of units, 
providing the elastic scattering approximation ( lkl = lk'l) holds. A number of 
other assumptions are involved, and contribute correction factors to this equation. 
These include multiple scattering effects and absorption in the scattering material. 
A detailed discussion of these corrective factors is given in [102]. 
The quantity of interest in small angle scattering experiments and indeed in the 
computer simulations, is a measure of the domain shapes and sizes, independent 
of the actual constituent atomic species. This function is the structure factor 
S( Q) and is difficult to obtain directly from the measured intensity J( Q) without 
further approximation. An common and useful approach is to assume a two-phase 
model description of the system. Following [98], the sample can be treated as a 
particulate phase on a background of matrix phase. The particulate or precipi-
tating phase has scattering length density Pv and the matrix phase has Pm· The 
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integral in 4.80 can then be separated out into a uniform integral over the whole 
sample, and one with scattering length density given by p =Pp- Pm, the 'excess 
scattering length density' due to the precipitating phase. The important feature 
of this approximation is that the scattering length density is now represented as 
a single value, constant over the sample, and therefore outside the integral sign in 
4.80. 
da ( ) 2 1 I f 'Q 12 dO ~ Pp - Pm V Jv e' .r dr (4.88) 
The term (Pp - Pm) 
2 
is known as the small angle scattering contrast, denoted 
as f:::.p
2
• A large value of f:::.p 2 gives higher relative scattering intensity from the 
precipitate phase. Equation 4.88 can then be rewritten as: 
da ( )2 1 
dO ~ Pp- Pm VS(Q) ( 4.89) 
which defines the structure function as 
(4.90) 
which is strictly a dimensionless quantity, but is often incorrectly equated in the 
scattering literature with the differential cross section itself. The structure func-
tion is discussed further in the context of scattering from spherical particles in the 
two-phase approximation in appendix C. 
If we do not wish to resort to the two-phase model approximation, it is necessary 
to consider partial structure functions, where a separate function is obtained for 
the relative structure of each pair of phases, giving three independent functions 
for a binary material and six for a ternary system. These must be measured sep-
arately using different sample compositions and the isotope substitution method 
as described in [103]. 
Equation 4.89 is a bridge equation connecting the SANS measurements, theo-
retical calculations of the structure factor, and calculated Fourier transforms of 
computer simulated sample configurations. 
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4.3 SANS Implementation 
4.3.1 Instruments 
Having shown how the small angle neutron scattering intensity gives a practical 
measurement of the idealised structure factor, how is the SANS experiment imple-
mented ? A SANS instrument consists of a source of neutrons, a beam guide and 
sample environment equipment, and a detector system. The means of producing 
neutrons either by thermalising fast neutrons from a nuclear reactor or from a 
pulsed accelerator and target system is of considerable interest in its own right 
[104] . There is insufficient space to discuss it fully here, and this work will simply 
assume some distribution of neutron wavelengths with mean wavelength Amean 
and width ~A, determined by the moderator temperature. 
The beam must also be collimated before arriving at the sample. There are 
a number of techniques for this described in [105], all that need be considered 
here, is the signal smearing effect the collimation system has. If this is known 
and can be parameterised, it can be removed from the processed data, using 
deconvolution methods. This is discussed in section 4.3.5. Figure 4.3 shows the 
usual arrangement with a normalising counter (Mu) upstream from the sample (S), 
and scattered neutrons detected by an area detector (A). This diagram is used 
as the basis for discussing the measurement and data normalisation procedure 
to obtain the scattering intensity I( Q) in standard units of cm - 1 1 . A second 
monitor, downstream (M d) is sometimes employed for transmission measurements, · 
although cells of the area detector itself can sometimes be used for this purpose. 
The instrument has the general characteristic that the relative scattering intensity 
or detector-counts can be measured as a function of cartesian co-ordinates ( x, y) 
and hence transformed to polar angles () and ~for a range of small() values, but 
with very small values inseparable from the large count rates from the straight-
through beam. If the neutron wavelength is known, the measured count rate gives 
a measure of S(Q) where Q is determined uniquely from fJ, ~and A. Small angle 
scattering instruments are discussed generally in [106] and the PL UTO and IPNS 
1This work consistently uses cm and A units in describing scattering experiments, since this is 
consistent with the current literature, and what's in a few factors of 10 anyway ? 
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B 
Figure 4.3: A generalised small angle neutron scattering instrument, showing 
a collimated beam of neutrons B, the normalising upstream monitor Mu, the 
scattering sample S, the (optional) downstream monitor Mv for transmission 
measurement, and the area detector consisting of a grid of position-event recording 
cells A( x, y). The area detector is not necessarily centred on the beam and may 
be offset for anisotropic measurements. 
111 
instruments are described in detail in [107, 108] respectively. 
4.3.2 Bragg Scattering 
It is worth mentioning that for small angle scattering experiments it is important 
to avoid Bragg scattering occurring, or at least to avoid measuring its effects. A 
SANS sample must be macroscopically thick to obtain sufficient scattering signal, 
and is typically a few millimetres in thickness. In a polycrystalline sample, as 
used for all the data presented in this work, strong multiple scattering effects can 
occur if certain combinations of crystallographic orientations occur accidentally. 
The resulting very strongly Bragg scattered neutrons will have a high probability 
of being further scattered as they pass through the sample. 
It is by no means trivial to correct for such multiple scattering effects [109]. It is 
usual to avoid the problem by choosing a neutron wavelength range so that the 
strong Bragg scattering does not occur. The Bragg relation: 
nA = 2dsin0 ( 4.91) 
will only be satisfied for neutrons with a low enough A, given the d spacing in the 
polycrystalline sample material. If A > 2d is chosen, then no Bragg scattering can 
occur. 
This choice is relatively simple at a steady state reactor neutron source, where the 
chopper can be adjusted to keep A above the cutoff. At a pulsed source, it is not 
always possible to have the beam characteristics changed, and the only solution is 
to discard the channels with too low a wavelength. This often limits the resolution 
of the instrument. 
4.3.3 SANS data Reduction 
Using figure 4.3 as a reference, it is possible to describe how raw small angle scat-
tering data is reduced to a structure factor like quantity J(Q) <X S(Q). Consider 
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the expression for the scattering wavenumber IQI. 
47r . 29 
Q = IQI = - s1n(-) 
A 2 
( 4.92) 
where the redundant factor of two is retained to emphasise that the neutron of 
wavelength A is scattered through an angle of 29. 
This indicates that a scattering experiment can measure intensity as a function 
of Q, by varying the neutron wavelength as well as by using a position-dependent 
and therefore 9-dependent detector. This is the method employed at a pulsed 
source instrument, and will be described first. 
At the Intense Pulsed Neutron Source (IPNS) facility at Argonne, a pulsed proton 
beam impinges on an enriched uranium target to provide pulses of fast neutrons 
by fission. These are then moderated to provide beams of thermalised neutrons, 
and are made available as a collimated beam to the various instruments. This 
pulsed beam contains neutrons of wavelengths that vary with their time of arrival 
at the area detector in a known way. It is then possible to use an electronic 
gating system to obtain time sliced intensity readings for each spatial cell in the 
area detector. This allows the recording of position and time dependent intensity 
measurements I(x, y, t). From knowledge of the geometry of the instrument and 
its relationship to the scattering smaple, it is possible to convert the ( x, y) into a 
scattering angle 29 for an isotropic scatterer, or to retain the azimuthal angle ( 4>) 
dependence about the beam axis for an anisotropic scatterer. Information about 
the time of arrival of the neutrons and knowledge of the pulsed beam properties 
allows determination of the appropriate wavelength in expression 4.92 above. It 
is then possible to bin the intensity measurements as required. 
The raw intensity measurements must be calibrated in standard units, if they are 
to be compared usefully with measurements made on other samples, and perhaps 
at other instruments. It is also necessary to remove background intensity readings 
from the unscattered beam, and from any other spurious sources such as general 
background radioactivity or analogue electronic noise in the detector system. 
Consider the general expression used to obtain calibrated intensity readings using 
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the IPNS SAD instrument. 
I(x t)- SF 
'y, - DETSEN(x, y) x SPEC(t) 
( 4.93) 
Where the superscripts S, B, S B, C refer to measurements made with the sample, 
the sample background (ie the empty sample holder), a standard background, and 
a cadmium blank disk (which absorbs the neutrons and thus blocks the beam). 
The scale factor SF is obtained from measurements on a standard sample as de-
scribed below. The detector sensitivity DETSEN can be obtained from measure-
ments of the relative count rates for an known scattering sample. The upstream 
monitor counts Mu are required to allow the beam intensity to fluctuate without 
affecting the measurement calibration. The transmissivities (T)are determined 
using the down-stream monitor, or from the central cell(s) of the area detector 
itself, using the expression: 
Ms _ M~Mc 
T _ D Mu U 
- M~ME- MgMc 
Mu D Mu D 
( 4.94) 
This applies to each time channel t, with the superscripts S, E and C referring 
to sample, empty beam and cadmium runs, and the subscripts U and D referring 
to the upstream and downstream monitors. Finally the term SPEC refers to a 
determination of the relative populations of neutron wavelengths present in the 
beam. This is done by attenuating the beam with a disk of absorbing cadmium, 
with small holes in it, and by filtering out fast neutrons with a crystal of MgO. 
More detail is given in [108]. 
The calibration process for a pulsed source is complicated considerably by the need 
to keep track of the different wavelengths. Small angle instruments at a steady 
state or reactor neutron source, typically use one fixed neutron wavelength. This 
is typically done using a chopper, consisting of rotating helical channels through a 
cylinder of neutron absorbing material such as cadmium, that only allows neutrons 
of a restricted range of wavelengths to pass. See for example [107]. Equation 4.93 
is then independent of time channel, but is otherwise unchanged. 
A standard sample is required to calibrate the scattering data into known units. 
The choice of this sample is somewhat controversial. Generally, the standard 
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should be a strongly isotropic scattering substance, of precisely known composi-
tion, and generally available. It is also preferable that its scattering should be 
either independent of neutron wavelength over the usual SANS range of 3- lOA 
or at least have scattering intensity well parameterised in terms of wavelength. 
The scattering Materials used in the past are vanadium, which is unfortunately 
a weak scatterer, water, which does have a wavelength dependence, or a cali-
brated secondary standard polymer which is less generally available. See [110] for 
a discussion of these materials and intercalibration methods. This work employed 
water as a calibration standard for experiments with iron chromium and PE16 
steel performed at the Harwell PLUTO reactor, and used the secondary standard 
'Bates polymer' [111], as calibrated by the Oak Ridge National Laboratory, for 
the experiments on copper-cobalt alloys performed at IPNS. 
4.3.4 Binning Schemes 
Equation 4.93 describes the measured intensity I as a function of Q. This can be 
binned in a number of ways depending upon the properties of the sample, and how 
the scattering signal is to be interpreted. If the sample is an isotropic scatterer, 
it is sensible to reduce the statistical noise in the measurement by averaging the 
intensity around circles of constant Q = IQI. Figure 4.4 indicates how intensity 
measurements are binned this way. An example is given for the isotropic scattering 
pattern of iron chromium at a high temperature. 
4.3.5 Data Filtering and De-Smearing 
As indicated in figure 4.5 there can be considerable noise present in a two di-
mensional small angle scattering pattern. To a large extent this is less important 
when circular averaging about the beam centre is done, but even then, the signal 
to noise ratio may be too low at extreme Q values. Techniques for reducing the 
noise present in a systematic way involve Fourier filtering of the raw intensity data 
and are described in [112, 113]. Briefly, the scattering pattern is Fourier trans-
formed in two dimensions, either in cartesian or polar co-ordinates. A filtering 
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Figure 4.4: The circular binning scheme for the two dimensional scattering pat-
tern. Values in Q-space are converted to radial average values, by binning around 
circles of constant IQ I. For an isotropic scattering sample this is adequate for a Q 
range of typically IQI > 0.005A, although, as shown, resolution is limited at lower 
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Figure 4.5: A typical isotropic scattering pattern, showing approximately circular 
pattern with a very high intensity from the unscattered neutrons in the straight 
through beam. The sample is a polycrystalline Iron- Chromium alloy at a temper-
ature of 833K, and the scattering is from growing domains of chromium enriched 
material. 
window is used to suppress or discard high spatial frequency components of the 
transform prior to applying an inverse transform to restore the pattern, which is 
then analysed in the usual way. These methods are useful when the scattering is 
so weak that the normalisation and background correction schemes can introduce 
negative values into the processed data, and cause the analysis codes to fail. Fil-
tering inevitably causes some loss of information content in the scattering signal, 
and must be used with caution. 
A related technique for pre-processing the scattering signal is de-convolution or de-
smearing. A consequence of the collimation system of the scattering instrument is 
that the signal is smeared and sharp features are blurred or convolved by the res-
olution function of the instrument. If the resolution function is known and can be 
parameterised, it is possible to Fourier de-convolve the measured signal, to restore 
any sharp features that were lost [114]. Good attempts at this parameterisation of 
SANS instruments at Los Alamos National Laboratory (LANL) and at Argonne 
National Laboratory (ANL) have been made [115, 116]. The present work has 
not employed these methods, since a serious systematic error is introduced if the 
resolution parametrisation is wrong. There is still scope for worthwhile work to 
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test this method with known scattering samples. 
4.4 Magnetic SANS 
This section describes a method for separating the scattering signals from the 
atomic nuclei, and from ferro-magnetic effects in the sample. This technique is a 
small subset of more general methodology needed for treating anisotropic small 
angle scattering signals. The aim is to separate the nuclear scattering signal 
that contains information about the spatial composition of an alloy, from the 
magnetic contribution that describes how the magnetic domains are aligned in 
spin direction. This method is used for interpreting the scattering data from a 
copper cobalt alloy, presented below. 
Consider a binary alloy sample with a ferromagnetic component, held in a satu-
rated magnetic field, in the horizontal direction. Following [117] the total scat-
tering signal I8 is assumed to consist of nuclear IN and magnetic IM scattering 
contributions as follows: 
( 4.95) 
with the nuclear part taken to be: 
( 4.96) 
ind the magnetic part as: 
( 4.97) 
Note however, that modified values of the scattering length densities are required 
to take proper account of the nuclear and magnetic scattering. These values, 
p N and pM respectively can be calculated or measured as des cri bed below. In 
the presence of a saturated magnetic field, the magnetic signal will depend on 
the azimuthal angle but the nuclear component will not. Taking the azimuthal 
angle as a positive angle defined as the anti-clockwise angle with respect to the 





Figure 4.6: The relative orientation of the magnetic field as indicated by the arrow 








Figure 4.7: A typical magnetic scattering pattern, with high intensity 'wings' 
where the magnetic and nuclear scattering combine. 
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of the form shown in figure 4. 7 with strong wings where the nuclear and magnetic 
scattering signals combine. 
These can be separated by considering concentric rings of constant Q = IQI. 
The prefactor in equation 4.97 involves a dot product giving a ratio for the 
magnetic to nuclear components of 1- cos2 ( </>) = sin2 ( </>). If there are N spatial 
cells contributing to a given Q ring, then by using the first and second moments of 
sin
2
( </>), the following matrix equation can be solved using Gaussian elimination, 
to determine the nuclear IN and magnetic IM scattering contributions from the 
total IT scattering intensity. 
( 4.98) 
where the angled brackets denote an average value for the circle of fixed Q. This 
system of equations was implemented in the program ANLAN for treating SANS 
data at the IPNS SAD instrument [113]. An example of processed data is given 
in section 4.6.1 for a copper cobalt alloy. 
4.5 SANS data Interpretation 
A wealth of lore surrounds the interpretation of small angle scattering data. The 
basic aims of SANS are to yield the shape and volume fraction of scattering fea-
tures of a characteristic size of approximately 10 -1000A, in a bulk sample. If the 
sample contains a precipitating phase, the growing particles can be characterised 
from the SANS signal. Their shape comes from the shape of the scattering curve 
as a function of Q, while the volume fraction comes from the absolute values of 
the scattering intensity. 
Generally SANS is inadequate to determine an accurate volume fraction unless 
the particle composition is known. Only then is it possible to compute the con-
trast 6.p2 for the precipitating phase. The problem of accurately characterising 
the particle shape and size distribution is especially difficult when there is more 
than two phases present or if there are many different shapes present. In such 
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cases, other experimental data is needed, such as accurate chemical analysis of 
the precipitates, or TEM micrographs giving the particle size distribution. 
Even if the composition of the precipitating phase is unknown it is still possible 
to use SANS to obtain quantitative estimates for the relevant length scales. This 
is particularly useful in the case of a percolated domain structure, where there is 
no longer an unambiguous definition of particle size. The SANS signal can still 
give a good estimate of the correlation length of such a structure. 
The following is a brief description of the scattering expected from a distribution of 
spherical particles. Form factors for other shapes are also quoted and the limiting 
forms for these factors, according to the Porod law, is discussed. 
The well known Rayleigh formula for scattering from a single sphere of radius 
R can be readily derived from an integration of equation 4.87 in spherical co-
ordinates, as done in appendix C, to yield: 




which gives the scattering intensity for a monodisperse system of spheres of radius 
R, as: 
( 4.100) 
in the two-phase approximation, where V1 is the volume fraction of the sample 
taken up by the precipitating phase. The ideal scattering intensity for such a 
monodisperse system is illustrated in figure 4.8. 
This form is unlikely to be seen in real experimental data for a number of rea-
sons. A real sample is unlikely to be exactly monodisperse, and the interference 
troughs will be smeared out. Additional smearing arises from the resolution of 
the instrument. Finally, real particles in a polycrystalline alloy will form lattice 
approximations to spheres, also causing some smearing of the Rayleigh curve. In 
consequence, limiting forms of equation 4.99 are often used. 
Taking x = Q R, an expansion of equation 4.99 gives: 
2 4 6 
2 X X 4x F(x)=1--+---+··· 
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Figure 4.8: The Rayleigh form factor for a monodisperse system of spherical 
scatterers of radius 50A, and the Guinier approximation to it, plotted for a typical 
SANS Q range of 0.005 - 0.4A -l. There is good agreement at low Q R values. 
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A corn pari son between this and the expansion: 
(4.102) 
shows that the Guinier approximation given by: 
( 4.103) 
is correct to second order in QR. Equation 4.103 defines a Guinier radius Ra as a 
characteristic length scale for the particulate phase. The range of agreement with 
the Rayleigh formula is shown in figure 4.8. A common method of analysis for 
SANS of spheres, is to take logs of the Guinier equation 4.103. This yields a linear 
equation that can easily be fitted to data, and determines the Guinier radius Ra 
and volume fraction V1 from the fitted gradient and intercept respectively. A more 
accurate and robust method employs the Maximum Entropy method, described 
in appendix B, to fit a distribution of spherical scatterers to the SANS data. 
A number of other form factors are in general use to describe commonly occur-
ring features in SANS signals [118, 119]. Two of particular interest are for long 
randomly oriented rods or needle-like precipitates, and for thin randomly oriented 
platelets. For needles or long rods of radius a the form factor is: 
(4.104) 
for randomly oriented thin platelets of thickness 2a: 
2 Ji(Qa) 2 
F (Q) = Q22(Qa) a ( 4.105) 
where J11 denote Bessel functions of the first kind [120, 121]. in a similar notation, 
the Rayleigh formula becomes: 
2 Ji(QR) 6 
F (Q) = (QR)3 R ( 4.106) 
It should be emphasised that these form factors are theoretical limiting forms that 
are never obtained in real resolution limited experiments. 
Of particular interest is the low-Q limiting of these form factors. A plot of log J( Q) 
versus log Q yields the leading power of Q as a gradient, and is a common means 
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of determining the dominant particle shape present in the precipitating phase. 
This is the Porod law, that states log I ( Q) ex: -4log Q for spherical scatterers, in 
the limit of low QR. Similarly a gradient of -1 indicates rods and -2 randomly 
oriented sheets [118]. These approximations are, unfortunately, not helpful when 
a number of different shapes are present. 
4.6 SANS Alloy data 
This section presents three sets of SANS data for three different alloys. These 
alloys were chosen as representative of the regimes of a low-concentration binary 
system, a high-concentration binary system, and a complex many component 
system, where the dominant precipitating phase is in fact a compound 2 • 
The system copper cobalt is used to illustrate the growth of roughly spherical 
particles of cobalt in a matrix phase of copper with two weight percent of cobalt. 
Since cobalt is ferromagnetic, it was necessary to use the magnetic/nuclear sepa-
rative techniques, described above, to process this data. 
Various concentrations of chromium in iron alloys were studied as an alloy system 
in the concentrated regime, where a long-range interconnected chromium rich 
phase forms. I am grateful to Drs J.E.Epperson and C.G.Windsor for access 
to this data, which was collected using the PLUTO SANS instrument. It was 
unfortunately not possible to use a saturated magnetic field for these experiments, 
and so the data presented is the total scattering intensity, containing both nuclear 
and magnetic contributions. This data was treated using the software described 
above, by the present author, and published in [122]. Work on the iron chromium 
system is still underway as a collaborative project between Drs Epperson and 
Windsor and the author. There is some very recent evidence that the effects 
seen in the PL UTO unseparated total scattering data are essentially unchanged 
in nuclear/magnetic separated data collected at the IPNS instrument. 
20K, they weren't chosen, they were all that was available! 
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4.6.1 Copper-Cobalt 
The copper cobalt system is an interesting system where the lattice parameters 
of the matrix are almost unchanged by the introduction of a small amount of 
dissolved cobalt. In addition, there is no intermediate phase formed, and the 
precipitate is almost certainly pure cobalt. A phase diagram for the copper cobalt 
system is given in [123]. The low strain due to the similar lattice parameters of 
copper and cobalt in the face centred cubic phase, suggests that the precipitating 
phase will be in the form of near spherical particles. These cobalt particles may 
be surrounded by 'depletion zones' where the cobalt is absent from the matrix. 
This system presents an opportunity to study the very early stages of precipitation, 
a previous study only reporting on phase formation after long ageing times of more 
than 100 hours [117]. 
Cobalt is ferromagnetic, so it is necessary to use the magnetic/nuclear scattering 
separation techniques described previously. 
Several samples of an alloy of two weight percent cobalt were prepared using 
99.999% pure components, and were solution treated at 1273 K for one hour 
to remove any precipitate phase formed during manufacture. The samples were 
subsequently quenched in iced brine. 
The samples were then annealed for various times at 873 K prior to re-quenching 
in iced brine. This final quench process should be fast enough to halt the pre-
cipitation process, so that the SANS experiments can study the growth at very 
short times, where there would have been insufficient scattering intensity for in-
situ experiments. The instrument response time is also too short to allow accurate 
experiments lasting less than about a minute. Sample treatment times at 873 K 
were: 30 seconds, 1, 2, 4, 8, 16, 32, 64 and 128 minutes. 
The copper-cobalt alloy sample used in this work has the composition shown in 
table 4.1. 
125 
Element Weight Atomic Atomic Scattering 
percentage percentage weight length 
w. A· M· bi (/10-12 cm) ' ' ' 
Cu 98.0 97.846 63.55 0.769 
Co 2.00 2.154 58.93 0.270 
c ~ 0.1 ~ 0.1 12.01 0.665 
Table 4.1: Cuo.97B- Co0.022 composition and constituent properties 
The scattering length densities can then be computed from the formula: 
_ N -d Ei Aibi 
p- A 
"'·A·M· 
LJ, ' ' 
(4.107) 
Where d is the sample density. In the case of the matrix phase the density can be 
computed from the mean atomic weight and the mean atomic volume of an atom 
in an fee lattice of unit cell length a0 ~ 3.617 A. The scattering length densities 
are then: The small angle scattering contrast for pure cobalt domains in a matrix 
Phase Pm 
[10-12 cm - 2] 
Cu-Co(2wt%) matrix 0.0643 
Pure Cu 0.0649 
Pure Co 0.0246 
Table 4.2: Scattering length density for the phases in copper cobalt 
of Cu-Co(2wt%) is then 1.5755 x 1021 cm-4• 
A selection of data is shown for the two weight percent Cobalt sample, in figure 
4.9. Figure 4.10 is a log-log plot emphasising the features. 
The ratio between nuclear and magnetic scattering is shown for a sample heat 
treated for 128 minutes in figure 4.11 and is relatively flat. There are no sub-
stantial peaks at low Q values. This suggests that the large scattering feature 
that causes the peak at low Q does not appear to be magnetic in nature, since it 
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Figure 4.9: Copper-Cobalt scattering data with nuclear and magnetic scattering 













):( ):( ):( ):( ):( ):( ):( ):( ):( ):( 
+ + + 
):( 
0.1~~~~~~--------~~~~--~~~~~~~ 





0.005 0.01 0.02 0.05 
Scattering Vector q [/A] 




appears predominantly in the nuclear component. It may be due to grain bound-
aries in the poly crystalline sample. It is possible to simply subtract this peak from 
those samples which have been heat treated for the longer times of~ 8 minutes, 
since there is sufficiently strong scattering from the precipitating phase. This is 
difficult and therefore of limited accuracy for the weaker scattering occurring in 
the those samples treated for shorter times. 
The maximum entropy method described in appendix B is used to fit a distri-
bution of spherical scatterers to the subtracted spectra. This gives an excellent 
and rapidly converging fit, and yields size distributions of fairly sharp Gaussian 
shape, as shown in figure 4.12. These distributions can be fitted to a Gaussian 
curve, to determine the volume fraction and mean particle size as a function of 
heat treatment time. Figure 4.13 shows the fitted particle radii as a function of 
heat treatment time and figure 4.14 the volume fractions. The radii and volume 
fractions are tabulated in table 4.3. 
Time at 873 K Mean Particle radius Volume Fraction 
minutes [A] 
1 33.7 0.016 
2 33.6 0.042 
4 32.0 0.17 
8 34.3 0.48 
16 38.9 0.68 
32 38.2 1.01 
64 44.0 1.07 
128 45.3 1.73 
Table 4.3: Fitted parameters to the Cu-Co(2wt%) alloy, following an effective 
quench to 873 K. 
In general, the volume fractions can be obtained much more accurately than the 
the mean particle sizes, since they are less sensitive to the particle distribution 
shape. 
Figures 4.15 and 4.16 indicate how well the assumed distribution of spherical 
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Figure 4.11: The ratio between magnetic and nuclear scattering in Cu-Co(2wt%) 
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Figure 4.12: Fitted volume fractions to the Cu-Co(2wt%) heat treated data, for 
0.5 minutes to 128 minutes at 873 K. These values assume pure cobalt particles. 
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Figure 4.13: The mean particle radii for the heat treated Cu-Co(2wt%) samples 
from 0.5 to 128 minutes. The upper graph shows a comparison between various 
power laws, and the experimental data. The lower curve shows mean particle size 
against log2 time. None of the commonly employed growth laws fits the data over 
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Figure 4.14: The particulate volume fraction for the heat treated Cu-Co(2wt%) 
samples from 0.5 to 128 minutes. Note the anomalously low value at 64 minutes 
of heat treatment 
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particles fits the scattering data. 
This work has assumed that the growing particles are pure cobalt and that there is 
a sharp interface between the matrix phase of Cu-Co and the cobalt particles. This 
is almost certainly not true, as there will be a depletion zone formed around the 
growing cobalt particles where the available cobalt has been used up. This means 
that the two-phase approximation breaks down. A closer study of this effect 
is worthy of further study since its range imparts information on the diffusion 
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Figure 4.15: Fitted scattering intensity for Cu-Co(2wt%) after the initial quench 
into iced brine from 1273 K, using a distribution of spherical scatterers and an 
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Figure 4.16: Fitted scattering intensity for Cu-Co(2wt%) after 128 minutes treat-
ment at a temperature of 873 K, using a distribution of spherical scatterers and 
an incoherent scattering background of 0.00877 x 1020 cm - 4 
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4.6.2 Iron-Chromium 
The binary iron-chromium system is particularly suitable for comparisons between 
simulation and experiments as it is possible to work with an almost purely binary 
system with real dynamics slow enough to be followed in an in-situ experiment. 
In addition there is already a body of experimental data available for this system 
[125, 57] which forms the binary alloys closest in composition to practical steels. 
This section presents some temporal sequences of SANS data for binary iron-
chromium alloys of 20, 30 and 40 at% Cr content, following quenches to below the 
miscibility gap. The work in this section has been published in [122] 
Figure 4.17 shows an approximate phase diagram for the iron-chromium system, 
due to [57]. The exact positions of the curves are still controversial, but the 
layout is thought to be correct. Of particular relevance for these experiments is 
the intersection of the Curie curve and the miscibility gap. 
Alloys of the compositions 20, 30 and 40 atomic percent Chromium were prepared 
from high purity materials: 99.999% Fe (Metalsmart) and 99.996% Cr (Materials 
Research Corporation). The constituent metals were melted and thoroughly mixed 
in an arc furnace equipped with a water cooled hearth. The homogenized alloys 
were rolled in steps with intermediate anneals, to plate stock 1mm in thickness. 
Flat coupons 19x19 mm2 were stamped from this stock. The high purity materials 
were used to reduce the formation of carbides and other scattering features. 
The platelets were encapsulated in a quartz ampoule, backfilled with just under 
one atmosphere of Helium and homogenized at 1000 C for over 100 hours. Sam-
ple quenching was done by immersing and breaking the ampoules in iced-brine. 
Finally the platelets were mechanically polished and etched for a few seconds in 
a solution of 15 parts (by volume) HCl, 4 parts H 20 2 (30%) and 10 parts H 20. 
Table 4.4 shows the relevant properties of the iron-chromium system for comput-
ing the small angle scattering contrast of the separating phases. 
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Figure 4.17: Fe-Cr Phase diagram, after Furusaka et Al. [57] 
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Element Weight Atomic Atomic Scattering 
percentage percentage weight length 
w. 
' A· ' M· ' 
bi (/10-12 cm) 
Fe 61.7 60.0 55.85 0.954 
Cr 38.3 40.0 52.01 0.353 
c ~ 0.1 ~ 0.1 12.01 0.665 
Table 4.4: Fe0.6 - Cr0.4 composition and constituent properties 
tures of 700- 1000 K. This allows calculation of the scattering length density Pm 
of the matrix phases for 20, 30 and 40 atomic percent of chromium as: 
Phase Pm 
[10-12 cm - 2] 
Fe-Cr(20at%) matrix 0.0713 
Fe-Cr(30at%) matrix 0.0615 
Fe-Cr( 40at%) matrix 0.0610 
Pure Fe 0.0810 
Pure Cr 0.0294 
Table 4.5: Scattering length density for the possible phases in iron-chromium 
These experiments were performed with the PLUTO reactor at AEA Technol-
ogy (Formerly Harwell Laboratory) and used the SAS instrument there. This 
instrument is described in [107]. A neutron beam of mean wavelength 0.5nm and 
a specially designed furnace for in-situ sample heat treatment were used. Each 
homogenised sample was rapidly heated to either 515°C, 530°C or 545°C and 
scattering signals collected in a time sequence of !, 1, 2, 4, 8, 16, ... hours. The 
scattering intensities were normalised using a thin water sample using the proce-
dure described in [107, 127] 
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Figure 4.18: Iron-Chromium Scattering Data a) 20 at%Cr; b,c) 30at%Cr; d,e,f) 
40at%Cr Time sequences as marked, in hours. 
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There are a number of regimes of interest in these curves. Firstly, the back-
ground scattering in the 40at%Cr sample (after it was quenched into iced-brine 
after its initial homogenisation at 1000° C ) is relatively flat at high-q values but 
does show some scattering at lower Q (See figure 4.18d). This intensity at low-Q 
appears in the other curves and still requires a full explanation. It was not re-
ported in an earlier work on iron-chromium scattering [57], possibly because that 
scattering instrument was unable to operate at such low-q values. Recent work on 
iron-chromium-nickel alloys [127] and further work on iron-chromium [125] show 
a similar result. This anomalous scattering may be attributed to needles and 
platelets seen in TEM micrographs of iron-chromium, but is probably not due to 
carbides nor to surface scattering effects. 
The diffuse peaks seen in the 30at%Cr and 40at% Cr sample data (See figure 
4.18b-f) are often considered as indications of the well known spinodal decompo-
sition process. Their positions depend on time and the maxima evolve to lower 
q-values indicating an increase in the characteristic domain length scale. Note 
that at 545°C, the peaks develop faster and larger due to the increased thermal 
activity. Model studies of spinodal decomposition reveal that it corresponds to a 
percolated interconnected structure, of a time dependent thickness. 
It is significant that in the 20at%Cr sample data (See figure 4.18a ), there are 
no visible peaks. This suggests that for a system below the site percolation limit 
(p=0.245 for a bee lattice) [78], there is no scattering from a percolated chromium 
enriched domain structure and furthermore such scattering as is present origi-
nates from the magnetic domain structure within the iron. A monotonic increase 
with time of scattering intensity for all q-values in the 20at%Cr sample data is 
consistent with this hypothesis. 
Since the critical magnetic scattering is relatively constant in time, it is possible 
to separate out the spinodal curves by simply subtracting off the earliest mea-
sured curve from the rest. Ideally the measured scattering immediately after the 
homogenisation treatment would be subtracted. Unfortunately this measurement 
was not made for all the samples, since such a low intensity requires considerable 
beam time for the statistical reliability needed to subtract two signals. 
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The difficulty in interpreting the iron-chromium data in terms of absolute volume 
fractions is that the precise compositions of the precipitating phases are unknown. 
They can be said to be chromium enriched and iron enriched, compared to the 
matrix phase, but the two-phase approximation is not valid when the concentra-
tions are so close to 50%. Another difficulty is that since only total scattering is 
available, and not that due to the nuclear scattering, it is not possible to deduce 
much from the absolute values of the scattering intensities. However, since all 
the data sets were collected in the same way, it is possible to make sensible com-
parisons between the relative scattering intensities at the different concentrations, 
quench temperatures and quench times. 
The scattering data in figure 4.18 can be analysed in two ways, to yield character-
istic sizes. For the samples with the low concentration of chromium of 20 atomic 
percent, it is possible to apply the maximum entropy fitting algorithm described 
in appendix B to fit a distribution of chromium particles. This can also be applied 
to the early stages of the data with 30 and even 40 atomic percent of chromium. 
At an early enough stage, the domains formed are not yet fully connected, and 
can be approximated by spheres. 
Figure 4.19 shows the mean particle size obtained from a quench experiment on 
Fe-Cr(20at%). There is no single regime where the mean particle size follows a 
1 
simple power law, although the limiting behaviour is that of R ~ {3. Figure 4.20 
shows the corresponding calculated volume fraction of the particulate chromium 
phase. There is an interesting unexplained phenomena after 20 hours, where the 
particle size and volume fraction diverge from the reasonably smooth curves. Note 
the rate of increase of the volume fraction decreases as the chromium available in 
the matrix phase is used up. 
At later times in the concentrated systems, it is only possible to locate the charac-
teristic length scale from the position of the peak in the scattering intensity. Since 
there remains some background scattering either from critical magnetic effects, or 
from impurities, it is necessary to subtract off the earliest available scattering 
curve, following the quench. 
Figures 4.21 and 4.22 show the characteristic length obtained in this way for a 
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Figure 4.19: Fitted distribution of spherical scatterers to Fe-Cr(20at%), yielding 
mean particle size as a function of time, following a quench from 973 K to 788 K. 
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Figure 4.20: Fitted distribution of spherical scatterers to Fe-Cr(20at% ), yielding 
particulate phase volume fraction as a function of time following a quench from 
973 K to 788 K. 
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sample of Fe-Cr(30at%) quenched to 788 and 818 K respectively from an initial 
solution treatment temperature of 973 K. 
Finally, figures 4.23 and 4.24 show the distribution of scattering features present 
in a sample of Fe-Cr( 40at%) following a quench to room temperature after a long 
period above 1000 K. As indicated, there are a number of sizes of features present, 
prominently at particle radii of 10, 100, 150 and 350 A. The volume fractions 
of each of these have been computed as though they were all pure chromium, 
although this is almost certainly not the case. It is an ongoing piece of work 
to identify the exact nature of these initial features, as they probably control 
the subsequent dynamics of phase separation. Figure 4.24 illustrates how well 
the small angle scattering signal can be fitted using the un-normalised particle 
distribution in figure 4.23. This is not surprising, as there are over 100 adjustable 
parameters, and despite the ability of the maximum entropy algorithm not to 
overfit, extreme caution must be exersised in interpreting the fit. 
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Figure 4.21: Characteristic size measured from position of peak in intensity spec-
tra, after subtracting the earliest curve for Fe-Cr(30at%), following a quench from 
973 K to 788 K. 
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Figure 4.22: Characteristic size measured from position of peak in intensity spec-
tra, after subtracting the earliest curve for Fe-Cr(30at% ), following a quench from 
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Figure 4.23: Distribution of spherical particles present in Fe-Cr(40at%), following 
a deep quench from 1273 K to 293 K. 
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Figure 4.24: Fitted scattering intensity from distribution of spherical particles 
present in Fe-Cr(40at%), following a deep quench from 1273 K to 293 K. 
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4.6.3 PE16 Steel 
Conventional iron-based steels can lose much of their strength at temperatures 
above 970 K, when dislocations are created and are mobile. Precipitate hardened 
superalloys such as PE16, are strengthened by the presence of particles which pin 
the dislocations and thus prevent plastic flow. It is important, however that the 
particles of the hardening phase are not allowed to grow beyond a certain size, 
since this will have the detrimental effects on making the alloy brittle, and can 
cause crack formation. 
As a consequence of its superior strength, PE16 is used in a number of perfor-
mance critical components in nuclear power stations and therefore studies of its 
ageing behaviour and response to extreme conditions of pressure, temperature 
and irradiation are of particular importance and current interest. It is especially 
important to determine the quantities of the hardening phase formed over long 
periods of time, when the components are in service. 
A number of samples with various treatment histories were supplied to the ma-
terials Physics and Metallurgy Division of AEA Technology for non destructive 
examination by small angle neutron scattering on the PLUTO SAS instrument. 
This section describes SANS data collected for these samples and analysed using 
the software described in appendix B. 
Nimonic PE16 is nickel-based high temperature steel alloy. Its chemical composi-
tion is given in table 4.6. Several scattering features are known to occur in the 
samples [96]. The ;' hardening precipitate phase is thought to have the composi-
tion Ni3Fey(TixAl1_x), which has the same cubic symmetry as the face centred 
cubic matrix. This phase forms an ordered structure with the nickel and iron 
atoms occupying the face centred positions in a cubic array of random titanium 
and aluminium atoms. The ordered structure of the ;' phase is not accessible 
to SANS experiments, and the precipitate is only observed as a distribution of 
approximately spherical particles. 
The exact composition of the ;' phase is still controversial [96}, but is approxi-
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Element Weight Atomic Atomic Scattering 




' M· ' 
bi (/10-12 cm) 
c 0.047 0.22 12.01 0.665 
Si 0.22 0.44 29.08 0.42 
Mn 0.06 0.06 54.94 -0.373 
s 0.003 0.01 32.06 0.285 
Cr 16.6 17.90 52.01 0.353 
Mo 3.22 1.88 95.95 0.695 
Ni 43.6 41.64 58.71 1.03 
Al 1.19 2.47 26.98 0.345 
B 0.002 0.01 10.81 0.535 
Co 0.27 0.26 58.95 0.270 
Ti 1.20 1.40 47.90 -0.337 
Zr 0.035 0.02 91.22 0.70 
Fe 33.553 33.69 55.85 0.954 
Table 4.6: PE16 chemical composition and constituent properties 
151 
mately given by Ni 2.9Fe0.1(Ti0 .4Al0 .6 ), which means that is has a SANS contrast 
of 0.150 x 1020cm-4 with the matrix phase. 
In addition to the,../ phase there is almost certainly a number of carbide phases 
and for the particular samples described here, a distribution of irradiation induced 
voids, possibly filled by helium [128, 129]. This work concentrates solely on the 1' 
phase, since a useful discussion of the other phases cannot be made without more 
information on the sample treatment histories than can be stated here. 
The eight samples and their designated labels and treatment temperatures are 
described in table 4. 7. All samples are from the same original batch of material, 
and have had several years treatment at the specified temperatures. Samples A-J 
have been continually exposed to radiation of varying degrees of intensity, sample 
U was the control sample and has not. 
Sample Label Treatment Volume Volume Volume 
and Run Number Temperature Fraction of Fraction of Fraction of 
[K] o-2oA. 20- 60A 60 -1000A 
particles particles particles 
A (7611) 588 1.08 0.222 0.0606 
B (7617) 613 2.39 1.60 0.194 
c (7601) 643 1.64 2.13 0.157 
D (7609) 703 1.52 0.628 0.791 
F (7593) 823 1.22 0.303 0.283 
G (7615) 893 0.913 0.149 0.297 
J (7613) 953 0.906 0.0725 0.296 
u (7604) 293 0.954 0.295 0.0318 
Table 4. 7: PE16 Samples and treatment temperatures and measured volume frac-
tions. Note the volume fractions have been determined for a contrast of 1020 cm - 4 , 
so for·-/ phase, divide volume fractions by 6.p2 = 0.150 to obtain true percentages. 
Figure 4.25 shows the fitted size distribution of spherical particles, assuming a fiat 
contrast value of 1020cm-4 for all the scattering features present. There are three 
distinct size groups of features present, from 0 - 20A radius, 20 - 60A radius and 
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above 60A radius. These may be identified with voids,"/ and carbides respectively. 
The integrated volume fractions from these distributions are tabulated in table 
4. 7, but must be divided by the true contrast values to obtain true percentage 
volume fractions. The volume fractions have been deliberately left uncorrected 
by the precipitate contrast, since there is a possibility that the large precipitate 
are also /
1 
[130]. This cannot be determined without further electron microscope 
examination of the samples. 
Figure 4.26 shows how the assumed distributions of spherical particles fits the 
scattering intensity measurements. There is a good fit except at high Q values. 
At these values, the form factor deviates from that of spherical particles. It has 
been postulated [131], that this may be due to the formation of rod like particles 
growing preferentially at grain boundaries in the samples, since these would give 
rise to the slope of -1 seen in the Porod plot shown in figure 4.26. 
Figure 4.27 summarises the volume fraction data, showing the precipitate volume 
fractions as a function of temperature. The volume fraction is low at low temper-
atures and initially increases with temperature, reaching a maximum between 600 
and 700 K. This is probably due to increased thermal activation and increased 
mobility of the 1' constituent atoms. Above this temperature range, the precipi-
tate phase volume fractions decrease, presumably as the solute is dissolved back 
into the matrix. 
In fact, the situation is more complex than indicated above, and irradiation effects 
are also most likely to influence those samples treated between 600 and 700 K. 
The samples described here, form part of one mechanical structure, and the varia-
tion of volume fraction with temperature in the manner indicated has implications 
for the mechanical strength of the structure, and its weakest point. 
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Figure 4.25: PE16 Heat treated samples, showing fitted size distribution of spher-
ical scatters. The volume fractions are un-normalised with respect to the SANS 
contrast of the individual features. The group of peaks at around 25- 50 A radius 
is probably the,./ phase and the peak at around 12A radius, may be matrix voids 
of helium, for example. Larger features may be identified with weakly contrasting 
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Figure 4.26: PE16 Heat treated samples B and J log-log plot of scattering intensity, 
measured in cm - 1 as a function of scattering vector IQ I measured in A -1 • The 
fitted continuous lines are from an assumption of a size distribution of scattering 
spheres. The straight lines are of slopes -4, -2 and -1 and illustrate the badly 
fitted region at high IQI values has slope -1 and might be expected to be associated 
with rod-like scattering features according to Porod's law. 
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Figure 4.27: Volume fractions for the likely scattering features present in the heat 
treated PE16 samples. Only the "'/ is correctly scaled as a percentage volume 
fraction. The carbides and voids have been treated numerically as additional 1' 




This chapter attempts to combine the results from the computer simulations, 
numerical integration of the Cahn-Hilliard-Cook equation and the small angle 
neutron scattering experiments together. Despite the disparity between the pro-
cesses, real and idealised, in the real and and model alloys considered, there do 
appear to be universality classes for growth. These classes are distinguished not 
by details of the growth process itself, but by the type of order parameter and the 
dimensionality of the system under consideration. 
The next section discusses scaling and the combination of the size scaling results. 
Section 5.2 considers some of the implications of fluctuations and noise in the nu-
merical work, and finally the scope for future work on domain growth is discussed 
in section 5.3. 
5.1 Scaling and Multi-scaling 
5.1.1 Discussion of Scaling 
The main idea behind dynamic scaling is that there is one length or size that is 
important in characterising the domain growth with time for a variety of complex 
systems. It is the functional dependence of measurable properties on this length 
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that categorises dynamic universality classes. The simplest theoretical prediction 
for the functional form of time-dependence of the dominant length is that of 
Lifshitz and Slyozov [13]. These authors considered a dynamic equilibrium process 
of diffusion in a dilute system of spherical particles. Their prediction was that: 
(5.108) 
Where the dynamic universality class is labelled by the value of the exponent 
n = ~' and any system dependent details would be absorbed in the prefactor A, 
which would also absorb the time units and the system temperature. 
This very simple law, was recently re-derived by Huse [11], who showed that its 
range of validity could also be extended to include non-dilute systems. Huse's law 
also describes the medium time coarsening mechanism whereby domains, having 
formed, would increase in size at the expense of smaller domains. The cost of this 
extension was a more complex dynamic exponent, given by the dominant value 
of ~' for the alloy model with scalar concentration variables, but with corrective 
terms as follows: 
(5.109) 
where the effective exponent neff is controlled by a microscopic length Ro, which 
depends on the temperature T. This introduces an additional length into the 
theory. 
It is also useful to consider the simple scaling ansatz for the time dependent pair 
correlation function g(r, t), which is that: 
r 
g(r, t) ~ f( R(t)) (5.110) 
where f is a scaling function, and depends only on the scaled variable R(t), with 
all the time dependence contained in R(t). As Huse reports, this applies directly 
to the measured correlation function. The scattering intensity is just a Fourier 
transform of the pair-correlation function 1 so that given a suitable form for j, this 
allows the scattering curves obtained for different times to be collapsed onto one 
universal curve, independent of time. The consequences of transforming equation 
1See appendix A 
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5.110 into reciprocal or wavevector space is that the function: 
1 
f*(-q-) = Qn(t)S(q, t) 
Q(t) I q2S(q, t)dq (5.111) 
is independent of time, although it will be system specific and is not itself universal. 
The integrals reduce to summations for a discrete set of measured values. 
This function f* can readily be obtained from real or simulated scattering data, 
and it depends only on two parameters, the choice of dynamical exponent n, and 
the characteristic length R or wavevector Q. As discussed in previous chapters, 
there are a number of ways of extracting a characteristic length from a simulation, 
from which a characteristic wavevector can be obtained. There are other choices 
used by different authors. For example Marro and eo-workers [51] used the first 
moment of the scattering intensity curve as defined by: 
Q
1
(t) = I qS(q, t)dq 
I S(q, t)dq (5.112) 
A simpler approach [132] used the position of the peak in the scattering curve as 
a value for Q. This latter is employed in the next section to scale Monte-Carlo 
data, SANS data and integrated Cahn-Hilliard equation data to one curve. 
It is a natural development of the scaling by one length to introduce other length 
scales for the additional corrective terms. This approach is know as multi-scaling 
and has been considered by [38] for the Monte-Carlo alloy model. At the time 
of writing there is insufficient numerical evidence to require multi-scaling for the 
short range interaction lattice models considered here. The real SANS data does 
however suggest that this may be useful in explaining the diversity of exponents 
found for the Fe-Cr and Cu-Co systems, simply because this theory allows more 
adjustable parameters. The accuracy of the SANS data presented here is such 
that it is adequate to use only scaling, and not to attempt a multi-scaling fit. 
5.1.2 Fitted Data 
This section presents a scaling analysis of some of the SANS and computer simu-
lated data. These data can be combined if the model crystal is rescaled. This is 
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done crudely by setting the model crystal lattice length to the unit cell length of 
iron-chromium ( ""0.4nm). Figure 5.1 shows a comparison with 30at%Cr data and 
simulated data, with the scaling law of [51] applied. This scaling has also been 
successfully applied to SANS data from the Fe-Cr-Ni system [127]. The scaling 
law holds well over a wide q-range, in spite of the corrections involved in removing 
the magnetic scattering. 
The time scale is also adjusted arbitrarily, to fit the SANS data. This crude 
comparison allows the computer simulation time to be calibrated in units of real 
time, for the particular system of iron chromium. It is found that one Monte-Carlo 
time step is approximately equivalent to two minutes of real time for Fe-Cr{30at%) 
at 515C. This numerical value is not interesting, but the fact that Monte-Carlo 
time can be related to real time is, and justifies the use of the lattice model. 
Also shown on figure 5.1 is a solid line from re-scaled scattering intensity calcu-
lated for integrated solutions to the Cahn-Hillard-Cook equation. Twenty different 
starting configurations were used for this to reduce the statistical noise. The runs 
were for the symmetric case of 50% A-concentration, and this explains why the 
curve is too broad compared with the SANS data and Monte-Carlo data, which 
were for a concentration of 40%. This data does agree with the experimental 
data over some of the q range, and has the correct peak position. The behaviour 
of the Cahn-Hilliard equation solutions is qualitatively correct, although perhaps 
less impressive than that of the Monte-Carlo simulated data. 
It is also useful to compare the relatively clean data obtained for various simula-
tions. Consider the data shown in figure 5.2. It shows the measured characteristic 
size Rmax for the spin-flip !sing model and the site-exchange Alloy model, for two 
and three dimensional lattices of 1282 and 1283 sites respectively. 
The four curves represent an average over at least 10 independent runs at ~, for 
times up 65, 536 Monte-Carlo time steps. The Rmax values were obtained from 
cluster radii of gyration at the earlier times and a peak fit to the numerical scatter-
ing at the later times. This diagram shows the two distinct dynamic universality 
classes with power law exponents n ~ ~ for the Alloy model, and n ~ ! for the 
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Figure 5.1: Scaled scattering data for Fe-Cr(30at%) after 15, 30 and 60 hours at 
515°C, together with a scaled Monte-Carlo simulated structure factor after 512 
time steps, and a time integrated solution to the Cahn-Hilliard equation for a 
total time of 105 , following a quench from a random configuration. 
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Figure 5.2: Universal scaling of the characteristic size for Alloy and Ising Models, 
showing the evolution of the characteristic length in simulations on a 1282 and 
1283 site lattices for the spin-flip Ising and site-exchange alloy models. The quench 
was to ~ using the Onsager or MCRG values for 2 and 3 dimensional lattices, 
respectively. 
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in the long time limit. This appears to confirm the need for Huse's exponent 
corrections. 
Table 5.1 gives the least-squares best fitted values of the exponent n for the two 
models. 
Model Lattice Short time exponent Long time exponent 
t = 0 - 128 steps t = 128 - 65536 steps 
Flip Square 0.485 ± 0.01 0.19 ± 0.02 
Flip Cubic 0.480 ± 0.02 0.18 ± 0.02 
Exchange Square 0.365 ± 0.015 0.18 ± 0.02 
Exchange Cubic 0.360 ± 0.015 0.15 ± 0.02 
Table 5.1: Power law exponents in the spin-flip and site exchange Ising models 
In general the SANS experiments described in chapter 4 found a dominant expo-
nent of 3, although there is a shift to lower values after very long ageing times. 
An exception was the exponent of {, found for the Cu-Co system, which fit the 
SANS data over most of the later heat treatment time from 2 minutes to 128 
minutes. A recent result by Bray [42] has postulated a value of { for a vector 
order parameter, and it is an intriguing possibility that the magnetic ordering of 
the cobalt domains should also be taken into account in the growth process. 
The following equation is perhaps the best empirical description of the findings of 
this thesis. 
R(t) = B + Atn (5.113) 
with A absorbing the system specific details of time units and temperature, B a 
constant allowing for the finite particle size that would result from a random alloy 
at any finite temperature, even above the transition temperature, and n = n(R), 
the dominant dynamical exponent, itself a function of the domain size. 
The situation as regards measuring the dominant exponents is summarised in 
figure 5.3 which is a schematic of the characteristic size as it increases with time. 
The alloy is quenched from as high a temperature in as short a time as possible, 
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and domains are considered as starting to grow from that time. This is denoted 
by region 1 and is typically a few seconds. It is inaccessible to any experiment. 
This region is embodied by the constant term Bin equation 5.113, whereby even 
above the transition temperature, there is a non zero characteristic length scale 
in the alloy. 
1 1 2 3 4 













Figure 5.3: Power Law dependence of the characteristic size in a phase separating 
alloy. 
Region 2 denotes the time scales that will typically be accessible to a real exper-
iment, although for certain systems with high solute mobility, it may be possible 
to access regions 3 and 4. Binder has defined a completion time for phase sepa-
ration, given by the time for the reaction to go halfway to completion [86]. This 
may not be easy to actually calculate for a real system where the reaction time is 
very long, such as several years in the case of the 1' formation in PE16. It does 
seem inevitable that the approximate laws of Lifshitz and Slyozov will fail at very 
long times for deep quenches, and the Huse law allows for this by incorporating 
an infinite series is corrections to the exponent n. 
It is nevertheless, an interesting result that there does seem to be some degree 
of dynamic universality between the complicated growth processes taking place 
in alloys such as Fe-Cr and those occurring in the highly simplified Monte-Carlo 
model, and Cahn-Hilliard model. It seems that the growth of domains in alloys is 
best characterised by a power law such as that of Huse, and not as a logarithmic 
law as suggested by Mazenko and eo-workers [12]. 
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5.2 Fluctuations and Complexity 
It seems appropriate to consider here the effect of fluctuations in the numerical 
work described in chapters 2 and 3. The Metropolis Monte-Carlo algorithm used 
in chapter 2 effectively couples a heat-bath or a source of thermal fluctuations to 
the ongoing simulated lattice. This is clearly important as stated, since without 
these fluctuations the cellular automaton algorithm rapidly becomes stuck, and 
no more domain growth can occur. This was in part alleviated by use of a very 
random initial configuration. The random start induces enough complexity that 
there is sufficient thermal activity to initiate the phase separation process. 
It appears that a similar phenomena occurs during the numerical integration of 
the Cahn-Hilliard equation. The code for performing this integration bears a 
marked similarity to that of the Monte-Carlo simulation code. The evaluation of 
the V\/> term is numerically very similar to evaluating the short range pair-wise 
interactions in the lattice model, and in many aspects the Cahn-Hilliard equation 
is just a continuum limit of the lattice model. It has been reported in the literature 
[82] that the Cook noise term is unimportant in the numerical integration and that 
it does not affect the dynamics. However, as stated in chapter 3, the Cook term 
does speed up the dynamics, in the short time limit. Furthermore, the Cahn-
Hilliard equation was found to be stable against any phase separation if the initial 
state was set to a uniform flat value of concentration, corresponding to perfectly 
mixed system. The fluctuations induced by using a random initial configuration 
were clearly important. 
5.3 Future Work 
There is still scope for considerable computer simulation work in the investigation 
of phase separative behaviour in alloys. This work suggests that dynamic univer-
sality classes do exist and furthermore can be distinguished in simulations of even 
the simplest models. There are a number of extensions and improvements to the 
model which could potentially result in a better understanding of the experimental 
data presently available. 
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One such extension is to accomodate a magnetic alloy component in the model. 
Most commercially useful alloys involve a ferromagnetic component such as iron, 
nickel or cobalt, and the influence of the magnetic interactions on the rate of 
domain growth is probably important. These interactions are usually not isotropic 
in nature and there are probably preferential directions on the lattice for growth 
to occur. 
It would also be useful to consider the effect of a third component species in a 
model alloy. Some preliminary work by the author suggest that growth of one 
minority phase will probably be spatially correlated with that of the other. For 
example, one phase may form the nuclei around which the other forms. A suitable 
model for this is the logical extension of the binary alloy model to a site-exchange 
Potts model, where each site can have any of q = 3 states for a ternary alloy. 
A very important addition to the model would be to take some account of defects, 
and non-uniformities such as grain boundaries. This can also be tackled within the 
framework of the lattice model by diluting the bonds, either randomly to simulate 
the effect of random defects, or in well defined patterns to simulate interaces. In 
addition, the bonds can vary in strength spatially, with weakly bonded regions 
having a higher effective temperature and hence atom mobility. 
This work has not covered the possibility of anti-ferromagnetic coupling or longer 
range interactions with an alternating sign. These lead to the formation of more 
complex compound domains, and regions or long-range order. Such phenomena 




A great deal of the numerical work described in this thesis would have been imprac-
tical using conventional architecture computer technology 1 • The processing time 
would have been too great. It is therefore seems useful to discuss at some length 
the two principle super-computers which typify the class of machines used, some 
of the special parallel algorithms used and some possibilities for new computer 
systems only very recently available. It is difficult and uninteresting to discuss 
these machines and algorithms out of context of the physics work for which they 
were employed, so that in what follows, considerable reference is made to ideas 
discussed elsewhere in this thesis. 
There are two major super-computers at Edinburgh which were heavily used in 
producing the work for this thesis, namely the Distributed Array Processors, DAP-
510 and DAP-608, and the Edinburgh Concurrent Super-computer (ECS). Both 
these machines are manufactured in the UK, the DAPs by Active Memory Tech-
nology Ltd (AMT) and the ECS by Meiko Ltd. They are described below. 
1Certainly at the time of writing 
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A.l The Distributed Array Processor (DAP) 
The DAP computer series is described in [133] and for the definitive description 
the reader should consult [134]. The following brief description covers the pro-
gramming strategy necessary to make optimum use of this computer. 
A.l.l The Architecture 
The hardware schematic is shown in figure A.l. An array of single-bit processors 
is controlled by a conventional microprocessor using broadcast instructions held 
in a separate code store. Each single-bit processing element (PE) has its own local 
memory and is capable of communicating directly with its 4 nearest neighbouring 
PEs on a square connected mesh. Combinations of single-bit operations are used to 
make up the conventional computer operations such as addition and multiplication 
of many-bit integer and floating-point numbers. A number of data storage modes 
make it easy to map arrays, vectors and scalars onto the processors in whatever 
way is most advantageous to the user's program [135]. The single-bit processors 
can only have their instructions broadcast to them one at a time and they are 
incapable of independent operation. For this reason the DAP is termed a single 
instruction multiple data-stream (SIMD) computer [136]. The DAP is essentially 
a single user machine, although a small number of users can share it using time-
slicing techniques. 
A.1.2 Programming Methodology 
There are two stratagems for the efficient use of the DAP. Firstly, the data struc-
tures for the problem should be stored as efficiently as possible to cut down on 
the clock-cycles required for each operation. An obvious example is the single 
bit required to store an Ising spin or a binary alloy concentration variable. The 
DAP programming language allows this to be coded using a single physical bit of 
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Figure A.l: Distributed Array Processor (DAP-600) schematic, showing normal 
host computer with terminals (TT), screen and networking facilities communicat-
ing with the host control unit (HCU). The master control unit (MCU), itself a 
conventional processor, controls the array processors, using the program stored in 
the code store. Each array processor can deal with a single bit at a time, through 
the use of activity masking (A), accumulator (Q), carry (C) and data transfer 
(D) registers. In addition, for the DAP-600, each processor has its own 64kb of 
memory, giving a total of 32 Mb of array memory. 
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the algorithm should be constructed to keep as many of the processing elements 
as busy as possible. 
The DAP is well suited to the Monte-Carlo work described earlier in this work. 
The models used employ only one or two bits at each lattice site, so it is possible to 
code this very efficiently. Furthermore, the regular structure of the DAP processor 
grid maps well onto 2 and 3 dimensional lattices. In general it is most efficient 
if all the DAP processors are all kept busy so it is best to choose a lattice size 
that is some multiple of the DAP array size. Furthermore, since much of this 
work used fast Fourier transforms it was advantageous to restrict lattice sizes to 
powers of two (114]. Reasons for this are given in section A.8 below. Lattices 
bigger than the DAP array size are easily mapped onto the array by a memory 
folding technique known as crinkle-mapping (135], as described in section A.4.1 
below. In addition, the 3rd dimension can also be folded up into the memory of 
the processors. 
A.2 The ECS Meiko Computing Surface 
The Edinburgh Concurrent Supercomputer (ECS) is at the present still the largest 
Meiko Computing Surface in the world. Meiko supply a number of transputer 
nodes, which can be linked together in several useful configurations. The word 
'surface' is employed because each node has only four links with which it commu-
nicates with other processors, thus forming what is topologically a surface if all 
the links are used, and two links are needed for each dimension. 
A.2.1 The Architecture 
The ideas behind this machine are discussed in (138]. At the time of writing 
the ECS is built from Inmos transputer nodes each having at least 4Mb of local 
memory (see figure A.2). Unlike the DAP, these transputer nodes are powerful 
computers in their own right, each being the equivalent of a top-of-the-range PC. 
Linked together these provide a powerful and flexible computing resource. Figure 
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A.3 illustrates the general idea by showing one possible configuration of a small 
part of the ECS. The nodes are partitioned into domains of transputers, one user 
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Figure A.2: An Inmos T800 Transputer showing the 4 bi-directional hardware 
links. 
Unlike the DAP, the ECS is truly a multi-user computer, with different users effec-
tively 'logged-on' to their own seat processors and controlling their own domain of 
processors, which they may reconfigure in software as they require. A number of 
node connection topologies have been experimented with at Edinburgh [139]. For 
the present work two simple structures, namely the ring and the torus, have been 
used. Figure A.4 shows how the physical lattice is mapped onto the transputer 
hardware. 
The processors of the ECS are capable of completely independent operation and 
have their own separate or distributed memory. For these reasons the ECS is 
known as a multiple instruction multiple data-stream (MIMD) computer [136]. 
A.2.2 Programming Methodology 
Meiko supply software modules for running code on each processor node, and for 
routing data between them. This package, now known as CS-Tools, has developed 
over some years using experience gathered from users at Edinburgh and elsewhere 
[140]. It is possible to write what are effectively serial code modules. These are run 
on separate processing nodes, or several virtual processes may be run on the one 
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Disk 
D Inmos 1'800 Transputer 
Disk 
.............................. . . . . . . . . 
··--·········--····: Users : . . . . . . 
Host Board : : 
····························' 
Figure A.3: Meiko Computing Surface schematic showing a possible configuration 
for the Edinburgh Concurrent Supercomputer. The machine is front-ended by 
a host transputer, which accesses a connecting spine of transputer nodes. Links 
leading off the spine access separate domains of user transputers, with the user 
effectively 'logged-on' to a seat transputer. Some domains may have special pur-
pose hardware for handling graphics monitors or disk controllers. The connections 
within a domain are completely under the control of the user, and the whole ma-
chine may be reconfigured electronically at boot time. 
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Figure A.4: 16 Transputer nodes configured in a torus with part of the physical 
lattice stored on each. Providing short range interactions are involved, the only 
communications required are one or at most two nodes distant, and the worker 
processors can operate in loose synchronisation. Note that an extra master pro-
cessor is grafted into the torus to allow data to be fed in and out. This is done 
by having time-sliced parallel processes running on this processor. Each worker 
processor has ~ lattice points stored in its own local memory, where N is the 
number of lattice points in the physical simulation, and P is the number of torus 
processors ( 16 as shown). 
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physical processor, to provide communications buffering for example. A harness 
program is generally written to encapsulate the applications code, and is roughly 
analogous to a customised parallel operating system. 
The T800 processor nodes employed in this machine are suitable for floating-point 
calculations, being capable of approximately 1 million floating-point operations 
per second sustained performance. A typical domain might have 64 processing 
nodes making it suitable for solving a regular grid problem such as numerical 
integration of the Cahn-Hilliard equation. The method used in this work was to 
decompose the mesh geometrically, giving each processor a number of grid points 
to work on, and passing boundary information between processors at each time 
step. For numerical integration on a 3-dimensional grid, the 3rd dimension is 
conveniently folded up in the memory of the processing nodes, since there are 
only 4 links per node. 
A.3 Other Super-Computers 
The DAP typifies the class of SIMD machines, but a more recent development in 
this area is the Connection Machine 2 (CM2), manufactured by Thinking Machines 
Corporation [141]. Like the DAP the CM2 has many modes of programming 
conceptualisation, and can be considered as a hypercubic arrangement of some 
65,536 single bit processors, with a floating-point processor shared amongst 32 of 
the single-bit PEs. This mode of operation would be appropriate for Monte-Carlo 
work on lattice gas models. The CM2 has a particular advantage over the DAP 
in that indirect addressing is supported for the single-bit processors through the 
use of a special chip. This allows the attractive possibility of using 'probability 
look-up tables' to speed up the Metropolis algorithm. See section A.4 below. 
It is more common to use the CM2 as a DAP-like machine containing 2048 floating 
point processors. In this mode, the CM2 shows great promise for further numerical 
work on the Cahn-Hilliard equation, since it combines the floating-point speed 
of the ECS with the programming ease that comes with a grid-processor like 
the DAP. The latest generation of DAPs - the 'DAP series C' are to have an 
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additional 8-bit floating point eo-processor attached to each single-bit processor. 
This 'floating-point DAP' will also be useful for solving field equations on regular 
grids. 
The obvious directions for improvement of the MIMD class of machines, as typ-
ified by the Meiko ECS, are to employ more powerful processing nodes, to use 
nodes with greater connectivity (ie more links), and to use faster link hardware. 
Some of these directions have been taken in the form of the 'UK Grand Challenge 
Supercomputer', which is now installed at Edinburgh. This machine is essentially 
a 64 node Meiko Computing Surface with each node consisting of two T800 trans-
puters and an Intel i860 vector processor. This combination, as shown in figure 
A.5 allows nodes to have 8 external links, by handling communications between 
the i860 and T800s using shared memory. The vector processor gives a consider-
able improvement in floating-point performance. This machine is already being 
• i860 ~ 
• I I r ) ~ 
T800 ' T800 
~ .; _ .. -
~ A 
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Figure A.5: The compound Intel i860 and Inmos transputer node used by Meiko 
in the 'UK Grand Challenge Super-Computer', indicating the 8 bi-directional 
external links, and the shared memory communications bus between the T800s 
and the i860. 
used for, amongst other things, solving the Cahn-Hilliard equation in 3 and 4 
dimensions. 
A.4 Parallel Monte-Carlo Updating 
It was thought until recently that many of the measured properties of Monte-Carlo 
simulated systems would be adversely effected by a failure to maintain strict de-
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tailed balance as defined in (64]. In particular when using a parallel computer 
to do multiple updates to the simulated configuration, it was thought that this 
would only be valid if each of the simultaneous updates were at least an interaction 
length apart, so that in choosing the new configuration, the transition probabli-
ties could be properly computed [7]. The result was the so called checkerboard 
algorithm for the 2-d Ising model [142, 143], as described in section A.4.2 below. 
There is recent evidence to suggest that under certain conditions this may be over 
cautious. Landau and Stauffer [144] report no errors in using a simple-minded 
parallel updating scheme, up to values of the fourth cumulant near criticality, 
where it is generally believed that such effects would be most manifest. 
This is still controversial, and all the Monte-Carlo work in this thesis has employed 
a conservative implementation of the checkerboard algorithm. Nevertheless it 
would aid simulation work considerably if this could be relaxed, particularly for 
simulating systems with long interaction lengths. At present the only solution is 
either to use the parallel computer slightly inefficiently, or to simulate a very much 
larger system than is actually required. This latter is particularly unhelpful when 
the physical system being simulated exhibits critical or hydrodynamic slowing-
down effects. These effects typically worsen faster than the system size so that 
the relaxation time time T required to achieve equilibrium is approximately given 
by: 
(A.114) 
where the exponent x is always greater than 1 and for many models is greater than 
2 [7]. A simpler method, described below in section A.7, is to perform several 
independent simulations. 
A.4.1 Crinkle and Sheet Mapping 
Crinkle mapping is a way of mapping a simulated lattice onto the PEs of the DAP 
so as to optimise the update efficiency [135]. Consider the two-dimensional Ising 
model and a simulation of a lattice of 16 x 16 = 256 sites on a pseudo-DAP of 
4 x 4 = 16 PEs. Figure A.6 shows two possible ways of mapping the lattice spins 
onto the memory of the PEs. 
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1 17 33 49 65 81 97 113 129 145 161 177 193 209 225 241 
2 18 34 50 66 82 98 114 130 146 162 178 194 210 226 242 
3 19 35 51 67 83 99 115 131 147 163 179 195 211 227 243 
4 20 36 52 68 84 100 116 132 148 164 180 196 212 228 244 
5 21 37 53 69 85 101 117 133 149 165 181 197 213 229 245 
6 22 38 54 70 86 102 118 134 150 166 182 198 214 230 246 
7 23 39 55 71 87 103 119 135 151 167 183 199 215 231 247 
8 24 40 56 72 88 104 120 136 152 168 184 200 216 232 248 
9 25 41 57 73 89 105 121 137 153 169 185 201 217 233 249 
10 26 42 58 74 90 106 122 138 154 170 186 202 218 234 250 
11 27 43 59 75 91 107 123 139 155 171 187 203 219 235 251 
12 28 44 60 76 92 108 124 140 156 172 188 204 220 236 252 
13 29 45 61 77 93 109 125 141 157 173 189 205 221 237 253 
14 30 46 62 78 94 110 126 142 158 174 190 206 222 238 254 
15 31 47 63 79 95 111 127 143 159 175 191 207 223 239 255 
16 32 48 64 80 96 112 128 144 160 176 192 208 224 240 256 
Fortran Indexed 16 by 16 plane 
.......................... ......................... 
1 17 33 49 1 65 129 193 ...... 
2 18 34 50 5 69 133 197 
3 19 35 51 9 73 137 201 
4 20 36 52 13 77 141 205 
5 21 37 53 2 66 130 194 
6 22 38 54 6 70 134 198 
7 23 39 55 10 74 138 202 
8 24 40 56 14 78 142 206 
9 25 41 57 3 67 131 195 
10 26 42 58 7 71 135 199 
11 27 43 59 11 75 139 203 
12 28 44 60 15 79 143 207 
13 29 45 61 4 68 132 196 
14 30 46 62 8 72 136 200 
15 31 47 63 12 76 140 204 
16 32 48 64 DAP Array 16 80 144 208 
Memory 
Sheet Mapped :Crinkle Mapped 
------------------------ .......................... 
Figure A.6: Sheet and crinkle mapping of a 2d !sing lattice of size 16 x 16 = 256 
sites onto a 4 x 4 = 16 processor pseudo-DAP. 
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The simplest case is to 'sheet' map the spins so that one DAP memory-plane is 
filled up at a time. It is easily seen from figure A. 7, that due to the nearest neigh-
bour interactions involved, using all the processors simultaneously would involve 
violating the detailed balance condition required by the Monte-Carlo algorithm 
[64] since 'hits' would involve transitions whose probabilities were no longer Boltz-
mann. If a site variable is updated, with a probability calculated on the basis of 
some other site variable which is itself changed simultaneously, then the probabil-
ity was meaningless. Errors in the dynamics introduced by violation of detailed 
balance strongly manifest themselves near critical points [7]. 
Spin-Flip. Interactions 
(distance 2 spacings) 
Checkerboard Algorithm 
updates alternate sites 
Spin-Exchange Interactions 
(distance 2 vertical spacings 
and 3 horizontally- Use 4) 
Figure A.7: Interaction radii for the spin-flip and spin-exchange models in 2d. 
A better mapping is the 'crinkle' storage scheme, whereby whole 'tiles' of the 
lattice are stored on one PE, so that for the example shown, the first spin stored 
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on each PE is 4 lattice spacings distant from the corresponding spin on the next 
PE. This means that all PEs may be operated at once, without violation of the 
detailed balance condition. For the nearest neighbour Ising model, it is sufficient if 
the simulated lattice edge size is only twice the processor array edge size. Strictly 
speaking, in the case of the spin-flip model, it is possible to use the checkerboard 
algorithm as shown in figure A. 7 where alternate sites are updated, although 
care must be taken at high temperatures to avoid 'marching effects' in which all 
the spins just flip up and down at once. For the alloy model however, both the 
exchanged sites must be outwith the interaction radius of independent 'hits' so 
that the lattice edge size should ideally be three times the processor array edge 
size. Three is not a convenient ratio when fast Fourier transforms are involved so 
four was used in most of this work. 
If a 3-dimensional lattice is simulated, the third dimension can be folded or crin-
kled up alternately with the first two as regards array memory storage. It is then 
possible to avoid quite such large lattice edge sizes. This method also extends to 
the simulation of 4-dimensionallattices. 
A.4.2 Super-decoding of the up-dating scheme 
This is a highly specialised technique, only applicable to certain update algorithms 
and certain computers. Before explaining the technique, it should be stated what 
problem it solves. 
Computers like the DAP suffer from the disadvantage that their processors operate 
in complete lockstep. For algorithms like that of Metropolis, a pseudo-random 
number is compared to a calculated probability for each hit. Random numbers 
are easily generated independently on each processing element (see section A.6 
below) but it is undesirable to have to re-evaluate expressions like e -d1-l for each 
hit. Since the two-dimensional spin-flip model has only 5 possible values for d'H it 
is preferable to use a lookup table containing the pre-computed probabilities. (The 
spin-exchange model has a slightly larger but still small number of possible values). 
Unfortunately, the DAP hardware does not allow PEs to look at independent 
memory locations at once. They are effectively constrained to look at the address 
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broadcast to them by the MCU, so it would be necessary to loop over all entries to 
cover all possible options for all the PEs. The super-decode technique is a trick to 
exploit the fact that the DAP hardware can perform single-bit logical operations 
faster than it can loop over all entries in a look-up table and very much faster 
than it can perform floating-point operations like the EXP function. 
The logical bit-representations of the desired look-up table entries are compared 
with the representations of the input values - 5 spins in the case of the 2-d 
spin-flip Ising model, and 8 spins for the spin-exchange model. After eliminating 
redundancies and with some manipulation it is possible to reduce the spin-flip 
look-up operation to 5 logical operations, and 7 for the spin-exchange model. 
Despite the difficulty in coding this, it is worthwhile, since it can yield more than 
an order of magnitude improvement in computational speed. Combined with a 
careful assembler coding of the random-number generator, this method makes 
very long simulation times possible [145]. 
A.5 Parallel Cluster labelling and Counting 
In analysing the configurations simulated by Monte-Carlo methods, it is particu-
larly useful to examine the cluster distributions. Clusters are defined here to be 
sites of the same spin (or concentration variable) which are connected together by 
the same connectivity as appears in the system's Hamiltonian (ie nearest neigh-
bour connectivity for most of the systems described in this work). There are a 
number of numerical techniques for tackling this problem depending on whether 
it is sufficient merely to count the clusters, or if it is necessary to label them 
for later use, and whether computational speed or economy of memory is sought. 
Note that labelling is superior to counting since all the information is available for 
any distributions required in the labels. Table A.1 summarises the algorithms, 
which are described below. 
In the descriptions that follows it is simplest to imagine a lattice of N sites ref-
erenced by a single index i = 1, 2, ... N, as shown in figure A.6. It is easy to 
generalise this to cl-dimensional lattices, and even to continuous space if a 'con-
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Algorithm Aim- Count Speed Memory Comment 
(Originator) or Labels Requirements 
Ancestor Labels Slow Medium Serial 
(Eardley) 
Ant Count Fast Low DAP 
(Toral and Wall) Specific 
Hoshen and Kopelman Labels Medium Huge Serial 
(Themselves) 
Colour Propagation Labels Fast Large SIMD 
(Baillie and Hawick) or MIMD 
Colour Broadcast Labels Greased Large DAP 
(Ha wick / Parkinson) Lightening Specific 
Table A.1: Cluster counting and labelling algorithms. 
nectivity function' can be defined to determine when two entities are part of the 
same cluster [146). 
A.5.1 Ancestor Algorithm 
This is the simplest and most efficient algorithm for cluster labelling on a serial 
computer. It is explained more fully in [14 7], but the principle is as follows: 
1. Store an integer label Li for each site i and initialise Li = i 
2. Sweep through the list noting local cluster connections and tracing them 
back to the earliest found connection or their greatest 'ancestor', thus re-
assigning the labels Li so that the member sites of each cluster have the 
same unique integer label. 
3. Re-assign the cluster labels in ascending order from j = 1. .. P, so there are 
P clusters. 
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4. The labels can be histogrammed to determine the cluster size distribution, 
and any other moments of the distribution, since the original lattice is still 
intact and still indexed by i. 
The tree-like sweeping that is necessary to trace all ancestor connections in step 
two above is time consuming and makes this algorithm of order N 2 in speed. 
A.5.2 Ant Algorithm 
This algorithm was first employed on the DAP [148], but can readily be adapted 
to other SIMD computers. This method is essentially a parallel adaptation of the 
ancestor algorithm. To save on memory, rather than store an integer label for each 
site, only a copy of the lattice is used (which will use fewer bits than an integer 
- typically a single-bit for Ising sites). The algorithm is as follows: 
1. Find the first remaining occupied site in the lattice copy. This can be done 
very fast using the FRST function in the DAP Fortran language [137]. 
2. Release an 'ant' at this site and let it wander along all connected links of 
that site, recursively 'eating' the site variables until it can go no further and 
dies. The total number of site variables it has encountered is the cluster 
mass and it may be entered into the size distribution table. 
3. Step 2 is repeated until the lattice is empty, and the number of 'ants' used 
is the total number of clusters. 
A.5.3 Hoshen and Kopelman Algorithm 
This method (149] is for serial computers only and while very fast is very expensive 
in terms of memory. It is a variation of the ancestor algorithm but rather than 
waste time tracing all the ancestor connections during each sweep of the lattice (as 
the ancestor algorithms does), this algorithm employs a working store of matching 
pairs of cluster labels. This store is then used to eliminate redundant cluster 
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numbers once outside the main sweep of the sites. Unfortunately, for an arbitrary 
configuration, the working table needs the same number of elements as the lattice, 
so that with the labels, there are two integers required for each lattice site, in 
addition to the site variables themselves. This method is very powerful for 'small' 
lattices ( eg of less than say 16 x 16 x 16 sites on today's technology). 
A.5.4 Colour Propagation Algorithm 
This method is an obvious extension to the ant algorithm (so obvious that it oc-
curred independently to the author and to C.F.Baillie [70]). This method requires 
the storage of an integer label for each site. Some memory economy is possible 
on the DAP since it is possible to use 24-bit integers rather than 32-bit. The 
algorithm is: 
1. Initialise the labels Li = i (imagining a different colour associated with each 
different label) 
2. At each site set the label to the minimum (or maximum) of its current value 
and that of its connected neighbours. 
3. Iterate step 2 until there are no more changes. 
This is particularly fast on the DAP, since it is possible to program the algorithm 
as though you had a virtual DAP with the same number of processors as there are 
lattice sites (using the crinkle mapping technique described above), and a special 
DAP function ANY [137] indicates when the iteration should stop. An interesting 
visualisation of this algorithm is to map a colour to each integer value and watch 
the algorithm operate. The effect is one of colours diffusing out from their point of 
origin, as on chromatography paper, until all the clusters have one unique colour. 
For a dense percolated cluster of non-spiral topology, this algorithm will take at 
worst the number of iterations necessary to propagate one colour across the whole 
lattice. So for a 2-dimensional lattice of size L x L = N sites, it will take on 
average L = v'F/ iterations. 
183 
A.5.5 Colour Broadcast Algorithm 
The colour propagation algorithm is easily programmed but can get stuck in very 
long iterations if a cluster has a spiral topology, since the algorithm uses only 
spatially local information and has no means of 'knowing' that it is chasing round 
a spiral. One method to avoid this trap is to incorporate a means of broadcasting 
the label of the dominant cluster to the whole lattice so that all intermediate 
labels are eliminated in one step rather than relying on the local propagation. I 
am grateful to D.Parkinson for a highly efficiently coded version of this algorithm 
for the DAP. 
A.6 Parallel Pseudo-Random Number Generation 
The importance of random number generators for quality Monte-Carlo work can 
hardly be over emphasised, and is discussed in [150]. It is not worth becoming 
embroiled in the argument over whether the random number generator (RNG) 
algorithms used on computers should be referred to as 'pseudo-random'. In this 
context, random simply means uncorrelated with the physical process being sim-
ulated, using any sensible definition. In particular the random number sequence 
should have a long period so that sequences are not repeated, and should not have 
any short length auto-correlations. 
A.6.1 Random Number Algorithms 
There are a number of review works on RNGs for serial computers [151, 152, 153, 
154]. Considerably less has been written on suitable algorithms for the very fast 
parallel computers in use today, and less still on the problems associated with 
them. A fuller attempt to redress this balance is made in [155], and the following 
gives an overview. Random number generator algorithms used on computers must 
have the following properties. 
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1. The generator should provide a sequence of independent variates, being free 
from correlations. 
2. The generated sequence should have a very long period so that even if very 
long sub-sequences are used, there is no possibility of repeating them. 
3. The generator should be computationally efficient, probably requiring as-
sembler coding, and should use as little memory as possible. 
4. The sequence should be exactly repeatable, so that from a given point in the 
generated sequence, it is always possible to obtain the same sub-sequence. 
5. The algorithm should be such that it can be implemented on a wide variety 
of computer architectures so that the same sub-sequence can be obtained (if 
desired) on any machine. 
6. The variates produced must be homogeneous in nature, so that the machine 
representation of a variate will have all its bits equally random. 
7. The algorithm should also be properly supported in terms of software in-
terface, so that it can be easily incorporated in any application, without 
significant loss of speed. 
In principle the ideal generator would produce a very long sequence of uncorre-
lated bits, from which any type of random variate can be constructed, ie integers, 
or floating-point numbers. The converse is not necessarily true; randomly gen-
erated machine representations of integers or floating-point numbers can not be 
taken apart to construct bit sequences. Algorithms are available which produce 
bit sequences (X OR-shift generators), integer sequences (linear congruential gen-
erators) [154] or hybrid algorithms such as that described below, which produce 
floating-point numbers. The list of desirable features described above are some-
times mutually exclusive, and the fastest algorithms are not always statistically 
reliable [155]. 
Many generator algorithms can be studied analytically and particularly bad ones 
can be avoided [154, 156]. However, it is useful to have a number of numerical 
tests which can be applied to generated sequences as additional re-assurance that 
Monte Carlo results are likely to be unbiased. A number of excellent stringent 
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tests are described in [153] and have been applied to the generarators in common 
use on the DAP [157] and ECS computers [155] with alarming results 2 • 
A.6.2 Marsaglia's Universal Generator 
An algorithm known to satisfy the list of conditions above is described in [158] and 
was implemented on the DAP and ECS machines [155]. This 'universal generator' 
works by combining the sequences generated by two different Lagged-Fibonacci 
generators in a table of 97 values, and indexing randomly, using a third generator, 
into this table to produce each uniform variate in the sequence. This gives a 
sequence with a period of approximately 2144 which would take in excess of 1028 
years to cycle through, assuming a very efficient computer with 10MHz clock 
speed. In addition, sub-sequences from this generator pass the statistical tests 
described in [153]. 
A.6.3 Problems in Parallel 
There is a particular problem associated with operating a single random number 
generator on parallel computers. Not only must the sequence of variates produced 
on each processor be uncorrelated with itself, but it must also be independent of 
the sequences being generated on other processors. This is necessary for the bit-
sequence generators used on DAP-like computers, where the bits are combined 
across the processor array to produce floating-point numbers, as well as on com-
puters like the ECS where floating-point numbers are produced entirely on one 
processor. Clearly the seriousness of the problem depends on the way in which the 
variates are used, either on-processor or globally. The best solution is to ensure 
that the variates are completely independent across processors. 
A method to do this is described in [155] and involves the initialisation of the 
sequences on each processor. It is usual for RNGs to be initialised in one of two 
2The Manufacturer-supplied routines were found to be fast and of long period but with signif-
icantly poor short range correlations 
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ways: 
1. The generator is always started from the same place in the sequence and the 
same sub-sequence is obtained. This is useful for test purposes but fairly 
useless for production Monte Carlo work. 
2. The generator is initialised directly by input of one or more seed variables, 
and perhaps discarding some number of variates before use. As a caveat to 
this method, the seeds are sometimes obtained from the computer system 
clock, giving a different sequence each time the code is run. 
The difficulty in the second way is that no information is generally available to 
say exactly what starting position in the sequence of variates a given combination 
of starting seeds will give. Indeed it is this non-trivial relation between the seeds 
and the sequence that endows the generator with its pseudo-random properties. 
The same seeds will produce the same sequence, but it is not necessarily the case 
that seeds differing by some amount will yield sequences a related distance apart. 
What is needed is a means of specifying that sub-sequences of variates generated 
on different processors will be a minimum distance apart in the total sequence. 
This would allow processors to be set up so that their sequences do not overlap, or 
if they do, they only do so a sufficient number of variates later that the inherent 
complexity of the application destroys any potential correlation. The 'Boost' 
procedure described in [155] allows the universal generator to be started on many 
processors a specified sub-sequence apart, by applying bit-matrix operations to a 
given start point and rapidly change it to a new distant start point. 
A.7 Task Farming and Parameter Scanning 
The apparently trivial use of parallel computers for task-farming deserves some 
discussion. While parallel computers are invaluable in performing simulations on 
large systems which would otherwise be intractable, it is also worthwhile to use 
them to perform multiple simulations on smaller systems. This mode of operation 
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can yield important information from the improved statistical accuracy when re-
sults from many smaller simulations are combined. The DAP has been used for 
this kind of work [41] where a number of 'smaller-than-DAP' sized lattices were 
simulated. This approach is even easier on the ECS. The limitations are mainly 
caused by problems with data management. Figure A.8 shows how the same 
serial program can be run on a tree of transputer nodes, each with its own access 
to a directory of files. The job scheduling and data management can then be done 
using existing tools available with the operating system 3 • 
The harness written to implement figure A.8 clearly has its limitations, since the 
number of file-access threads running to the root processor increases exponentially 
for binary and ternary trees. Nevertheless it was adequate to run 1+3+9+27 = 40 
processes on a ternary tree, where the code running at each node, as shown in 
figure A.9, reads a control file, a configuration file, and runs overnight, before 
writing a new configuration. A serial code is run 'the morning after' to collate the 
night's work into one set of averaged results. 
A.8 A Numerical Scattering Experiment 
Equation 1.9 gives the structure factor S(k, t) for a simulated lattice and can be 
recast as: 
1 . 
S(q, t) = N ~ e•q.r ~ (c(rh t)c(ri + r, t)) (A.115) 
where the excess concentration field ci = ci- c can be obtained as a real (floating-
point) quantity, using the average concentration c. The structure factor for a given 
configuration is obtained by a numerical Fourier transform. There are a number 
of ways of implementing equation 1.9: 
Equation A.115 can be rewritten as: 
S(q,t) = (~ ~eiq.r[J(r,t)) 
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Figure A.8: A ternary tree of processing nodes, each running a copy of the same 
simulation code, but working within its own filing system directory, as well as 
passing filing system access threads to its branch processors. The root processor 
is grafted onto the rest of the ECS. There are: 1 (trunk) + 3 (branch) + 9 (twig) + 
27 (leaf) processors in the tree. This gives a total of 40 copies of the applications 





Figure A.9: The code run on each node of the tree. Each link has buffered I/0 
and is handled by the communications process, which supplies file access threads 
for its own applicatrion process as well as for the branch links. Providing the file 
access to compute ratio is low for the application process, this arrangement does 
not saturate until there are 30-40 such tree nodes from the one trunk. 
Here, the spherical averaging process is applied to the configuration first, to define 
a correlation function 9(lrl, t) which is a function of the radial correlation length 
jrj. This can then be transformed directly using the sine transform: 
1 sin q.r _ 
S(q, t) = NE g(r, t) 
r q.r 
(A.118) 
The correlation function g(r, t) is not properly normalised, but is related to the 
proper correlation function g(r, t) by: 
( ) 
_ g(r,t) 
g r,t - z(r) (A.119) 
where z( r) is the lattice multiplicity function [80]. Although this algorithm is 
of order N 2 , it is computationally feasible since it is only one-dimensional and 
N is not too large (typically N ;S 256 for this work). Averaging over multiple 
configurations (to reduce statistical noise) is then a matter of collecting indepen-
dent values of a one-dimensional function. This method is unfortunately highly 
susceptible to 'aliasing' problems as described in [114]. 
A better method is to perform cl-dimensional Fourier transforms on each indepen-
dent configuration, and average these prior to the spherical averaging process to 
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reduce the cl-dimensional scattering to a one-dimensional structure factor. This 
method is much less prone to aliasing, and the high frequency random phase in-
formation from the details of individual configurations is convoluted or 'washed 
out' in the configurational averaging process. This leaves a less noisy scattering 
envelope. 
Unfortunately, the computational effort involved in performing multi-dimensional 
Fourier transforms is considerable. The Fast-Fourier transform algorithm [114] 
can be applied to lattices which have edge sizes that are powers of two, and is an 
N log2 N algorithm. In spite of this, this method pushes the present computational 
resources to their limits, in terms of speed and available memory. The FFT's can 
be coded for a serial computer using the subroutines given in [114]. However, these 
codes cannot be run for large lattices ( eg N ~ 128 x 128 x 128) due to limitations 
of speed and memory. 
It is possible to perform very efficient Fast Fourier transforms (FFT) on the DAP, 
exploiting the single-bit processors in doing the 'butterfly bit reversal'. I am grate-
ful to S.Sheard for codes which performed DAP-sized two-dimensional FFTs very 
efficiently 4 • These codes were modified for 'larger-than-DAP' sized arrays, and 
extra one-dimensional transforms over each index in the two-dimensional arrays, 
together with the greatest possible memory economy of using 24-bit floating point 
numbers, allowed three dimensional transforms to be performed in a tractable 
time 5 • 
A.9 Fourier Image Reconstruction 
As has been described in chapter 4, a Small Angle Neutron Scattering detector is 
generally an array of detector elements in a regular mesh, of size 64 x 64 or 128 x 128 
elements. It is possible to process the raw data using Fourier transforms to filter 
out the statistical noise present prior to normalisation and circular averaging. A 
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Figure A.lO: Small Angle Scattering image from a polycrystalline Fe-Cr sample, 
showing the effect of the FFT smoothing algorithm. The anisotropic pattern comes 
from the sample being in a sat lJ: ated magnetic field, applied in the horizontal 
direction. 
two-dimensional Fast Fourier transform is applied to the data , and one of a choice 
of windowing functions is used to eliminate the high frequency components of the 
data before an inverse transform is applied. The scattering images so obtained 
can be considerably cleaner as is illustrated by the example of SANS data from a 
polycrystalline Fe-Cr sample shown in figure A.lO 
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This computational process can be quite lengthy since several data collection 
runs are required to obtain the scattering intensity in standard units. The data 
array sizes are convenient multiples of the DAP array size, so codes were written 
to process the raw images in real time. This is useful as it allows interactive 
experimentation with different noise reduction windows as described in [114]. 
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Appendix B 
Maximum Entropy Fitting 
B .1 Overview 
This appendix is intended as a description of the method of non-linear parameter 
fitting that has become known as Maximum Entropy fitting, and how this method 
relates to fitting a particle size distribution to small angle scattering data. 
The Maximum Entropy technique was pioneered by Gull and Skilling [159), and 
has been applied to particle size distributions by Potton and eo-workers [160). For 
commercial reasons, exact details of the iterative algorithms used by the above 
have not been forthcoming, although I am grateful to Dr. J.Potton for the pro-
totype FORTRAN MAXE code she kindly supplied to the Materials Science and 
Metallurgy Division of AEA Harwell. The algorithm and code described below 
is a derivative of that work, with improved robustness, faster convergence, better 
numerical precision and a wider choice of fitted form factors. This code was writ-
ten by the author during a stay at the Argonne National Laboratory, as a research 
visitor in 1989, and is described in [161). 
The Maximum Entropy technique was originally employed by Gull and Skilling 
for noise reduction in astronomical images [162) and has recently been used for 
other two dimensional image work [163). A general discussion of the use of the 
technique for reducing spurious signals in neutron scattering images is given in 
[164]. In what follows, the technique is applied to a positive set of numbers in the 
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form of a distribution function, rather than to an explicit image. 
B.2 The Maximum Entropy Technique 
Consider a set of experimental data values di,j = 1 ... P which are measurements 
of some quantity Yi, and have estimated uncertainties of (J'i. Suppose that these 
Yi are linearly related to the N quantities xi, i = 1 ... N that we actually want to 
determine, by a relation like: 
N 
Y . = ~O··x· J. = 1 ... P 3 L..J J,, " (B.120) 
i=l 
This is quite general and states that the measured values Yi are a linear combina-
tion of the basis values xi. The problem is known as a linear inverse one, where 
a unique solution does not exist if N > P and even in the case where N:::; P the 
solution may be unstable or the data inconsistent. 
A commonly used technique for the case N =Pis the least squares minimisation 
method, whereby the xi are chosen to exactly reproduce the data values di, with 
little account made of the experimental uncertainties, and with every fluctuation 
in the data contributing equally to the fit. 
The maximum entropy criterion requires that the fitted values xi contain only 
enough information consistent with the information content supplied in the form 
of the data di. A useful quantity to characterise the fitted values is the missing 
information function or the statistical entropy of the set of number xi, defined as: 
N X· 
S =- Elog_! 
i=l bi 
(B.121) 
where the bi are a set of base values which give a numerical meaning to the 
magnitude scale of the values xi. The maximum entropy method is then to choose 
the solution {xi} to equation B.120 that maximises the entropy S, subject to the 
constraints of the available data Yi = di ± (J'i. 
Previous attempts to fit size distributions to scattering data have employed least 
squares minimisation techniques, with limited success [165). These methods tend 
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to overfit to accommodate what can be substantial noise in the scattering signal 
from a weakly contrasting feature. In fact it is better not to constrain the fit 
too strongly. Since the measurements contain some errors, the solution set will 
contain features that are necessary only to accommodate these errors and it is 
better to allow some misfit between the di and the Yi· A sensible criterion for 
choosing the amount of misfit is the x2 statistic, computed here as: 
2 p (d·- y·)2 x=L: 3 23 
j=l (jj 
(B.122) 
The mean value of x2 is P, and this gives a useful criterion for an iterative algo-
rithm to maximise the entropy S, subject to the constraint x2 = P. 
Published literature on the Maximum Entropy technique tends to stop at this 
level of description, making no reference as to what numerical method should be 
used for the constrained maximisation. 
There are a number of possible algorithms for the maximisation, including the 
downhill simplex algorithm, Powell's direction set method, and variations of the 
conjugate gradient method. These are all described in detail by [166], but the best 
algorithm for speed and range of convergence is the conjugate gradient algorithm. 
This is outlined briefly below. 
B.3 Conjugate Gradient Minimisation 
It is easiest to formulate the conjugate gradient algorithm as a minimisation pro-
cess, rather than a maximisation. This presents no difficulty, as numerically it is 
feasible to minimise the negative of the entropy, hence maximising the entropy. 
The problem can be stated as a requirement to minimise a function f which has a 
multi-dimensional argument x. It is convenient to suppose that the function f(x) 
can be approximated by the quadratic form: 
1 
f(x) ~ c- b.x + 2x.A.x + · · · (B.123) 
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where c is a constant, b a vector, and A the Hessian matrix. Suppose we start with 
some guessed starting point P 0 in x space, and construct the following sequence 
of vectors in x space. 
gi+t - gi - -\A.hi 




If the denominators are zero then ,\i, li are taken as zero, so that in general: 
gi.gj - 0 
hi.Ahi - 0 Vi # j (B.126) 
This process is essentially a Gram-Schmidt orthogonalisation. A further rear-











Where equation B.128 is the basis for the Fletcher-Reeves version of the conjugate 
gradient algorithm and equation B.129 is used in the Polak-Ribiere version 1 [166]. 
At this stage, the unknown Hessian matrix A is still employed, but it can be 
eliminated from the calculation by the following procedure. Using the initial 
point Pi, set gi = -V f(Pi) and calculate hi by taking the line minimum from 
hi V f = -hi.gi+t· This can be shown to reproduce the sequence of vectors hi, gi 
as above, without knowledge of the Hessian matrix A, and hence the algorithm 
will converge for an arbitrary form of j, not necessarily quadratic as above. 
1There appears to be little difference between the two algorithms, although the Polak-Ribiere 
algorithm is reputed to be more robust, and was used for the present Maximum Entropy work 
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For the problem of minimising the negative of the entropy, it is sufficient to follow 
the Polak-Ribiere conjugate gradient sequence until the condition x2 = P from 
above, is satisfied. Further iterations, make less use of the information content of 
the measured data. A good initial start point P 0 is a small flat volume fraction 
value, essentially assuming no particles present and only a flat scattering back-
ground. Following the minimisation process reveals that the algorithm relaxes to 
fit the grosser scattering features first, and fits the details later. 
B.4 Application to Particle Distributions 
The inverse problem of interest in a small angle scattering experiment is to deter-
mine the volume fraction of particles of a given shape and size from the measured 
intensity as a function of scattering wavenumber. The intensity values then com-
prise the P data values di with estimated uncertainties ai, the fitted volume 
fractions are the N xi parameters, and the operator 0 j,i is determined by the 
form factor to be used. For example in the case of a distribution of spherical 
particles, 0 j,i is chosen as: 
4 3 2 2 
0· · = -1rR. 6.p F (R·Q·) 
J,& 3 ' ' J (B.l30) 
where 6.p2 is the SANS contrast and F\ Q R) is the Rayleigh form factor. The 
resulting solution is a volume weighted particle size distribution. 
Note that is is necessary to choose the particle radius range Rmin ... Rmax for 
fitting. This can usually be done, because the resolution limits of SANS instru-
ment define the maximum and minimum particle sizes that will contribute to the 
measured intensity (typically 5- lOOOA). 
Other form factors can be employed if the sample is thought to contain particles 
of a different shape. Other experimental evidence is usually necessary if a combi-
nation of different form factors is used, since a combination of form factors greatly 
increases the size of parameter space in which to search for a best fit. For example, 




Spherical Particle Scattering 
Textbooks on scattering invariably assume the Rayleigh formula for the scattering 
from a monodisperse system of spherical particles, employing the hideous phrase 
'it can be shown that'. This appendix derives this formula starting from the equa-
tion relating the differential cross section to the squared modulus of the Fourier 
transform of the scattering length density function. 
da 1 I [ 'Q 12 df! = V lv p(r)e' .r dr (C.131) 
V is the total sample volume and p is the scattering length density function. 
The two phase approximation [98] is to assume that the scattering is from par-
ticles of some definite shape, size and volume ~ with scattering length density 
pP suspended in a matrix phase of scattering length density Pm· If the volume 
density of such particles is low so that inter-particle interference effects can be 
ignored, then equation C.131 can be recast as: 
da 2 1 I [ iQ.r 1
2 
df! = 6p V NP lvP e dr (C.132) 
where 6p2 = (pp - Pm? is the scattering contrast, and the integral is now over 
the volume of one particle. NP is the number of particles present in the sample 
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volume V. It is convenient to rewrite this as: 
(C.133) 
where the volume fraction V1 = NVVp and the form particle factor F is defined as: 
F(Q) = _!_ f eiQ.rdr 
vp lvp 
A particle structure factor S( Q is often defined as: 
S(Q) = IF(Q)I2 
(C.l34) 
(C.135) 
Of particular interest is the simple case of a dilute distribution of randomly located 
compact spherical particles each of volume VP = ~7r ~. The Rayleigh scattering 
form factor for such particles can then be derived as follows: 
3 !oR 11!' 121!' ·q 2 F(Q) = -R
3 
e' .rr dr sin ()d()d<jJ 
47r 0 0 0 
(C.136) 
We are free to choose the orientation of the spherical polar co-ordinate system so 
that the angle() is the angle between the scattering vector Q and the integration 
vector r, and the dot product in the exponential can be made explicit by the 
spherical symmetry. The azimuthal integral is also easily separated out, to give: 
(C.l37) 
Employing the change of variables x = -cos() transforms this to: 
(C.138) 
which evaluates to: 
3 R iQr -iQr f 2e - e 
F(Q) = 2R3 lo r iQr dr (C.l39) 
This is then: 
(C.l40) 
200 
and by using y = Qr, we obtain: 
F(Q) = (Q~)3 { (fR cosydy)- QRcosQR} (C.141) 
Which gives: 
3 
F(Q) = (QR) 3 {sin QR- QRcos QR} (C.142) 
This has the useful properties that it is dimensionless, and depends only on one 
characteristic of the particle, namely its radius R. It should be emphasised that 
this form does not take account of inter-particle interference effects. In addition, 
real particles precipitating out of solution, may not have such a sharp interface as 
is assumed in this model. This leads to some smearing out of the deep troughs in 
the scattering that are indicated by equation C.142 
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