A crossed-strip detector initially developed at UC Berkeley's Space Sciences Laboratory has been demonstrated as a laboratory benchtop instrument and is now in the process of being integrated by Los Alamos National Laboratory into a portable, real-time, single-photon-counting camera system. The crossed-strip detector consists of 32 anode strips along each of two axes sealed inside a vacuum tube behind a photocathode and a microchannelplate stack. A photon incident on the photocathode produces a cloud of charge from the microchannel plates that falls onto a portion of the 64 anode strips, producing a signal on a subset of channels along each axis and requiring that all anode channels continually be analyzed simultaneously. To maximize the photon flux that can be accepted by the sensor with minimal deadtime, the crossed-strip sensor has been combined with shortershaping-time amplifiers and higher-rate digitizers than previously used. With the ultimate goal of reaching 100 million events per second, FPGA-implementable algorithms have been developed for the identification of pulses on each anode channel and the determination of the pulses' time and amplitude. From the pulse times and amplitudes, a charge cloud can be reconstructed and the centroid determined to produce the time and position of each incident photon. The data-analysis procedure will be discussed, measurements detailing the performance of the camera system as it exists at this point will be presented, and the planned layout of the embedded camera system hardware will be detailed.
INTRODUCTION
In both the scientific and national security fields there is a need for low-light photon-counting imaging detectors. A photon-counting imaging detector provides the time and position of each photon that enters the detector, a technique distinct from traditional cameras that collect a large number of photons in each pixel of a frame to provide an average result. The photon-counting imaging detectors provide benefits in a number of different applications. Low-light imaging from moving platforms and of dynamic scenes can be performed using solely ambient light. In contrast with traditional cameras, where there is a trade-off between sensitivity (long integration times) and sharpness in a changing scene (short integration times), the photon-by-photon position and time information provides the ability to reconstruct a scene where the motion of the camera relative to the scene is not known a priori. Dim or transient astronomical objects can be observed from relatively few photons, and three-dimensional imaging can be performed by utilizing laser time-of-flight methods. The capabilities of time-resolved fluorescence imaging can be extended with the high time and position resolution needed to better distinguish separate molecules as the sources of the photons.
To address these needs, a new low-light photon-counting imaging camera system is under development by a collaboration between Los Alamos National Laboratory and University of California Berkeley's Space Science Laboratory. The crossed-strip (XS) sensor [1] [2] [3] has been developed to address some of the limitations of the currentgeneration crossed delay line (XDL) sensor. [4] [5] [6] The operation of both sensors is based on similar principles. A photon impinges on the photocathode in a sealed tube. A voltage bias accelerates the photoelectron towards a microchannel plate (MCP) stack, which amplifies the electron into a charge-cloud pulse that falls onto the anode. In the case of the XDL sensor, there is a local rate limit caused by charge depletion in the relatively high gain (∼ 10 7 ), three-layer MCP stack and a global rate limit caused by the need to wait for the charge to move through the delay lines to the edges of the sensor before the arrival of another photon. The XS sensor ameliorates the local rate limitation by using a lower-gain (∼ 10 5 ), two-layer MCP stack and the global limitation by using a crossed-strip anode, which does not require the charge to move through a delay line.
The XS sensor's 1.8" anode 1 consists of a double layer of metallic strips set at 90
• from each other on an alumina substrate. The strip pitch is 0.69 mm for both axes; the lower strips are closely spaced, covering a large fraction of the pitch width, while the upper strips cover a smaller fraction so as to reveal the lower strips. This design allows both axes to have an equal area exposed. The electron charge-cloud pulse from a photon event accelerates along electric field lines nominally perpendicular to the MCP and anode planes while simultaneously broadening due to the pore exit momentum variation and space-charge repulsion effects. The anode strips absorb the charge that falls onto them, with the greatest amount of charge lying directly below the emitting MCP pore. The charge from each strip is fed into a charge-sensitive pre-amplifier and then into a flash analog-to-digital converter (ADC). In the following, recent efforts at identifying and analyzing pulses in the anode strip data will be described, along with an analysis of correlating pulses into events and calculating the position of the photon. Finally, the design of an embedded real-time data analysis system currently under construction will be described. The goal is a camera system capable of handling 10 8 photons per second with minimal deadtime while achieving 20 µm FWHM position resolution and sub-nanosecond time resolution.
ANALYSIS OF DATA FROM A SINGLE ANODE CHANNEL
The data analysis algorithms were initially developed for a benchtop XS sensor system utilizing an "open-face" sensor (i.e. no photocathode) with the MCP stack directly illuminated by a deuterium UV lamp. The sensor is connected to pre-amplifiers based on the RD-20 amplifier.
1 A CAEN V1470 12-bit, 64-channel flash ADC running at 62.5 MS/s was used to record the output of all anode channels. An example pulse from this equipment is shown in Figure 1 . The risetime is approximately 32 ns and the falltime 48 ns, with some variation between channels. The integral of this pulse is proportional to the number of electrons absorbed by the strip, and for a given pulse shape the amplitude is proportional to the integral. For the case of 100 Mevents/s and assuming that on average four strips per axis contain charge from a photon, there will be an average of 80 ns between each pulse on each strip. It begins to grow difficult to distinguish pulses if they are closer together in time than about two samples (32 ns) and is nearly impossible if they are closer than about one sample (16 ns). Assuming 100 Mevents/s on a paralyzable detector, 33% of all pulses will fall within 32 ns of another pulse, a prohibitively high fractional deadtime. 7 The development of the data analysis methods on the open-face sensor data helped to demonstrate the need for a faster shaping time amplifier coupled with a faster sampling flash ADC in the embedded system to reduce deadtime.
A simulation of the XS sensor data was created to aid in the development of data analysis algorithms. In the simulation, a photon event consists of a charge cloud being produced at a given position. The amplitude of the charge varies within the gain range expected by the MCPs under normal operating conditions. The charge is spread across the anode in a Gaussian distribution, and the charge above each strip area is integrated to determine the amplitude of the strip pulse (further details about the charge cloud can be found in Section 3.2). Noise is included in the simulated data by adding measured noise from the unilluminated sensor. Using the simulated data, where the true time and amplitude of each pulse is known, different filtering and signals analysis methods were examined. With frequency filtering in the amplifier circuit, the relatively low number of samples on each sampled pulse, and the large degree of expected pulse pile-up, several common analysis methods were found not to be suitable. Ultimately, a method was identified for the separation of piled-up pulses.
The data analysis is performed by first identifying the time of likely pulses, which so far has depended on selftriggering of the anode strips. With the suspected pulse times recorded, a nonlinear-least-squares fit is performed to the data. The quality of fit is examined, which under certain circumstances can lead to the conclusion that what had been identified as a single pulse would be better represented as two pulses closely spaced in time. In the case of an additional pulse being identified within the fit window, the least-squares fit is repeated with the additional pulse included. To improve upon this method in the embedded system, the high-speed MCP signal will be used to identify the time of pulses. With more bandwidth and a faster sampling rate than the anode channels, the MCP channel is capable of greater time precision. It is expected that the spread of the times of the anode pulses will be sufficiently small that the pulse times can be fixed at the event time derived from the MCP channel to simplify the calculation to a linear-least-squares fit. The second fit will not be needed because any events indistinguishably separated in time on the MCP channel will necessarily be even less distinguishable on the anode channels.
An example of the result of this data analysis method is displayed in Figure 2 . In this figure, the time between pulses on each channel of simulated data is compared to that produced by the analysis of the simulated data. There is some variation in the number of pulses in each bin due to the simulated pulse times being exact whereas the analysis times are an estimation of the pulse times extracted from the signal plus noise. For that same reason, the lower limit on the amplitude of pulses included in simulated data is absolute, but the lower limit of detectability in the analysis varies with the characteristics of the noise surrounding a given pulse. The two data sets in the figure trend together with a divergence appearing as the difference in pulse times falls closer together. There is a clear reduction in the number of pulses identified when pulses are separated by less than two samples. This figure demonstrates the desirability of faster pulses combined with faster digitization for the separation of piled-up pulses.
DETERMINATION OF EVENT POSITION AND TIME
Once the pulse times and amplitudes have been determined, they can be used to organize a collection of pulses for each photon, here called an event, so that the time and position of the photon can be calculated. On the simplest level, the pulses can be time correlated into events. In Figure 3 the results of one such correlation method is displayed for a flat-field image on the open-face sensor. In this data, each pulse that is identified starts a timer. If after a short period of time no further pulses are identified that can be assembled into a meaningful event, the initial pulse is discarded as spurious, and the process begins again with the next pulse. If other pulses are identified, the timer extends to allow all pulses within a longer period of time-in this case 16 ns, the sampling period of the digitizer-to be collected. Once a collection of pulses has been assembled that meets the minimum conditions for a meaningful event, such as at least two neighboring strips on each axis having a pulse, the time and position calculation can be performed.
Event time calculation
The time of the event is calculated as an amplitude-weighted average of the pulse times constituting the event. Figure 3a shows the difference between the individual pulse times and the event time to show the variation in pulse times within an event. The time-difference distribution for each anode channel was fit with a Gaussian function, with the centroids plotted as the most probable time offsets (black squares) and the asymmetric widths as the error bars. Some of the edge strips were removed because they contain few counts and have widely divergent The difference between the two lines is due to the simulation times being exact and the analysis times being an estimation including noise. When the time between events falls below two samples, it becomes increasingly difficult for the analysis to separate the events.
time offsets. The standard deviation of the most probable time offset is 0.71 ns and for each channel varies substantially less than 1 ns between this measurement and other measurements, such that it can be calibrated out to less than 1 ns. Although not apparent in the data shown in Figure 3 , a proportion of the offset variation on the x axis is correlated with the event location on the y axis. The amplifier electronics for the open-face sensor are built in units of 16 channels, and the most probable time distribution shifts according to whether the y position fell in one amplifier group or the other. This shift is small but significant, on the order of 1 ns, and can be removed by calibration. A similar relationship is found between the times on the y axis and positions on the x axis. Considering the expected increase in time precision with the new, faster-shaping-time electronics and the goal of 1 ns time resolution, the most probable time offsets are not expected to be a significant contribution to time uncertainty.
There is also variation in the widths of the time distributions (see Figure 3b ). For the x axis (lower strips, channels 0-31), the shorter strips near the edges of the sensor have a narrower time-distribution width than the longer strips at the center of the sensor (channel 15). While the relationship of longer strips leading to greater time uncertainty may be present on the y axis (upper strips, channels 32-63), it is obscured by a number of data points nonconformant with this trend. The origin of the trend on the x axis and the reason for the nonconformity on the y axis is not known; the transit time of the charge on the anode strips is much less than the ns-scale time differences seen here. It is hoped that measurements with the new electronics will help to elucidate this subject by isolating separate components of the camera system. Illumination of the XS sensor with a pulsed laser is planned for the further investigation of the time resolution of the XS sensor system. The time variations discussed here will ultimately be of concern solely for the correlation of pulses. The MCP channel, which is not part of the recorded data for the open-face sensor, has shorter pulses that provide higher-resolution temporal information. The embedded system is planned to take advantage of the MCP for sub-nanosecond timing of the photons (see Section 4.3).
Event position calculation
Once the pulses have been correlated into events, the charge distribution can be fit to determine the event position. A single large-amplitude x-axis event is shown in Figure 4 . The small uncertainties in the channels where no pulse is detected are selected to match the approximate threshold sensitivity of the pulse-finding algorithm. Because the anode pulse amplitudes are proportional to the number of electrons absorbed by that strip, the data points in this figure represent the integral value of the charge over the width of the anode strip, and the fit is correspondingly the integral value of the function over the strip widths. In a publication by Edgar et al., 8 measurements of the spatial charge-cloud distribution of an MCP were made, producing a radial charge density function consisting of two exponential components, a narrow core component and broader wing component. In practice, this functional form presents two significant issues. First, much awkwardness is presented by the fact that there exists no analytic integral along a single Cartesian coordinate for a radial exponential. A numerical solution would be computationally expensive on an FPGA. Attempts to nonetheless use the radial exponential function led to the second issue, the function did not consistently fit the wings of the charge cloud well. To overcome these issues, a Gaussian function was tried. There is no specific physical reason to chose a Gaussian function: it is a convenient form and a reasonable first estimate of the shape of an unknown, monotonically decreasing radial function integrated along a single Cartesian coordinate. For this data, the Gaussian function produces a lower reduced chi-squared than the Edgar form.
The XS anode geometry is designed with equal areas of the x and y axes exposed with the intention that an equal number of electrons are absorbed on each axis.
1 However, the axis amplitude ratio was found to vary between A x A y = 1.3 and 2.1, averaging 1.7. Considering that the amplitude of the events ranges over about one order of magnitude due to shot-to-shot variation in the MCP gain, this axis amplitude relationship provides a means of matching x and y axis events in addition to the time correlation. In the case that two photons arrive near simultaneously at two locations far enough apart that their charge clouds do not interact, both can be analyzed separately. Once the charge-cloud positions have been determined, in a large fraction of cases the axis amplitude ratio can be applied to remove the ambiguity of which positions belong together. This fact will prove useful in decreasing the number of rejected events at higher count rates. Initial tests with the new electronics show much less statistical variation in the axis amplitude ratio and suggest that it will be possible to distinguish axis amplitudes in more than 90% of concurrent events. 
Image of pinhole-array mask
An image of a pinhole-array mask is shown in Figure 5 . This image was created using the new electronics with six-channel digitizers used for prototyping on each axis. The full functionality of the digitizers was not yet exposed when this data was collected, and the data suffers from limitations such as only a portion of the digitizers' dynamic range being used. The slow data transfer rate also restricted the measurement to low photon rates and limited the quantity of data collected. With these few channels on each axis populated, it is assumed that all events are influenced by the existence of the nearby edges. A filter on the axis amplitude ratio has been applied to remove most of the events mislocated due to a substantial portion of the charge cloud falling outside the analyzed region. The pinholes are 10 µm in diameter but may not be ideally focused in this first measurement. The most centrally located pinhole near (13.5, 51.8) has a width of 55 µm FWHM. Restricting the data to only events that contain pulses detected on three or more channels per axis (as opposed to the minimum of two or more) decreases the width to 47 µm FWHM. Restricting to only events with pulses detected on four or more channels per axis further reduces the width, but at the cost of there being too few events to draw an unambiguously statistically meaningful conclusion. Acknowledging the suboptimal nature of this data set, it appears that the accuracy of the position calculation is improved by there being a greater number of channels per event with detected pulses, a result strongly backed by work with simulated data. The need for a larger spread of the electron cloud (lower anode voltage bias) will have to be balanced against the need for a sufficiently large SNR on the individual strips (higher anode voltage bias). Increasing the number of strips with a signal per event would also increase the amount of pile-up on each anode channel. The average number of strips hit per event in this data is 4.4 on the x axis and 3.6 on the y axis. Sixteen-channel digitizer cards that will enable the measurement of half of the channels on each axis will soon be ready for use. Edge effects will be insignificant across a substantial area of the sensor with the 16-channel cards, and plans are in place to collect a larger quantity of data with a larger variety of images and photon rates.
DESCRIPTION OF THE EMBEDDED SYSTEM
The preceding information was almost entirely gleaned from offline data analysis. The ultimate goal is to implement the data analysis in a real-time embedded camera system. The planned design of that system is described in the following.
Anode strip amplifiers
The signals from the anode strips are fed into an amplifying circuit based on the Amptek A250 amplifier using 10 ns shaping times. The measured noise baseline is around 1000e-RMS for the lowest capacitance channels. If 250k electrons, the nominally expected MCP gain, fell onto a single anode strip, the SNR would be ∼48 dB. If the electrons fell equally onto eight strips, the SNR would be ∼30 dB. In practice, the SNR at the center of the charge distribution would fall somewhere between those two values, with the SNR eventually falling to SNR = 1 and below as strips progressively further away from the photon location are examined. The 10 ns shaping time is not the lowest-SNR configuration possible but was chosen to maximize the photon count rate.
4DSP 16-channel 125-MHz Anode Digitizer Card
The digital interface for the anode channels of the XS system is provided by a total of four 16-channel FMC116 digitizer cards made by 4DSP, shown in Figure 6 . The cards conform to the VITA 57 FMC standard for compact daughter or mezzanine cards. The host interface is a high-density FMC connector, which is the large rectangular connector on the top of the card in Figure 6 . The digitizer provides 16 signal channels using four quad-channel, 125-MHz, 14-bit Linear Technology LTC2175-14 ADC chips.
The four digitizer cards provide a total of 64 125-MHz channels, of which 32 are used for each of the crossedstrip anode axes. Coaxial cable connectors provide a reference clock in and out and an external trigger in and out. The reference clocks are used in the XS system to provide a common clock to all digitizer cards, thus preserving coherency and a fixed phase relationship between the multiple interfaces.
The LTC2175-14 under ideal conditions can provide an SNR of 73 dB and a spurious-free dynamic range of 88 dB, resulting in approximately 12 effective bits of dynamic range at lower frequencies. It also can provide up to 800 MHz of analog bandwidth, depending on the options selected for the FMC116.
The 2-GHz Single-channel Digitizer Card
The MCP produces a pulse approximately 1 ns in width for each photon event. The MCP signal is digitized using a custom card conforming to the VITA 57 FMC standard that is based on the TI ADC10D1000 1 GHz dual-channel ADC. The two channels are interleaved to achieve an effective 2 GHz sampling rate. The ADC was found to have 9.0 effective bits and an SNR of 55 dB.
MicroTCA Chassis and Carrier Cards
The digital signal processing of the anode and MCP channels is to be executed by a collection of processing cards mounted within, and connected to the backplane of, a MicroTCA chassis. The layout of the system is shown in Figure 7 . The FMC mezzanine cards are to be mounted on five AMC514 carrier cards, acquired from VadaTech Incorporated, four AMC514's carrying one of each of the FMC116's, and the fifth AMC514 carrying the 2-GHz digitizer card. The AMC514 contains a large Xilinx Virtex-6 FPGA optimized for digital signal processing. The FMC cards will digitize the input analog signals and forward the samples to the FPGA to be processed.
The MicroTCA chassis will also contain a VadaTech AMC713 which contains a high-performance multi-core PowerPC processor. The processor uses the Linux operating system and provides a high-bandwidth network interface between the chassis and an external host computer.
The chassis backplane provides three high-bandwidth communication paths. Two of these are four-lane PCIexpress channels able to provide a point-to-point link between any two cards using a cross-bar switch. One of the channels is dedicated to communication between the anode and MCP processing cards. The other channel is dedicated to communication between the MCP AMC514 card and the AMC713 host interface card.
The third communication path is a number of custom fixed point-to-point Aurora links between neighboring cards. Though part of the backplane, these connections are not part of the MicroTCA standard but are added to provide localized high-bandwidth links.
The division of tasks among the AMC cards is enumerated as follows:
1. AMC514/FMC116: Provides an analog-to-digital interface between 16 of the anode channels, as shown in Figure 7 . The FPGA performs the following processing tasks: (a) Pulse detection; (b) Pulse amplitude estimation using a least-squares estimator. This step makes use of precise timing information from the MCP channel to distinguish between closely separated pulses that may have resulted in pileup; (c) Centroid estimation for the axis using a non-linear iterative least-squares estimator; (d) Forwarding of detected and measured events to the MCP AMC card. Note that the Aurora link to the neighboring AMC anode card allows data from the adjacent cards to be shared to account for charge clouds that fall with portions of the cloud straddling the channel division between the cards.
2. AMC514/2-GHz digitizer: Provides an analog-to-digital interface between the high bandwidth MCP channel and the MCP AMC processing card. The FPGA performs the following processing tasks: (a) MCP pulse detection; (b) Pulse timing and amplitude estimation; (c) Forwarding of the timing information to the four anode AMC processing cards; (d) Collection of event data from the four anode AMC processing cards, correlation of x and y axes events to synthesize a complete photon event or discard faulty events, and forwarding of events to the AMC713 interface card.
3. AMC713: Provides a high-bandwidth interface between the MCP AMC card and the external host computer. The PowerPC processor, running Linux, collects the data from the MCP card over PCI-express, creates properly structured packets, and sends these over a 10 Gb Ethernet link to an external host computer for data collection and real-time visualization. The data takes the form of a stream of photon times and positions, a higher-rate version of the same type of data produced by the XDL camera system. Note that the AMC713 does not have an FMC connector and the external Ethernet connection is mounted directly to the AMC card.
OUTLOOK
With the arrival of the 16-channel 4DSP digitizer cards, a much larger fraction of the sensor can be accessed using the higher-speed amplifiers, which will permit the collection of data without the constraints mentioned in Section 3.3. As the development continues, the MCP timing channel will be added to the data analysis as part of a larger effort involving the integration of the data-analysis hardware. Data will be collected from various images and at various rates to test the system performance. The ideal voltage bias of the XS sensor will be determined, and a pulsed laser will be used to examine the time resolution of the system. Ultimately, as part of the fieldable system, a controller for the analog front-end and optics will also be implemented.
