Accurate forecasts of the inundation depth are necessary for inundation warning and mitigation. In this paper, a real-time regional forecasting model is proposed to yield 1-to 3-h lead time inundation maps. First, the K-means based cluster analysis is developed to group the inundation depths and to indentify the control points. Second, the support vector machine is used as the computational method to develop the point forecasting module to yield inundation forecasts for each control point.
INTRODUCTION
Typhoon rainfall produces valuable water resources, but the flood inundation resulting from excessive precipitation frequently causes loss of human life and serious economic damage. Taiwan is located on one of the main paths of the north-western Pacific typhoons. On average, about four typhoons have hit Taiwan each year during the past 100 years. Thus, in order to mitigate flood damage, the development of an early warning system has been recognized as an important task. Carsell et al. () indicated that a warning system can increase the mitigation time, which is a consequence of a reduction in the time of several actions, such as data collection, flood evaluation, emergency notification, and decision making. With the increased mitigation time, the loss of life and the impact on the economy can be reduced. In the development of early warning systems, accurate and efficient forecasts of the inundation depth are always required as an important reference for making important emergency evacuation decisions. Hence, to improve inundation depth forecasting is an important task of disaster warning systems and is expected to be useful in disaster prevention and mitigation.
The prediction of flood inundation has always been a challenging task for hydraulic engineers. Based on the geographical information, the surface overland flow processes can be simulated using mathematical and numerical models (such as two-dimensional (2-D) overland-flow model). General introductions of hydraulic modeling and comprehensive reviews of their applications for geomorphological and hydrological purposes have been presented by Lane () . Examples of the numerical model can be found in the literature (Bates & De Roo ; Guo et al. Conventionally, the kernel of these numerical models is based on non-inertia surface flow dynamics. Timely and accurate forecasts in flood-prone areas are essential prerequisites for the provision of reliable early warning systems.
However, the numerical models suffer from the large computational time for the iterative process to yield the inundation depth, and hence the real-time inundation simulation (or prediction) cannot be achieved.
An attractive alternative to the numerical models is neural networks (NNs), which are a kind of information processing system with great flexibility in modeling non- Furthermore, the determination of the architecture and weights of SVM-based models are expressed in terms of a quadratic optimization problem which can be rapidly solved by a standard programming algorithm. Due to their high accuracy and efficiency, SVMs could be more rapidly retrained with real-time data and are more suitable to be integrated with disaster warning systems.
In this paper, a real-time regional inundation forecasting model based on clustering techniques and SVM is proposed to yield 1-to 3-h lead time inundation maps. In the first step, the classification module is developed to group the inundation depths of the inundated area into several clusters and to indentify the control points. Then, the rainfall and inundation data are used as input to develop the point forecasting module in the second step. Finally, based on the control point forecasts and the geographic information (such as elevation, coordinates, and rainfall) of the forecast grids, the spatial expansion module is developed to expand the point forecasts to the spatial forecasts. The proposed modeling technique can further improve the accuracy of the forecasted inundation map.
To assess the performance of the proposed model, an actual application to Siluo Township, which is an urban township in Yunlin County, Taiwan, is conducted to demon- 
THE PROPOSED MODEL
A flowchart of the proposed model is shown in Figure 1 . The proposed model is composed of three steps: classification, point forecasting, and spatial expansion. Details of these three steps are described as follows.
The classification step
In order to determine the regional inundation map from a real-time inundation forecasting model, the inundation depths of the study area are clustered into several groups.
For an efficiency model, the identification of different levels of inundation is an important issue. First, the inundated and non-inundated areas have to be identified.
According to the Taiwan Government's Standards of Disaster Relief, an area with an inundation depth below 0.5 cm is regarded as non-inundated and no relief assistance is provided.
To group those inundation depths of inundated areas with the same statistical characteristics, the K-means clustering algorithm is used. The K-means clustering algorithm, which is one of the most frequently used clustering techniques, was proposed by MacQueen (). The symbol K refers to the number of cluster centers used to classify the data sets. The inundation depths are the input to the Kmeans clustering algorithm, which is used to determine the different levels of the inundation depths (Chang et al. ) . Hence, the inundation depths with specific different characteristics are identified, and the data points with minimum Euclidean distance with the cluster center μ ι are recognized as the control points for each cluster. The function of the K-means clustering algorithm is written as:
where k is the number of clusters, x j is the jth data, and μ i is the mean of data in cluster S j . Examples of the K-means clus- Determination of an optimal number of clusters is a difficult task. In order to obtain a satisfactory clustering result, various tests (Grover & Vriens ) are introduced to help determine the number of clusters which is one of the major issues in cluster analysis. Two indices are calculated in this paper and then are plotted against the number of clusters to determine the optimal number of clusters (Isik & Singh ) . Therefore, by calculating these two indices, an optimal number of clusters can be objectively determined.
These two indexes are the R-squared (RSQ) and semi-partial R-squared (SPRSQ):
where SS b refers to the sum of squares between different clusters, and SS t is the total sum of squares of the whole data.
SPRSQ:
where SS w,k and SS w,kþ1 are sums of squares within clusters k and k þ 1, respectively.
The point forecasting step
The second step (the point forecasting step) is to construct the rainfall-inundation point forecasting module for each control point. According to the results from the classification step, the control points of each cluster are identified. For each control point, the rainfall and the antecedent inundation depth are used as inputs to develop the rainfall-inundation point forecasting module. The point forecasting modules can be written in a general form as:
where t is the current time, ▵t is the lead time period (from 1-to 3-h), D CP,t is the inundation depth of the control point at time t, L D denotes the lag length of inundation, R CP,t is the rainfall depth of the control point at time t, L R denotes the lag length of rainfall, and D CP,tþ▵t is the point forecasted inundation depth at time t þ ▵t.
In the point forecasting module's construction, determination of the appropriate lag lengths of input is an important work. Different lag lengths of input will influence the capability of NN-based models. Lin et al. (b) shows the suitability of the relative percentage error (RPE) as a criterion for selecting the lag lengths in hydrological time series. The RPE is expressed as:
where E(L) and E(L þ 1) are the root mean square errors (RMSEs) for modules with L and L þ 1 lag lengths, respectively. In general, the RMSE decreases with increasing lag term. When the RPE is less than 5%, the increase of lag lengths is stopped and the best inputs of forecasting modules are selected.
The development of point forecasting modules is to construct a nonlinear function approximator which can map the inputs into the desired output. In this paper, the SVM is used as the computational method. SVMs are firstly developed for classification and then expanded for nonlinear regression.
The methodology of the support vector regression (SVR) used in this paper is briefly reviewed in this subsection.
More mathematical details about SVR can be found in several textbooks (e.g., Vapnik , ; Cristianini & Shaw-Taylor ).
The objective of the SVR is to find a regression function to yield the outputŷ, which is the best approximate of the desired output y with an error tolerance of ε. The input vector x is mapped to a higher dimensional feature space by a nonlinear function ϕ x ð Þ. The regression function can then be written as:
where w and b are weights and bias of the regression function, respectively.
Instead of the empirical risk minimization (ERM) which is to minimize the empirical risk (i.e., training error), the structural risk minimization (SRM) induction principle is used to construct SVM. According to the SRM induction principle, the learning objective of a SVM is to minimize both the empiri- 
where L ε is the Vapnik's ε-insensitive loss function. The typical loss function L ε with an error tolerance of ε is defined as (Vapnik ):
The SVR problem can be expressed as an optimization problem (Vapnik ):
subject to:
where ξ and ξ 0 are slack variables representing the upper and the lower training errors, respectively. The optimization problem can be solved in its dual form using Lagrange multipliers method. Rewriting Equation (4) in its dual form and differentiating with respect to the primal variables
subject to: 
where N sv is the number of support vectors, x k is the k th support vector and K(x i ,x) is the kernel function. The radial basis function is adopted herein.
The spatial expansion step
The third step (the spatial expansion step) is to expand the forecasted results from point to region. In recent years, the NN-based models have been used in spatial expansion. To develop an accurate spatial expansion module, the SVM is also used as the computational method. A graphical illustration of the development of the spatial expansion module is presented in Figure 2 . As shown in Figure 2 , the inundation data are pre-analyzed by the K-means clustering algorithm for identifying the control points and the category of each grid. Then, for each cluster, the spatial expansion module is constructed using the data consisting of the forecasted depths at the control points (obtained from the point forecasting step) and the geographic information (such as elevation, coordinates, and rainfall) of the forecast grids.
Finally, the inundation depths of corresponding grids are forecasted by the spatial expansion module for each cluster. The spatial expansion modules can be written in a general form as:
where E n is the elevation of grid n, X n and Y n are the coordinates of grid n, R n is the rainfall of grid n, and D n,tþ▵t is the forecasted inundation depth of grid n at time t þ ▵t. Once the forecasted results of all the inundated grids in the study area are obtained, the inundation map is then constructed.
APPLICATION
The study area and data
The study area is Siluo Township, which is an urban township with a population of about fifty thousand people, and the Zhuoshui River (the longest in Taiwan) passes through the northern part of the study area. The study area (Figure 3) has an area of 49.8 km 2 and an average slope of 4 W . Although the average annual rainfall of the study area is about 1,110-1,250 mm, the temporal distribution of rainfall is uneven.
The rainy season (from April through to August) produces about 75% of the average annual rainfall to the study area.
Heavy typhoon rainfall and the topography characteristics Hence, a total of seven typhoon events was used to establish the forecasting model herein. Figure 4 presents the typhoon tracks used in this paper. Table 1 
where D t andD t denote the inundation data and the forecasted depth at time t, respectively, and m is the number of forecasts.
Correlation coefficient (CC):
where D ⌢ is the average of the forecasted depth.
The RMSE is used to measure the difference between the inundation data and the forecasted depth. The smaller the RMSE value, the better the forecasts. In contrast, the CC is used to measure the similarity between the observed and the forecasted depths. The smaller the CC value, the worse the forecasts.
RESULTS AND DISCUSSION
In the first subsection, characteristics of clusters identified by the classification module are discussed. In the second subsection, the performance of 1-to 3-h lead time point forecasts is investigated. In the third subsection, the performance of 1-to 3-h lead time spatial forecasts is presented. Finally, the forecasting performance for two typhoon events, Nakri in 2002 and Kalmaegi in 2008, is discussed in depth.
Characteristics of clusters identified by the classification step
The characteristics of the inundation depth within each homogeneous cluster identified by the classification module are discussed in this section. The inundation depths are the input to the K-means clustering algorithm which is used to obtain the relative information of each grid. In this paper, the determination of the number of clusters is based on RSQ and SPRSQ. When the K-means clustering algorithm is performed, the clustering result of grids is obtained and the control point of each cluster is identified.
The distribution of the grid clustering result in the study area is presented in Figure 5 (a), and the location of each control point is presented in Figure 5 (b). The characteristics of inundation and the number of grids in each cluster are summarized in Table 2 . As shown in Figure 5 (a), the main inundated area is located in the western and central region of the study area. The inundation depths at each control point are also identified ( Figure 6 ). As shown in Figure 6 , the inundation depths are implicitly grouped according to their peak depths and the increasing rate of inundation. These clusters have distinct types of peak inundation depths, namely, Clusters 1-4 in the 
Performance of the point forecasting module
In this subsection, the forecasting performance of the point forecasting module is discussed. In this paper, the source Nakri, respectively. For both typhoon events, the RMSE values of 1-to 3-h lead time forecasts are all lower than 0.3 m, which indicates a high accuracy of the point inundation forecasts.
The overall performance indices, which are drawn on the basis of all testing events, are summarized in Table 5 .
For the 3-h lead time forecasts, the RMSE and CC values of the proposed point forecasting module for CP10 are 0.191 and 0.806, respectively. Thus, for the 3-h lead time forecasts, the performance of the proposed point forecasting module is still acceptable. It is seen that the proposed point forecasting module produced accurate point inundation forecasts up to 3 h, and the use of the proposed point forecasting module effectively decreases the negative impact of increasing forecast lead time, which is consistent with the conclusion of Lin et al. (a, b) . It is shown that the proposed point forecasting module effectively improves the forecasting performance.
Performance of the spatial expansion module
In this section, the performance of the proposed module in spatial forecasting is discussed. To quantify the module performance, the RMSE and CC are also employed. The overall performance indices, which are drawn on the basis of all testing events, are summarized in Table 6 . As shown in Kalmaegi and Typhoon Nakri, respectively. As shown in Figures 9 and 10 , the difference between forecasts and inundation data increases with increasing forecast lead time.
However, it is clearly observed that the forecasts from the proposed model are in good agreement with the inundation data.
Histograms of the forecasted error at the 1-to 3-h lead times for Typhoons Kalmaegi and Nakri are plotted in Figure 11 . As shown in Figure 11 
SUMMARY AND CONCLUSIONS
The objective of this paper is to develop a well-performing and efficient real-time regional inundation depth forecasting model for inundation warning systems during typhoon-warning periods. For this purpose, we proposed a forecasting model which is composed of three steps: classification, point forecasting, and spatial expansion. In the first step, the cluster analysis of the inundation depths is first performed by the classification module. Then, in the second step, the rainfall and inundation data are used as input and SVM is used as the computational method to develop the point forecasting module to yield the inundation depth forecasts at control points. Finally, based on the point forecasts and the geographic information, the point forecasts are expanded to the spatial forecasts by using the spatial expansion module.
An application to Siluo Township in central Taiwan is performed to clearly demonstrate the superiority of the proposed model. First, according to the cluster resulting from the K-means clustering algorithm, it is observed that the inundation depths in the study area are grouped into 10 clusters.
The peak depth and the increasing rate of inundation have significant influence on the classification. Then, the performance of the point forecasting module is presented, which shows that the proposed module can accurately yield 1-to 3-h lead time point forecasts of inundation depth at each control point. Finally, for the spatial expansion module, the results show that the proposed module can produce acceptable inundation maps for 1-to 3-h lead times. It is concluded that the proposed modeling technique is suitable and useful for improving the regional inundation forecasting.
In addition, another advantage of the proposed model is its efficiency, which is very important for a real-time inundation warning system. The efficiency of the proposed model is also confirmed, and hence the proposed model is more suitable to be integrated with the decision support system. However, the proposed model is also expected to be helpful in supporting inundation warning systems. In the future, instead of Kmeans and SVM, it will be possible to try other kinds of clustering algorithm and data mining techniques to examine whether the model performance can be improved.
