Abstract. Let A f (1, n) be the normalized Fourier coefficients of a Hecke-Maass cusp form f for SL 3 (Z) and r 3 (n) = # (n 1 , n 2 , n 3 ) ∈ Z 3 : n 2 1 + n 2 2 + n 2 3 = n . Let 1 ≤ h ≤ X and φ(x) be a smooth function compactly supported on [1/2, 1]. It is proved that for any ε > 0, [29] ), the situation becomes much harder for GL 3 automorphic forms. For the cube of the Riemann zeta-function ζ 3 (s), whose coefficients are τ 3 (n), where τ ℓ (n) = n 1 n 2 ···n ℓ =n 1, Pitt [27], [28] first proved that, for r > 0 an integer, 
Introduction
While the shifted convolution problems involving GL 2 automorphic forms are investigated intensively and deep results and applications have been established (see for example [2] , [3] , [7] , [10] , [14] , [15] , [18] , [21] , [25] , [29] ), the situation becomes much harder for GL 3 automorphic forms. For the cube of the Riemann zeta-function ζ 3 (s), whose coefficients are τ 3 (n), where τ ℓ (n) = n 1 n 2 ···n ℓ =n 1, Pitt [27] , [28] first proved that, for r > 0 an integer, n≤X τ 3 (n)a g (rn − 1) ≪ g,ε r +ε . His method is Jutila's version of the circle method combined with the idea of factorable moduli. Moreover, let A f (1, n) and a g (n) be the normalized Fourier coefficients of a Hecke-Maass cusp form for SL 3 (Z) and SL 2 (Z), respectively. Let 0 ≤ h ≤ X and ϕ(x) be a smooth function compactly supported in [1, 2] . He also proved by the same method that (see [25] ) n≥1 A f (1, n)a g (n + h)ϕ n X ≪ f,g,ε X
1− 1 20 +ε (1.2)
holds uniformly respect to the shift h. Let r ℓ (n) = # (n 1 , n 2 , . . . , n ℓ ) ∈ Z ℓ : n 2 1 + · · · + n 2 ℓ = n . Then r ℓ (n) is the n-th Fourier coefficient of the modular form θ ℓ (z), where θ(z) is the classical Jacobi theta series θ(z) = n∈Z e(n 2 z).
The shifted convolution sum
with a g (n) the normalized Fourier coefficients of a holomorphic cusp form of weight κ for Γ 0 (N), was first studied by Luo [19] . Precisely, Luo first established a Voronoi formula for r ℓ (n) and then applied Poincaré series reduction and his Voronoi formula to prove that for ℓ ≥ 2 and κ ≥ , if ℓ odd, 1 + − ε due to the bound τ 3 (n) ≪ n ε for any ε > 0. In fact, we have n≥1 τ 3 (n + h)r 3 (n)φ n X = 4C 2 I 0 X Here τ (n) = d|n 1 is the divisor function, a denotes the multiplicative inverse of a mod q, S(a, b; c) is the classical Kloosterman sum, G(a, b; q) is the Gauss sum
P 0 (n, q) = 1 and P ℓ (n, q) (ℓ = 1, 2) are given by being the Stieltjes constant. The proof is very similar as that of Theorem 1.1 (see also [30] ).
Let us briefly outline the method of the proof. Applying the classical Hardy-LittlewoodKloosterman circle method to the shifted convolution sum in Theorem 1.1, we arrive at an expression which is convenient to apply the Voronoi formula for GL 3 and an asymptotic formula for the sum |n|≤X e(αn 2 ), α ∈ [0, 1]. After that we are left with eight sums (in principle, of same difficulty) involving higher-dimensional character sums. In fact, we need to consider the twisted exponential sum (see Section 5)
where p is an odd prime, (r i , p) = 1, i = 1, 2, 3, and b 1 , b 2 , b 3 , v, n ∈ Z. This type of character sums have been studied in the work of Adolphson and Sperber [1] . The main saving in Theorem 1.1 comes from the nontrivial estimation of these character sums.
Notation. Throughout the paper, the letters h, q, m and n, with or without subscript, denote integers. The letter ε is an arbitrarily small positive constant, not necessarily the same at different occurrences. The symbol ≪ a,b,c denotes that the implied constant depends at most on a, b and c. 
Preliminaries on GL 3 cusp forms
Let f be a Hecke-Maass cusp form of type ν = (ν 1 , ν 2 ) for SL 3 (Z), normalized so that the first Fourier coefficient is 1. Then f has a Fourier-Whittaker expansion (see [5] )
where U 2 (Z) is the group of 2×2 upper triangular matrices with integer entries and ones on the diagonal, W J (z, ν, ψ 1,1 ) is the Jacquet-Whittaker function and M = diag(n 1 |n 2 |, n 1 , 1). By Rankin-Selberg theory, the Fourier coefficients A f (n 1 , n 2 ) satisfy
The generalized Ramanujan conjecture asserts that Re(µ j ) = 0, 1 ≤ j ≤ 3, while the current record bound due to Luo, Rudnick and Sarnak [20] is
Let φ(x) be a smooth function compactly supported on (0, ∞) and denote by φ(s) the Mellin transform of φ(x). For k = 0, 1, we define
Then we have the following Voronoi-type formula (see [6] , [24] ).
Lemma 2.1. Let A f (m, n) be the Fourier coefficients of a Maass cusp form for SL 3 (Z).
A f (n 2 , n 1 ) n 1 n 2 S(ma, n 2 ; mqn
where S(m, n; c) is the classical Kloosterman sum.
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The functions Φ ± (x) has the following properties.
Lemma 2.2. Suppose that φ(x) is a smooth function of compact support in [AX, BX], where X > 0 and B > A > 0, satisfying φ (j) (x) ≪ A,B,j P j for any integer j ≥ 0. Then for x > 0 and any integer N ≥ 0, we have
Let s = σ + it. By partial integration j times, we have, for σ ∈ Z,
Moreover, by Stirling's formula,
in view of the fact that 3 j=1 µ j = 0. Moving the contour to σ = N +ε with N ∈ Z + ∪0 and taking j = 3N +3, by (2.5)-(2.7), we have
Then Lemma 2.2 follows from (2.4) and (2.8). ✷ By Lemma 2.2, for any fixed ε > 0 and xX ≥ X ε (P X) 3 , Φ ± (x) is negligibly small. For xX ≪ X ε , as in [17] , we move the line of integration in (2.6) to σ = − (guaranteed by 6 (2.2)), by (2.6) with j = 1 and (2.7), we have
and by (2.4),
For xX ≫ X ε , we shall use the following result (see [16] , [32] ). For µ 1 = µ 2 = µ 3 = 0, this was proved in [12] . 
where a k (j), b k (j) are constants with
3. Proof of Theorem 1.1
We first transform S h (X) by the Hardy-Littlewood-Kloosterman circle method (see for example, [13] , Section 11.4). Let
and
Then S h (X) can be written as
is a periodic function of period 1. We have
Dissecting the unit interval with Farey's points of order Q, we have
where the * denotes the condition (a, q) = 1,
and a ′′ q ′′ are consecutive Farey fractions and they are determined by the conditions
Exchanging the order of the summation over a and the integration over β as in HeathBrown [8] , we have
where ̺(v, q, β) satisfies
For an asymptotic formula of F a q + β , we quote the following result (see Theorem 4.1 in [31] or Lemma 4.1 in [33] ).
Lemma 3.1. Suppose that (a, q) = 1, q ≤ Q and |β| ≤ 1/(qQ). We have
where G(a, b; q) is the Gauss sum 6) and Ψ(b, q, β) satisfies
For G (α) in (3.1), we apply Lemma 2.1 with
where
By (3.4) and (3.8), we have
14)
e(hβ)
e(hβ) 
Proposition 3.3. Let q 1 be the largest factor of q such that q 1 |n 1 and (q 1 , q/q 1 ) = 1. Let q 2 be the largest factor of q/q 1 such that q 2 |n ∞ 1 and q 2 , 
By the second derivative test and the trivial estimation, Ψ 0 (β) in (3.6) is bounded by
Note that the condition 
By (3.3) and the estimate above, we have
Further, by (3.7), (3.13), Lemma 2 and Proposition 3.3, we have
It follows from this estimate and (3.3) that
uniformly for 1 ≤ h ≤ X.
14 Moreover, by (3.7), (3.14), Lemma 2.2 and Propositions 3.3,
Applying (3.3) again, we obtain q≤Q |β|≤
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Lastly, by (3.7), (3.15), Lemma 2.2 and Propositions 3.3, we have
It follows that 
Proof of Proposition 3.2
We only prove (3.17) and (3.18) can be proved similarly. Recall Φ ± β (x) in (3.9) which we relabel as
where for σ > max
By Lemma 2.2, we have
By (2.1) and (2.9), we have
For xX > X ε , by Lemma 2.3, we have
where a k (j), b k (j) are constants, and by (4.1),
with
du.
By partial integration twice, we have
Similarly,
Taking ℓ = 3. By (4.5)-(4.7), we have
This estimate combined with (2.1) yields that
Then Proposition 3.2 follows from (4.3), (4.4) and (4.8).
Estimation of the character sum
16) which we relabel as
where S(m, n; c) is the classical Kloosterman sum and G(a, b; q) is the Gauss sum in (3.5)
G(a, b; q) = x mod q e ax 2 + bx q .
In this section, we shall prove Proposition 3.3. We need the following results for G(a, b; q) (see Lemma 5.4.5 in [11] )
(2) For (a, q) = 1, the sum G(a, b; q) has absolute value √ q if q is odd, √ 2q if q is even,
In the estimate for C (b 1 , b 2 , b 3 , n 1 , n 2 , h, v; q), the main case of interest is when q is square-free and n 1 = 1. Thus we first extract from q the largest part related to n 1 , the contribution of which to C (b 1 , b 2 , b 3 , n 1 , n 2 , h, v; q) will be trivially estimated (using Weil's bound for Kloosterman sums). More precisely, let q 1 be the largest factor of q such that q 1 |n 1 and (q 1 , q/q 1 ) = 1. Let q 2 be the largest factor of q/q 1 such that q 2 |n Next we extract the square-full part from the remaining part of q, that is to say, we further factor q 3 as q 3 = q 
