A (1,0,0) Reconstruction Test Image B (0,1,0) Adversarial Van Gogh dataset C (0,0,1) Perceptual Style Image
. Results of image translation to mixed-domains. These images are obtained by learning the SGN for three losses (reconstruction, adversarial, perceptual) and then by inferring the input of a test image in a single generator with only changing the sym-parameter. The numbers in the parentheses are sym-parameters for each A, B, and C domain.
Introduction
Recently, literature on multi-domain deep image translation has introduced many methods that learn the joint distribution of two or more domains and find transformations among them. Particularly, a single generator is able to translate images to multiple domains based on training data distributions [3, 19, 24] . However, translating style features across domains seen by the model is different from 'creativeness'. Consider a case of generating a translated image with a style that is 20% of Van Gogh, 50% of Picasso and 30% of the original image. Since the ground truths for learning such a translation do not exist, the target distribution to approximate can not explicitly be provided for conventional deep generative networks.
If we construe that the optimum of the target style is a weighted sum of optima of the candidate styles, then the objective function can be defined by a weighted sum of ob-jective functions of those. In this end, if the weights are set as hyper-parameters, they can be preselected and learned to generate images outside of a domain even without ground truths [5] . Even in such a case, not only a criterion on selections of the parameters is vague, but every training for cross-domain translations must also be impractically done with a unique set of weights. Therefore, it would be more efficient to dynamically control them during inferences for desired translations. We, in this paper, present a concept of sym-parameters that enable human users to control them so that influences of candidate domains on final translations can be heuristically adjusted during inferences.
In our method, along with inputs, sym-parameters are inputted as a condition into our proposed generator network, Sym-parameterized Generative Network (SGN). And also, these sym-parameters are synchronously set as weights for the linear combination of multiple loss functions. With the proposed setting, we have verified that a single network is able to generate corresponding images of a mixed-domain based on an arbitrarily weighted combination of loss functions without direct ground truths. While an SGN utilizes multiple loss functions that conventional image-to-image translation models use (e.g. reconstruction loss, GAN (adversarial) loss, perceptual loss), the sym-parameter conditions the weights of these losses for variously purposed translations. If an SGN, as an exemplar case depicted in Figure 1 , uses GAN loss for training Van Gogh style and perceptual loss for Udnie of Francis Picabia, sym-parameters allow adjusting the ratio of the styles to create correspondingly styled images. Through experiments, we found that sym-parameters conditioned within a model in the ways performed in typical conditional methods [3, 15, 28] , fail to yield our intended generations. To overcome this, we additionally propose Conditional Channel Attention Module (CCAM).
To summarize, our contributions are as follows: (1) We propose the concept of sym-parameter and its learning method that can control the weight between losses during inferences.
(2) We introduce SGN, a novel generative network that expands the concept of 'multi-domain' from data to the loss area using sym-parameters.
(3) Experimental results show that SGN could translate images to mixed-domain without ground truths.
Related work
Generative Adversarial Networks Recently, Generative Adversarial Networks (GANs) [6] have been actively adapted to many image generation tasks [1, 11, 16, 20] . GANs are typically composed of two networks: a generator and a discriminator. The discriminator is trained to distinguish the generated samples (fake samples) from the ground-truth images (real samples), while the generator learns to generate samples so that the discriminator misjudges. This training method is called adversarial training which our method uses for both the generator and the discriminator to learn the distribution of a real dataset. Conditional Image Synthesis By conditioning concurrently with inputs, image generation methods learn conditional distribution of a domain. CVAE [22] uses conditions to assign intentions to VAEs [13] . Conditional image generation methods that are based on GANs also have been developed [2, 4, 17, 18, 19, 26] , using class labels or other characteristics. Conditional GANs are also used in domain transfers [12, 23] and super-resolution [16] . While the methods from [3, 19] use discrete conditioning (either 0 or 1), our method uses continuous values for input conditioning. Image to Image Translation While there exist generative models that generate images based on sampling (i.e. GANs, VAEs), models that generate images for given base input images are also studied. They mostly use autoencoders [14] and among them, one of the most representative and recent works is [9] , which uses adversarial training with conditions. CycleGAN [27] and DiscoGAN [12] translate either style or domain of input images. Johnson et al. [10] have proposed perceptual loss in order to train feed-forward network for image style transformation. Since most of them use convolutional autoencoders with ResBlocks [7] or U-Net [21] structure, we also utilize the structure of Cycle-GAN [27] , but additionally apply sym-parameters to imageto-image translation tasks in the form of continuous valued conditions. We also adopt the perceptual loss harmonized with the GAN loss and the reconstruction loss terms. One generator to multiple domains Many have extended the study of image-to-image translations to multiple domains with a single generator network. IcGAN [19] , Star-GAN [3] and SingleGAN [24] address the problem of previously reported generative models that they are stuck with two domains, and achieve meaningful results on their extended works by using hard labels of each domain. Methods regarding image generation problems also have been proposed. ACGAN [18] uses auxiliary classifier to generate images by providing class information as a condition in the input. In different perspective, CAN [5] tries generating artworks by blending multiple domains. The method trains the generator of GAN to confuse the auxiliary classifier to judge fake samples in forms of uniform-distribution. In this study, we make a good use of conditions synchronized with loss functions not only to transfer to multiple domains, but also to mix each styles simultaneously by using expandable loss terms.
Proposed Method
Our goal is to learn distributions from multiple domains by varying weighted loss functions in order to dynamically translate images into a mixed-domain. In order to control mixing ratio during inferences, the corresponding conditions must be inputted and trained with the model. For such purpose, we present sym-parameters which are symmetrically set inside (as condition inputs) as well as outside (as weights of multiple loss functions) of a generator. The symparaemters allow transitive learning without explicit ground truth images among diverse mixtures of multiple domains and loss functions. The generator of sym-parameterized generative networks (SGN) can thus be controlled during inferences unlike conventional generators that infer strictly as optimized for a specific dataset or a particular loss function.
Sym-parameter
By trying to find not only the optimum of each candidate objective function but also the optima for various combinations of them, we desire to control the mixing weights during inferences. We propose human controllable parameters, Sym-parameters, that can replace typical hyper-parameters for weighing multiple loss functions. As the prefix "sym-" is defined in dictionaries as "with; along with; together; at the same time", sym-parameters are fed into a model, symmetrically set as weights of the candidate loss functions and synchronized after training. If k number of different loss functions, L 1 , · · · , L k , are engaged, then the sym-parameter S is defined as a k-dimensional vector (s 1 , · · · , s k ). The total loss of a model f (x, S) that takes inputs x and symparameters S is:
Having the total sum of sym-parameters to be 1, the total loss L defined by the function f and sym-parameters S is a weighted sum of sub-loss functions, each of which is weighed by the corresponding element of S. The conventional hyper-parameter model predicts output y using thê y = f ht (x) model with hyper-parameter h t . In this case, it is difficult to predict y for h t , that is not used during training, because the network f is not a conditional function for the hyper-parameter h t that was not used at training time. However, our model uses the weight of losses as input S in the formŷ = f (x, S), and f has conditional output for S as well as x. Thus, it can predictŷ for various combinations of losses that were used in training. Figure 2 depicts the concept showing the difference between a sym-parametrized model and conventional models using multiple loss functions weighted by hyper-parameters. While a new model is required for learning each combination of weights if conventional methods are used, our method allows a single model to manage various combination of weights through one learning. We, in the experiment section, verify that not 
Training with Dirichlet Distribution As mentioned above, a sym-parameter is represented as a vector which has the same number of dimensions as the number of loss functions. The vector's values are randomly selected during training in order to synchronize accordingly with sym-parameterized combinations of loss functions. To do so, the sym-parameter values are sampled based on Dirichlet distribution. The probability distribution of a k-dimensional vector with the sum of positively valued elements being 1, can be written as:
. (2) Here, B(α) is a normalization constant and Γ(·) represents Gamma function. When k = 2, the distribution boils down to Beta distribution. Using Dirichlet distribution allows the sum of sym-parameter values to be 1 and enables adjusting the distribution with by changing the concentration vector α = (α 1 , · · · , α k ).
Sym-parameterized Generative Networks
Using sym-parameters that allow inferences of various mixtures of losses, we propose sym-parametrized generative networks (SGN) that translate images to a mixeddomain. Our method is able to either generate images from latent inputs or translate styles with image inputs as long as sym-parameters are inputted along with the inputs and they define a linear combination of loss functions. illustrates the structure of SGN for image-to-image translation. Selection of loss functions are not necessarily limited for image generation tasks, and the following is a representative loss for a generator G with reconstruction loss L rec , adversarial loss L adv and perceptual loss L per weighted by sym-parameters (s 1 , s 2 , s 3 ):
Here, each loss function may cope with different objective and dataset for more diverse image generations such as using two of adversarial losses one of which for Van Gogh and another for Monet style domain. While either reconstruction loss or perceptual loss does not require to train an additional network, a discriminator must be trained along with an SGN model for the adversarial loss, and a distinct training criterion of the discriminator is needed for SGN. Because our method generates images based on linearly combined losses with sym-parametrized weights, the weight on the loss of a discriminator must be also set accordingly. Therefore, discriminator must be trained with the weight assigned on the generator loss in an adversarial manner:
A trained SGN can translate images with specific symparameters, or generate random images from random variables sampled from Dirichlet distribution defined by an input image. of various parts of a mixed-domain, which covers wider range of target distribution than multi-domain models do with discrete conditions. Since domain injection used in conventional conditional generators is empirically shown to be inadequate for our purpose, we propose another injection method for sym-parameterized conditionings, named Conditional Channel Attetion Module (CCAM). Inspired by SENet [8] , CCAM is a channel attention model that selectively gates feature channels based on sigmoid attentiveness. CCAM also allows SGN to have a fully convolutional structure and manage various spatial sizes. CCAM's structural details are depicted in Figure 4 , and the module can be written as:
Conditional Channel Attention Module

SGN takes a continuous valued sym-parameter vector along with inputs and generates images reflecting characteristics
where X ∈ R H×W ×C represents feature maps outputted from a preceding layer and [·, ·] denotes the concatenation operation. The features are shrunk to 1 × 1 × C through an average pooling, and the sym-parameters are represented 
Implementation of SGN
Network Architecture The base architecture of SGN has adopted the autoencoder layers from [3, 10, 27] , which consists of two downsampling convolution layers, two upsampling transposed convolution layers with strides of two and nine residual blocks in between them. In this architecture, CCAM modules are inserted for conditioning at three positions, before the downsampling convolutions, after the downsampling convolutions and lastly, before the upsampling convolutions. For L adv , we use PatchGAN discriminator, introduced by Isole et al. [9] where discriminator is applied at each image patch separately. The choice of feedforward CNN for L per is VGG16 with consensus on the work of Johnson et al. [10] . More details of the architecture and training will be handled on supplementary materials.
Experiments
Since, to the best of our knowledge, our method is the first approach that allows neural networks to dynamically adjust the balance among losses at inference time, there are no baselines for direct comparisons. We perform experiments for qualitative and quantitative evaluations on how well the sym-parameter works. And to focus on fair investigations based on the results, we have preserved the mod- Table 1 . Comparison against hyper-parameter models on 1D toy problem. The single model with sym-parameter has a similar loss value to those from the hyper-parameter models learned separately. Lr and Lc denote the regression loss and the classification loss, respectively. L is weighted loss of Lr and Lc with the given weight parameters. els of the existing methods and their individual losses as reported except for few minor changes. In this section, we first investigate the behavior of sym-parameters based on different loss functions through a 1-D toy problem. We then experiment an SGN on image translations to mixeddomains. And lastly, CCAM's role within the SGN is reviewed.
Toy Example: Regression and Classification with Single Network
In order to understand sym-parameters, we have designed an 1-D toy problem that we can calculate exact loss and visualize it. This allows us to confirm that our method can minimize multiple set of weights of multiple losses. And we can compare with hyper-parameter models whether a single sym-parameter model can replace various hyper-parameter models. We have defined a polynomial function g(x) that takes one dimensional vector x ∈ [−1, 1] and outputs y r . Also, with g(x) and a linear function h(x), y c is represented as a binary class label of 1 if g(x) < h(x) or 0 otherwise. We have created a dataset consisting of (x, y r , y c ) tuples. A sym-parametrized MLP network f (x, S) concisely structured with three hidden layers is trained with the dataset to perform regression and classification in terms of y r and y c , respectively. The total loss is defined as L(f, S) = s 1 L r + s 2 L c with a sym-parameter S = (s 1 , s 2 ). Figure 5 shows the results of the experiment. Colormaps on the right sub-figures show computed loss values when weight for each losses are (1, 0), (0.5, 0.5) and (0, 1), respectively. And the plots in each sub-figure denote the results of sym-parameter model (Sym), hyper-parameter models (Hyper) and an additional ablation (S in ). The figures clearly show the sym-parametrized model f (x, S) properly minimizes weighted losses according to the symparameter value. And the results are similar to the multiple hyper-parameter models, which are trained individually. Model S in uses the sym-parameter as an input, but the weights of each losses are fixed to (0.5, 0.5) at training. As the illustrated results show, outputs follow the case H = (0.5, 0.5) regardless of the input S because the model S in did not learn to change the loss function. Also, the same sym-parametrized model is quantitatively compared against various hyper-parameter models that are separately trained.
Weights
Single sym-parameter model Hyper-parameter models As can be seen in Table 1 , the loss values of the models separately trained with hyper-parameterized weights do not differ much from the values of the single model trained with sym-parametrized weights. This implies that a single training of a model using sym-parameters may replace the models trained in multiple cases of hyper-parameters.
Image Translation to Mixed-Domain
We have set up three SGN models for experiments on image translations to mixed-domain. With the use of symparameters, SGN extends the concept of multi-domain to loss functions, and each domain is thus defined with combinations of loss functions and data. For our experiments, the datasets used in [10, 27] are combined with loss criteria of L rec , L adv and L per from Section 4 to train each model as presented in Table 2 . Qualitative Result Figure 1 illustrates translation results of Model 1 with various sym-parameters. Not only intertranslations among A, B and C domains are well generated, but the model also produces mixed generations with weighted characteristics of candidate domains. Especially, the successful image translations between domain B with adversarial loss and domain C with perceptual loss should be noticed; the generated images are influenced more by colors and styles of Van Gogh than by the test image input. As the numbers in the parentheses represent sym-parameter values, correspondingly styled images are well produced when mixed with 3 types of domains. Lastly, generated image with S = (0.0, 1.5, 0.0) is an extrapolated result with a sym-parameter that is set outside of the trained range, and Van Gogh's style is still bolstered accordingly. Figure 6 shows image translations yielded by two other models. While an SGN can be trained with different loss functions and datasets as done for Model 1 and 2, it can also be trained with domains defined with two GAN losses for different datasets. As it can be seen in the figure, Model 3 is able to translate a summer Yosemite image not only to a winter Yosemite image but also to a winter image with Monet style with S = (0.0, 0.5, 0.5). This result well depicts how weighted optima of multiple objective functions can be expressed. More test results of each model are provided in the supplementary material. Quantitative Result It is generally known to be difficult to define quantitatively evaluating metrics for generative models. Nonetheless, it is logical to quantitatively examine by checking loss values for different S values since our aim is to find optimal of variously weighted sum of losses. If trained sufficiently in terms of (1) and (3), the corresponding domain's loss should be minimized when a domain's weight is 1, and when the weight is mid-valued as 0.5, resultant loss of the domain should be valued in between the values when the weight is 1 and 0. Furthermore, we can compare these values with multiple hyper-parameter models that are individually trained.
Loss values of trained Model 1 are measured with a test dataset and enumerated in Table 5 .2. The numbers in the table represent averaged loss values of each loss function the generator uses. In the table, each domain yields its minimum loss value when weighted with 1. And these are similar to the multiple models trained using a corresponding hyper-parameter. The largest difference is that the hyper-parameter models have a high loss value when the weight of a specific loss is zero at the time of testing, such as S = (0, 0.5, 0.5), while the SGN has a relatively low value. This is because it is advantageous for the SGN to learn that the loss is minimized for similar S values such as S = (0.1, 0.45, 0.45).
Multiple Datasets vs Multiple Losses
We have performed a comparison with SingleGAN [24] , which can handle multiple datasets, to clearly show the difference of our multiloss approach from the conventional methods. For fair comparison, SingleGAN has been trained using Photo as input with three output domains: Photo, Ukiyo-e and Van Gogh. SGN used the reconstruction loss for Photo, GAN losses for Ukiyo-e and Van Gogh. As shown in Figure 7 , SingleGan performs style transfer, not reconstruction, for the condition (1,0,0) . These results mean that the input images are trans- 
Conditional Channel Attention Module
We perform sym-parameter injections into SGN through CCAM since conventional condition injecting methods are empirically shown inefficient for our method. We have thus experimentally compared the performance results among different cases of condition injections, which is depicted in Figure 8 . The injection method labeled CONCAT represents the method of depth-wise concatenations with a latent coded vector repeated to be in the same spatial size as features. Central biasing normalization (CBN) [25] is also experimented for comparisons. We have adjusted the instance normalization of the down-sampling layers and the residual blocks of the generator network as similarly used in [24] .
CONCAT method produces outputs that are alike despite of various combinations of sym-parameters and fails to generate images in mixed-domain correspondingly. This method works promisingly for discrete condition injections as reported in [3, 15, 28] but struggles in the SGN using continuous conditions. This phenomenon is reasonable con-sidering that the normalization within the generator perturbs the values of the sym-parameter and differences in the values are susceptible. CBN method performs better than CONCAT, generating comparably more various images with given sym-parameters. Yet, its generations are rather biased to one domain than a mixed-domain targeted by sym-parameters, and also follow with some artifacts. Since CBN uses bias and thus is hard to exclude the possibility on influence of a particular channel, additional interferences among candidate domains may occur. Among the experimented condition injecting methods, our proposed CCAM is more suitable for the sym-parameter and SGN.
Conclusion
In this paper, we propose a sym-parameter that can extend the concept of domain from data to loss and adjust the weight among multiple domains at inference. We then introduce SGN, which is a novel network that can translate image into mixed-domain as well as each domain using this sym-parameter. It is hard to say which method is proper and optimal when it comes to making a valid result for a mixeddomain without ground truth. However, if optimizing to the weighted objective of each domain is one of the effective methods for this purpose, SGN performs well to translate image to a target mixed-domain as shown in the experiments. We expect that the research will be extended to apply sym-parameter to more diverse domains, and to find more effective models for sym-parameter.
