We study an optimal control problem for a hybrid system exhibiting several internal switching variables whose discrete evolutions are governed by some delayed thermostatic laws. By the dynamic programming technique we prove that the value function is the unique viscosity solution of a system of several Hamilton-Jacobi equations, suitably coupled. The method involves a contraction principle and some suitably adapted results for exit-time problems with discontinuous exit cost.
Introduction
In this paper we address the following model problem of optimal control. We consider the following hybrid controlled system        y (t) = f (y(t), w 1 (t), . . . , w m (t), α(t)) t > 0 w j (t) = h ρ j [y(·) · S j ; w where f is the controlled dynamics; y(·) ∈ R n is the continuous evolution with initial datum x ∈ R n ; w j (·) ∈ {−1, 1} is the scalar discontinuous output of the delayed thermostat h ρ j applied to the continuous input y(·) · S j where S j is a unit vector of R n ; w 0 j ∈ { − 1, 1} is the initial state of the thermostat; M ⊂ R n × R m is a suitable set; and finally α(·) is the measurable control. We also consider the following cost functional where is a suitable running cost, λ > 0 is the discount factor, and (y(·), w 1 (·), . . . , w m (·)) is the evolution in R n × R m given by (1.1). The optimal control problem is then given by the minimization of J over all measurable controls α.
A delayed thermostat h ρ (or delayed relay) is, in general, a relationship between a timecontinuous scalar input u and a time-discontinuous scalar output w ∈ {−1, 1}. It is characterized by the couple of thresholds ρ = (ρ 1 , ρ 2 ), with ρ 1 < ρ 2 , which governs the switching law of the output between 1 and −1. Such a law presents a particular kind of memory, namely hysteresis. In particular, if u(t) > ρ 2 (respectively u(t) < ρ 1 ) then w(t) = 1 (respectively w(t) = −1), otherwise, i. e. if ρ 1 ≤ u(t) ≤ ρ 2 , the value of w depends on the past evolution of u (see Figure 1) . We refer the reader to the next section for more details on the delayed thermostat and to the book by Visintin [20] (and to the references therein), for the general theory of the mathematical models for hysteresis phenomena.
The control problem (1.1), (1.2) can be seen as an optimal control problem for a hybrid evolution (y(·), w 1 (·), . . . , w m (·)) ∈ R n × {−1, 1} m ⊆ R n × R m , where the last m components are the outputs of m thermostats, each one of them respectively subject to the continuous input y · S j , j = 1, . . . m. Such switching components may be then interpreted as internal variables of a system whose external observable state is represented by the continuous evolution y. In the applications, this kind of hybrid thermostatic evolution naturally arises in several phenomena: whenever an evolution may have more than one modes for evolving, and such modes change from one to another by a sort of internal feedback law. Some examples of such situations are: in biology, for instance when the mode of activity of a colony of bacteria depends on the quantity of nutrient at disposal (see Lenhart-SeidmanYong [17] ); in economics, where the mode of production of a good by a firm depends on the cost of production compared with some thresholds depending on the price of the good on the market (see Göcke [16] ); again in biology, concerning cross-inhibition networks for the interaction between genes, proteins and other small molecules (see Batt-Belta-Weiss [11] ). In [12] Benmansour-Benalia-Djemai-de Leon study the dynamics of a control problem for a so-called "multicellular converter" given by two cells in series, representing some electronic switching circuits. The switching dynamics of that model, consisting on four modes of operation, is very similar to the one considered in the present work. In general, whenever a particular evolution presents multistability, i.e. several (but finite) stable-states, the rules for switching among such states frequently behave as (or can be profitable approximated by) delayed thermostatic rules (see, also for applications to biology, Angeli-Sontag [1] , Angeli-Ferrell-Sontag [2] ). On the other side, the delayed thermostatic switching rules can be also artificially inserted in the mechanical systems (think of course to the "real" thermostat itself), in order to prevent undesirable behaviors such as fast oscillations in infinitesimal times (the so-called Zeno phenomenon). Moreover, also from an analytical point of view, the artificial insertion of a thermostatic switching rule may be useful. This happens, in optimal control problems for instance, whenever we are facing spatially discontinuous dynamics and/or costs, whose discontinuities are "jumps" through particular surfaces. Such discontinuities may lead to nonexistence of trajectories and (in a dynamic programming framework) to discontinuous Hamilton-Jacobi equations. The insertion of thermostatic approximations of such discontinuities may certainly help in treating such problems (see for instance Liberzon [18] and, for applications to a problem with uncertainty, Bagagiolo-Bauso [7] ).
Our goal is to use the dynamic programming technique in order to characterize the value function
as the unique viscosity solution of a suitable Hamilton-Jacobi problem. Such a problem consists of a system of Hamilton-Jacobi equations, one for every value of the switching variable w = (w 1 , . . . , w m ) ∈ {−1, 1} m ⊂ R m , and defined on a suitable subset M w ⊂ R n . These equations are then linked each other by some "implicit" boundary conditions: i.e. boundary conditions which are given by the values of the unknown function itself on other "branches" M ξ , M ζ . Using a suitable version of the dynamic programming principle, we first prove that the value function is a continuous viscosity solution on every branch M w with that "implicit" boundary condition. This is done by recognizing, on every branch, our thermostatic problem as a suitable exit-time problem. Then we construct a suitable operator of contraction type and we prove that every solution of the system is a fixed point of that operator, from which the desired uniqueness follows. However, the boundary data could be discontinuous, since they are given by the glue of the values of the unknown function on other branches. Hence, in order to implement our method, we have also to slightly adapt some results for exit-time problems to the case of discontinuous exit costs. We refer the reader to the book by Bardi and Capuzzo Dolcetta [8] for the theory of viscosity solutions and applications to optimal control problems. Other thermostatic problems of this type, but with only one switching variable w ∈ {−1, 1}, are studied, with similar techniques, for instance in Bagagiolo [4] . In the present case, the presence of more than one thermostatic switching variables leads to some new problems to be treated, such as the discontinuity of the boundary data and the more complex geometry of the branches. These facts also reflect on the construction of the fixed-point operator. For other approaches to hybrid control problems via dynamic programming techniques we refer for instance to Bensoussan-Menaldi [13] , Dharmatti-Ramaswamy [15] , and Zhang-James [21] .
As already said, the presence of more than one switching variables leads to a rather geometrical complexity of the branches M w ∈ R n , indeed they are essentially given by the intersection of m half-spaces. This fact also leads to possible hard notations and hence complicated statements. In order to overcome this fact, in this paper we are going to focus our attention to the case where n = m = 2 (i.e. two-dimensional space-state and two thermostats) and S 1 = e 1 , S 2 = e 2 (the unit vectors of the canonical basis of R 2 ). We refer the reader to Remark 5.2 for comments on a more general case.
The paper is organized in the following way. In Section 2 we say something about the input/output relationship given by the delayed relay (thermostat). In Section 3 we recall something about exit-time problems and in particular we give some new results for a case with a discontinuous exit cost. In Section 4 we say something about the trajectories of an ODE system with thermostatic variables, and give the rigorous formulation of our problem; we address the continuity of the value function, the validity of the Dynamic Programming Principle, and we interpret the value function as the value function of a suitable exit-time problem. In Section 5 we derive the suitable system of Hamilton-Jacobi equations and we prove that it is uniquely solved by the value function in the viscosity sense. In the Appendix we give the proofs of some of the statements in Section 3 and in Section 4.
On the thermostat and thermostatic dynamics
For more details on this subject we refer to Visintin [20] . Let us consider a continuous input u : [0, +∞[→ R, a discontinuous output w : [0, +∞[→ {−1, 1}, and two different thresholds for the values of u, let us say ρ 1 and ρ 2 , with ρ 1 < ρ 2 , for which w respectively switches "down" from +1 to −1, and "up" from −1 to +1. We define
and we can think to the delayed switching as the evolution of the couple (u(·), w(·)) on the set O with a suitable switching rule for switching from one branch to the other (see Figure 1 ). More in details, we say that w is the output of the delayed switching rule (or "delayed thermostat", or "delayed relay") with couple of thresholds ρ = (ρ 1 , ρ 2 ), input u, and initial state w 0 ∈ {−1, 1}, and we write 
This in particular means that the switching only occurs "just after" the switching instant. After any switching instant t, w cannot immediately switch back, because u has to reach the other threshold. This implies the existence of exactly one output, even for fast oscillating inputs, i.e. no Zeno phenomenon may appear. 
where V ar [ The following "semigroup property" is often useful.
Proposition 2.3 For every input u, initial state w 0 and instant τ ≥ 0 we have
3 Exit-time problems with discontinuous exit costs For the general theory and results concerning viscosity solutions for Hamilton-Jacobi equations see Bardi-Capuzzo Dolcetta [8] . Let Ω ⊂ R
n be an open set, and Ω its closure. We say that Ω satisfies a uniform cone property if there exists a constant c > 0 and a bounded uniformly continuous function η : Ω → R n such that
where B(x + sη(x), cs) is the R n -ball centered in x + sη(x) with radius cs. Let us now suppose and/or define that Ω ⊂ R n satisfies the uniform cone property (3.4) :
where, as usual, "Lipschitz continuous" means Lipschitz with respect to x ∈ R n uniformly with respect to a ∈ A (compare with (4.19)).
A continuous function v : Ω → R is said a viscosity solution of the Hamilton-Jacobi equation
if, for every C 1 -function ϕ : Ω → R and for every x 0 ∈ Ω we have the following:
A continuous function v : Ω → R is said a viscosity solution of the boundary value problem, with boundary condition in the viscosity sense,
if v is a viscosity solution of the Hamilton-Jacobi equation in Ω (i.e. the first line) and, for every x ∈ ∂Ω and for every C 1 -function ϕ : Ω → R we have v − ϕ has a local maximum in x with respect to Ω =⇒
v − ϕ has a local minimum in x with respect to Ω =⇒
where ξ * and ξ * are respectively the lower and upper semicontinuous envelopes:
Now we suppose that Ω and ξ are as in (3.5), but we further assume that there exist r
Moreover, we use the following notation
and we suppose that every (∂Ω) i is a regular (n − 1)-manifold (possibly with boundary), and that every possible intersection of different (∂Ω) i is "transversal" i.e.
We also suppose that the boundary function ξ : ∂Ω → R is defined as follows: for every i = 1, . . . , r, there exists a continuous and bounded function
Note that (3.12) means that the discontinuities of ξ only occur on "corner points" given by the intersection of some (∂Ω) i , and that on those points the discontinuity is, in some sense, of "jump type". Moreover, ξ is lower semicontinuous, that is ξ = ξ * . We now consider the controlled dynamical system in R 13) and the payoff (note that, by continuity, 14) where y(·) is the unique trajectory of (3.13) with α ∈ A, and t(x, α) is the first exit time of the trajectory from Ω: 15) with the convention inf ∅ = +∞ (and e −∞ ξ = 0). (3.9) , (3.12) hold, let the dynamics be totally controllable on ∂Ω, i.e.: 16) and moreover let us suppose that, for every i = j, for every x ∈ (∂Ω) i ∩ (∂Ω) j , there exists a neighborhood U of x such that, for every z ∈ U ∩ (∂Ω) i there exists a control α ∈ A whose corresponding trajectory starting from z reaches (∂Ω) j in a lap of time t satisfying
with C > 0 independent on z and α.
Then, the value function v of the minimization problem
is continuous in Ω, and it is the unique bounded viscosity solution of the Hamilton-JacobiBellman boundary value problem (with boundary condition in the viscosity sense)
18)
Proof. See the Appendix.
Remark 3.2 Note that condition (3.17) means that, from any point around a "corner" 
The optimal bi-thermostatic problem
In this section we are going to study a bidimensional infinite horizon problem with two thermostatic switchings respectively acting on the "main" directions of R 2 , e 1 , e 2 (i.e. the unit vectors of the canonical basis of R 2 ). Let us consider a compact set of constant controls A ⊂ R p and A the set of measurable control functions
We then consider a discount factor λ > 0; two delayed relays defined as described in Section 2: 20) where ρ := (ρ 1 , ρ 2 ) and η := (η 1 , η 2 ); and the following controlled thermostatic dynamic system:
and the problem of minimizing the following cost functional: 
The controlled bi-thermostatic system.
In (4.21) the initial state is the tern (
, which is admissible if it satisfies the following conditions:
We define the subset H ⊂ R 4 , given by the following four connected components (see Figure  2) ,
We then take as admissible initial states for the system (4.21) the states (x, w 0 , z 0 ) ∈ H. Hence, in this setting, H is the set M and the sets H (w,z) are the branches M w , as in the Introduction. Actually, it is not obvious what a solution of (4.21) is. If we pretend that the thermostatic relationships given by the second and the third lines be satisfied for every time, then the solution may even not exist. Remember that by our definition the switching occurs just after the switching instant, that is when the input has already crossed the threshold: if the input does not cross the threshold, then no switching can occur. Now, if t * is a switching instant, let us say for the first thermostat h ρ from 1 to −1, this means that y(t * ) · e 1 = ρ 1 , y · e 1 ≥ ρ 1 before t * and, just after t * , we should have y · e 1 < ρ 1 . But just after t * the new dynamics is given by f (y, −1, z, α) instead of f (y, 1, z, α) and it may happen that such a new dynamics makes the trajectory y · e 1 immediately come back, that is not cross the threshold ρ 1 (whereas, the old dynamics f (y, 1, z, α) makes certainly cross the threshold, otherwise t * cannot be a switching instant). Hence, in such a particular case, if the thermostat does not switch then we must have a switching (since we cross the threshold), on the contrary if the thermostat switches then we cannot have switching (since we do not cross the threshold). The solution definitely does not exist.
However, it is obvious that, in the previous example, t * must be a switching instant for any possible definition of solution (y(·), w(·), z(·)) of (4.21). Moreover, it is also obvious that any possible solution of (4.21) must evolve inside the set H. Hence, inspired by the variational principle satisfied by the thermostat, see Remark 2.1, we use the following Proposition to define a solution of (4.21). In the sequel, P CBV loc (τ, +∞) means the set of functions on [τ, +∞[ which are piecewise constant and of bounded variation on every compact set. Moreover, for any couple (w, z) ∈ P CBV loc (0, +∞) × P CBV loc (0, +∞), we define t 0 (w,z) = 0 and denote by {t i (w,z) } i∈N\{0} the (possibly finite) sequence of the discontinuity instants of (w, z). Finally, for any point (x, w 0 , z 0 ) ∈ H, for any control α ∈ A, and for any instant τ ≥ 0, we define the set 
) .
Proof. Let us note that Proposition 4.1 just says that there exists at least one trajectory (y, w, z) which, whenever it belongs to one of the connected components of H, then it remains on it as long as possible (note that t 1 (ξ,ζ) is the first switching instant of the trajectory (φ, ξ, ζ) which starts at the instantt = t i (w,z) with initial condition (y(t), w(t), z(t))). Here we only show how to (almost obviously) construct such a required tern (y, w, z).
We first consider the following system, denoting by y 1 its unique trajectory defined in [0, +∞[
Let t 1 ≥ 0 be the first switching instant of (at least one of) the two thermostats 
We proceed in this way, whenever t i < +∞ and consider the tern (y, w, z) constructed by gluing the pieces (y i , w i−1 , z i−1 ) each one of them defined in ]t i−1 , t i ]. We are done if we cover all times [0, +∞[. This is true since the switchings are delayed. Indeed, let us define 
Remark 4.3 Uniqueness is not guaranteed by Proposition 4.1. Indeed, it does not in general hold. Let (ỹ,w,z) be the solution as in Definition 4.2. If t is a switching instant for (ỹ,w,z) and if the state (ỹ(t),w(t),z(t)) is on the corresponding corner point of H (w(t),z(t)) , then it may happen that after t we may construct other trajectories than (ỹ,w,z) satisfying the maximality requirement. Such a possibility depends on the directions of the four vectors f (ỹ(t),w(t),z(t)), f (ỹ(t), −w(t), −z(t)), f (ỹ(t),w(t), −z(t)), and f (ỹ(t), −w(t),z(t)) (in particular, on the possible directions of the vectors after switching; see Bagagiolo [3] for some more details). In such particular cases, we may then choose other switchings (i.e other commutations between w, −w and between z, −z) than those chosen for (ỹ,w,z).

However, the switchings chosen for (ỹ,w,z) are always possible (that is such a maximizing trajectory always exists), whereas other possibilities do not always hold, in general. Moreover, the trajectory (ỹ,w,z) chooses the switchings in a sort of non-anticipative way, that is they do not depend on the direction of the field f after the switching. Also, the switchings of (ỹ,w,z) are in some sense intrinsic (as our real models are: the switching obeys to an internal feedback law): they only depend, via the delayed thermostat, by the evolution on the actual connected component H (w,z) ; whereas other choices seem to more strongly depend on a possible external agent. However, for our control problem, the possible multiplicity of the solution is not a problem. Indeed we are going to assume some suitable controllability hypotheses on the corner points from which we may approximate any possible other solution by our solution as defined in Definition 4.2.
The infinite horizon problem
For each couple (w, z) ∈ {(1, 1), (1, −1), (−1, 1), (−1, −1)}, we will use the following notations:
i) H (w,z) for the set defined as in (4.24), but with strict inequalities (i.e. the twodimensional manifold H (w,z) ⊂ R 4 without its boundary); ii) ∂H (w,z) for the set defined as in (4.24) where at least one equality holds (i.e the boundary of the manifold H (w,z) ⊂ R 4 ). iii) ∂H for the set w,z=1,−1 ∂H (w,z) . iv) ∂ ei H (w,z) (respectively ∂ ei H (w,z) ) i = 1, 2 for the open (respectively closed) half line along the direction e i contained in the boundary of H (w,z) (i.e. the part of the boundary which is parallel to e i without or with the corner point). In Figure 2 , the four connected components of H are represented. Each one is composed by an "interior space", H (w,z) and two boundary half lines (each one along the two directions of R 2 ), ∂ e 1 H (w,z) and ∂ e 2 H (w,z) , which have in common only one "corner point". We denote by σ (w,z) such a corner point, for every H (w,z) :
The value function of the infinite horizon problem is defined as
We suppose the following controllability properties hold on the switching boundaries:
(4.26)
where c > 0 is independent from (x, w, z). Condition (4.26) means that, on the points of the boundary (i.e. on the switching points) we can always cross the boundary as well as do not cross it (i.e. we can always make the corresponding variable switch as well as not switch).
We also consider the following hypotheses on the four corner points:
(4.27)
Note that (4.27) means that on every corner point we have at disposal a direction which permits to remain inside the branch H (w,z) (i.e. to not cross any threshold), and two directions, one per threshold, which make cross only one threshold. Also, the second two lines of (4.27) imply:
Note that (4.28) means that, around any corner, starting from any border point in a suitable neighborhood, we can reach points in the other boundary line with a lap of time infinitesimal as the distance from that portion of boundary (compare with (3.17)).
Continuity and DPP
We always assume the standard hypotheses on the dynamics f and on the cost , (4.19) , and the controllability hypotheses (4.26), (4.27) . For the proof of the following proposition see the Appendix.
Proposition 4.4 The value function V is bounded and continuous in H.
Proposition 4.5 The Dynamic Programming Principle (DPP) holds:
Proof. The proof is almost standard (see Bardi-Capuzzo Dolcetta [8] ) and follows from usual properties of trajectories and the semigroup property of the delayed thermostat, Proposition 2.3.
The exit time problem
Let the hypotheses on f and , (4.19) , and the controllability ones (4.26), (4.27) hold. Our aim is to describe the bi-thermostatic optimal control problem as a family of exit-time problems, suitably coupled. Given an initial state (x, w 0 , z 0 ) ∈ H, and a control α ∈ A, we define the first switching time as
where we convey inf ∅ = +∞. Note that the first switching time is, in other words, the first exit-time from the initial closed connected component H (w0,z0) , and also that, by the swithcing definition of the delayed thermostat, we have (w, z) (x,w 0 ,z 0 ) (t (x,w 0 ,z 0 ) (α); α) = (w 0 , z 0 ) and (w, z) (x,w 0 ,z 0 ) (t + δ; α) = (w 0 , z 0 ) for any sufficiently small δ > 0. Now, for any bounded and continuous function u : H → R, we define the function ψ [u] : ∂H → R:
Note that, on a single branch-boundary ∂H (w,z) , the value of ψ[u] on a point (x, w, z) = σ (w,z) is exactly the value of u in a suitable point of another branch, which is nothing but the point where a possible trajectory switches on, when it exits from ,z) ) is the minimum of the two values given by u evaluated on the two points where a possible trajectory may respectively switch on, when it exits from H (w,z) through σ (w,z) making one threshold only switch.
By the continuity of the function u and by the definition of ψ[u] on the corner points σ (w,z) , we immediately get the continuity of ψ[u] on the sets ∂ ei H (w,z) and its lower semicontinuity on ∂H (i.e. the "gluing" of ψ[u] on the corner points is "lower semicontinuous"). 
coincides with the value function of the exit-time problem from the closed set H (w,z) , with exit-cost given by ψ[V ](·, w, z); which is equivalent to say that
Proof. We are going to directly prove (4.30). Let us fix (x, w, z) ∈ H and α ∈ A, and denote t = t (x,w,z) (α). Hence, by the Dynamic Programming Principle, we have
By the controllability hypotheses, on (ξ, w, z) = (y (x,w,z) (t; α), w, z) ∈ ∂H (w,z) , we have
The inequalities in the first and in the second lines of (4.32) come from the fact that if we start from a switching point (ξ, w, z), then we have more trajectories at our disposal than the ones from the point we "drop on" after the switching: we have all the trajectories starting from the latter point (by controllability) and also all the possible non-switching trajectories starting from (ξ, w, z). The inequality in the third line comes again by the controllability on the corner points (4.27), noting that, all the trajectories starting from (ξ, −w, −z) are easily approximated by trajectories starting from anyone of the three points (ξ, w, z), (ξ, −w, z), (ξ, w, −z) . Similarly, on the corner points we have
By (4.32) we then definitely conclude that
(4.33) By (4.31) and (4.33), we then get
from which, by the arbitrariness of α ∈ A we get the "≤" inequality in (4.30).
To obtain the reverse inequality, let us fix ε > 0 and take α ε ∈ A such that J(x, w, z)−ε ≤ V (x, w, z), and denote by (y ε , w ε , z ε ) the corresponding trajectory starting from (x, w, z). Again, we also denote t = t (x,w,z) (α ε ), and suppose that t < +∞ (which is not restrictive). Moreover, let us take δ > 0 such that the trajectory does not switch again in the time interval ]t, t + δ]. We get
By the continuity of V , and by (4.32), letting δ → 0 + , we then get
By the arbitrariness of ε > 0 we finally get the conclusion.
The Hamilton-Jacobi system
For an unknown function u : H → R, we consider the following Hamilton-Jacobi problem
, with boundary condition in the viscosity sense, (5.34) where the symbol "∇" means the gradient with respect to the spatial variable only, x ∈ R n . Let us note that every H (w,z) is defined as Ω in (3.9) (with two boundary-branches ∂ ei H (w,z) , i = 1, 2), and that, when u is continuous, ψ [u] plays the same role as ξ * with ξ as in (3.12) .
By Proposition 4.6, and by Proposition 3.1, we immediately get that the value function V solves (5.34). Moreover note that Proposition 3.1 also speaks about uniqueness. In the present setting, this means that, once we know V and have calculated ψ[V ], then V is indeed the unique solution of every sub-problems on H (w,z) , with boundary condition given by ψ[V ] itself. However, this (sub-) uniqueness, does not immediately imply the uniqueness of V as solution of (5.34), since in the whole problem on H, the boundary conditions are of course intrinsically given through the solution. Uniqueness is the subject of the following proposition. Proof. For every function v : H → R, and for every fixed w, z ∈ {1, −1}, we will denote by HJ (w,z) [v] the corresponding (sub-) Hamilton-Jacobi problem
where u : H (w,z) → R is the unknown function. Moreover, let us denote by X the space of bounded and continuous functions from H to R. This is a complete space when endowed by the sup-norm
Our aim is to construct an operator T : X → X which has a unique fixed point (i.e. T [u] = u), and such that any solutions of (5.34) which belongs to X is a fixed point of T . This will conclude the proof. Given a function u ∈ X, then T [u] ∈ X is constructed as follows: for every w, z ∈ {1, −1}, the restriction of T [u] to the component H (w,z) is the unique bounded and continuous solution of HJ (w,z) [u] . By Proposition 3.1, we know that, on every component H (w,z) , T [u] coincides with the value function of the exit-time problem from H (w,z) with exit-cost given by ψ [u] , and with dynamics, running cost and discount factor given by f , and λ respectively. In other words, for every fixed w, z ∈ {1, −1}, and for every x ∈ R n such that (x, w, z) ∈ H (w,z) ,
It is obvious that any bounded and continuous viscosity solution of (5.34) is a fixed point of T . Moreover, we already know that V solves (5.34) and hence it is a fixed point (a fixed point exists). To prove that T has a unique fixed point we prove that
To simplify notations, let us consider a point (x, 1, 1) ∈ H (1, 1) . Let us take u, v ∈ X, ε > 0 and a control α 1 ∈ A which is ε-optimal for T 3 [v](x, 1, 1) (i.e. for the exit-time problem from H (1, 1) , with initial point (x, 1, 1) and exit-cost ψ[T 2 [v]]). Moreover, let us denote by y 1 the corresponding trajectory in R n , and by t 1 the first exit-time t (x,1,1) (α 1 ). Then, by (5.35), we have
Note that (y 1 (t 1 ), 1, 1) is a point of the boundary ∂H (1, 1) and hence 
Repeating such an argument, we take α 2 ∈ A ε-optimal for T 
Also in this case let us note that (y 2 (t 2 ), 1, −1) is a point of the boundary ∂H (1,−1) and hence 
noting again that (y 3 (t 3 ), −1, −1) is a point of the boundary ∂H (−1,−1) and hence
In Figure 3 a trajectory starts from (x, 1, 1) and evolves, with dynamcis f (·, 1, 1), in H (1, 1) until the time t 1 , at which it exits trhough a point (y 1 (t 1 ), 1, 1) whose second coordinate is η 1 . Then it restarts to move, with dynamics f (·, 1, −1), inside H (1,−1) from the point (y 1 (t 1 ), 1, −1) and, after a time t 2 it exits through a point (y 2 (t 2 ), 1, −1) whose first coordinate is ρ 1 . After that, it moves inside H (−1,−1) , with dynamics f (·, −1, −1), starting from the point (y 2 (t 2 ), −1, 1) and, after a time t 3 it exits through a point (y 3 (t 3 ), −1, −1) whose second coordinate is ρ 2 . Now, recalling (5.36), (5.37) and (5.39), we can note that in the lap of time t 1 + t 2 + t 3 the trajectory given by the glue of (y 1 (·), 1, 1), (y 2 (·), 1, −1) and (y 3 (·), −1, −1) passes three times through some points of the boundaries (the exit points) which also correspond to some thresholds points of the thermostats. Since the thermostats are two, this implies that both thresholds of at least one thermostat are reached by the trajectories. By (4.25), this implies that
where δ is independent from the starting point (x, 1, 1) and from the ε-optimal controls α 1 , α 2 , α 3 , but only depends on the dynamics f and on the thresholds of the thermostats. Hence, from (5.38), by the arbitrariness of (x, 1, 1) and of ε > 0, we get
where, since λ > 0, 0 < e −λδ < 1, and the proof is completed. not admissible for that problem) ).
In the same way, other possible "mixed" switching rules lead to value functions which coincide with V on the common sets of definition.
Of course, only V is the good one to be searched as solution of the Hamilton-Jacobi problem, since it is the unique that has all the boundary values.
Appendix
Proof of Proposition 3.1. v is continuous. The continuity of v comes from (3.16), (3.17) , from the fact that ξ is separately continuous on every (∂Ω) i , and also from the fact that ξ * is continuous on (∂Ω) 1 ∩ (∂Ω)1 (see (3.12) ). In particular note that (3.17) guarantees the (controlled in time) reachability of (∂Ω) 1 , where the values of the exit cost ξ are (probably) lower than the values on (∂Ω)1, at least for points near to (∂Ω) 1 ∩ (∂Ω)1. Indeed, about continuity, adapting a result due to Soner [19] (see also Bagagiolo-Bardi [6] for a generalization to a polytopic case as (3.9)), for every compact setK ⊂ Ω there exist a time τK > 0 and a constant βK > 0 (both depending only onK and on f via (3.16)) such that, for every x ∈K and for every α ∈ A, there exists α ∈ A such that y x (t) ∈ Ω, ∀0 ≤ t ≤ τ, where y x (·) and y x (·) are respectively the trajectories of (3.13) with α and α as control and, in general, for t ≥ 0, J t is the corresponding cost given only by the integral part of (3.14) up to the time t, independently whether the trajectory stays inside Ω or not. From (6.40), and standard estimates on the trajectories, we get the following: for every compact setK ⊂ Ω and for every T > 0 there exists a constant CK ,T > 0 such that, for every x, y ∈K and for every α ∈ A such that y y (t) ∈ Ω for all t ∈ [0, T ], there exists α ∈ A such that To obtain (6.42), take T > 0 such that the possible remaining part of the cost J in the time interval (T, +∞) is certainly less than δ/2 for every initial point x and control α ∈ A, and letK be a compact set in R n containing, up to time T , any trajectory starting from K. Then construct the control α by observing the trajectory y y (·) and making y x (·) have suitable behavior and cost: use (3.16) to exit from Ω if necessary; use (6.41) to remain inside Ω if necessary; use (3.17) to reach (∂Ω) 1 as final exit point if necessary.
From (6.42), we easily get the continuity of v. It is sufficient to argue by absurd and suppose that there exist a point x ∈ Ω, a sequence {y n } n ⊂ Ω converging to x, and ε > 0 such that |v(x) − v(y n )| ≥ ε for all n ∈ N.
v solves (3.18) . This fact may be checked by standard techniques (see Bardi-Capuzzo Dolcetta [8] ).
v is the unique solution of (3.18) . First of all observe that by the controllability hypothesis 
