Sinkhorn Algorithm as a Special Case of Stochastic Mirror Descent by Mishchenko, Konstantin
ar
X
iv
:1
90
9.
06
91
8v
1 
 [c
s.L
G]
  1
6 S
ep
 20
19
Sinkhorn Algorithm as a Special Case
of Stochastic Mirror Descent
Konstantin Mishchenko
KAUST∗
Abstract
We present a new perspective on the celebrated Sinkhorn algorithm by
showing that is a special case of incremental/stochastic mirror descent.
In order to see this, one should simply plug Kullback-Leibler divergence
in both mirror map and the objective function. Since the problem has
unbounded domain, the objective function is neither smooth nor it has
bounded gradients. However, one can still approach the problem using
the notion of relative smoothness, obtaining that the stochastic objective
is 1-relative smooth. The discovered equivalence allows us to propose 1)
new methods for optimal transport, 2) an extension of Sinkhorn algorithm
beyond two constraints.
1 Introduction
The optimal transport problem consists of finding the best coupling of distributions accord-
ing to some cost matrix. This problems arises in many machine learning applications, e.g.
see [26, 11, 17, 18] for literature overviews.
The entropy-regularized optimal transport problem proposed by Cuturi [9] is formulated as
min
X∈RN×N
〈C,X〉+ γ
N∑
i,j=1
Xij logXij s.t. X1 = p,X
⊤1 = q, (1)
where γ > 0, C ∈ RN×N and p, q ∈ RN are given, 1 ∈ RN denotes the vector of all 1s, typ-
ically C has non-negative entries and p, q ∈ RN are from probability simplex. The problem
arises as regularization of the linear programming problem proposed by Kantorovich [15],
min
X∈RN×N
〈C,X〉 s.t. X1 = p,X⊤1 = q,Xij ≥ 0 ∀i, j. (2)
Usually problem (1) is solved using Sinkhorn iterations [27, 16, 14], which iteratively nor-
malize all rows and all columns until convergence. It was first applied to optimal transport
by Cuturi [9] and since then is considered as the standard approach.
To provide a simple explanation of why Sinkhorn algorithm works, one can mention that
it is an instance of iterative Bregman projections [6]. Indeed, problem (1) is effectively the
problem of finding a projection in Kullback-Leibler distances, i.e.
min
X∈RN×N
KL(X ||X0) s.t. X1 = p,X⊤1 = q, (3)
where X0
def
= exp
(
−C
γ
)
and KL(X ||X0)
def
=
∑N
i,j=1(Xi log
Xi
X0
i
− Xi + X
0
i ) . Since the
constraints are linear, it is sufficient [6] to project onto them incrementally starting from
X0 and the method will converge to the solution of (3).
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However, there a few problems with this interpretation. First, Bregman projection in general
does not posses a closed-form solution even in the case of linear subspaces [10], so we can
not easily generalize and use Sinkhorn algorithm in other settings. Second, the method of
Bregman projections is not well-understood and there is no known accelerated version (in
the sense of Nesterov [24]) of it, while mirror descent has been studied for decades from
various perspectives [23, 5, 2, 4, 19, 13].
1.1 Mirror descent
The goal of mirror descent is to find a better distance than Euclidian in order to get a better
behaviour of gradient descent. Let ω : Rd → R be a proper closed and convex function. We
define Bregman divergence associated with ω for any x and y as
Dω(x, y) = ω(x)− ω(y)− 〈∇ω(y), x− y〉 .
In the unconstrained case, which is of main interest to us, mirror descent can be written in
two equivalent ways. If we are given xk ∈ dom(ω), then the next iterated is produced by
either of the following two equations,
xk+1 = argminx
{
η
〈
∇f(xk), x− xk
〉
+Dω(x, x
k)
}
,
∇ω(xk+1) = ∇ω(xk)− η∇f(xk).
If one considers ω(x) = 12‖x‖
2, then mirror descent reduces to standard gradient descent.
However, to obtain the Kullback-Leibler divergence, we need to use a specific entropy map-
ping, namely ω(x) = x(log x − 1). Under this choice, it is easy to see that if x, y ∈ Rd+, i.e.
x > 0, y > 0, then
Dω(x, y) =
d∑
i=1
(xi(log xi − 1)− yi(log yi − 1)− (log yi − 1)(xi − yi))
=
d∑
i=1
(xi log
xi
yi
− xi + yi)
def
= KL(x||y).
If
∑d
i=1 xi =
∑d
i=1 yi = 1, then, Dω(x, y) =
∑d
i=1 xi log
xi
yi
.
The analysis of mirror descent schemes usually assumes that ω is 1-strongly convex [4], i.e.
Dω(x, y) ≥
1
2‖x−y‖
2. The Kullback-Liebler divergence satisfies this assumption with respect
to ℓ1 norm on a bounded set, but the objective that we will introduce is not constrained, so
we can not assume it.
Note also that when ω is strictly convex, we can express the mirror descent update using the
convex conjugate. Indeed, define ω∗(y)
def
= supx{〈x, y〉 − f(x)}, then [4] ∇ω
∗(∇ω(x)) = x
for any x, so xk+1 = ∇ω∗(∇ω(xk)− γ∇f(xk)).
1.2 Bregman projections
If, given a ∈ Rd, b ∈ R, we want to project x onto the set {z : 〈a, z〉 = b} in Bregman
divergence Dω, then we need to solve
ΠωC(x)
def
= argminz:〈a,z〉=b {ω(z)− ω(x)− 〈∇ω(x), z − x〉} .
Although when ω = 12‖ · ‖
2 the projection can be computed in a closed form, this is not
the case in general. The following lemma explains how one can solve the problem in other
cases.
Lemma 1. The Bregman projection of x ∈ Rd onto the set C = {z : 〈a, z〉 = b}
is given by ΠωC(x) = ∇ω
∗ (∇ω(x) + αa), where α ∈ R is the unique value satisfy-
ing 〈∇ω∗(∇ω(x) + αa)), a〉 = b. Furthermore, if all entries of a are from {0, 1} and
ω(x) = x(log x− 1), then α = log 〈a,x〉
b
and ΠωC(x) = x⊙
(
〈a,x〉
b
)a
, where multiplication and
exponentiation are coordinate-wise.
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Proof. Let y
def
= ΠωC(x). The necessary and sufficient optimality condition for y to be the
projection of x is 〈∇ω(y)−∇ω(x), z − y〉 ≥ 0 for all z : 〈a, z〉 = b. Take any δ such that
〈a, δ〉 = 0, and plug in this optimality condition z = y − δ and z = y + δ to obtain
〈∇ω(y)−∇ω(x), δ〉 ≥ 0, 〈∇ω(y)−∇ω(x),−δ〉 ≥ 0.
Therefore, 〈∇ω(y)−∇ω(x), δ〉 = 0. Since it holds for arbitrary δ ⊥ a, one has
∇ω(y) = ∇ω(x) + αa for some α ∈ R. To find the exact value of α, we need to solve
〈a,∇ω∗(∇ω(x) + αa)〉 = b. This equation is nonlinear in α and in general requires a one-
dimensional optimization problem to be solved [10]. However, if ω(x) = x(log x− 1) and all
entries of a are 0s and 1s, we obtain a simple equation,
〈a,∇ω∗(∇ω(x) + αa)〉 =
∑
i:ai=1
exp(log(xi) + α) = b,
whence α = log b∑
i:ai=1
xi
= log b〈a,x〉 .
1.3 Sinkhorn algorithm
Sinkhorn algorithm uses the fact that Bregman projection onto {z : 〈a, z〉 = b}, in ac-
cordance to Lemma 1, changes vector ∇ω(xk) only in direction parallel to a. Therefore,
if we run Bregman projections with sets C1, . . . , Cm, where Ci = {z : 〈ai, z〉 = bi} for
some ai ∈ R
d, bi ∈ R, by induction we have ∇ω(x
k) = ∇ω(x0) +
∑m
i=1 α
k
i ai with some
αk1 , . . . , α
k
n ∈ R.
Thus, if we apply Sinkhorn algorithm to problem (1) with two sets C1 = {X : X1 = p},
C2 = {X : X
⊤1 = q}, which can be seen as intersections of N coordinate-independent sets,
it is enough to maintain just two vectors, uk, vk ∈ RN , one for each set. Using them, one can
recover the matrix solution as Xk = diag(uk)X0 diag(vk). Furthermore, two consecutive
iteration get simplified to
uk+1 = uk+1 = uk + log p− log
(
X(uk, vk)1
)
, vk+2 = vk + log q − log
(
X(uk+1, vk)⊤1
)
,
where X(uk, vk)
def
= diag(exp(uk))X0 diag(exp(vk)). To efficiently implement these updates,
it is advised to use so-called log-sum-exp functions.
2 Our results
We now turn our attention to a new way of obtaining Sinkhorn algorithm. Namely, for
the problem of finding a point x∗ > 0 such that Ax∗ = b (assuming such x∗ exists) let us
introduce the following objective,
min
x
f(x)
def
= KL(Ax||b)
def
=
n∑
i=1
fi(x) =
n∑
i=1
(
〈ai, x〉 log
〈ai, x〉
bi
− 〈ai, x〉+ bi
)
. (4)
Note that this is unconstrained minimization, although there an implicit constraint of having
every ratio positive, i.e. 〈ai,x〉
bi
> 0 for all i. It is trivial to make it satisfied if b > 0 and all
entries of a and x are non-negative. The reformulation uses a penalty for each constraint,
but unlike interior point methods [25] it uses entropy function rather than log barrier.
This objective is, in fact, not new and it has been considered in the literature on relative
smoothness [3, 13] without relating it to optimal transport.
The following theorem is the key finding of our work.
Theorem 1. Let fi(x)
def
= KL(〈ai, x〉 ||bi) = 〈ai, x〉
(
log 〈ai,x〉
bi
− 1
)
+ bi, then, ∇fi(x) =
ai log
〈ai,x〉
bi
. Moreover, if all entries of ai ∈ R
d are from {0, 1}, then mirror step with
respect to fi with stepsize η = 1 and ω(x) = x(log x− 1) is equivalent to stochastic Bregman
projection onto Ci = {z : 〈ai, z〉 = bi}, i.e.
∇ω(xk+1) = ∇ω(xk)− η∇fi(x
k)⇐⇒ xk+1 = ΠωCi(x
k).
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Therefore, since ΠωCi(Π
ω
Ci
(xk)) = ΠωCi(x
k), Sinkhorn algorithm is an instance of stochastic
mirror descent.
Proof. The equation for ∇fi(x
k) follows by differentiation using the chain rule. The equiv-
alence between the updates then follows by Lemma 1. The statement about Sinkhorn
algorithm follows from the fact that sampling a function twice will not change the iterate,
so incremental and stochastic selection of the index lead to the same effective iterates.
The equivalence between the methods holds only when solving problems similar to (1). If
we have a general matrix A, the new problem (4) is actually much more convenient since
the gradients have closed-form expressions, unlike Bregman projections.
Let us also write a few properties that characterize the objective that we introduced.
1. minx fi(x) = 0 and argminx fi(x) = {z : 〈ai, x〉 = bi}.
2. If the set {z : Az = b, z ≥ 0} is feasible, then there exists at least one x∗ ∈ Rd such
that ∇fi(x
∗) = 0 for all i = 1, . . . , n. This property is called overparameterization.
3. fi is not smooth and does not have bounded gradients on dom fi.
4. In the reformulation (4) of (3), fi is 1-relatively smooth with respect to ω(x) =
x(log x − 1) [3], i.e. with constant Li = 1 it holds Dfi(x, y) ≤ LiDfi(x, y) and
∇2fi(x)  Li∇
2ω(x) for any x, y ∈ domω.
5. Sinkhorn algorithm solves (4) with n = 2, stepsize η = 1 and it uses exactly one
function at each iteration.
In the penultimate statement we used the recently proposed notation of relative smoothness
from [19, 3]. If we did not know about relative smoothness, it would be very surprising
that Sinkhorn algorithm is convergent at all as the objective does not satisfy the regular
assumptions of mirror descent.
2.1 New methods
We see now that Sinkhorn is an instance of stochastic mirror descent applied to (4). Fur-
thermore, one can mention that Greenkhorn [1, 17] is greedy stochastic mirror descent.
What if remove stochasticity from the method and just use gradient of f as in [19]? This
leads to a new method for optimal transport, which we call Pinkhorn (Penalty Sinkhorn)
as the objective in (4) is a penalty reformulation similar to [22, 20]. Similarly, we can use
accelerated mirror descent for relatively smooth optimization from [13] to get accelerated
Pinkhorn. Since for KL-divergence the method requires line-search and, ideally, restart pro-
cedure, we only provide the method in the appendix and refer the reader to [13] for further
implementation details.
On the other hand, one can instead generalize Sinkhorn algorithm as a stochastic mirror
descent method for arbitrary linear systems beyond (3). There exists already a Stochastic
Gradient Descent (SGD) method for relatively smooth minimization [12], but it is not
directly applicable since the variance in problem (4) is not bounded. Furthermore, it is not
shown in [12] whether convergence will be to the projection of the initial iterate.
Finally, it is known [8] that the Bregman proximal operator proxωf of f(x) = 〈x, log x〉−〈c, x〉
with distance function ω(x) = x(log x− 1) is given by
proxωηf(x)
def
= argminz {ηf(z) +Dω(z, x)} = x⊙ exp
(
η(c− 1)
η + 1
)
.
This allows to invoke methods based on proximal operators for minimization of multiple
functions such as [7, 21]. However, methods of this kind have not been extended to relatively
smooth optimization, so we do not know yet whether they give an advantage. We leave this
and other potential extensions of the obtained result for future work.
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Supplementary Material
A Full formulation of Pinkhorn
Algorithm 1 Pinkhorn (Penalty Sinkhorn).
Require: Stepsize η ∈ (0, 1), regularization γ > 0, cost matrix C
1: Initialize u0 = 0, v0 = 0, X0 = exp
(
−C
γ
)
2: for k = 0, 1, 2, . . . do
3: X(uk, vk) = diag(exp(uk))X0 diag(exp(vk))
4: uk+1 = uk + η
(
log p− log
(
X(uk, vk)1
))
5: vk+1 = vk + η
(
log q − log
(
X(uk, vk)⊤1
))
6: end for
Algorithm 2 Accelerated Pinkhorn, matrix form (Adaptation of Algorithm 4 from [13])
Require: Relative smoothness constant L = 2, regularization γ > 0, cost matrix C, line-
search parameters ρ > 1, Gmin > 0
1: Initialize X0 = Z0 = exp
(
−C
γ
)
, G−1 = 1, θ0 = 1
2: for k = 0, 1, 2, . . . do
3: Mk = max{Gk−1/ρ,Gmin}, t = 0 (line-search counter)
4: repeat
5: Gk = Mkρ
t
6: If k = 0, θ0 = 1, otherwise compute θk from
1−θk
Gkθ
2
k
= 1
Gk−1θk−1
7: Y k = (1 − θk)X
k + θkZ
k
8: ∇f(Y k) = (log(Y k1)− log p)1⊤ + 1(log(1⊤Y k)− log q⊤)
9: logZk+1 = logZk − 1
GkθkL
∇f(Y k)
10: Xk+1 = (1− θk)X
k + θkZ
k+1
11: t← t+ 1
12: until f(Xk+1) ≤ f(Y k) +
〈
∇f(Y k), Xk+1 − Y k
〉
+GkθkLDω(Z
k+1, Zk)
13: end for
In this section we present full algorithmic formulation of Pinkhorn and its accelerated ver-
sion. See Algorithm 1 and Algorithm 2 for the details. The value of the objective function
in Algorithm 2 can be computed as
f(X) = ω(X1, p) + ω(X⊤1, q)
= 〈X1, log(X1/p)− 1〉+ 〈1, p〉+
〈
X⊤1, log(X⊤1/q)− 1
〉
+ 〈1, q〉 .
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