We introduce some new indexes to measure the departure of any multivariate continuous distribution on non-negative orthant from a given reference one such the uncorrelated exponential model, similar to the relative Fisher dispersion indexes of multivariate count models. The proposed multivariate variation indexes are scalar quantities, defined as ratios of two quadratic forms of the mean vector and the covariance matrix. They can be used to discriminate between continuous positive distributions. Generalized and multiple marginal variation indexes with and without correlation structure, respectively, and their relative extensions are discussed. The asymptotic behavior and other properties are studied. Illustrative examples and numerical applications are analyzed under several scenarios, leading to appropriate choices of multivariate models. Some concluding remarks and possible extensions are made.
Introduction
The choice of a multivariate model from a dataset is not an easy task (e.g., Kotz et al., 2000; Joe, 2014) . In practice, we sometimes need simple and effective indicators of multivariate distribution classes in this jungle. They must be appropriate summaries of the multivariate dataset.
Behind the Gaussian distribution and similar to the Poisson distribution for count models (e.g., Kokonendji, 2014) , we probably have the exponential distribution on the positive half real line which is the most common probability distributions for this support. It is a particular case of many ones, for instance the lognormal and Weibull distributions, and it has also a wide range of statistical applications in many fields such the reliability; see, e.g., the monograph of Balakrishnan and Basu (1995) for a review. In the multivariate setting, there is not a unique way to define a multivariate exponential distribution; e.g., Basu (1988) and Cuenin et al. (2016) .
Recently, Abid et al. (2019abc) have introduced the variation index (VI) for measuring the departure of any absolutely continuous probability distribution concentrated on the non-negative half real line from the equivaried exponential model. Defined as the ratio of variance to squared mean and can be seen as the square of the well-known coefficient of variation (Pearson, 1896) , the so-called Jørgensen variation index (or simply VI) makes it possible to discriminate between univariate continuous distributions to over-and under-variation with respect to exponential distribution and to make inference; see Touré et al. (2019) . Since both univariate concepts of VI and of the well-known Fisher (1934) dispersion index with respect to the equidispersed Poisson model are similar (e.g., Touré et al., 2019), we here suggest first a useful and appropriate definition of multivariate over-, equi-and under-variation following the multivariate dispersion indexes of Kokonendji and Puig (2018) . Then, we mainly propose an extension for unifying multivariate dispersion and multivariate variation indexes in the framework of natural exponential families.
The rest of the paper is organized as follows. Section 2 presents notations, generalized and relative variation indexes with their interpretation and properties for practical handling. Section 3 illustrates calculations of these measures on some usual bi-and multi-variate continuous positive orthant distributions such beta, exponential and Weibull. Section 4 pro-vides asymptotic properties of the corresponding estimators. Section 5 presents example applications from real life and simulated continuous (non-negative orthant) datasets under several scenarios, and produces some simulation studies. Section 6 concludes with some remarks and a unified variability index which includes all multivariate dispersion and variation indexes. To make the paper self-contained and more understandable, three appendices are added: (A) a broader multivariate exponential distribution which is derived from Cuenin et al. (2016) , (B) a construction of the generalized VI is deduced from Albert and Zhang (2010) , and (C) proofs of the asymptotic results are adapted from Kokonendji and Puig (2018).
Multivariate variation indexes
Let Y = (Y 1 , . . . , Y k ) be a non-negative continuous k-variate random vector on [0, ∞) k , k ≥ 1. We consider the following notations: 
where ρ Y = ρ(Y) is the correlation matrix of Y; see, e.g., Johnson and Wichern (2007, Eq. 2-36) . Note that there are infinitely many multivariate distributions with exponential margins. We denote a generic k-variate exponential distribution by E k (µ, ρ), given specific positive mean vector µ
) and correlation matrix ρ = (ρ i j ) i,j∈{1,...,k} ; see, e.g., Appendix A for a broader one. The uncorrelated or independent k-variate exponential will be written as E k (µ), for ρ = I k the k × k unit matrix.
Basic definitions
Proceeding along similar lines as Albert and Zhang (2010) and also as Kokonendji and Puig (2018), we define the generalized variation index of Y by
see Appendix B for its construction. Remark that when k = 1, GVI is the univariate variation index VI (Abid et al., 2019b) . The relative (generalized) variation index is defined, for two continuous random vectors X and Y on the same support S = [0, ∞) k with EX = EY and GVI(X) > 0, by
i.e., the over-(equi-and under-variation) of Y compared to X, and denoted by Y X (Y X and Y ≺ X), is realized if GVI(Y) > GVI(X) (GVI(Y) = GVI(X) and GVI(Y) < GVI(X), respectively). In the framework of the natural exponential family F Y on [0, ∞) k (e.g., Chapter 54 in Kotz et al. 2000) , generated by the distribution of Y and characterized by its variance function m → V F Y (m), the index GVI can also be rewritten via m and V F Y (m). As for (2), the "generalized variation function" defined on the
appears to be very useful through this parameterization.
Interpretation and properties
Concerning an interpretation of GVI, we first express the denominator of (2) as EY EY = √ EY (diagEY) √ EY, using then (1) to rewrite covY, obtaining
From (5), it is clear that GVI(Y) makes it possible to compare the full variability of Y (in the numerator) with respect to its expected uncorrelated exponential variability (in the denominator) which depends only on EY. Next, the GVI index can be considered in itself as a notion of k-variate over-, equi-and under-variation.
Proposition 1. For all positive continuous random vector
Proof. It is trivial from (5), with GVI(Y) = 1 if and only if ρ = I k , i.e., Y ∼ E k (µ).
From Proposition 1, the multivariate exponential model Y ∼ E k (µ, ρ) can be over-, equi-or under-varied (with respect to the uncorrelated exponential) according to its correlation structure. For instance, if k = 2 then (6) clearly gives the one-to-one relationship, viz.
Finally, if we only want to take into account the variation information coming from the margins, we can modify GVI by replacing covY in (2) with diag varY, that is ρ = I k in (1), obtaining the "multiple marginal variation index", viz.
The expression on the right-hand side of (7) provides a representation of MVI as a weighted average of the univariate variation indexes VI of the components. MVI could be used for exploring profile distributions in multiple positive response regression models (Bonat and Jørgensen, 2016) or in multivariate continuous time series. Similarly to (4), the corresponding "multiple marginal variation function" is defined on the mean domain
In the same way as (3), the relative versions of MVI can be introduced.
Illustrations and comments
We will illustrate our variation indexes with two bivariate models and two families of general k-variate ones; it will then be seen how the marginal VIs interplay with the correlation structure in the multivariate variation measures discussed previously. Considering Y = (Y 1 , Y 2 ) and using (7), we explicitly write
which points out that GVI is not a weighted average of VIs, as MVI is. Note that GVI MVI accordingly to ρ 0, with GVI = MVI for ρ = 0. Similar remarks hold for the k-variate cases, where the correlation matrix ρ is reduced to I k .
Bivariate beta distribution of Arnold and Tony Ng (2011)
The flexible bivariate beta Y = (Y 1 , Y 2 ) ∼ B 2 (α) of Arnold and Tony Ng (2011) which exhibits both positive and negative correlation between random variables can be defined as follows. Suppose that U 1 , U 2 , V 1 , V 2 and W are independent gamma random variables with common unit scale parameter, i.e., U j ∼ G 1 (α j , 1), V j ∼ G 1 (α j , 1), j = 1, 2 and W ∼ G 1 (α 0 , 1) with α j > 0, α j > 0 and α 0 > 0. Then, for j = 1, 2 and α := (α 0 , α 1 , α 2 , α 1 , α 2 ), one has
Since the covariance of Y 1 and Y 2 cannot be expressed in closed form, it has been numerically shown that the correlation ρ = ρ(Y 1 , Y 2 ) = ρ(α) belongs into [−1, 1]. In fact, from the proposed construction, the positive correlations are obtained when α 1 = α 2 = 0. For negative correlations, one can consider α 0 = 0 with α 1 and α 2 fixed, and it will be get closer to −1 as α 1 and α 2 get larger. See Arnold and Tony Ng (2011) for more details and connected references.
Thus, for given ρ(α)
, the direct calculations of GVI(Y) through (9) and MVI(Y) via (7) are obtained from the following first moments and VIs of the univariate beta random variables Y j , j = 1, 2: 
with α j > 0 and β j > 0, j = 1, 2, γ > 1 and δ ∈ [0, 1]. For δ = 0 one gets the uncorrelated bivariate Weibull distribution which depends on both scale parameters α j and shape parameters β j , j = 1, 2. Since we explicitly have the first, second and product moments of Y 1 and Y 2 (Teimouri and Gupta, 2011) , the calculations of GVI(Y) using (9) and MVI(Y) through (7) are derived from the following first moments, VIs and correlation of Y j , j = 1, 2:
depending only on shape parameter β j , and
where Γ(·) is the classical gamma function. The above univariate variation indexes VI(Y j ), j = 1, 2, satisfy the following equivalences:
for all α j > 0 fixed. Indeed, the first equivalence (i) of (10) is derived from the gamma duplication formula or Legendre's doubling formula -revisited (e.g., Abramowitz and Stegun, 1972; Chap. 6), and the second one (ii) stems from the function study (see, e.g., Table 1 ). Note that conditions (10) on the shape parameter of the univariate Weibull distribution are known, in the opposite sense of β j with respect to 1, for the failure rate (bathtub) curve in reliability; one can refer to Barlow and Proschan (1981) using the standard coefficient of variation. Hence, according to its parameters this bivariate Weibull distribution can be over-, equi-and under-varied with respect to the uncorrelated bivariate exponential distribution. 
of Marshall and Olkin (1967) is constructed as follows. Let X 1 , . . . , X k and Z be univariate exponential random variables with parameters µ 1 > 0, . . . , µ k > 0 and µ 0 ≥ 0 respectively. Then, by setting Y j := X j + Z for j = 1, . . . , k, one easily has
Thus, using (6) appropriately we obtain
and through (7) we easily have
Hence, this multivariate exponential model is always under-varied with respect to the MVI and over-or equi-varied with respect to GVI. If µ 0 = 0 then this k-variate exponential distribution is reduced to E k (µ) with GVI(Y) = 1. However, the assumption of non-negative correlations between components is sometimes insufficient for some analyzes. We can refer to Appendix A for a more extensive exponential model which is derived as a particular case of a full multivariate Tweedie (1984) models with flexible dependence structure (Cuenin et al., 2016).
Multiple stable Tweedie (MST) models
Consider the huge k-variate MST class of families F p = F p (m 1 , . . . , m k , λ) of models which has been introducted in Boubacar Maïnassara and Kokonendji (2014) to extend the so-called normal stable Tweedie (NST) with p = (p 1 , 0, . . . , 0) for p 1 ≥ 1. The normal inverse Gaussian (NIG) model is a common particular case of NST with p 1 = 3 (Barndorff-Nielsen, 1997). This MST class contains infinite subclasses of multivariate distributions among others the gamma-MST with p = (2, p 2 , . . . , p k ) and inverse Gaussian-MST with p = (3, p 2 , . . . , p k ). We also have some particular models as the multiple gamma with p = (2, . . . , 2), multiple inverse Gaussian with p = (3, . . . , 3) and the gamma-Gaussian with p = (2, 0, . . . , 0) of Casalis (1996) . In fact, the MST models are composed by a fixed univariate stable Tweedie (1984) variable having a positive mean domain and random variables that, given the fixed one, are real independent stable Tweedie variables, possibly different, with the same dispersion parameter equal to the fixed component.
Precisely and for short, within the framework of natural exponential families Kokonendji and Moypemna Sembona (2018) have completely characterized the MST models through their variance functions as follows. Let p = (p 1 , . . . , p k ) with p 1 ≥ 1 and p j ∈ {0} ∪ [1, ∞) for j = 2, . . . , k. Then, the variance function of F p is given by (4) and (8), one has
According to different classifications of Kokonendji and Moypemna Sembona (2018), several scenarios occur for k-variate over-, equi-and under-variation with respect to GVI and MVI. For instance, let λ = 1 and p 1 = 2 for the exponential-MST subclass then one has GVI F p (m) > 1 for all p j > 1 with j = 2, . . . , k. In order to investigate both indexes GVI and MVI for k-variate (semi-)continuous models on [0, ∞) k , we finally exclude cases p 1 = 1 for the Poisson-MST and also for all p j = 0 and p j = 1, j = 2, . . . , k, related to the normal and Poisson components, respectively. Hence, the NST class is removed from this study.
Estimation and asymptotic properties
Let Y 1 , . . . , Y n be a random sample from Y with support on (0, ∞) k , where for each i ∈ {1, . . . , n}, Y i = (Y i1 , . . . , Y ik ) . It is common to consider the empirical versions
of the mean vector and covariance matrix of Y, respectively. An estimator of GVI(Y) directly derived from (11) is given by
Since all the univariate positive continuous variables take positive values, we deduce from Cramér (1974, pp. 357-358 ) that GVI n (Y) is an asymptotically unbiased estimator, i.e., E{ GVI n (Y)} ≈ GVI(Y). As for the theoretical variance of GVI n , we would need at least the moments of fourth order of the components of Y.
More interestingly, we establish the following central limit and strong consistency results of GVI n and MVI n . The proofs are given in Appendix C.
. . , Y n be a random sample from Y.
, where stands for convergence in distribution and
) is the centered normal distribution with variance σ
are such that, for all j, j , j ∈ {1, . . . , k},
. . , Λ kk ) and the 2k × 2k four-block symmetric matrix
are such that, for j, j ∈ {1, . . . , k},
Note that Parts (i) and (ii) of Proposition 2 provide the same result for k = 1 with 
where u p is the pth percentile of the standard normal distribution N(0, 1) and σ 2 gvi = ∆ n Γ n ∆ n is the corresponding empirical version of σ 2 gvi (Proposition 2). A similar result also holds for the intuitive index MVI. Finally, we state the following results for strong consistency. −→ stands for almost sure convergence.
In finite samples, we suggest the use of the bootstrap method for approximating the variance of all the estimators and their corresponding confidence intervals lenght.
Numerical applications
All computations have been done with the Python (Python Software Foundation, 2019) and R software (R Core Team, 2018). To generate a k-variate continuous positive orthant distribution given k (over-, equiand under-varied) marginals and correlation matrix ρ, we have used the NORmal To Anything (NORTA) method (e.g., Su, 2015) .
In practical way, we will consider the exponential, lognormal and Weibull distribution (e.g., Dey and Kundu, 2009). They have been used quite effectively in analyzing positively skewed data, which play important roles in the reliability analysis. Recall here that the univariate exponential distribution E 1 (µ) is always equi-varied for all µ > 0 and, both univariate lognormal LN 1 (m, σ 2 ) and Weibull W 1 (α, β) models are over-(equi-and under-) varied for 0 < σ 2 log 2 with m ∈ R and, from (10) for 0 < β 1 with α > 0, respectively. All these theoretical behaviors work well on simulated datasets of univariate exponential, lognormal and Weibull distributions that we omit presenting here.
Some scenarios of bivariate cases and a real 4-variate dataset
We first consider Table 2 consisting of fifteen simulated bivariate datasets from exponential, lognormal and Weibull distributions, presenting several scenarios of correlation (positive or negative) and marginal over-, equi-or under-variation. The table presents a summary of these datasets, along with the sample values of the indexes GVI and MVI.
In order to measure the departure from the bivariate uncorrelated exponential of the considered datasets our estimated index GVI provides a very good summary of the bivariate variation by taking into account both marginal variation and the non-null correlation value ρ 12 . Indeed, the bivariate equi-variation ( GVI = 1) is significantly obtained here for both over-varied marginals with negative correlation Similarly, the marginal index MVI also works very well, summarizing both marginal variations (without correlation). Both indexes MVI and GVI are close when the correlation is quasi-null (Nos. 7 or 8). For the sake of brevity, we omit here an analysis of the standard errors of the estimated indexes of these datasets; a complete analysis will be done in the next section for 6-variate datasets.
In summary, multivariate variation indexes MVI and GVI are meaningful because they summarize the variation behavior from each individual variable. In addition, GVI also contains information about their correlation. They can be used for descriptive analysis, for clustering, for comparing different datasets and for testing departures from known multivariate distributions as Touré et al. (2019) for univariate case.
Secondly, we consider the real 4-variate dataset which refers to the annual observations from 1900 to 1989 of the United Stated. It is reported by Hayashi (2000) : the first variable (m) is the natural log of the money M1, the second (p) is the natural log of the net national product price deflator, the third (y) natural log of the net national product and the fourth (r) is the commercial paper rate in percent at an annual rate.
To measure the departure from the 4-variate uncorrelated exponential distribution of the considered dataset, our estimated indexes provide very good summaries through GVI = 0.1397 and MVI = 0.0771. Indeed, both indexes strongly show a 4-variate under-variation with 0 < MVI < GVI < 1.
Since MVI is very close to 0 than GVI, each of the four marginal distributions must be univariate under-varied with the correlation matrice having only positive coefficients. Table 3 confirms this analysis only from results of MVI and GVI. Thus, one can choose an appropriate theoretical 4-variate distribution for modelling this dataset and their (interest) parameters adjust directly by estimation. 
Other multivariate cases and simulation studies
In this section we first study a 6-variate simulated dataset. We then analyze the behavior of the asymptotic variances and confidence intervals by simulation. Finally, we compare the asymptotic standard errors of GVI and MVI to those obtained from the bootstrap method.
The 6-variate dataset of size n = 560 is simulated following this scenario. We have considered two over-, two equi-and two under-variations as univariate marginals with the theoretical correlation matrix such that Table 4 shows the summary needed to compute the variation indexes GVI and MVI. As commented before for Table 2 , we also observe a different behavior of the two variation indexes in this 6-variate example. We obtain here GVI = 1.0572 ≈ 1 and MVI = 0.9637 ≈ 1, both indicating a 6-variate phenomenon of quasi-equi-variation. Table 5 depicts an evolution Table 5 : Asymptotic variances and confidence intervals (u = u 0.975 = 1.96) from subsamples of simulated 6-variate data with n = 10 000 having the same parameters as for Table 4 . of the asymptotic variances and confidence intervals of GVI and MVI Table 6 : Asymptotic variances and confidence intervals (u = u 0.975 = 1.96) from subsamples of simulated over-varied 4-variate data with n = 10 000. 1.8337 ± 0.6790 Table 7 : Asymptotic variances and confidence intervals (u = u 0.975 = 1.96) from subsamples of simulated under-varied trivariate data with n = 10 000. from subsamples of a simulated 6-variate dataset with a maximum size n = 10 000, having the same parameters as those for Table 4 . We observe that both estimated standard errors u σ/ √ n decrease when sample size n increases, and similarly in this context of 6-variate quasi-equi-variation for GVI and also for MVI. The stable behavior of the variances agrees with Proposition 2.
Similar studies have also been performed simulating a 4-variate overvaried distribution (Table 6 ) and a trivariate under-varied distribution ( Table 7) . The results shown in Table 6 have been obtained by simulating four marginal (over-, equi-, and under-varied) Weibull distributions, with the cross correlation matrix such that 
For the results shown in Table 7 , we have simulated one marginal Weibull distribution, one marginal exponential distribution and one marginal lognormal distribution, with the correlation matrix such that
We also notice that all estimated standard errors u σ/ √ n decrease when sample size n increases, but more slowly for GVI than for MVI in Table 6 of the 4-variate phenomenon of over-variation. Figure 1 clearly points out typical behaviors of boxplots related to Tables 5, 6 and 7. However, the estimated variances in Table 6 of the 4-variate over-variation are much larger than those in Table 7 of the 3-variate under-variation. Therefore, for small and moderate sample sizes one can use a bootstrapped approach or a robust version for reducing the estimated variances. Table 8 presents behaviors of both asymptotic and bootstrap confidence intervals for GVI and MVI in the situations of small and moderate sample sizes (e.g., Angelo and Brian, 2019 ). For these 6-variate equi-varied datasets, we still observe that all estimated standard errors decrease when sample size n increases, but more sharply and very weakly through the bootstrap method. Table 8 : Asymptotic and bootstrap confidence intervals for GVI and MVI indexes from sample size n simulated with u = u 0.975 = 1.96 using the dataset of Table 4 . 
Concluding remarks and extensions
From the univariate case of variation index (Abid et al., 2019b ) and the multivariate dispersion indexes for count models (Kokonendji and Puig, 2018), we have first introduced multivariate variation indexes GVI, MVI and RVI for continuous distributions on non-negative orthant. All these proposed indexes are easy to handle from a theoretical and practical point of view. Unlike the intuitive marginal variation index MVI, the index GVI takes into account the correlations between variables. The ratio of two GVI provides the index RVI for changing the reference distribution of the measure of over-, equi-and under-variation in the multivariate framework. The interpretation and some properties of GVI and MVI are provided. Also, the asymptotic variances of GVI and MVI obtained from Proposition 2 seem to provide large standard errors for small and moderate sample sizes; they can be improved, for instance, through a bootstrap method. An example of real data analysis is presented, helping to select an appropriate multivariate model. Then, from RVI X (Y) given in (3) one exactly obtains its equivalent (i.e., relative dispersion index) RDI X (Y) for count models by changing the support S = N k of X and Y (Formula (9) of Kokonendji and Puig, 2018) . Concerning a generalization of the basical GVI of (2) which is also considered as a particular RVI with respect to to the uncorrelated exponential model, the recent univariate unification of dipersion and variation indexes by Touré et al. (2019) Finally, let us note the following problems which are in advanced discussion. Is it possible to characterize first the univariate over-/undervariation with respect to exponential distribution through the weighted exponential distribution as the count case by Kokonendji et al. (2008) ? See also Kokonendji (2014) for some references. Therefore, how to investigate the multivariate connections to over-, equi-and under-variation through m → GVI F (m) or MVI F (m)? How, for instance, to discriminate some closed distributions from these indexes? See, e.g., Dey and Kundu (2009) for a univariate case. Statistical tests of these multivariate variation indexes can be produced in the direction of Aerts and Haesbroeck (2017); see also Feltz and Miller (1996) . E k (µ, ρ) . Furthermore, we attain the exact bounds of the correlation terms in (13) . The main fact is that Cuenin et al. (2016) pointed out the construction and simulation of the negative correlation structure from the positive one of (13) by using the inversion method.
The negativity of a correlation component is important for the rare phenomenon of undervariation in a bivariate/multivariate positive continuous model. Figure 2 having positive (elementwise) mean vector m = (m 1 , . . . , m k ) and covariance matrix Σ, we consider the product of two matrices, namely ΣM −1 , where M = mm is the k × k matrix outer product of m and which is welldefined. According to the singularity of M = mm , the unique MoorePenrose inverse M + of M is therefore
Then, we have ΣM + = (M + Σ) . Since the rank of M is equal to 1, then M + Σ is also of rank 1 and has only one positive eigenvalue:
where "tr(·)" stands for the trace operator. This quantity λ does not depend on the number k of variables and it is numerically comparable to the univariate VI = σ 2 m −2 . Also, it characterizes uniquely the M + Σ matrix, leading to the following definition of GVI. Note finally that if Σ = 0 then we easily deduce λ = 0, and conversely. We thus have the natural ordering of the half nonnegative real line for λ ≥ 0. where m = (m 1 , . . . , m k ) is the mean vector of Y and Σ = (σ j ) j, ∈{1,...,k} is the covariance matrix of Y with σ j = σ j . Since Φ is differentiable at θ, the multivariate delta method (e.g., Serfling, 1980 , Theorem A of Section 3.3) allows one to deduce that, as n → ∞,
To check that covZ = Γ of the proposition under the assumption on the fourth order moments of Y j , one can rewrite Z in the following order: The function Ψ is differentiable at the point θ and, therefore, a straightforward application of the multivariate delta method leads to the conclusion that, as n → ∞,
Here, it is now trivial that covW = Π of the theorem under the assumption of the finite moments on Y j and also that ∂Ψ(θ)/∂θ = Λ with Λ j = ∂Ψ(θ)/∂m j = {2m j σ j j −4m j −→ EW, respectively.
