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Abstract
The problem of recovering the coe2cient functions in the groundwater transport equation from piezomet-
ric head and contaminant concentration measurements is solved by minimization of an associated convex
functional.
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1. Introduction
Saturated =ow and single phase solute transport in con>ned ground water systems are modelled
by the equations [3, (3.3.17) and (6.3.2)]
S(x)
9w
9t =−∇ · (P(x)∇w) + R(x; t); (1.1)
9(c)
9t =∇ · (cP(x)∇w) +∇ · (D∇c) + B(c); (1.2)
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over x in a bounded region 
 ⊂ Rn, n = 2 or 3, and for t ¿ 0. Here, S is the speci>c storage,
w is the piezometric head, P is the hydraulic conductivity tensor, R is a source/sink term for the
=ow,  is the porosity, c is the solute concentration, D is the hydrodynamic dispersion tensor and
B(c)=B1(x; t)c+B2(x; t) is the solute source/sink term. The >rst equation is usually called the 4ow
equation, and the second equation, which embodies the behaviour of dissolved materials, such as a
contaminant species, is called the transport equation.
In practice, subsurface parameters such as the coe2cient functions appearing in this coupled
parabolic system are di2cult to measure directly, and so one has to resort to indirect, or inverse,
techniques to populate the model. In a groundwater system one is typically interested in not only the
=ow itself, a knowledge of which facilitates activities such as determining groundwater management
strategies and setting pumping schedules, but also the presence and movement of contaminant plumes.
The measurements that one can take on such a system typically come from systems of wells located
nonuniformly, and somewhat sparsely, throughout the physical region. At each such well one can
take measurements of the quantities w(x; t) and c(x; t), over some time interval, say t ∈ [0; 1], and at a
discrete and >xed collection of x values representing the well positions. The full inverse groundwater
problem consists of recovering, from these measurements together with some ancillary data to be
discussed below, all of the remaining coe2cient functions in the model.
In earlier work [6,7] the simultaneous recovery of the =ow parameters P, S, and R was ac-
complished by means of the minimization of a convex functional; this included the recovery of a
time-varying recharge term R(x; t) and an anisotropic hydraulic conductivity. The =ow recovery is,
in a sense to be clari>ed below, only the >rst stage of the solution of the full inverse groundwater
problem. The purpose of the present work is to demonstrate that, with some appropriate adaption,
the recovery of the remaining transport parameters necessary for the full groundwater model may
also be eLected by the same type of minimization procedures.
2. Preliminary theory
There are a number of mechanisms by which a contaminant can propagate in a groundwater
system. Some movement occurs under the process of advection in which the contaminant travels
at the same speed as the average linear velocity of the groundwater; this eLect is represented by
the >rst term on the right-hand side of Eq. (1.2). Other movement occurs through the process of
dispersion in which the presence of local heterogeneities in the porous medium cause the contaminant
movement to deviate from the average linear groundwater velocity. This mechanism is represented
by the second term, of Fickian type, on the right-hand side of (1.2).
The hydrodynamic dispersion tensor D, is generally assumed to take the form D(v(x; t)) where
v= P∇w
is called the Darcy =ow, or the speci>c =ux, and is assumed completely known at this stage. In
particular, if v= (vi) and v= |v| it is often assumed in the isotropic case that D = (Dij) where
Dij = Ddij + D
mij
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is the sum of the convective dispersion
Ddij = (L − T)
vivj
v
+ Tvij
and the molecular di5usion. Here, L is the longitudinal dispersivity, T is the transverse dispersivity,
and Dm is the molecular diLusion coe2cient. A more detailed discussion on other speci>c forms for
the hydrodynamic dispersion tensor may be found in [2, Chapter 10].
In this work we adopt a somewhat diLerent approach. As D(v) is time dependent we make the
assumption that D(v) is a step function with respect to time t:
D(v(x; t)) =
M∑
i=1
Di(x)[ti−1 ;ti](t); (2.1)
where 06 t6 1 and 0 = t0¡t1¡ · · ·¡tM = 1. The intention here is three-fold. First, dispersive
terms of this form can clearly approximate general dispersions D(v) as closely as we need by simply
choosing M large enough. Secondly, such a choice of dispersive term greatly facilitates the analysis
to follow. Finally, the recovery of the matrix functions Di(x) allows us some interesting choices in
the modelling process. One could use these to recover, as functions of the space variable x, quantities
like the longitudinal and transverse dispersivities, and the molecular diLusion coe2cients, and model
D as above. On the other hand, one could also recover D directly from the measured data (via the
Di) without making any speci>c assumptions as to the inner structure of D as a function of v. The
latter possibility is of interest because there is evidence that dispersion can be somewhat non-Fickian
in nature, especially in the presence of preferential =ow paths [1,5] and this rather more general
time-dependent approach could elicit, or be used to test for, internal structures that are not known
at present.
As noted earlier, we may assume that the parameters (P; S; R), in the =ow equation are already
known. Observe that, in the transport equation (1.2), the only nonself-adjoint term in c, the advection
term ∇ · (cP(x)∇w), is thereby known. We may thus rearrange (1.2) as follows:
9(c)
9t =∇ · (cP(x)∇w) +∇ · (D∇c) + B(c)
= c∇ · (P(x)∇w) + P(x)∇w · ∇c +∇ · (D∇c) + B(c)
= c
(
R(x; t)− S(x)9w9t
)
+ P(x)∇w · ∇c +∇ · (D∇c) + B(c)
= R˜(x; t) +∇ · (D∇c) + B1(x; t)c + B2(x; t);
where
R˜(x; t) =
(
R(x; t)− S(x)9w9t
)
c + P(x)∇w · ∇c: (2.2)
Next, we Laplace transform the equation
9(c)
9t =∇ · (D∇c) + R˜(x; t) + B1(x; t)c + B2(x; t); (2.3)
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in t over [ti−1; ti] to obtain
−∇ · ((x)Di(x)∇ui) + (x)ui(x; ) = Rˆi(x; ); (2.4)
where
ui(x; ) =
∫ ti
ti−1
e−tc(x; t) dt (2.5)
and
Rˆi(x; ) =
∫ ti
ti−1
e−t[R˜(x; t) + B1(x; t)c(x; t) + B2(x; t)] dt
+ (x)[c(x; ti−1)eti−1 − c(x; ti)eti ]: (2.6)
Here Rˆi(x; ) is to be regarded as a (>xed) source term in all subsequent variational procedures.
Our objective now is to recover the functions Di from Eq. (2.4) given that we already know
ui; ; Rˆ and Di|9
. We note in passing that, while in practice one would also need to recover  and
the various parts of Rˆ, the techniques used in [6,7] can be readily adapted to this task. We note also
that unique recovery of the functions Di is possible only if the functions Di are known on 9
 and
certain additional conditions are satis>ed by the data functions ui. For example, if scalar functions
Di are to be uniquely recovered then the additional conditions take the form
|∇ui(x; )|¿ 0
in 
, for each i and some real  depending on i. In the matrix case, conditions analogous to those
discussed in [6, Section 2] may be applied. All such conditions ultimately trace back to the fact that
a lack of suitable space variability in the solute concentration is a natural obstruction to recovery of
quantities like dispersion, just as no =ow hinders the recovery of =ow parameters.
To simplify the later discussion, we make the following blanket assumption on the data functions
ui:
Uniqueness Assumption: For any i, assume that m entries of Di are to be identi>ed. Then for
matrix functions Di;1 and Di;2 positive de>nite on 
, Di;1 =Di;2 if and only if uDi; 1 ; = uDi; 2 ; for m
distinct values of .
In practical situations one should not expect to be able to recover m entries in Di eLectively with
just m -values. As we shall see later, allowing input from many -values is a proper and eLective
approach to counter the ill eLects of the natural ill-posedness present in these problems.
We defer until Section 4 discussion on the techniques for recovering the time-independent function
D(·) from a knowledge of the recovered functions Di and the Darcy =ow v.
3. The functionals Gi and Hi
In order to simplify the exposition, we consider here only the case of a scalar dispersion D(v)
and the consequent recovery of the scalar functions Di(x), 16 i6M . The extension to the full
matrix case may be carried out using the methods of [6]. We assume that the functions Di(x) lie in
L∞(
) and are su2ciently smooth (at least H1) in a neighbourhood of the boundary.
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For i = 1; 2; : : : ; M , let Di denote the set of all L∞(
) functions di that are su2ciently smooth
(at least H1) in a neighbourhood of the boundary and satisfy di|9
=Di|9
. Consider the functional
Gi(di; ) given by
Gi = (di; ) =
∫


(x)di(x)|∇(ui − udi;)|2 + (x)(ui − udi;)2; (3.1)
where di ∈Di and v= udi; is the unique solution of the boundary value problem
Ldi(v) =−∇ · ((x)di(x)∇v(x; )) + (x)v(x; ) = Rˆi(x; ); (3.2)
v|9
 = ui|9
:
Given i; 16 i6M , and 0¡1¡2¡ · · ·¡N , de>ne functionals Hi(di) for di in Di by
Hi(di) =
N∑
j=1
Gi(di; j): (3.3)
The functionals Gi have the following properties:
Theorem 3.1. Let di ∈Di, i=1; : : : ; M and assume that the functions hi and ki lie in L∞ and are
su6ciently smooth (at least H1) in a neighbourhood of the boundary. Then
(i) Gi can be rewritten as
Gi(di; ) =
∫


[(x)di(x)(|∇ui|2 − |∇udi;|2)
+ (x)(u2i − u2di;)− 2Rˆi(x; )(ui − udi;)] dx: (3.4)
(ii) The Gaˆteaux derivative for Gi in direction hi is given by
G′i(di; )[hi] =
∫


(|∇ui|2 − |∇udi;|2)hi: (3.5)
(iii) The second Gaˆteaux derivative of Gi is given by
G′′i (di; )[hi; ki] = 2
∫


L−1di (edi(ki))edi(hi); (3.6)
where Ldi is the operator de;ned in L
2(
) by Eq. (3.2), and
edi(hi) =−∇ · (hi∇udi;):
Proof. As
Gi(di; ) =
∫


[(x)di(x)|∇(ui − udi;)|2 + (x)(ui − udi;)2] dx
=
∫


[(x)di(x)(|∇ui|2 − |∇udi;|2)
+ 2(x)di(x)∇(udi; − ui) · ∇udi; + (x)(ui − udi;)2] dx;
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Green’s formula, (3.2) and ui − udi; = 0 on 9
 give
∫


[2(x)di(x)∇udi; · ∇(udi; − ui) + (x)(ui − udi;)2] dx
=
∫


[− 2(udi; − ui)∇ · ((x)di(x)∇udi;) + (x)(ui − udi;)2] dx
=
∫


[2(udi; − ui)(Rˆ(x; )− (x)udi;) + (x)(ui − udi;)2] dx
=
∫


[(x)(u2i − u2di;)− 2Rˆ(x; )(ui − udi;)] dx;
from which (i) now follows:
To prove (ii), for "¿ 0 any real number we have, using (i),
Gi(di + "hi; )− Gi(di; )
= "
∫


(x)hi(x)(|∇ui|2 −∇udi; · ∇udi+"hi ;) dx
+
∫


[− (x)(di(x) + "hi(x))∇udi+"hi ; · ∇(udi+"hi ; − udi;)
−(x)di(x)∇udi; · ∇(udi+"hi ; − udi;)] dx
+
∫


[(x)(u2di; − u2di+"hi ;) + 2Rˆ(x; )(udi+"hi ; − udi;)] dx
= "
∫


(x)hi(x)(|∇ui|2 −∇udi; · ∇udi+"hi ;) dx
+
∫


[(udi+"hi ; − udi;)∇ · ((x)(di(x) + "hi(x))∇udi+"hi ;)
+ (udi+"hi ; − udi;)∇ · ((x)di(x)∇udi;)] dx
+
∫


[(x)(u2di; − u2di+"hi ;) + 2Rˆ(x; )(udi+"hi ; − udi;)] dx
= "
∫


(x)hi(x)(|∇ui|2 −∇udi; · ∇udi+"hi ;) dx
+
∫


(udi+"hi ; − udi;)[(x)udi+"hi ; − Rˆ(x; ) + (x)udi; − Rˆ(x; )] dx
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+
∫


[(x)(u2di; − u2di+"hi ;) + 2Rˆ(x; )(udi+"hi ; − udi;)] dx
= "
∫


(x)hi(x)(|∇ui|2 −∇udi; · ∇udi+"hi ;) dx:
Formula (ii) now follows:
Finally
G′i(di + "ki; )[hi]− G′i(di; )[hi]
=
∫


[(x)hi(x)(|∇ui|2 − |∇udi+"ki ;|2)− (x)hi(x)(|∇ui|2 − |∇udi;|2)] dx
=−
∫


[(x)hi(x)∇udi; · ∇(udi+"ki ; − udi;) + (x)hi(x)∇udi+"ki ; · ∇(udi+"ki ; − udi;)] dx
=
∫


(udi+"ki ; − udi;)∇ · (hi(x)∇(udi+"ki ; + udi;)) dx:
It is easy to see that
−∇ · ((x)di(x)∇(udi+"ki ; − udi;))
+ (x)(udi+"ki ; − udi;) = "∇ · ((x)ki(x)∇udi+"ki ;):
Thus
udi+"ki ; − udi; = "L−1di (∇ · ((x)ki(x)∇udi+"ki ;));
and formula (iii) now follows.
Theorem 3.2. Assume that 16 i6M , di ∈Di, and ¿ 0. Then
(i) Gi(di; ) = 0⇔ G′i(di; ) = 0⇔ ui = udi;;
(ii) if G′′i (di; )[hi; hi] = 0 for some hi ∈L∞(
) then udi+"hi ; = udi;, for all " small enough.
Proof. The de>nition of Gi(di; ) implies that Gi(di; ) = 0 if and only if udi; = ui, and Theorem
3.1(ii) shows that G′i(di; ) = 0 if Gi(di; ) = 0. Conversely, if G′i(di; ) = 0, then for hi ∈L∞,
G′i(di; )[hi] = 0. If we let hi =∇Gi, the L2 gradient of Gi, we have ∇Gi = 0. Consequently, from
Theorem 3.1(i),
∫


(x)di(x)|∇(ui − udi;)|2 + (x)(ui − udi;)2 dx
=
∫


(x)(u2i − u2di;)− 2Rˆ(x; )(ui − udi;) dx:
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Similarly, if we interchange di and Di and note that ui = uDi;, we can get∫


(x)Di(x)|∇(ui − udi;)|2 + (x)(ui − udi;)2 dx
=
∫


(x)Di(x)|∇(udi; − ui)|2 + (x)(udi; − ui)2 dx
=
∫


(x)(u2di; − u2i )− 2Rˆ(x; )(udi; − ui) dx:
Adding, we >nd that∫


(x)(Di(x) + di(x))|∇(ui − udi;)|2 + 2(x)(ui − udi;)2 dx = 0;
which completes the proof of (i).
The proof of (ii) comes from Theorem 3.1(iii). Assume that for some hi ∈L∞, G′′i (di; )[hi; hi]=0.
Then
edi(hi) = 0:
Consequently, for all "¿ 0 small enough di + "hi ¿ 0, and
−∇ · (di(x) + "hi(x))∇udi; + (x)udi; = Rˆ(x; ); i = 1; 2; : : : ; n:
The uniqueness of the solution of (3.2) then gives udi+"hi ; = udi;.
Theorem 3.3. Assume that the above uniqueness assumption holds. Then for 16 i6M and di ∈Di,
Hi(di) = 0⇔ H ′i (di) = 0⇔ di = Di
and the functional Hi is strictly convex on Di.
Proof. Note that Hi(di) = 0 if and only if Gi(di; j) = 0, for 16 j6N . Theorem 3.2(i) gives
Hi(di) = 0 if di = Di. Conversely, if Hi(di) = 0, the de>nition of Gi gives ui|=j = udi;j and
∇ui|=j =∇udi;j , for 16 i6N , which gives G′i(di; j)= 0 by Theorem 3.1(ii), and di =Di by the
uniqueness assumption. Now let H ′i (di) = 0. The same proof that was used for Gi in Theorem 3.2
gives Hi(di) = 0.
Finally, let H ′′i (di)[hi; hi] = 0 for some function hi. As the functionals Gi(di; )j are convex, it
follows that G′′i (di; j)[hi; hi] = 0 for 16 j6N . Theorem 3.2(iii) then gives udi+"hi ;j = udi;j for
16 j6N when " is small enough. The uniqueness assumption now dictates that hi = 0.
4. Implementation and results
Theorem 3.3 above suggests that the minimization of the functionals Hi should be computationally
eLective in that for each i, Di is not only the unique global minimum for Hi, but also the unique
zero for the gradient ∇Hi. Furthermore, each of the functions Di is obtained as the minimizer of a
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separate problem; this is greatly advantageous, as not only is the minimization easier to eLect, but
also, as we see below, it is relatively easy to parallelize the computational code.
We use a version of the steepest descent method. For a given i and di ∈Di let hi ∈L∞(
)
represent an update direction for di. Taylor’s expansion gives
Hi(di − hi)− Hi(di) ≈ −H ′i (di)[hi] (4.1)
for ¿ 0 su2ciently small. If we choose the direction hi in such a way that H ′i (di)[hi]¿ 0, we can
minimize Hi along this direction. Note that we cannot choose the L2-gradient,
∇Hi(di) =
N∑
j=1
(|∇ui|2 − |∇udi;j |2)
as our minimization direction because it is generally not zero on the boundary of 
, which is
mandatory here. Instead, it is advantageous to use the Neuberger gradient, ∇NHi, chosen so that
H ′i (di)[hi] = (∇NHi(di); hi)1; hi ∈W1;20 (
) ∩L∞(
);
where (·; ·)1 denotes the usual inner product in W1;20 (
).
Speci>cally, gi =∇NHi(di) is the solution of the boundary value problem
−Rgi + gi =∇Hi(di); gi|9
 = 0; (4.2)
so that
(gi; hi)1 =
∫


∇gi · ∇hi + gihi
=
∫


(−Rgi + gi)hi =
∫


hi∇Hi(di) = H ′i (di)[hi]:
If we set hi = gi, in combination with (4.1) we can see that hi is a descent direction for Hi that
preserves the values of di at the boundary of 
.
The number, N , of -values that we need is dependent on the source data; in our test model we
set N = 20, choosing j = j=20 so that 0¡j6 1 for 16 j6N . The algorithm is implemented
according to the following scheme:
(1) For each i choose appropriate initial guesses for the functions di; these can be arbitrary, except
that we must have di|9
 = Di|9
 where the boundary values for Di come from the known
boundary values of D.
(2) For each i, compute gi; j =∇NGi(di; j), for 16 j6N , and hence the descent direction gi =∑N
j=1 gi; j.
(3) For each i, check to see if Hi can be minimized in direction gi by comparing Hi(di) and
Hi(di − gi) with = 10−7. If
Hi(di)¿H (di − gi)
then go to the next step. Otherwise, exit the search.
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(4) For each i do a line minimization in the direction gi, using the one-dimensional search routine
to compute dnewi = di − mini gi.
(5) Set di = dnewi and go back to step (2).
One of the advantages of this algorithm is that it is easily parallelized. Since the recovery is very
time consuming on a serial computer, our test program is written as a parallel program using the
message passing approach. The program is divided into two parts—master and slave. The master
part mainly does the line search work, while the slave part deals with the numerical solution of the
partial diLerential equations and the quadrature needed for computing the values of the functionals
Gi. We use the PVM package [4] for message passing between the master and slave programs.
In the numerical work we assume that the region 
 = [ − 1; 1] × [ − 1; 1] is overlaid with a
30× 30 discretization grid. The code is written in PGI Fortran 90 in double precision and run on a
cluster consisting of Dell PowerEdge 2450 nodes with dual Intel 733 MHz Pentium III processors
and the RedHat Linux 6.2 Operating System. We use 20 nodes, one for each of the -values in the
functional Hi.
The synthetic data was generated with the assistance of the parabolic PDE solver PDETWO [8],
modi>ed so that it can handle a matrix-valued principal coe2cient, to solve the =ow and solute
equation (1.2). The parameters in the =ow and solute equations were all assumed known. We solved
these equations to get w and then the c, and used these values for the synthetic piezometric head and
solute concentration data. Once the data was acquired, we iterated the one-dimensional Simpson’s
rule subroutine QSIMP in [9] to perform the required quadrature in formulae (2.5), (3.1) for u(x; )
and Gi(di; ). The elliptic PDE solver employed here for (2.4) and (4.2) was the >nite diLerence
solver implemented in [6] for the recovery of the =ow parameters.
The numerical derivatives arising from (2.2), (3.1) and (3.5) are computed by central diLerences.
This is accurate and e2cient here, because the solutions being diLerentiated are su2ciently smooth
functions. We note in passing that for practical data with noise, one must apply more sophisticated
numerical diLerentiation techniques. One eLective method makes use of the molli>er function
%(x) =


& exp
( −1
‖x‖2 − 1
)
if ‖x‖¡ 1;
0 otherwise;
where & is chosen so that
∫
Rn %= 1, to regularize the data function u by
uh(x) = h−n
∫


%
(
x − y
h
)
u(y) dy (4.3)
for some small, but not too small, h¿ 0. One can then compute the numerical derivatives of uh
using central diLerences and use these as approximations to the derivatives of u.
In the line-minimization search, we use our own bracketing method to >nd the bracketing points.
This involves >rst choosing an initial stepping distance, and then stepping along the chosen direction
using this stepping size as an increment until either a bracketing is found, or a preset stepping limit
is encountered. In the latter case the original di is reset to the new di at the stepping limit and a
new gradient is computed. In practice we use the actual length of the movement in the previous
search to make some adjustment to the stepping distance; this has proven to be more e2cient than
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using a >xed step distance throughout the program. Once the bracketing point is found, we adopt
the Brent method, using the BRENT function in [9], to >nd the minimum mini .
Since elliptic solvers are extremely sensitive to a loss of positivity for Di, the program would
tend to crash when negative values of Di were encountered. Now with >eld data, it is known that
one can generally input a reasonable estimate for a positive lower bound for the dispersion. We then
modify the program so that at each descent step the values for di smaller than the lower bound are
set equal to the lower bound. This has the eLect of stabilizing the algorithm, and allows it to run
over thousands of descent steps without serious degradation of the resulting images. This is quite
important if one is to recover discontinuities eLectively. As most of the standard “regularization”
methods for ill-posed problems work by limiting the number of iterations that can be used, they
tend to be less eLective for the precise recovery of discontinuities.
As observed earlier, the recovery of the functions Di(x) is essentially equivalent to the recovery
of the function D(v(x; t)) where the Darcy =ow v(x; t) = P∇w may be regarded as already known.
The remaining task is to recover the time-independent dispersion function D(·) from the information
gathered thus far.
The Darcy =ow can be regarded as a function v= h(x; t) from 
× [0; 1] onto a vector subset, V ,
of Rn, while the time-independent scalar dispersion D(·) is a function from V to the real line R.
So, we can at best recover D(·) restricted to V . The other issue is that if h is not one-to-one, the
numerically recovered D(v(x; t)) will most likely not take equal values on those points (x; t) that
map to the same =ow vectors under h; we take the average of those values as the value of D(·) at
that point.
The algorithm works in the two-dimensional case as follows. Let {xij} represent the grid points
in 
, and let {tk} denote a partition of the time interval. The vectors
vijk = P(xij)∇w(xij; tk) = (aijk ; bijk)T
are computed and stored and the minimum and maximum of the aijk ; amin and amax are computed,
together with the minimum and maximum of the bijk ; bmin and bmax. The rectangle V =[amin; amax]×
[bmin; bmax] is discretized by a grid with stepsize h, the stepsize used in the grid for 
. Each of the
vectors vijk is then assigned to its grid square in V , and for each of the grid squares Vrs in V , where
r and s are the grid indices, the average of D(vijk) over all of the vijk in Vrs is computed; this is
the value of D(·) on Vrs. If no vijk lie in Vrs we set D(Vrs) = 0. The test program shows that this
method is eLective.
In the test model, we deliberately chose all the parameters for the =ow and solute equations to be
nonsmooth since nonsmooth parameters are more di2cult to recover than smooth parameters, and
for the practical data case they more closely embody the worst-case scenario. In Figs. 1 and 2 some
of the “true” Di’s, together with their recoveries, are listed. We reiterate that the domains for Di
and D(·) are diLerent in that the domain for Di is 
, while the domain for D(·) is the space V
mentioned above. Note that the nonsmoothness of P, when combined with the nonsmoothness of
D itself and possible problems with the >nite diLerence solvers, causes increased di2culties with
the D(P∇w) term. This makes the Di more di2cult to recover, as can be seen from Figs. 1, 2.
However, we can see in Fig. 3 that the computed D(·) assembled from the recovered Di’s is an
eLective reconstruction.
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Fig. 1. Recovery of D1; D4; D8: (a) true D1; (b) computed D1; (c) true D4; (d) computed D4; (e) true D8; (f) computed
D8.
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Fig. 2. Recovery of D12; D16; D20: (g) true D12; (h) computed D12; (i) true D16; (j) computed D16; (k) true D20;
(l) computed D20.
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Fig. 3. Recovery of D: (a) true D; (b) computed D.
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