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Abstract
For an n× n matrix An, the r → p operator norm is defined as
‖An‖r→p := sup
x∈Rn:‖x‖r≤1
‖Anx‖p for r, p ≥ 1.
For different choices of r and p, this norm corresponds to key quantities that arise
in diverse applications including matrix condition number estimation, clustering of
data, and finding oblivious routing schemes in transportation networks. This arti-
cle considers r → p norms of symmetric random matrices with nonnegative entries,
including adjacency matrices of Erdo˝s-Rényi random graphs, matrices with positive
sub-Gaussian entries, and certain sparse matrices. For 1 < p ≤ r < ∞, the asymp-
totic normality, as n → ∞, of the appropriately centered and scaled norm ‖An‖r→p is
established. This is also shown to imply, as a corollary, asymptotic normality of the so-
lution to the ℓp quadratic maximization problem, also known as the ℓp Grothendieck
problem for p ≥ 2. Furthermore, a sharp ℓ∞-approximation for the unique maximiz-
ing vector in the definition of ‖An‖r→p is obtained, which may be of independent
interest. In fact, the vector approximation result is shown to hold for a broad class
of deterministic sequence of matrices having certain asymptotic expansion proper-
ties. The results obtained can be viewed as a generalization of the seminal results of
Füredi and Komlós (1981) on asymptotic normality of the largest singular value of a
class of symmetric random matrices, which corresponds to the special case r = p = 2
considered here. In the general case with 1 < p ≤ r < ∞, the spectral methods are no
longer applicable, which requires a new approach, involving a refined convergence
analysis of a nonlinear power method and establishing a perturbation bound on the
maximizing vector.
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1 Introduction
1.1 Background and motivation
For any n× n square matrix An and r, p ≥ 1, the r → p operator norm of An is defined as
‖An‖r→p := sup
‖x‖r≤1
‖Anx‖p. (1.1)
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For different values of r and p, the r → p operator norm represents key quantities that
arise in a broad range of disciplines. For example, when p = r = 2, this corresponds to the
largest singular value of the matrix An, which has been studied extensively for decades.
On the other hand, when p is the Hölder conjugate of r, that is, p = r/(r− 1), and An has
nonnegative entries and ATnAn is irreducible, then we will see that this problem reduces
to the famous ℓr Grothendieck problem [36, Section 5], which has inspired a vibrant line
of research in the optimization community. Two special cases of this problem, r = 2 and
r = ∞, relate to spectral partitioning [16, 21] and correlation clustering [12], respectively,
and the case of general r ∈ (2,∞) can be viewed as a smooth interpolation between these
two clustering criteria. Further, this problem is also related to finding ground states in
statistical physics problems. Another interesting special case is when p = r, which has
been a classical topic in mathematics; see [52, 63] for general inequalities involving the
p → p norm, [29] for applications of these norms to matrix condition number estimation,
which is crucial for computing perturbations of solutions to linear equations, and [9, 30]
for algorithms to approximate such norms. Other prime application areas are finding
oblivious routing schemes in transportation networks for the ℓp norm [4, 18, 27, 50], and
data dimension reduction or sketching of these norms, with applications to the stream-
ing model and robust regression [39]. Understanding the computational complexity of
calculating r → p norms has generated immense recent interest in theoretical computer
science. We refer the reader to [36] for a detailed account of the applications, approxima-
bility results, and Grothendieck-type inequalities for this norm. In general, this problem
is NP-hard; even providing a constant-factor approximation algorithm for this problem
is hard [4, 6, 28]. However, for the case considered in this article, namely matrices with
nonnegative entries and 1 < p ≤ r < ∞, this problem can be solved in polynomial time
[4, 9]. The cases when p = 1 and r ≥ 1 are equivalent to the cases p ≤ ∞ and r = ∞ [39,
Lemma 8]. These cases are trivial for nonnegative matrices and hence, we do not consider
them in this article.
The analysis of this norm for random matrices is motivated from a statistical point of
view. Indeed, asymptotic results on spectral statistics and eignevectors form the bedrock
of methods in high-dimensional statistics. The current literature in this area is so vast that
it is almost impossible to provide a complete account of the known results, so we refer the
reader to [10, 60, 62]. However, it is worth mentioning that starting from the seminal work
of Füredi and Komlós [23], there is a substantial literature proving asymptotic normality
of spectral statistics of various classes of random matrices; see [33] for sample variance-
covariance matrices, [26, 42] for Gaussian random matrices, [56] for adjacency matrices of
stochastic block models, and [3, 32, 35, 55] for matrices with more general entries.
Another quantity of considerable interest is the maximizing vector in (1.1). For exam-
ple, in the p = r = 2 case, eigenvectors of adjacency matrices of graphs are known to play
pivotal role in developing efficient graph algorithms, such as spectral clustering [54, 61],
spectral partitioning [16, 21, 41, 49], PageRank [48], and community detection [44, 45].
Eigenvectors of random matrices relate to the perturbation of eigenvectors when there is
an additive noise in the entries of the expectation matrix. The study of eigenvector per-
turbation bounds can be traced back to the classical Rayleigh-Schrödinger theory [51, 53]
in quantum mechanics, which gives asymptotic perturbation bounds in the ℓ2-norm, as
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the signal to noise ratio increases. Non-asymptotic perturbation bounds in the ℓ2-norm
were derived later in a landmark result [15], popularly known as the Davis-Kahan sinΘ
theorem. When the perturbation is random, the above deterministic results typically yield
suboptimal bounds. Random perturbation on low-rank matrices has been recently ana-
lyzed in [47]. However, norms that are not unitary-invariant, such as the ℓ∞-norm, are
typically outside the scope of the above works but are of significant interest in Statistics
and Machine learning. The ℓ∞-norm bounds in the case of low-rank matrices have been
studied recently in [1, 11, 17, 20, 37, 38, 43, 64]. See [1, 20, 46] for extensive discussions
on such perturbation bounds on eigenvectors (or singular vectors) and their numerous
applications in Statistics and Machine learning. Furthermore, for centered random matri-
ces, bounds on all eigenvectors were obtained in [34, 57, 58]; see [46] for a comprehensive
survey.
1.2 Our contributions
Fix 1 < p ≤ r < ∞. We now elaborate on the two main results of the current article,
namely asymptotic normality of a suitably scaled and centered version of ‖An‖r→p, and
approximation of the corresponding maximizing vector.
(1) Asymptotic normality. Given a sequence of symmetric nonnegative random matri-
ces (An)n∈N, our first set of results establishes asymptotic normality of the scaled norm
‖A¯n‖r→p := n−(
1
p− 1r )‖An‖r→p when 1 < p ≤ r < ∞. Specifically, let An have zero diagonal
entries and independent and identically distributed (i.i.d.) off-diagonal entries that have
mean µn, variance σ2n > 0. Under certain moment bounds on the entry-distribution, and
asymptotic conditions on the (relative) rates at which σ2n and µn can decay to zero (which
control the degree of sparsity of the matrix sequence), it is shown in Theorem 2.4 that as
n → ∞,
1
σn
(‖A¯n‖r→p − αn(p, r)) d−→ Z ∼ Normal(0, 2), (1.2)
where d−→ denotes convergence in distribution, and
αn(p, r) := (n− 1)µn + 12
(
p− 1+ 1
r− 1
)
σ2n
µn
. (1.3)
An extension of the above result for matrices with inhomogeneous variance profile is also
provided in Theorem 2.12. In this case, however, the variance profile matrix is required
to be dense.
A result of this flavor appears to have first been established in the seminal work of
Füredi and Komlós [23] for the special case r = p = 2, where ‖A¯n‖2→2 = ‖An‖2→2
represents λ(n)1 , the largest eigenvalue of An. Using spectral methods, it is shown in
[23, Theorem 1] that under the assumption that An is a symmetric n× n random matrix
with zero diagonal entries, independent, uniformly bounded off-diagonal entries having
a common positive mean µ > 0 and variance σ2 > 0 (with µ, σ not depending on n), the
limit (1.2) holds with r = p = 2, σn = σ, and αn(2, 2) defined as in (1.3) with µn = µ. Even
for the case p = r = 2, our results extend the asymptotic normality result of Füredi and
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Komlós [23] in three directions: they allow for (a) sequences of possibly sparse matrices
{An}; (b) independent and identically distributed (i.i.d.) off-diagonal entries satisfying
suitable moment conditions, but with possibly unbounded support; (c) independent en-
tries with possibly different variances, having a dense variance profile. Throughout, the
assumption that the diagonal entries are identically zero is only made for simplicity of
notation; the result of [23] also allows for the diagonal entries to be drawn from another
independent sequence of entries with a different common positive mean and uniformly
bounded support on the diagonal, and an analogous extension can also be accommodated
in our setting; see Remark 2.6.
It is worth mentioning two noteworthy aspects of the limit in (1.2). Consider the
setting where µn = µ > 0 and σ2n = σ
2 > 0, as considered in [23]. First, note that while
‖E[A¯n]‖r→p = (n − 1)µ, and ‖A¯n‖r→p/‖E[A¯n]‖r→p converges in probability to 1, the
centering αn(p, r) is strictly larger than (n− 1)µ by a Θ(1) asymptotically non-vanishing
amount. Second, the centering αn(p, r) is Θ(n) but the Gaussian fluctuations of ‖A¯n‖r→p
are Θ(1), having variance 2. Both these properties also hold for the case r = p = 2
analyzed in [23], and the second property can be seen as a manifestation of the rigidity
phenomenon for eigenvalues of random matrices. This has subsequently been shown to
occur in a variety of other random matrix models, but there is a priori no reason to expect
this to generalize to the non-spectral setting of a general r → p norm. While spectral
methods can be used in the case p = r = 2, they are no longer applicable in the general
r → p norm setting. Thus, we develop a new approach, which also reveals some key
reasons for these phenomena to occur (see Remark 2.7). Further, our analysis also brings
to light when the shift and rigidity properties will fail when considering sparse sequences
of matrices.
(2) Approximation of the maximizing vector. Our second set of results are summarized
in Theorem 2.9, which provides an ℓ∞-approximation of the maximizing vector for ma-
trices with i.i.d. entries, and Theorem 2.11, which extends it to random matrices with
inhomogeneous variance profiles. These results rely on Proposition 5.5, which states an
approximation result for arbitrary (deterministic) sequences of symmetric matrices satis-
fying certain asymptotic expansion properties.
It is not hard to see that the maximizing vector for the r → p norm of the expectation
matrix is given by n−1/r1, the scaled n-dimensional vector of all 1’s. Thus, the maximizing
vector vn corresponding to the random matrix can be viewed as a perturbation of n−1/r1,
and our result can be thought of as an entry-wise perturbation bound of the maximizing
vector for the expectation matrix. In contrast with the p = r = 2 case, the unavailability
of the spectral methods for the general 1 < p ≤ r < ∞ case makes the problem sig-
nificantly more challenging, which led us to develop a novel approach to characterize
the ℓ∞-approximation error for arbitrary sequence of matrices having certain expansion
properties.
1.3 Notation and organization
We write [n] to denote the set {1, 2, . . . , n}. We use the standard notation of P−→ and d−→
to denote convergence in probability and in distribution, respectively. Also, we often
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use the Bachmann-Landau notation O(·), o(·), Θ(·) for asymptotic comparisons. For two
positive deterministic sequences ( f (n))n≥1 and (g(n))n≥1, we write f (n) ≪ g(n) (respec-
tively, f (n) ≫ g(n)), if f (n) = o(g(n)) (respectively, f (n) = ω(g(n))). For a positive
deterministic sequence ( f (n))n≥1, a sequence of random variables (X(n))n≥1 is said to
be OP( f (n)) and oP( f (n)), if the sequence (X(n)/ f (n))n≥1 is tight and X(n)/ f (n)
P−→ 0
as n → ∞, respectively. Normal(µ, σ2) is used to denote normal distribution with mean
µ and variance σ2. For two vectors x = (xi)i ∈ Rn and y = (yi)i ∈ Rn, define the ‘⋆’
operation as the entrywise product given by z = x ⋆ y = (xiyi)i ∈ Rn. Define 1 to be the
n-dimensional vector of all 1’s, Jn := 11T, and In to be the n-dimensional identity matrix.
Also, 1{·} denotes the indicator function.
The rest of the paper is organized as follows. In Section 2 we state the main results
and discuss their ramifications. Section 3 provides a high-level outline of the proofs of the
main results. In Section 4 we introduce the basics of the non-linear power method, which
will be a key tool for our analysis, and present some preliminary results. Sections 5 and 6
concern the approximation of the maximizing vector in the deterministic and random
cases, respectively. Section 7 presents a two-step approximation of the r → p norm and
in particular, identifies a functional of the underlying random matrix that is ‘close’ to the
r → p norm. In Section 8 we prove the asymptotic normality of the above approximating
function of the random matrix. Finally, we end by exploring the relation between the
r → p norm and the ℓp Grothendieck problem. Some of the involved but conceptually
straightforward calculations are deferred till the appendix.
2 Main results
In this section we present the main results and their ramifications. Section 2.1 lists the
results for matrices with i.i.d. entries (except possibly the diagonal entries). Next, in
Section 2.2 we present the extension of the main results to the case when the entries can
have inhomogeneity in their variances. Finally, in Section 2.3 we discuss the implications
of our results to two important special cases.
2.1 Matrices with i.i.d. entries
We start by stating a general set of assumptions on the sequence of random matrices:
Assumption 2.1. For each n ≥ 1, let Fn be a distribution supported on [0,∞) and having
finite mean µn and variance σ2n . Let An = (a
n
ij)
n
i,j=1 be a symmetric random matrix such
that
(i) (anij)i<j is an i.i.d. collection from distribution Fn. Also, a
n
ii = 0 for all i ∈ [n].
(ii) µn = O(1), µn = ω
( (log n)2
n
)
, and σ
2
n
µn
= O(1).
(iii) P (an12 > 0) ≥ (2+ε) log nn for some fixed ε > 0.
(iv) There exists c < ∞, such that E
[|an12 − µn|k] ≤ k!2 ck−2σ2n for all k ≥ 3.
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Remark 2.2. Assumption 2.1 (iii) is needed to ensure that the matrix is irreducible even-
tually almost surely (see Lemma 6.4), which is used to get an almost sure bound on the
ℓ∞-approximation of the maximizing vector. This condition can be relaxed to the condi-
tion
P (an12 > 0) ≥
(1+ ε) log n
n
for some fixed ε > 0,
if one is satisfied with bounds that hold with probability tending to 1 as n → ∞. Moreover,
the moment conditions in Assumption 2.1 (ii) and (iv) guarantee concentration of desired
polynomials of the matrix elements, which we will use to approximate the operator norm.
At first sight, Assumption 2.1 (iv) might appear to be restrictive, but such conditions
frequently turn up in the literature (cf. [2, 40]), for example, when applying Bernstein’s
inequality.
Remark 2.3. Note that two important special cases that satisfy Assumption 2.1 are (a)
when An is the adjacency matrix of an Erdo˝s-Rényi random graph with edge probability
µn = ω((log n)2/n), and (b) when anij − µn has a (centered) σ2n-subgaussian upper tail.
2.1.1 Asymptotic normality of the r → p norm
Our first main result provides a central limit theorem for the r → p norms of random
matrices satisfying Assumption 2.1. Theorem 2.4 is proved in Section 8.2.
Theorem 2.4. Fix any 1 < p ≤ r < ∞. Consider the sequence of random matrices (An)n∈N
satisfying Assumption 2.1 and define A¯n := n
−( 1p− 1r )An. Also assume that there exists a constant
c0 > 0, such that
σn ≥ n− 12+c0 and µnσ2n = ω
( log n
n
)
. (2.1)
Then, as n → ∞,
1
σn
(‖A¯n‖r→p − αn(p, r)) d−→ Z ∼ Normal(0, 2), (2.2)
where
αn(p, r) = (n− 1)µn +
(
p− 1+ 1
r− 1
) σ2n
2µn
. (2.3)
Remark 2.5. The reason why the condition in (2.1) is not included in the main set of
conditions in Assumption 2.1, is because as we will see, (2.1) is not needed for the ap-
proximation of the maximizing vector and is only used for the asymptotic normality.
The lower bound on σn is required when we apply existing results for the second largest
eigenvalues [40] to approximate the operator norm. Also, the second condition in (2.1) is
required in this approximation step only (see Lemma 8.3).
Remark 2.6. The assumption that anii = 0 in Theorem 2.4 is not a strict requirement. In
fact, if anii’s are assumed to be independent of a
n
ij’s and to be i.i.d. from some distribution
Gn with nonnegative support, mean ζn = O(σ2n), and variance ρ
2
n = O(σ
2
n), then (2.2)
holds with
αn(p, r) = (n− 1)µn + ζn +
(
p− 1+ 1
r− 1
) σ2n
2µn
. (2.4)
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All our proofs go through verbatim in this case, except for a minor modification that
is required in Lemma 8.1. In Lemma 8.2 we have provided a version of the result of
Lemma 8.1 in the non-zero diagonal case. Both Lemma 8.2 and its proof are given in
Section 8.1. However, assuming the diagonal entries to be 0 saves significant additional
notational burden and computational complications in the Taylor expansion given in Lem-
mas 8.4–8.7. For that reason, we will assume anii = 0 throughout the rest of the paper.
Remark 2.7. As briefly mentioned in the introduction, an intriguing fact to note from
Theorem 2.4 is that although ‖A¯n‖r→p is concentrated around ‖E[A¯n]‖r→p, there is a
non-trivial further O(1) shift in the mean αn(p, r) on the CLT scale. This is consistent
with [23] for the case p = r = 2. As we will see in the proof of Theorem 2.4 in Section 8.2,
this additional constant shift is arising from a Hessian term when we perform Taylor
expansion of a suitable approximation of ‖An‖r→p. It is also worth noting that, if σ2n ≪ µn
(e.g., when Fn is an exponential distribution with mean µn → 0) this additional shift
vanishes.
Remark 2.8. There are two interesting phenomena about the asymptotic variance of
‖An‖r→p that is worth pointing out. First, the asymptotic variance does not depend
on p, r beyond the scaling factor n
1
p− 1r . Second, if p = r and we are in the dense setting
(i.e., µn = µ > 0 and σn = σ > 0), the asymptotic variance is a Θ(1) quantity, although
the mean is Θ(n). The latter is analogous to the rigidity phenomenon for eigenvalues
of random matrices. In the 2 → 2 norm case when the anij are uniformly bounded, this
constant order of the asymptotic variance can be understood from the application of the
bounded difference inequality (see [59, Corollary 2.4, Example 2.5] which considers the
case when anij are Bernoulli). However, as we see in [59, Example 2.5], in order to bound
expected change in the operator norm after changing one entry of the matrix, the fact that
ℓ2 is a Hilbert space is crucial, and this method does not generalize directly for ℓp spaces
with p 6= 2. Nevertheless, the variance still turns out to be Θ(1) for general p = r case, as
we see above.
2.1.2 The maximizing vector
The second main result is an ℓ∞-approximation of the maximizing vector in (1.1). To
this end, let P0 be any probability measure on ∏n R
n×n, such that its projection on Rn×n
correspond to the distribution of An. The following theorem quantifies the proximity of
the maximizing vector to 1. Theorem 2.9 is proved at the end of Section 6. An analogue
of Theorem 2.9 will later be proved for general deterministic sequence of matrices (see
Proposition 5.5).
Theorem 2.9. Suppose Assumption 2.1 holds. Also, let
vn := argmax
x∈Rn:‖x‖r≤1
‖Anx‖p (2.5)
and K := max
{
lim supn→∞
σ2n
µn
, 1
}
< ∞. Then the following hold:
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(a) For 1 < p < r < ∞,
‖vn − n−1/r1‖∞ ≤
√
20K
p
r− pn
− 1r
√
log n
nµn
, P0 eventually almost surely, (2.6)
(b) For p = r ∈ (1,∞),
‖vn − n−1/r1‖∞ ≤
√
80K
[
4+
1
r− 1
]
n−
1
r
√
log n
nµn
, P0 eventually almost surely, (2.7)
where 1 is the n-dimensional vector of all ones.
2.2 Matrices with inhomogeneous variance profile
We now consider random matrices having an inhomogeneous variance profile. In this
case, we need the matrix to be dense (asymptotically non-vanishing mean and variance
of entries) to prove the asymptotic normality result. This is because our proof uses an
upper-bound on the second largest eigenvalue of the matrix, recently established in [2],
which requires the matrix to be dense. The ℓ∞-approximation of the maximizing vector,
however, still holds for analogous sparse matrices.
We start by stating the set of assumptions on the sequence of random matrices that
are needed for the ℓ∞-approximation of the maximizing vector.
Assumption 2.10. For each fixed n ≥ 1, let An = (anij)ni,j=1 be a symmetric random matrix
such that
(i) (anij)i<j is a collection of independent random variables with distribution F
n
ij sup-
ported on [0,∞) and having mean µn and variance σ2n(i, j). Also, a
n
ii = 0 for all
i ∈ [n].
(ii) There exists a sequence (σ¯n)n∈N ⊂ (0,∞), and constants 0 < c∗, c∗ < ∞, such that
c∗ ≤ lim inf
n→∞ min1≤i<j≤n
σn(i, j)
σ¯n
≤ lim sup
n→∞
max
1≤i<j≤n
σn(i, j)
σ¯n
≤ c∗.
(iii) µn = O(1), µn = ω
( (log n)2
n
)
, and σ¯
2
n
µn
= O(1).
(iv) min1≤i<j≤n P
(
anij > 0
) ≥ (2+ε) log nn for some fixed ε > 0.
(v) There exists c > 0, such that
max
1≤i<j≤n
E
[|anij − µn|k] ≤ k!2 ck−2σ¯2n for all k ≥ 3. (2.8)
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Theorem 2.11. Suppose An is a symmetric random matrix satisfying Assumption 2.10. Also, as
in (2.5), recall that
vn := argmax
x∈Rn:‖x‖r≤1
‖Anx‖p (2.9)
and K1 := max
{
lim supn→∞
σ¯2n
µn
, 1
}
< ∞. Then vn satisfies the same approximations as in (2.6)
and (2.7) with K replaced by K1.
Theorem 2.11 is proved at the end of Section 6.
Next, we state the asymptotic normality result in Theorem 2.12 below. Although in
the statement of the theorem we assume that the sequence of matrices (An)n∈N satisfies
the conditions stated in Assumption 2.10, most of those conditions are trivially satisfied
since the matrix sequence will be assumed to be dense.
Theorem 2.12. Fix any 1 < p ≤ r < ∞. Consider the sequence of random matrices (An)n∈N
satisfying Assumption 2.10 and define A¯n := n
−( 1p− 1r )An. Also assume that lim infn→∞ σ¯n > 0.
Then as n → ∞,
n2
2
√
∑i<j σ
2
n(i, j)
(‖A¯n‖r→p − αn(p, r)) d−→ Z ∼ Normal(0, 2), (2.10)
where
αn(p, r) = (n− 1)µn +
(
p− 1+ 1
r− 1
)∑i<j σ2n(i, j)
n2µn
. (2.11)
Theorem 2.12 is proved in Section 8.2.
Similar to Remark 2.6, the zero diagonal entry is not a strict requirement in Theo-
rem 2.12. The expression of αn(p, r) in (2.11) can be suitably updated to accommodate
non-negative random diagonal entries.
2.3 Special cases
2.3.1 Adjacency matrices of Erdo˝s-Rényi random graphs
As an immediate corollary to Theorems 2.4 and 2.9, we obtain the asymptotic normality
of ‖An‖r→p and bound on the maximizing vector when An is the adjacency matrices
of an Erdo˝s-Rényi random graph ERn(µn) with n vertices and connection probability
µn. The ℓ∞-vector bound for the special case p = r = 2 was proved by Mitra [43] for
µn ≥ (log n)6/n.
Corollary 2.13. Fix any 1 < p ≤ r < ∞ and let An denote the adjacency matrix of ERn(µn).
For µn = ω((log n)2/n), the vector bounds (2.6) and (2.7) hold with K = 1. Moreover, for
µn = ω(
√
log n/n), the asymptotic normality result in (2.2) holds with σ2n = µn(1− µn).
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2.3.2 Grothendieck’s ℓr-problem as a special case
We will now investigate the behavior of the ℓr quadratic maximization problem, also
known as the ℓr Grothendieck problem. For any n × n matrix An, the ℓr Grothendieck
problem is to obtain solution to the following quadratic maximization problem. For r ≥ 2,
define
Mr(An) := sup
‖x‖r≤1
xTAnx. (2.12)
In general, finding Mr(An) is NP-hard [36]. However, in the case of a matrix A with
nonnegative entries, for which ATA is irreducible, Proposition 2.14 below states that the
ℓr Grothendieck problem is a special case of the r → p norms.
Proposition 2.14. Let ATA be an irreducible matrix with nonnegative entries. Then for any
r ≥ 2, Mr(A) = ‖A‖r→r∗ , where r∗ = r/(r − 1) is the Hölder conjugate of r.
Proposition 2.14 is proved at the end of Section 9. Consequently, Theorem 2.4 yields
the limit theorem for A¯n := n−(1−
2
r )An as stated in the corollary below, whose proof is
immediate.
Corollary 2.15. Let (An)n∈N be a sequence of random matrices satisfying the assumptions of
Theorem 2.4. Then for any fixed r ∈ [2,∞), as n → ∞, the asymptotic normality result in (2.2)
holds for Mr(A¯n) with p = r∗ = r/(r− 1).
3 Proof outline
The proof of Theorem 2.4 consists of three major steps:
Step 1: Approximating the maximizing vector. The first step is to find a good approx-
imation for a maximizing vector vn for ‖An‖r→p, as defined in (2.5). As stated in Theo-
rem 2.9, we can precisely characterize the ℓ∞ distance between vn and n−1/r1, the scaled
vector of all ones in Rn. In fact we work with general deterministic sequence of symmetric
non-negative matrices (see Proposition 5.5). When p < r, the required ℓ∞-bound follows
whenever the row sums are approximately the same, which we call almost regularity (see
Definition 5.1). We actually have a short and elementary proof for the p < r case. The
proof for the case p = r, is more complicated and requires that, given any subset Vn ⊂ [n],
‘most’ indices i satisfy ∑j∈Vn a
n
ij ≈ µn|Vn|. We call the latter property well-balancedness and
this is stated more precisely in Definition 5.2. This property is closely related to the con-
cept of quasi-random graphs as we discuss in Remark 5.4. Under Assumption 2.1, our
sequence of random matrices satisfy almost regularity and well-balancedness properties
almost surely, which concludes Theorem 2.9.
Step 2: Approximating the r → p norm. The next step is to construct a suitable ap-
proximation of ‖An‖r→p. With the strong bound in Theorem 2.9, a natural choice would
be to approximate ‖An‖r→p by ‖Ann−1/r1‖p. However, such an approximation turns out
to be insufficient on the CLT-scale. To this end, we use a nonlinear power iteration for
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finding r → p norms, introduced by Boyd [9]. We start the power iteration from the vector
v
(0)
n := n−1/r1. The rate of convergence of this power-method depends on the proximity
of v(0)n to vn (which we now have from Theorem 2.9), and the second largest eigenvalue
of An (for which we use existing results from [2, 19, 40]). Our ansatz is that after only
one step of Boyd’s nonlinear power iteration, we arrive at a suitable approximation of
‖An‖r→p. For any k ≥ 1, t ∈ R, and x = (x1, . . . , xn), define ψk(t) := |t|k−1sgn(t), and
Ψk(x) = (ψk(xi))
n
i=1. Then we show that (see Proposition 7.1) the quantity
‖An‖r→p ≈ η(An) :=
‖AnΨr∗(ATnΨp(An1))‖p
‖Ψr∗(ATnΨp(An1))‖r
, (3.1)
where r∗ := r/(r − 1) denotes the Hölder conjugate of r, provides the required approxi-
mation to ‖An‖r→p. As in Step 1, we also first show this approximation for a deterministic
sequence of matrices satisfying certain conditions, and then show that the random matri-
ces we consider satisfy these conditions.
Step 3: Establishing asymptotic normality. The final step is to prove the asymptotic
normality of the sequence {η(An)}n∈N. This is a non-linear function, and as it turns out,
the state-of-the-art approaches to prove CLT do not apply directly in our case. For that
reason, we resort to a direct approach using Taylor expansion to obtain the limit law.
Loosely speaking, we show that
η(An) ≈ n
1
p− 1r−1 ∑
i,j
anij +
1
2
(
p− 1+ 1
r− 1
)
n
1
p− 1r ∑
i,j
(anij − µ)2,
which after appropriate centering and scaling yields the CLT result as stated in Theo-
rem 2.4.
4 Preliminaries
4.1 Boyd’s non-linear power method
We start by introducing the non-linear power iteration method and stating some prelim-
inary known results, along with a rate of convergence result that will be crucial for our
treatment. The framework for non-linear power iteration was first proposed by Boyd [9].
It has also been used in [4] to obtain approximation algorithms for the r → p norm of
matrices with strictly positive entries.
Henceforth, we fix n ∈ N, and for notational simplicity, omit the subscript n, for
example, using A to denote An, etc. Let A be an n× n matrix with nonnegative entries.
For any x 6= 0, define the function f (x) := ‖Ax‖p/‖x‖r, and set γ := supx 6=0 f (x). If a
vector v is a local maximum (or, more generally, critical point) of the function f , then the
gradient of f must vanish at that point. This critical point can further be written as the
solution to a fixed point equation. Now, if there is a unique positive critical point, the
fixed point equation can be used to construct an iteration that converges geometrically to
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the maximum, starting from a suitable positive vector. The above description is briefly
formalized below. For q > 1, t ∈ R and x ∈ Rn, define
ψq(t) := |t|q−1sgn(t), Ψq(x) := (ψq(xi))ni=1, (4.1)
where sgn(t) = −1, 1, and 0, for t < 0, t > 0, and t = 0, respectively. Taking the partial
derivative of f with respect to xi, we obtain, for x 6= 0,
∂ f (x)
∂xi
= ‖x‖−2r
[
‖Ax‖−(p−1)p 〈Ψp(Ax), ATi 〉‖x‖r − ‖x‖−(r−1)r ψr(xi)‖Ax‖p
]
, (4.2)
where Ai denotes the i-th column of A. Equating (4.2) to zero for i = 1, . . . , n, yields
‖x‖rrATΨp(Ax) = ‖Ax‖ppΨr(x). (4.3)
Now, let u with ‖u‖r = 1 be a (normalized) solution to (4.3) and set γ(u) := ‖Au‖p. Then
straightforward algebraic manipulations show that
Ψr∗(A
TΨp(Au)) =
(
γ(u)
)p(r∗−1)
u, (4.4)
where recall that r∗ = r/(r − 1). We denote the operator arising on the right-hand side
of (4.4) as follows:
Sx := Ψr∗(ATΨp(Ax)), Wx :=
Sx
‖Sx‖r for x 6= 0. (4.5)
Then (4.4) implies
Su =
(
γ(u)
)p(r∗−1)
u, Wu = u, (4.6)
where the last equality uses the fact that ‖u‖r = 1. Thus, any solution to (4.4) is a fixed
point of the operator W. The following lemma proves uniqueness of this fixed point
among all nonnegative vectors. The uniqueness was established for matrices with strictly
positive entries in [4, Lemma 3.4]. Below we show that their proof can be adapted to
matrices with non-negative entries when ATA is irreducible.
Lemma 4.1. Assume that ATA is irreducible. Then (4.4) has a unique solution v among the set
of all nonnegative vectors. Further, v has all positive entries.
Proof. Let us first show that, when ATA is irreducible, any nonnegative vector satisfy-
ing (4.4) must have strictly positive entries. This, in particular, will also prove that v has
all positive entries. We argue by contradiction. Let x be a nonnegative vector satisfying
(4.4) and suppose, i ∈ [n] be such that xi = 0. Then, by (4.4) and (4.6) we have
(Sx)i = 0 =⇒ (AT(Ψp(Ax))i =
n
∑
j=1
aji
∣∣∣∣∣
n
∑
k=1
ajkxk
∣∣∣∣∣
p−1
= 0,
=⇒ (ATAv)i = ∑
j
aji
(
∑
k
ajkxk
)
= 0,
(4.7)
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where the last step follows by observing that all the elements of A and x are nonnegative,
and thus, if Ψr∗(ATΨp(Ax)) = 0, then Ψ2(ATΨ2(Ax)) = 0 as well. Observe that (4.7)
implies xj = 0 for all j ∈ [n] for which there exists j′ ∈ [n] with aj′ i > 0 and aj′ j > 0.
Repeat the above argument for any such j. Continuing this way it can be seen that since
ATA is irreducible, xj = 0 for all j = 1, . . . , n, which this leads to a contradiction.
To show the uniqueness, let u 6= v be two non-negative vectors satisfying (4.4) with
‖u‖r = ‖v‖r = 1. Further, without loss of generality, assume that ‖Au‖p ≤ ‖Av‖p. Using
the above argument, both u and v have all positive entries. Let θ ∈ (0, 1] be the smallest
number such that u − θv has a zero coordinate. Define U = {k : uk − θvk = 0}, so that
uj − θvj > 0 for all j ∈ Uc. Since ‖u‖r = ‖v‖r and u 6= v, we have that Uc 6= ∅.
Claim 4.2. There exists k ∈ U such that
(Su)k > (Sθv)k = θ
p−1
r−1 (Sv)k. (4.8)
Proof. First, note that since ATA is irreducible, there exists k1 ∈ U, k2 ∈ [n], and k3 ∈ Uc,
such that both ak1k2 and ak2k3 are positive. Therefore, the facts that uk3 > θvk3 , ak2k3 > 0,
and ui ≥ θvi for all i ∈ [n] yield(
Ψp(Au)
)
k2
>
(
Ψp(A(θv))
)
k2
and
(
Ψp(Au)
)
i
≥ (Ψp(A(θv)))i for all i ∈ [n]. (4.9)
This, together with the fact that ak1k2 > 0, implies (A
TΨp(Au))k1 > (A
TΨp(A(θv)))k1 ,
and thus (4.8) holds with k = k1. y
Let us fix some k ∈ U satisfying (4.8). Then, using (4.4),
γ(u)p =
(Su)r−1k
ur−1k
>
θp−1(Sv)r−1k
(θvk)r−1
= θp−rγ(v)p. (4.10)
Since p ≤ r and θ ∈ (0, 1], this yields ‖Au‖p = γ(u) > γ(v) = ‖Av‖p, which contradicts
the initial assumption that ‖Au‖p ≤ ‖Av‖p. This proves the uniqueness.
The (nonlinear) power iteration for finding γ consists of the following iterative method:
Let v(0) be a vector with positive entries and ‖v(0)‖r = 1. Then for k ≥ 0, define
v(k+1) := Wv(k). (4.11)
In general, the above iteration may not converge to the global maximum γ. However, as
the following result states, if in addition to having nonnegative entries, the matrix ATA
is irreducible, then the iteration must converge to the unique positive fixed point.
Proposition 4.3 ([9, Theorem 2]). Fix any 1 < p ≤ r < ∞. Let A be a matrix with nonnegative
entries such that ATA is irreducible. If v(0) has all positive entries, then limk→∞ ‖Av(k)‖p = γ.
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4.2 Rate of convergence
Due to Lemma 4.1, henceforth we will reserve the notation v to denote the unique max-
imizer in (1.1) having positive entries and ‖v‖r = 1. The notation γ = γ(v) = ‖Av‖p
denotes the operator norm ‖A‖r→p. Next, we will study the rate of convergence of v(k)
to v. Specifically, we obtain a fast convergence rate once the approximating vector comes
within a certain small neighborhood of the maximizing vector. The rate of convergence
result builds on the line of arguments used in the proof of [9, Theorem 3]. However, as
it turns out, since we are interested in the asymptotics in n, the rate obtained in [9] does
not suffice (see in particular, [9, Equation 16]), and we need a sharper result as stated in
Proposition 4.5.
Let us consider the following linearized version of the operator S at v. Recall for any
x, y ∈ Rn, we write x ⋆ y = (xiyi)i. Define the linear transformation
Bx := |v|2−r ⋆ AT(|Av|p−2 ⋆ (Ax)), (4.12)
and the inner product
[x, y] := 〈|v|r−2 ⋆ x, y〉. (4.13)
When ATA is irreducible, v has all positive entries by Lemma 4.1, and thus (4.12) and
(4.13) are well-defined for all p, r ≥ 1. Observe that this inner product induces a norm,
which will henceforth be referred to as the “v-norm”:
‖x‖v := [x, x]1/2 = 〈|v|r−2, |x|2〉1/2. (4.14)
The following fact is immediate.
Fact 4.4. The operator B is symmetric and positive semi-definite w.r.t. the inner product in (4.13).
Fact 4.4 implies that the eigenspace of B has n orthonormal basis vectors and n non-
negative eigenvalues corresponding to the Rayleigh quotient
[Bx, x]
[x, x]
=
〈|Av|p−2, |Ax|2〉
〈|v|r−2, |x|2〉 . (4.15)
Henceforth, we will refer to (4.15) as the v-Rayleigh quotient to emphasize the depen-
dence on v. Using (4.4), note that Bv = γpv, and hence, γp is an eigenvalue of B. Let
λ2 ≥ λ3 ≥ · · · ≥ λn are the other eigenvalues. In fact, as shown in the proof of [9,
Theorem 3], γp is the largest eigenvalue of B and is simple.
Now, recall that the convergence rate of the classical (linear) power iteration for the
largest eigenvalue of matrices depends on the the ratio between the largest and the second
largest eigenvalues. As it turns out, in the nonlinear case, this rate depends on the ratio
of the largest and second largest eigenvalues of the operator B. This is stated in the
proposition below.
Proposition 4.5. Let A be an n× n matrix with nonnegative entries such that ATA is irreducible
and 1 < p ≤ r < ∞. Also let v(0) have all positive entries. There exists ε0 = ε0(p, r) > 0 and
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C = C(p, r) > 0, both independent of n, such that if for some k ≥ 1 and ε ≤ ε0, ‖v(k)− v‖∞ ≤ ε,
then
‖v(k+1) − v‖v ≤ (1+ Cε) (p− 1)λ2(r− 1)γp ‖v
(k) − v‖v. (4.16)
Remark 4.6. It is worthwhile to point out that the convergence rate of the non-linear
power method is, in general, not comparable to the rate of convergence of the classical
Von Mises power iteration. However, as we will see in Lemma 7.3, the ℓ∞-bound on the
maximizing vector in the non-linear case, stated in Proposition 5.5, enables us to make
this connection and obtain the rate of convergence result.
Proof of Proposition 4.5. For any two fixed vectors x, h ∈ Rn, and a function f , let us denote
the directional derivative of f at x as
δ f (x; h) := lim
ε→0
1
ε
(
f (x + εh)− f (x)),
whenever the limit exists. Recall that x ⋆ y denotes the vector (xiyi)i. Now, fix 1 < p ≤
r < ∞. First, note that for a nonnegative vector x, δΨp(x; h) = (p − 1)Ψp−1(x) ⋆ h, and
therefore,
δS(x; h) = (r∗ − 1)Ψr∗−1(ATΨpAx) ⋆
(
AT
(
(p− 1)Ψp−1(Ax) ⋆ Ah
))
=
p− 1
r− 1 Ψ0(A
TΨp(Ax)) ⋆ Sx ⋆ L(x; h),
(4.17)
where L(x; h) := AT(Ψp−1(Ax) ⋆ Ah), and for g(x) := ‖Sx‖r, using (4.5) and (4.17), we
see that
δg(x; h) =
1
r
1
‖Sx‖r−1r
〈
rΨr(Sx), δS(x; h)
〉
=
p− 1
r− 1
1
‖Sx‖r−1r
〈
ATΨp(Ax),Ψ0(ATΨp(Ax)) ⋆ Sx ⋆ L(x; h)
〉
=
p− 1
r− 1
1
‖Sx‖r−1r
〈Sx, L(x; h)〉 = p− 1
r− 1
1
‖Sx‖rr
〈Wx, L(x; h)〉.
(4.18)
Now observe that since Wx‖Sx‖r = Sx,
δW(v, h)‖Sv‖r +W(v)δg(v; h) = δS(v; h) (4.19)
Therefore, from (4.17) and (4.18) it follows that
δW(v; h) =
( p− 1
r− 1
) 1
‖Sv‖r−1r
[|Wv|2−r ⋆ L(v; h)−Wv〈Wv, L(v; h)〉], (4.20)
where we have used the fact that v and Wv have non-negative entries Now, δW(v; ·) is a
linear transformation. Clearly, δW(v; v) = 0 since L(v; v) = Ψr(Sv). Further, it follows
that the eigenvectors of δW(v; ·) corresponding to the non-zero eigenvalues coincide with
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the eigenvectors of B defined in (4.12) corresponding to λ2, . . . ,λn given by (4.15). This
follows since Bh = λh for some nonzero λ 6= γ implies that L(v; h) = λ|v|r−2 ⋆ h, which
together with Wv ∝ v yields that
〈Wv, L(v; h)〉 ∝ 〈v, |v|r−2 ⋆ h〉 = [v, h] = 0. (4.21)
Thus the second term in (4.20) is zero. Also the first term in (4.20) is proportional to
v, which yields the equality of the eigenvectors. In fact, the eigenvalues of δW(v; ·) are
given by p−1r−1 γ
−pλi. Since the Rayleigh coefficients in (4.15) are computed with respect to
the ‖ · ‖v norm, we have
‖δW(v; h)‖v ≤ (p− 1)λ2(r− 1)γp ‖h‖v. (4.22)
Now, for t ∈ [0, 1], define yt = v + t(v(k) − v). Note that yt has all positive entries,
since v has possitive entries, and v(k) has non-negative entries whenever v(0) does. Thus,
the same expression as (4.20) holds for δW(yt; h), with v replace by yt. Now, ‖yt− v‖∞ ≤
‖v(k) − v‖∞ ≤ ε, for any t ∈ [0, 1]. Using the fact that (1+ ε)a = 1+O(ε), it follows that
there exists a constant C < ∞ and ε0 > 0 both depending only on p, r, such that for all
ε ≤ ε0,
δW(yt; h) ≤ (1+ Cε)δW(v; h). (4.23)
Now, observe that
δW(yt; v
(k) − v) = d
dt
(Wyt).
and therefore, using (4.6) and the fact that y0 = v and y1 = v
(k), we obtain
v(k+1) − v = Wv(k) −Wv =
∫ 1
0
δW(yt; x(k) − v)dt. (4.24)
Thus, (4.22) and (4.23) implies that
‖v(k+1) − v‖v ≤ (1+ Cε) (p− 1)λ2(r− 1)γp ‖v
(k) − v‖v, (4.25)
and the proof follows.
5 Entry-wise approximation of the maximizer
Given an n× n non-negative matrix An = (anij) and V ⊆ [n], we write
dn(i,V) := ∑
j∈V
anij, i = 1, . . . , n. (5.1)
Also, we simply write dn(i) = dn(i, [n]). When An is the adjacency matrix of a graph on
n vertices, dn(i) represents the (out)-degree of vertex i.
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Definition 5.1 (Almost regular). A sequence of matrices (An)n∈N is called (εn, µn)n∈N
almost regular if there exists an n0 ≥ 1 such that for all n ≥ n0
max
i∈[n]
∣∣dn(i)− nµn∣∣ ≤ nµnεn. (5.2)
In order to show the proximity of the maximizing vector to n−1/r1 for the p = r case,
we need another asymptotic property in addition to the almost regularity defined above.
Definition 5.2 (Well-balanced). A sequence of matrices (An)n∈N is called (εn, δn, µn)n∈N
well-balanced if there exists an n0 ≥ 1 such that for all n ≥ n0 the following holds: For any
subset V ⊆ [n] there exists an exception set Vex = Vex(V) satisfying
(a) For all i ∈ [n] \ (V ∪Vex),
∣∣dn(i,V)− µn|V|∣∣ ≤ nµnεn, and
(b) For all i ∈ [n], dn(i,Vex) ≤ nδn.
In the presence of almost regularity, the well-balancedness actually implies a slightly
stronger property, as stated in Claim 5.3 below. However, the form in Definition 5.2 (a)
will be useful to prove well-balancedness of random matrices since (dn(i,V))i∈Vc is a
collection of independent random variables.
Claim 5.3. Let (An)n∈N be a sequence of matrices that is (εn, µn)n∈N almost regular and
(εn, δn, µn)n∈N well-balanced. Then, the following holds for all sufficiently large n: For any subset
V ⊆ [n], there exists an exception set Vex ⊂ [n], possibly depending on V, with dn(i,Vex) ≤ 2nδn,
such that for any i ∈ [n] \Vex,∣∣dn(i,V)− µn|V|∣∣ ≤ 2nµnεn and |dn(i,Vc)− µn|Vc|∣∣ ≤ 2nµnεn. (5.3)
Proof. Indeed, since (An)n∈N is (εn, δn, µn)n∈N-well-balanced, for any subset V ⊆ [n], we
can choose two exception sets V(1)ex ,V
(2)
ex ⊂ [n], such that∣∣dn(i,V)− µn|V|∣∣ ≤ nµnεn, ∀ i ∈ [n] \ (V ∪V(1)ex ),∣∣dn(i,Vc)− µn|Vc|∣∣ ≤ nµnεn, ∀ i ∈ [n] \ (Vc ∪V(2)ex ),
max
{
dn(i,V
(1)
ex ), dn(i,V
(2)
ex )
} ≤ nδn, ∀ i ∈ [n].
(5.4)
Define Vex := V
(1)
ex ∪ V(2)ex . Therefore, combining almost regularity condition in Defini-
tion 5.1 and (5.4) yields (5.3). y
Remark 5.4 (Connection to quasi-random graphs). The well-balancedness property can
be understood intuitively when An is an adjacency matrix of some graph Gn on vertex
set [n]. For εn → 0 and δn → 0, this property in conjunction with almost regularity ensures
that, given any V ⊂ [n], most vertices have homogeneous connections with V, i.e., there are
approximately µn|V| connections to V from most vertices. Intuitively, this suggests that
Gn is ‘close’ to an Erdo˝s-Rényi random graph. Thus, it is natural to wonder how the
well-balancedness is related to a somewhat related concept of quasi-randomness [13, 14].
18
In fact, using Claim 5.3, it is straightforward to show that the well-balancedness implies
condition DISC(1) from [13], which states that for all V1,V2 ⊂ [n],
# edges between V1,V2 = µn|V1||V2|+ o(n2µn). (5.5)
However, we will need the precise parameterizations in the definition of well-balancedness
to work with some particular choices of εn, δn (see Proposition 5.5 below). In the beginning
of Section 5.2 we briefly explain why this property is needed to establish the proximity
of the maximizing vector to n−1/r1.
We now state the main result of this section:
Proposition 5.5. Let (An)n∈N be a sequence of symmetric matrices with non-negative entries,
such that ATnAn is irreducible for all n ∈ N. Assume that there exists (εn)n∈N ⊂ (0,∞) with
εn → 0, and (µn)n∈N ⊂ (0, 1), such that (An)n∈N is (εn, µn)n∈N almost regular. For each
n ∈ N, let vn be the maximizing vector for ‖An‖r→p, as defined in (2.5). Then there exists an
n0 ≥ 1, such that the following hold:
(a) For 1 < p < r < ∞, and for all n ≥ n0,
‖vn − n−1/r1‖∞ ≤ 2p
r− pn
− 1r (εn +O(ε2n)). (5.6)
(b) For p = r ∈ (1,∞), further assume that there exists δn = δn(εn, µn) ≪ µnεn such that
(An)n∈N is (εn, δn, µn)n∈N well-balanced. Then for all n ≥ n0,
‖vn − n−1/r1‖∞ ≤ 4
[
4+
1
r− 1
]
n−
1
r (εn + o(εn)). (5.7)
In Sections 5.1 and 5.2, we prove Proposition 5.5 (a) and (b), respectively.
5.1 Maximizer for the case p < r
In this section, we prove Proposition 5.5(a). Given a maximizing vector vn for ‖An‖r→p as
in (2.5), define
mn := min
i=1,...,n
vn,i, and Mn := max
i=1,...,n
vn,i. (5.8)
Suppose we can show that, for all sufficiently large n, and for some c ∈ (0,∞),
mn
Mn
≥ 1− cεn +O(ε2n). (5.9)
Then, 1 = ∑i v
r
n,i ≤ nMrn, so that Mn ≥ n−1/r. Also, (5.9) yields
1 =
n
∑
i=1
vrn,i ≥ nmrn ≥ nMrn(1− rcεn +O(ε2n)),
Together, this shows that
‖vn − n−1/r1‖∞ ≤ cn− 1r (εn +O(ε2n)).
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Thus, to show Proposition 5.5, it is enough to prove (5.9) for c = 2pr−p . Recall Definition 5.1
and all the associated notation. Take any i0 and j0 such that mn = vn,i0 and Mn = vn,j0 .
Using (4.1), (4.4), and (4.5), together with r∗ − 1 = 1/(r − 1), and the fact that An is
non-negative and symmetric, we can use (5.2) to conclude that
(Svn)j0 =
(
Ψr∗
(
ATnΨp(Anvn)
))
j0
=
∣∣∣∣(ATnΨp (Anvn)))j0
∣∣∣∣
1
r−1
≤
( n
∑
i=1
anij0 (Mndn(i))
p−1
) 1
r−1
≤
( n
∑
i=1
anj0 i(Mnnµn(1+ εn))
p−1
) 1
r−1
≤ ((Mnnµn)p−1(1+ εn)p−1nµn(1+ εn)) 1r−1
≤ (Mp−1n (nµn)p) 1r−1 (1+ εn) pr−1
= M
p−1
r−1
n (nµn)
p
r−1
(
1+
p
r− 1 εn +O(ε
2
n)
)
.
(5.10)
A similar computation yields the following lower bound:
(Svn)i0 ≥ m
p−1
r−1
n (nµn)
p
r−1
(
1− p
r− 1 εn +O(ε
2
n)
)
. (5.11)
Since vn satisfies Svn ∝ vn, we must have
(Svn)i0
mn
=
(Svn)j0
Mn
, and consequently, (5.10) and
(5.11) together imply that
M
p−1
r−1−1
n
(
1+
p
r− 1 εn +O(ε
2
n)
)
≥ m
p−1
r−1−1
n
(
1− p
r− 1 εn +O(ε
2
n)
)
, (5.12)
or equivalently,
M
p−r
r−1
n ≥ m
p−r
r−1
n
(
1− 2p
r− 1 εn +O(ε
2
n)
)
.
Thus, using the fact that 1 < p < r, we have
( mn
Mn
) r−p
r−1 ≥
(
1− 2p
r− 1 εn +O(ε
2
n)
)
=⇒ mn
Mn
≥
(
1− 2p
r− p εn +O(ε
2
n)
)
. (5.13)
This completes the proof of (5.9), and hence Proposition 5.5(a) follows.
5.2 Maximizer for the case p = r
We now prove Proposition 5.5(b), which entails establishing the bound in (5.7) under both
the almost-regularity and well-balanced conditions on (An)n∈N. The basic idea again is to
show that if a vector v satisfies Sv ∝ v, then the ratio of its maximum and minimum must
be asymptotically vanishing in n. However, when p = r, one can see that the exponent
of Mn and mn in equations (5.10) and (5.11) becomes 0, and consequently, the method in
Section 5.1 fails. The key insight to deal with this issue is to define two sets of vertices:
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one, consisting of all vertex indices i, such that vi is suitably large, and the other with
vi’s suitably small. Due to the well-balancedness property, we can ensure that these two
sets must share a certain number of cross-edges, unless one of them is asymptotically
vanishing. In either case, we show that if Mn/mn is not small, then the ratio (Sv)i/vi will
be very different for the vertices in the above two sets. This leads to a contradiction.
By [39, Lemma 8] and the symmetry of An, ‖An‖r→r = ‖ATn‖r∗→r∗ = ‖An‖r∗→r∗ .
Since r ∈ (1, 2] implies r∗ ≥ 2, we can, without loss of generality, assume that r ∈ (1, 2]
throughout this proof. Let n0 ∈ N be the maximum of the n0 defined in the definitions of
the almost-regularity and well-balanced conditions and fix n ≥ n0. Also, as in the proof
of Proposition 5.5(a), we define mn and Mn as in (5.8). First, it suffices to show that for
∆n := (Mn −mn)/2
∆n
Mn
≤
[
8+
2
r− 1
]
εn. (5.14)
Indeed, (5.14) is just a restatement of (5.9) with c = 4(4 + 1r−1). To this end, define
V := {i : Mn−∆n ≤ vi ≤ Mn}. Denote N1 = |V| and N2 = n− N1. Recall that εn, µn, and
δn ≪ µnεn are such that Definitions 5.1 and 5.2 are satisfied. Also suppose that Claim 5.3
holds with the above choice of V and let Vex be chosen accordingly.
In the rest of the proof, we will obtain upper and lower bounds on each coordinate of
Sv = Ψr∗(ATΨr(Av)). Using the definition of V and (5.3), we have for each j ∈ Vcex,
(Av)j ≤ Mn(N1µn + 2nµnεn) + (Mn − ∆n)(N2µn + 2nµnεn)
(Av)j ≥ (Mn − ∆n)(N1µn − 2nµnεn)+ +mn(N2µn − 2nµnεn)+.
(5.15)
On the other hand, for each j ∈ Vex,
mnnµn(1− εn) ≤ (Av)j ≤ Mnnµn(1+ εn). (5.16)
Another application of the (εn, δn, µn)n∈N-well-balancedness of (An)n∈N, together with
(5.15), (5.16), and the fact that maxi∈[n] dn(i,Vex) ≤ 2nδn, it follows that for all vertices
i ∈ [n],
(ATΨr(Av))i = ∑
j∈[n]\Vex
anji|(Av)j|r−1 + ∑
j∈Vex
anji|(Av)j|r−1
≤
[
Mn(N1µn + 2nµnεn) + (Mn − ∆n)(N2µn + 2nµnεn)
]r−1
nµn(1+ εn)
+ 2
[
Mnnµn(1+ εn)
]r−1
nδn
(5.17)
and, also invoking the non-negativity of A, we have
(ATΨr(Av))i ≥
[
(Mn − ∆n)(N1µn − 2nµnεn)+ +mn(N2µn − 2nµnεn)+
]r−1
nµn(1− εn).
(5.18)
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Now, using the definitions of S, Ψr, the identity r∗ − 1 = 1/(r − 1), and the property
Sv ∝ v, we see that ATΨr(Av) ∝ Ψr(v). Together with (5.17) and (5.18), this implies that[
N1µn + 2nµnεn +
(
1− ∆n
Mn
)
(N2µn + 2nµnεn)
]r−1
nµn(1+ εn)
+ 2
[
nµn(1+ εn)
]r−1
δnn
≥
[ 1
mn
(Mn − ∆n)(N1µn − 2nµnεn)+ + (N2µn − 2nµnεn)+
]r−1
nµn(1− εn).
(5.19)
Then, first dividing both sides of (5.19) by (nµn)r and then taking their ( 1r−1)th roots, and
subsequently using the identities N1 + N2 = n and (Mn − ∆n)/mn = (mn + ∆n)/mn, we
obtain [
1+ 4εn − ∆n
Mn
(
N2
n
+ 2εn
) ]
(1+ εn)
1
r−1 + ε′n
≥
[mn + ∆n
mn
(
N1
n
− 2εn
)+
+
(
N2
n
− 2εn
)+ ]
(1− εn) 1r−1
≥
[
1− 4εn + ∆n
Mn
(
N1
n
− 2εn
)+]
(1− εn) 1r−1 ,
where ε′n := (1+ εn)
(
2δn
µn
) 1
r−1
is o(εn) due to the assumption that δn ≪ µnεn and r ∈ (1, 2].
Thus,
∆n
Mn
[
(1− εn) 1r−1
(
N1
n
− 2εn
)+
+
(
N2
n
+ 2εn
)
(1+ εn)
1
r−1
]
≤ (1+ εn)
1
r−1 − (1− εn)
1
r−1 + 4εn
[
(1+ εn)
1
r−1 + (1− εn)
1
r−1
]
+ ε′n,
which implies
∆n
Mn
≤
(
8+
2
r− 1
)
εn + o(εn).
This proves (5.14), and hence, completes the proof of Proposition 5.5 (b).
6 Maximizer approximation for random matrices
In this section, we show that the assumptions in Proposition 5.5 are satisfied almost
surely by the sequence of random matrices of interest. This will complete the proofs of
Theorems 2.9 and 2.11. Let P0 be any probability measure on ∏n R
n×n, such that its
projection on Rn×n correspond to the distribution of An as defined in Assumption 2.1.
6.1 Random matrices are almost regular and well-balanced
In Lemmas 6.1 and 6.2, we verify the almost regularity and well-balancedness in the
homogeneous and inhomogeneous instances, respectively.
22
Lemma 6.1. Let (An)n∈N be a sequence of random matrices that satisfies Assumption 2.1,
and recall from Theorem 2.9 that K = max
{
lim supn→∞ σ
2
n/µn, 1
}
. Also, suppose that εn =√
5K log n/(nµn). Then (An)n∈N is (εn, µn)n∈N almost regular, P0-almost surely. Moreover,
there exists a sequence (δn)n∈N with δn ≪ µnεn such that (An)n∈N is also (εn, δn, µn)n∈N
well-balanced, P0-almost surely.
Proof. Verification of almost regularity. First, note that ∑j∈[n]\{i} E[(anij − µn)2] ≤ nσ2n and
Assumption 2.1 (iv) provides the moment conditions required for Bernstein’s inequality
(see [8, Corollary 2.11]). Therefore, using the fact that (anij)i<j are i.i.d. as well as the
union bound, and then applying [8, Corollary 2.11] for both the upper and lower tails, we
conclude that for all sufficiently large n,
P
(∃ i : ∣∣dn(i)− nµn∣∣ > nµnεn) ≤ nP(∣∣dn(1)− nµn∣∣ > nµnεn)
≤ 2n exp
(
− n
2µ2nε
2
n
2(nσ2n + cnµnεn)
)
≤ 2 exp
(
− nµnε
2
n
2.4K
+ log n
)
,
(6.1)
where the c in the second step is defined in Assumption 2.1 (iv), and in the last step we
have used εn → 0 and K > 0. Due to the choice of εn, the final term in (6.1) is at most
2n−13/12, which is summable over n. Thus the almost regularity holds P0-almost surely
using the Borel-Cantelli lemma.
Verification of well-balancedness. Fix any vertex set V ⊂ [n]. Define
Xn(V) :=
∣∣{i ∈ [n] \V : ∣∣dn(i,V)− µn|V|∣∣ ≥ nεnµn}∣∣ . (6.2)
Thus, Xn(V) is the size of the exception set in Definition 5.2. Also, throughout the proof,
we fix
δ1n = exp
(
− nε
2
nµn
4.9K
)
, and δ2n = δ1n
log n√
µn
. (6.3)
We will show that the following two properties hold P0-eventually almost surely:
(i) max
V⊂[n]
Xn(V) ≤ nδ1n, (6.4)
(ii) max
U:|U|≤nδ1n
max
i
dn(i,U) ≤ δ2nnµn. (6.5)
Note that (6.4) ensures Condition (a) in Definition 5.2, where the cardinality of the ex-
ception set Vex is at most nδ1n. Further, since (6.5) holds for any U with |U| ≤ nδ1n, this
in particular holds for U = Vex, thereby ensuring Condition (b) in Definition 5.2 with
δn = µnδ2n. Finally, the requirement that δn ≪ µnεn in Lemma 6.1 follows since δ2n ≪ εn.
We first prove (6.4). Applying [8, Corollary 2.11] again to the functional dn(i,V) =
∑j∈V anij, we conclude that for i /∈ V,
qn := P (|dn(i,V)− µn|V|| ≥ nεnµn)
≤ 2 exp
(
− n
2µ2nε
2
n
2|V|(σ2n + cµnεn)
)
≤ 2 exp
(
− nε
2
nµn
2.4K
) (6.6)
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for large enough n, where in the second inequality we have used |V| ≤ n. Note that
(dn(i,V))i∈[n]\V is an independent collection, and thus the variable Xn(V) defined in (6.2)
clearly satisfies Xn(V) ∼ Binomial(|[n] \ V|, qn). Now, by our choice, qn ≪ δ1n, using
(6.6), and thus for all sufficiently large n,
E[Xn(V)] = |[n] \V|qn ≤ nqn ≤ nδ1n2 . (6.7)
Therefore, (6.6), (6.7), and an application of [31, (2.9) of Corollary 2.3] yields
P (Xn(V) ≥ nδ1n) ≤ P
(∣∣Xn(V)− |[n] \V|qn∣∣ ≥ nδ1n2
)
≤ 2 exp
(
− n
2δ21n
12|[n] \V|qn
)
≤ 2 exp
(
− nδ
2
1n
6
exp
(nµnε2n
2.4K
))
.
Let Cn =
{|Xn(V)− |[n] \V|qn| ≥ nδ1n for some V ⊂ [n]} denote the event that the matrix
An does not satisfy (6.4). Then, using the union bound over the choice of the set V (for
which there are at most 2n possibilities), we can upper bound
P(Cn) ≤ 2 exp
(
− nδ
2
1n
6
exp
(nµnε2n
2.4K
)
+ n log 2
)
. (6.8)
Again, by our choice of δ1n, and the fact that nµnε2n ≫ 1,
δ21n exp
(nµnε2n
2.4K
)
≫ 1, (6.9)
and thus by (6.8), we get ∑∞n=1 P(Cn) ≤ 2∑∞n=1 exp(−n) < ∞. An application of the
Borel-Cantelli lemma proves (6.4).
Next, we prove (6.5). An identical application of the concentration inequality [8, Corol-
lary 2.11] as in (6.6), together with a union bound, yields
P
(
max
U:|U|≤nδ1n
max
i
dn(i,U) > δ2nnµn
)
≤ n
(
n
⌊nδ1n⌋
)
max
U:|U|≤nδ1n
P(dn(1,U) > δ2nnµn)
≤ nenδ1n log(1/δ1n) exp
(
− nδ
2
2nµn
Cδ1n
)
= n exp
(
− nδ1n
( δ22nµn
Cδ21n
− log(1/δ1n)
))
,
(6.10)
for some constant C ∈ (0,∞), where we have used the Stirling approximation that
(nk) = e
(1+o(1))k log(n/k), whenever k = o(n). Now, using (6.3), µn(δ1n/δ2n)2 = (log n)2 ≫
log(1/δ1n). Thus, the probability in (6.10) is summable (since nµn ≫ log n) and hence
an application of Borel-Cantelli lemma yields (6.5). This completes the verification of the
well-balancedness property.
The next lemma states the version of Lemma 6.1 in the inhomogeneous variance case.
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Lemma 6.2. Let (An)n∈N be a sequence of random matrices that satisfies Assumption 2.10,
and recall from Theorem 2.11 that K1 = max{lim supn→∞ σ¯2n/µn, 1}. Also, suppose that εn =√
5K1 log n/(nµn). Then (An)n∈N is (εn, µn)n∈N almost regular, P0-almost surely. Moreover,
there exists a sequence (δn)n∈N with δn ≪ µnεn such that P0-almost surely is also (εn, δn, µn)n∈N
well balanced.
Proof of Lemma 6.2. The proof follows verbatim from the steps of the proof of Lemma 6.1
by replacing σn and K by σ¯n and K1, respectively.
6.2 Irreducibility of ATA for random matrices
In this section we will show that Assumption 2.1 (iii) (respectively, Assumption 2.10 (iv))
implies that the sequence ATnAn must be irreducible P0-eventually almost surely. We start
by proving a useful graph theoretic lemma.
Lemma 6.3. Let A be the adjacency matrix of a graph G. Then ATA is irreducible if and only if
G is connected and non-bipartite.
Proof. For the if part, first construct a graph G′ with adjacency matrix A′ = (a′ij) defined
as follows: a′ij = 1 if ∑
n
k=1 aikakj > 0. Note that irreducibility of A
TA is equivalent to
the connectedness of G′. Now, since we assume that G is non-bipartite, there must exist
a cycle with odd number of vertices. Let (x1, x2, . . . , x2k+1) be such an odd cycle, where
k ≥ 1, axi ,xi+1 = 1 for all i = 1, . . . , 2k, and ax1 ,x2k+1 = 1. Then it is easy to see that
the following constitutes a cycle in in G′: (x1, x3, . . . , x2k+1, x2, x4, . . . , x2k). Next, take
any vertex u outside the above odd cycle. We will show that u must be connected to
some vertex in {x1, x2, . . . , x2k+1} in G′, thus, completing the proof. Since G is connected,
there is a path (u1, u2, . . . , u2m+1) for some m ≥ 1, such that u1 = u, um = xi∗ for some
i∗ ∈ {1, 2, . . . , 2k+ 1}, and auj,uj+1 = 1 for all j = 1, . . . , 2m. In that case, observe that the
following path exists in G′: (u1, u3, u5 . . . , u2m+1), and hence, u is connected to xi∗ in G′.
For the only if part, note that trivially, if G is not connected, then G′ is also not con-
nected, and thus ATA is not irreducible. Also, if G is bipartite with V1 and V2 being the
two partitions, then observe that there are no edges between V1 and V2 in G′, and thus,
G′ is not connected. This completes the proof.
Lemma 6.4. Let (An)n∈N be a sequence of matrices with An = (anij)
n
i,j=1. Assume that for each
n ∈ N, (anij)i,j are independent random variables supported on [0,∞), with mini,j P(anij > 0) ≥
(2+ε) log n
n . Then A
T
nAn is irreducible P0-eventually almost surely.
Proof. For each n ∈ N, define Aˆn = (aˆnij)ni,j=1 as aˆnij = 1{anij > 0}, i, j ∈ [n]. Note that Aˆn
represents the adjacency matrix of an Erdo˝s-Rényi random graph Gn on n vertices with
edge probability pn = mini,j P(anij > 0). Thus, A
T
nAn is irreducible if and only if Aˆ
T
n Aˆn is
irreducible. Using Lemma 6.3, it suffices to show that Gn is connected and non-bipartite
P0-eventually almost surely.
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To see this, let Yi := 1{i is isolated}. A well-known result in random graph literature
(cf. [22, Page 65]) yields that for pn ≥ (2+ ε) log n/n
P(Gn is disconnected) = P(∃ i : Yi = 1) +O(n−2)
= nP(Y1 = 1) +O(n
−2)
≤ n(1− pn)n−1 +O(n−2)
= elog n−npn(1+o(1)) +O(n−2) = O(n−1−ε),
(6.11)
which is summable over n. Thus, Gn is connected P0-eventually almost surely. Note
that we have used pn ≥ (2+ ε) log n/n instead of the connectivity threshold pn ≥ (1+
ε) log n/n to ensure the summability above.
Next, we will show that Gn contains a triangle P0-eventually almost surely, so that
Gn cannot be bipartite. To this end, consider the Harris coupling of the (ERn(p))p∈[0,1],
where given an independent collection of uniform random variables (Uij)i<j, we keep an
edge between i and j in ERn(p) is Uij ≤ p. We say that (i, j, k) is a wedge if {i, j} and
{i, k} are both edges. Let Wn(p) (respectively, En(p)) denote the total number of wedges
(respectively, edges) in ERn(p). First we claim the following:
Claim 6.5. If p′n = log n/n, then
Wn(p
′
n) ≥
n(log n)2
4
and En(p
′
n) ≤
7n log n
2
P0-eventually almost surely. (6.12)
Proof. Let di be the degree of vertex i in ERn(p′n). Then di ∼ Binomial(n− 1, µn). Note
that Wn(p′n) = 12 ∑i∈[n] di(di − 1). Clearly, E[Wn(p′n)] = n(n − 1)(n − 2)µ2n/2 = (1 +
o(1))n(log n)2/2. We now prove a concentration for Wn(p′n) using [31, Corollary 2.27].
Note that changing the status of an edge incident to vertex i changes Wn(p′n) by at most
di. Thus, for any δ > 0,
P(|Wn(p′n)−E[Wn(p′n)]| > δn(log n)2) ≤ 2 exp
(
− δ
2n2(log n)4
2∑i∈[n] d3i
)
. (6.13)
Now, by [31, Corollary 2.4],
P(∃ i : di ≥
√
n) ≤ nP(d1 ≥
√
n) ≤ 2ne−
√
n, (6.14)
P
(
∑
i∈[n]
di > 7n
2p′n
)
≤ e−7np′n = n−7. (6.15)
Both the above probabilities are summable over n. Thus, ∑i∈[n] d3i ≤ d2max ∑i∈[n] di ≤
7n2 log n P0-eventually almost surely. Applying this to (6.13) yields the desired result for
wedges in (6.12). The concentration of edges follows using (6.15). y
Under the Harris coupling, we call the edges that are present in ERn(2 log n/n) but
are not present in ERn(log n/n) to be the sprinkled edges. Conditioned on ERn(log n/n),
the number of sprinkled edges is stochastically lower bounded by a
Binomial
((n
2
)
− 7n log n
2
,
log n
n
(
1− log n
n
)−1)
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random variable and each of these edges are uniformly distributed over the complement
of ERn(log n/n). Using standard Binomial concentration, we can say that the number of
sprinkled edges is at least n log n/4, P0-eventually almost surely. Also, note that when-
ever an edge appears at an edge location {j, k} such that (i, j, k) is a wedge, a triangle is
formed. By Claim (6.5), the probability of the latter event is at least n(log n)2/4(n2). There-
fore, the number of triangles in ERn(2 log n/n), denoted by Tn(2 log n/n), is stochastically
lower bounded by a Binomial (n log n/4, (log n)2/2n) random variable. Therefore,
P
(
Tn(2 log n/n) = 0
) ≤ (1− (log n)2
2n
) n logn
4 ≤ e−(logn)3/16,
which is summable in n. This shows that ERn(2 log n/n) contains a triangle P0-eventually
almost surely, and therefore cannot be bipartite. This completes the proof of Lemma 6.4.
Proofs of Theorems 2.9 and 2.11. Theorems 2.9 and 2.11 are immediate from Proposition 5.5,
and Lemmas 6.1, 6.2, and 6.4, respectively.
7 Approximating the r → p norm
The purpose of this section is to approximate ‖An‖r→p. We use the power iteration
method described in Section 4 starting with initial vector v(0)n = n−1/r1. Applying the
power method for one step yields the following quantity
ηn(An) = ‖Anv(1)n ‖p =
‖AnΨr∗(ATnΨp(An1))‖p
‖Ψr∗(ATnΨp(An1))‖r
, (7.1)
which will approximate ‖An‖r→p. We will prove the following estimate:
Proposition 7.1. Let (An)n∈N, (εn)n∈N, and (µn)n∈N satisfy identical conditions as Proposi-
tion 5.5. Then there exists a constant C ∈ (0,∞) (possibly depending on p and r) such that for all
sufficiently large n, ∣∣‖Anvn‖p − ηn(An)∣∣ ≤ CΛ22(n)εn
µ2nn
3
2+
1
r
‖An‖2→p,
where ηn is defined as in (7.1) and
Λ22(n) := max
x:〈1,x〉=0, x 6=0
‖Anx‖22
‖x‖22
. (7.2)
The rest of this section is organized as follows. First, we estimate the closeness of v(1)n
to vn in Proposition 7.2. In particular, we show that under the assumptions of Proposi-
tion 7.1 (equivalently, Proposition 5.5), vn can be approximated well by v
(1)
n . This is then
used to approximate the operator norm and complete the proof of Proposition 7.1.
27
Proposition 7.2. Assume that the conditions of Proposition 5.5 are satisfied. Recall the definition
of the v-norm from (4.14). Then there exists a constant C2 < ∞, possibly depending on p, r, such
that for all sufficiently large n,
‖vn − v(1)n ‖vn ≤ C2
Λ22(n)εn
n2µ2n
,
where Λ2(n) is as defined in (7.2).
The rest of this subsection is devoted to the proof of Proposition 7.2. The proof of
Proposition 7.1 is given in the following subsection. The next lemma provides key ingre-
dients for the proof of Proposition 7.2.
Lemma 7.3. Assume that (An)n∈N satisfies the conditions of Proposition 5.5 and 1 < p ≤ r <
∞. Then the following hold:
(a) limn→∞ µ−1n n
−(1+ 1p− 1r )‖An‖r→p = 1;
(b) maxx:‖x‖v≤1 ‖Anx‖p = (1+ o(1))n
1
2− 1r maxx:‖x‖2≤1 ‖Anx‖p;
(c) Let λ2(n) be the second largest eigenvalue corresponding to the v-Rayleigh quotient defined
in (4.15). Then
λ2(n) ≤ 2µp−2n n
p(r−1)
r −1Λ22(n).
Proof. (a) Observe that by Proposition 5.5 and the almost regularity condition in Defini-
tion 5.1,
‖An‖r→p = ‖Anvn‖p = ‖An1(n−1/r + o(n−1/r))‖p
= ‖(nµn + o(nµn))(n−1/r + o(n−1/r))1‖p
= µnn
1−1/r+1/p + o(µnn1−1/r+1/p),
from which the claim in (a) follows.
(b) Note that, by (4.14) and Proposition 5.5, we have for all sufficiently large n and x ∈ Rn,
‖x‖vn =
(
n
∑
i=1
|vn,i|r−2|xi|2
) 1
2
= n−
r−2
2r ‖x‖2(1+ o(1)). (7.3)
Therefore,
max
‖x‖vn≤1
‖Anx‖p = max
x 6=0
‖Anx‖p
‖x‖vn
= max
x 6=0
‖Anx‖p(1+ o(1))
n− r−22r ‖x‖2
= n
r−2
2r (1+ o(1)) max
‖x‖2≤1
‖Anx‖p,
(7.4)
which proves (b).
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(c) Recall the inner product defined in (4.13) and that γp is the largest eigenvalue of B
obtained from the v-Rayleigh quotient (4.15). Thus, by using the Courant-Fischer theo-
rem [5, Corollary III.1.2], note that
λ2(n) = min
u 6=0
max
x:[u,x]=0
[Bx, x]
[x, x]
≤ max
x:[|vn|2−r,x]=0
[Bx, x]
[x, x]
= max
x:〈1,x〉=0
[Bx, x]
‖x‖2vn
≤ n1− 2r max
x:〈1,x〉=0
〈|Anvn|p−2, |Anx|2〉
‖x‖22
≤ 2µp−2n n1− 2r+(1− 1r )(p−2) max
x:〈1,x〉=0
‖Anx‖22
‖x‖22
≤ 2µp−2n n
p(r−1)
r −1Λ22(n),
where the second inequality follows since for any x, [|vn|2−r, x] = 0 if an only if 〈1, x〉 = 0,
and for the third and fourth inequalities we have used (7.3) and the almost regularity.
Now we have the ingredients to complete the proof of Proposition 7.2.
Proof of Proposition 7.2. Note that for all large enough n, ‖vn‖∞ ≤ 2n−1/r by Proposi-
tion 5.5. Thus, for any x ∈ Rn with ‖x‖∞ ≤ 1, it follows that
‖x‖vn =
( n
∑
i=1
|vn,i|r−2|xi|2
)1/2
≤ 21− 2r n− 12+ 1r ‖x‖2 ≤ 21− 2r n 1r ‖x‖∞. (7.5)
We will now use the nonlinear power iteration described in Section 4 with v(0)n = n−1/r1.
Then by (4.5) and (4.6), v(1)n = Wv
(0)
n . Thus,
‖vn − v(1)n ‖vn ≤ (1+ o(1))
(p− 1)λ2
(r− 1)‖An‖pr→p
‖vn − n−1/r1‖vn
≤ (1+ o(1))2(p− 1)
r− 1
Λ22(n)
n2µ2n
‖vn − n−1/r1‖vn
≤ (1+ o(1))2
2− 2r (p− 1)
r− 1
Λ22(n)
n2−
1
r µ2n
‖vn − n−1/r1‖∞
≤ CΛ
2
2(n)εn
n2µ2n
where the first inequality is due to Proposition 4.5 and the fact that ‖An‖pr→p = γp, the
second inequality is due to Lemma 7.3 (c), the third inequality is due to (7.5), and the
final inequality is due to Proposition 5.5.
Proof of Proposition 7.1. Again, we consider the nonlinear power iteration method described
in Section 4 with v(0)n = n−1/r1 and v
(1)
n = Wv
(0)
n by (4.5)–(4.6). Note that then ‖v(1)n ‖r = 1
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and hence, ηn(An) = ‖Anv(1)n ‖p, and
∣∣‖Anvn‖p − ‖Anv(1)n ‖p∣∣ ≤ ‖Anvn − Anv(1)n ‖p
≤ ‖vn − v(1)n ‖vn max‖x‖vn≤1
‖Anx‖p
≤ ‖vn − v(1)n ‖vn(1+ o(1))n
1
2− 1r max
‖x‖2≤1
‖Anx‖p
≤ ‖vn − v(1)n ‖vn(1+ o(1))n
1
2− 1r ‖An‖2→p,
≤ CΛ
2
2(n)εn
µ2nn
3
2+
1
r
‖An‖2→p,
where the third inequality is due to Lemma 7.3 (b) and the last inequality follows from
Proposition 7.2. This completes the proof.
8 Asymptotic normality
In this section we establish asymptotic normality of ηn(An) when An satisfies Assump-
tion 2.1. We start in Section 8.1 with some preliminary results.
8.1 Almost-sure error bound on the CLT scale
First, recalling the definition of Λ2(n) in (7.2), we prove the following lemma.
Lemma 8.1. Under Assumption 2.1 and (2.1), the following holds:
Λ2(n) ≤ 3
√
nσn + µn, P0 eventually almost surely. (8.1)
Proof. Define
A0n := An − µn11T + µn In. (8.2)
Then observe that for all vectors x with 〈1, x〉 = 0 we can write
‖Anx‖2 = ‖
(
A0n + µn11
T − µn In
)
x‖2 ≤ ‖A0nx‖2 + µn‖x‖2 ≤ ‖A0nx‖2 + µn‖x‖2, (8.3)
where the last step follows from Cauchy-Schwarz inequality. Therefore,
Λ2(n) = max
x:〈1,x〉=0,x 6=0
‖Anx‖2
‖x‖2 ≤ maxx: x 6=0
‖A0nx‖2
‖x‖2 + µn. (8.4)
Now, define a matrix Hn = (hnij)1≤i,j≤n as Hn = A
0
n/
√
nσn. Next we will verify that the
entries of Hn satisfy the conditions in [40, Theorem 2.9].
1. For all i ∈ [n], hnii = 0, and for all i, j ∈ [n] with i 6= j, E[hnij ] = 0, E[(hnij)2] = 1n .
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2. Using Assumption 2.1 (iv), there exists a fixed constant c1 > 0, such that for all
n ≥ 1 and k ≥ 3,
E
[|hnij|k] ≤ E
[|anij − µn|k]
n
k
2 σkn
≤ k!
2
ck−2σ2n
n
k
2 σkn
≤ (c1k)c1k 1
nqk−2n
,
where
qn =
√
nσn ≫ n−c0 , due to (2.1),
and qn = O(
√
n) as σ2n = O(µn) = O(1).
Therefore using [40, Theorem 2.9] (also see [19, Lemma 4.4]), it follows that
max
x: x 6=0
‖A0nx‖2
‖x‖2 ≤ 3
√
nσn. (8.5)
This, combined with (8.4) yields (8.6).
Below we state a general version of Lemma 8.1 that extends the result to the non-zero
diagonal entries case.
Lemma 8.2. Under Assumption 2.1 and (2.1), and the assumptions for non-zero diagonal entries
in Remark 2.6, the following holds:
Λ2(n) ≤ 3
√
nσn + µn +
√
2n(ζ2n + ρ2n), P0 eventually almost surely. (8.6)
The proof of Lemma 8.2 follows verbatim from the proof of Lemma 8.1, except the
upper-bound in (8.4) will be replaced by
Λ2(n) = max
x:〈1,x〉=0,x 6=0
‖Anx‖2
‖x‖2 ≤ maxx: x 6=0
‖A0nx‖2
‖x‖2 + µn +
( n
∑
i=1
(anii)
2
) 1
2
and using LLN, we can bound 1n ∑
n
i=1(a
n
ii)
2 ≤ 2(ζ2n + ρ2n), P0-almost surely. Rest of the
proof is omitted.
Next, we prove a bound on the error while approximating ‖An‖r→p by ηn(An).
Lemma 8.3. Under the conditions of Theorem 2.4, the following holds P0-almost surely:
‖Anvn‖p = ηn(An) + o
(
σnn
1
p− 1r ),
where ηn(·) is defined in (7.1).
Proof. We will show that P0-eventually almost surely,
∣∣‖Anvn‖p − ηn(An)∣∣ ≤ C σ2n
µn
n
1
p− 1r
√
log n
nµn
, (8.7)
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for some constant C > 0, not depending on n. In that case, Lemma 8.3 is immediate from
using the assumption that σ2n = O(µn), and the condition from (2.1) that µnσ
2
n ≫ log nn .
It follows from Lemma 6.1 that under Assumption 2.1, and associated constants
(µn)n∈N, (σn)n∈N, the sequence (An)n∈N is P0-almost surely (εn, µn)n∈N almost regu-
lar and (εn, δn, µn)n∈N well-balanced for (εn)n∈N, (δn)n∈N such that εn = Θ(
√
log n
nµn
), and
δn ≪ µnεn. In particular, the conditions of Proposition 5.5 are satisfied and thus we can
apply Proposition 7.1.
For p ≤ 2, Lemma 7.3 (a) implies that ‖An‖2→p = (1+ o(1))µnn
1
2+
1
p , and thus
∣∣‖Anvn‖p − ηn(An)∣∣ ≤ C1 Λ22(n)εn
µnn
1− 1p+ 1r
≤ C2 σ
2
n
µn
n
1
p− 1r
√
log n
nµn
,
for constants C1,C2 > 0, where the first inequality is due to Proposition 7.1 and the last
step is due to Lemma 8.1.
For p > 2, recall the centered matrix A0n from (8.2) and note that
‖An‖2→p = max‖x‖2≤1 ‖Anx‖p ≤ max‖x‖2≤1 ‖(EAn)x‖p + max‖x‖2≤1 ‖A
0
nx‖p. (8.8)
For the first term on the right-hand-side of (8.8), ‖µn(11T− In)x‖p ≤ µn(‖x‖1n1/p+ ‖x‖p),
and thus
max
‖x‖2≤1
‖(EAn)x‖p ≤ µnn
1
2+
1
p + µn, (8.9)
where we have used max‖x‖2≤1 ‖x‖1 = n1/2, and ‖x‖p ≤ ‖x‖2 ≤ 1 for p > 2. Further,
using again the fact that ‖x‖p ≤ ‖x‖2 for p > 2 and any x ∈ Rn, we get
max
‖x‖2≤1
‖A0nx‖p ≤ max‖x‖2≤1 ‖A
0
nx‖2 ≤ 3
√
nσn + µn, (8.10)
P0-eventually almost surely, where the last inequality uses (8.5). Therefore, Proposi-
tion 7.1, together with (8.8)–(8.10) yields (8.7) for p > 2.
Now we proceed with the proof of asymptotic normality using Taylor expansion of
ηn(An). Given any symmetric matrix A = (anij)1≤i,j≤n, we view A as a vector a ∈ R(
n
2)
consisting of (anij)1≤i<j≤n arranged in a column vector. Thus, we will interchangeably
write ηn(A) as ηn(a). Also, let dn,a denote the degree vector, i.e., dn,a(i) = ∑j a
n
ij. Let us
denote
Ωn :=
{
a ∈ [0,∞)(n2) : ∥∥dn,a − nµn1∥∥∞ ≤ εnnµn
}
. (8.11)
First, note that Ωn is a convex subset of R(
n
2). Due to the convexity of Ωn, we can Taylor
expand η(a) on Ωn so that the intermediate points associated to the remainder terms
also lies in Ωn, see [25, Theorem 5]. Specifically, Taylor expanding η(a) at the mean
vector E [a], we can write
η(a) = η(E [a]) + 〈D(E[a]), (a−E [a])〉+ 1
2
(a−E [a])TH(E [a])(a−E [a])
+
1
6 ∑
(1)R(α,β)(γ,δ)(κ,ρ)(ξ)(aαβ − µ)(aγδ − µ)(aκρ − µ),
(8.12)
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where D(E(a)) is the gradient, H(E [a]) is the Hessian matrix, evaluated at E [a], ξ ∈ Ωn,
∑ (1) is the sum over all α < β,γ < δ, κ < ρ, and R is the 3-dimensional array of partial
derivatives of third order evaluated at ξ, i.e.,
R(α,β)(γ,δ)(κ,ρ)(ξ) =
∂3η
∂aαβ∂aγδ∂aκρ
(a)
∣∣∣∣
a=ξ
.
The next two lemmas identify the necessary asymptotic properties of the derivatives in-
volved in (8.12). Their proofs are given in Appendix B.6.
Lemma 8.4. The following hold:
(a) As n → ∞,
n
−( 1p− 1r−1)D(E[a])
)
(α,β) → 2, uniformly in (α, β).
(b) As n → ∞
n
−( 1p− 1r−1)nµn(H(E [a]))(α,β),(α,β) = 2
(
p− 1+ 1
r− 1
)
uniformly in (α, β).
(c) There exist positive finite constants C1,C2 (possibly depending on p and r), such that
lim sup
n→∞
n
−( 1p− 1r−1)nµn
∣∣(H(E [a]))(γ,δ),(α,γ)∣∣ ≤ C1, if |{α, β,γ, δ}| = 3,
lim sup
n→∞
n
−( 1p− 1r−2)nµn
∣∣(H(E [a]))(γ,δ),(α,γ)∣∣ ≤ C2, if |{α, β,γ, δ}| = 4.
Lemma 8.5. Fix 1 ≤ α, β,γ, δ, κ, ρ ≤ n and ξ ∈ Ωn. Then the following hold for constants
C1,C2,C3,C4:
(a) If |{α, β,γ, δ, κ, ρ}| ≤ 3, then
R(α,β)(γ,δ)(κ,ρ)(ξ) ≤ C1(nµn)−4n−1+
1
p− 1r .
(b) If |{α, β,γ, δ, κ, ρ}| = 4, and if the sets {α, β}, {γ, δ}, {κ, ρ} are pairwise non-disjoint, then
R(α,β)(γ,δ)(κ,ρ)(ξ) ≤ C2(nµn)−4n−1+
1
p− 1r ,
and otherwise,
R(α,β)(γ,δ)(κ,ρ)(ξ) ≤ C3(nµn)−4n−2+
1
p− 1r .
(c) For |{α, β,γ, δ, κ, ρ}| ≥ 5,
R(α,β)(γ,δ)(κ,ρ)(ξ) ≤ C4(nµn)−4n−2+
1
p− 1r .
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The computation of the derivative is provided in Appendix B. The next lemma pro-
vides asymptotics of the polynomials appearing in the Taylor expansion. To this end, for
k = 1, . . . , 6, let
Xnk := ∑
α<β,γ<δ
|{α,β,γ,δ}|=k
(aαβ − µn)(aγδ − µn),
Ynk := ∑
α<β,γ<δ,κ<ρ
|{α,β,γ,δ,κ,ρ}|=k
(aαβ − µn)(aγδ − µn)(aκρ − µn).
Lemma 8.6. Recall that σ2n = Var((a
n
ij)
2) for i 6= j. Then,
Xnk =


n2
2 σ
2
n + oP(nσn), if k = 2
OP(n3/2σ2n), if k = 3
OP(n2σ2n), if k = 4.
(8.13)
Lemma 8.7. The following hold:
(a) For k ≤ 3, Ynk = OP(n2σ3n).
(b) For k = 4, let Yn4,1 be the partial sum of Y
n
4 over indices such that {α, β}, {γ, δ}, {κ, ρ}
are pairwise non-empty, and let Yn4,2 be the rest of the sum. Then Y
n
4,1 = OP(n
2σ3n) and
Yn4,2 = OP(n
3σ3n).
(c) For k ≥ 5, Ynk = OP(n3σ3n).
Lemmas 8.6 and 8.7 are proved in Appendix A.
8.2 Proof of asymptotic normality
We now complete the proofs of Theorem 2.4 and Theorem 2.12.
Proof of Theorem 2.4. Note that Lemma 8.3 ensures that ηn(an) approximates ‖An‖r→p on
the fluctuation scale, that is,
∣∣‖An‖r→p − ηn(an)∣∣ = o(σnn 1p− 1r ) P0-almost surely.
Thus, it is enough to prove (2.2) when ‖An‖r→p is replaced with ηn(an). Now recall the
Taylor expansion of ηn(an) from (8.12). First ηn(E[an]) = µnn
1+ 1p− 1r . Since anij’s are iid, we
can apply the central limit theorem [7, Theorem 27.3] to ∑i<j(a
n
ij − µn) by verifying the
Lyaponov condition [7, (27.16)]. Let s2n = (
n
2)σ
2
n and
1
s3n
∑
i<j
E[|anij − µn|3] ≤ C
n2σ2n
n3σ3n
= O
( 1
nσn
)
, (8.14)
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where we have used Assumption 2.1 (iv). Now, nσn → ∞ by (2.1). This verifies that the
expression on the right-hand side of (8.14) is o(1). Consequently,
√
2∑i<j(a
n
ij − µn)
nσn
d−→ Normal(0, 1), (8.15)
and thus, Lemma 8.4 (a) yields
〈D(E[an]), an −E[an]〉
σnn
1
p− 1r
d−→ Normal(0, 2).
Next, an application of Lemma 8.4 (b), (c), together with Lemma 8.6, shows that the
Hessian term in (8.12) is equal to
2
(
p− 1+ 1
r− 1
)
n
1
p− 1r 1
n2µn
∑
i<j
(anij − µn)2 +OP
(
n3/2σ2nn
1
p− 1r−1
nµn
)
+OP
(
n2σ2nn
1
p− 1r−2
nµn
)
=
(
p− 1+ 1
r− 1
) σ2n
µn
n
1
p− 1r + n
1
p− 1r σn
(
OP
( 1
nµn
)
+OP
( σn√
nµn
)
+OP
( σn
nµn
))
=
(
p− 1+ 1
r− 1
) σ2n
µn
n
1
p− 1r + oP
(
n
1
p− 1r σn
)
,
where in the last step we have used that nµn ≫ 1 and σn√nµn =
σ2n
µn
1√
nσn
= o(1), since
σ2n = O(µn) and σn ≥ n−
1
2+ε. On the other hand, the fourth term in (8.12) is
OP
(
n2σ3nn
−1+ 1p− 1r
(nµn)4
)
+OP
(
n3σ3nn
−2+ 1p− 1r
(nµn)4
)
= OP
(
n
1
p− 1r σn
nσ2n
(nµn)4
)
= oP
(
n
1
p− 1r σn
)
,
where in the last step, we have used that nσ
2
n
(nµn)4
= σ
2
n
µn
1
(nµn)3
= o(1) since nµn ≫ 1 and
σ2n = O(µn). This concludes the proof of Theorem 2.4.
We now turn to the proof of asymptotic normality in the dense, inhomogeneous case.
First we will prove a version of Lemma 8.1 in this inhomogeneous case.
Lemma 8.8. Let (An)n∈N be a sequence of random matrices satisfying the conditions of Theo-
rem 2.12. Then the following holds:
Λ2(n) ≤ 3
√
c∗nσ¯n + µn, P0 eventually almost surely, (8.16)
where recall that c∗ > 0 is a constant defined in Assumption 2.10.
The proof of this lemma follows similar argument as in Lemma 8.1, with a key dif-
ference that the bound on the 2 → 2 norm of the centered random matrix needs a more
careful treatment.
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Proof of Lemma 8.8. Recall the centered matrix A0n from the proof of Lemma 8.2. The proof
of Lemma 8.8 can follow verbatim from the proof of Lemma 8.2 except the bound on
‖A0nx‖2/‖x‖2. Therefore, we will complete this proof by only providing the required
bound on ‖A0nx‖2/‖x‖2 under the conditions of Theorem 2.12. In particular, we will
show that
‖A0nx‖2
‖x‖2 ≤ 3c
∗√nσ¯n, P0 eventually almost surely.
Define a matrix Hn = (hnij)1≤i,j≤n as Hn = A
0
n/
√
nσ¯n. Next we will verify that under
the assumptions of Theorem 2.12, the entries of Hn satisfy the exact conditions in [2,
Remark 2.2] as stated below.
1. hnii = 0 for all i ∈ [n] and E
[
hnij
]
= 0 for all i, j ∈ [n], i 6= j.
2. By Assumption 2.10 (ii), for all sufficiently large n,
c∗
n
≤ min
i,j
E
[
(hnij)
2
]
≤ max
i,j
E
[
(hnij)
2
]
≤ c
∗
n
3. Using (2.1), for all sufficiently large n,
E
[|hnij|k] ≤ E
[|anij − µn|k]
n
k
2 σkn
≤ ck
nk/2
.
Now, using Geršgorin’s circle theorem [24], observe that the largest eigenvalue of the
matrix
(
E[(hnij)
2]
)
i,j is upper-bounded by 2c
∗σ¯2n . Therefore using [2, Theorem 2.1, Re-
mark 2.2], the proof of (8.16) follows.
The next lemma proves a version of Lemma 8.3 in the inhomogeneous variance case.
Lemma 8.9. Let (An)n∈N be a sequence of random matrices satisfying the conditions of Theo-
rem 2.12. Then the following holds P0-almost surely:
‖Anvn‖p = ‖Anv(1)n ‖p + o
(
σ¯nn
1
p− 1r ).
Proof. The proof follows verbatim from the proof of Lemma 8.3, by using Lemma 8.8 in
place of Lemma 8.1.
Proof of Theorem 2.12. Note that Lemma 8.9 ensures that under the conditions of Theo-
rem 2.12, ηn(an) approximates ‖An‖r→p on the fluctuation scale, that is,∣∣‖An‖r→p − ηn(an)∣∣ = o(σ¯nn 1p− 1r ) P0-almost surely.
The rest of proof follows the exact same steps as in the proof of Theorem 2.4, by using
∑i<j σ
2
n(i, j) in place of n
2σ2/2, the upper bound
(
c∗σ¯n)2 for the variances of the entries,
and using the CLT
∑i<j(a
n
ij − µn)√
∑i<j σ
2
n(i, j)
d−→ Normal(0, 1), (8.17)
in place of (8.15).
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9 Relation to the ℓr Grothendieck problem
We end this section with the proof of Proposition 2.14.
Proof of Proposition 2.14. Let x∗ ∈ Rn be a maximizer of xTAx with ‖x∗‖ = 1. Then, using
Lagrange multipliers method, there exists κ ∈ R such that if g : Rn 7→ R is the function
given by
g(x) = xTAx− κ (‖x‖rr − 1) ,
then x∗ solves the equation
∇g(x) = 2Ax− κrΨr(x) = 0, (9.1)
where recall Ψr(x) = |x|r−1sgn(x). Taking the inner product of x∗ with the left-hand side
of (9.1) evaluated at x = x∗, and using the fact that 〈x∗,Ψr(x∗)〉 = ‖x∗‖r = 1, it can be
seen that
Mr(A) = sup
‖x‖r≤1
xTAx = (x∗)TAx∗ =
κr
2
. (9.2)
Now, fix any nonnegative solution y of (9.1). It follows that
Ψr∗(A
T
ny) =
(κr
2
) 1
r−1
y (9.3)
and also, for r ≥ 2 and p = r∗ = r/(r− 1),
Ψp(Ay) =
(κr
2
)p−1
Ψp(Ψr(y))
=⇒ ATΨp(Ay) =
(κr
2
)p−1
ATΨp(Ψr(y))
=⇒ Sy = Ψr∗(ATΨp(Ay)) =
(κr
2
) p−1
r−1
Ψr∗(A
TΨp(Ψr(y))).
(9.4)
Choosing p = r∗ = r/(r− 1), we have Ψp(Ψr(y)) = y, and thus
Sy =
(κr
2
) p−1
r−1
Ψr′(A
Ty)
=
(κr
2
) p
r−1
y, due to (9.3).
(9.5)
Therefore, Sy ∝ y. Also, note that since r ≥ 2, we have p = r∗ ≤ r. Thus, from Lemma 4.1,
we know that Sx = γ
p
r−1 x has a unique solution in x that has all positive entries when A is
a symmetric matrix with non-negative entries and ATA is irreducible (see Proposition 4.3).
Therefore, (9.1) also has a unique positive solution x∗ and for p = r∗,
‖A‖
p
r−1
r→p =
(κr
2
) p
r−1
=⇒ ‖A‖r→p = κr2 . (9.6)
Therefore, (9.2) yields that Mr(A) = ‖A‖r→r∗ and the proof follows.
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A Asymptotics of polynomials
A.1 Proof of Lemma 8.6
First note that
E[Xn2 ] =
(
n
2
)
σ2n =
n2σ2n
2
+O(nσ2n).
Next we recall the moment bounds in Assumption 2.1. Let C > 0 be a generic notation
for an absolute constant, whose value can change in different equations. Thus,
Var(Xn2 ) = Var
(
∑
α<β
(aαβ − µn)2
)
= ∑
α<β
Var((aαβ − µn)2)
=
(
n
2
)
E[(a12 − µn)4] ≤ Cn2σ2n ,
(A.1)
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where the final step uses Assumption 2.1 (iv). Thus, an application of Chebyshev’s in-
equality yields the asymptotics for k = 2. For k ≥ 3, E[Xnk ] = 0. Further, when summing
over |{α, β,γ, δ}| = 3, let α = γ. Thus
E[(Xn3 )
2] = 9E
[
∑
α1<β1,α1<δ1
α2<β2,α2<δ2
(aα1β1 − µn)(aα1δ1 − µn)(aα2β2 − µn)(aα2δ2 − µn)
]
= C ∑
α<β<δ
E[(aαβ − µn)2]E[(aαδ − µn)2] = O(n3σ4n).
(A.2)
Therefore, Markov’s inequality yields that Xn3 = OP(n
3/2σ2n). Similarly,
E[(Xn4 )
2] ≤ C ∑
α<β<γ<δ
E[(aαβ − µn)2]E[(aγδ − µn)2] = O(n4σ4n). (A.3)
Therefore, Xn4 = OP(n
2σ2n), and the proof follows.
A.2 Proof of Lemma 8.7
The argument is similar to Lemma 8.6. We will use the moment bounds from Assump-
tion 2.1 (iv). First, it is always the case that E[Ynk ] = 0. Next, for k = 2,
E[(Yn2 )
2] = ∑
α<β
E[(aαβ − µn)6] ≤ Cn2σ2n . (A.4)
For k = 3, if we take the sum over indices with ρ 6= β, then
E[(Yn3 )
2] ≤ CE
[(
∑
α<β<ρ
(aαβ − µn)2(aαρ − µn)
)2]
= C ∑
α<β<ρ
E[(aαβ − µn)4]E[(aαρ − µn)2]
+ C ∑
α1<β1 6=β2<ρ
E[(aαβ1 − µn)2]E[(aαβ2 − µn)2]E[(aαρ − µn)2]
≤ C
(
n
3
)
σ4n + C
(
n
4
)
σ6n = O(n
4σ6n),
(A.5)
where the last step follows using nσ2n ≫ 1. Thus the asymptotics of Ynk for k ≤ 3 follows
from (A.4) and (A.5) and the fact that nσ2n ≫ 1. For k ≥ 5, the only non-zero expectation
comes from product of squares. For this reason, it also follows that
E[(Ynk )
2] = O(n6σ6n). (A.6)
For k = 4, if the index sets {α, β}, {γ, δ}, {κ, ρ} are pairwise non-empty then it must be
the case that these pairwise intersections have cardinalities exactly equal to 1. In that
case, again the only non-zero expectation comes from product of squares. Since one must
choose only four indices
E[(Yn4,1)
2] = O(n6σ6n). (A.7)
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Also with |{α, β,γ, δ, κ, ρ}| = 4, if {α, β} ∩ {κ, ρ} = ∅, then {α, β} = {γ, δ}. Thus Yn4,2 ≤
C ∑α<β<κ<ρ(aαβ − µn)2(aκρ − µn). Using identical arguments as (A.5), it follows that
E[(Yn4,2)
2] = O(n4σ6n) (A.8)
Thus the proof of Lemma 8.6 is complete using Markov’s inequality.
B Calculation of derivatives
Define the operator F
Fx = ATΨp(Ax). (B.1)
Thus S1 = Ψr′(F1). Let Gαβ = (eαeTβ + eβe
T
α ) and eαβ = eα + eβ. First we compute all
the derivatives of F. The derivatives of S1 and AS1 will be computed using recursion.
Throughout this section we write generic constants C1,C2, . . . , whose value can be differ-
ent from line to line.
B.1 Derivatives of F1
B.1.1 First derivatives
∂(α,β)F1 = GαβΨp(A1) + (p− 1)AT(Ψp−1 ⋆ eαβ). (B.2)
Thus,
∂(α,β)F1
∣∣∣
A=µJ
= (nµ)p−1eαβ + 2(p− 1)(nµ)p−2µ1
= (nµ)p−2[nµeαβ + 2(p− 1)µ1].
(B.3)
B.1.2 Second derivatives
∂(γ,δ)(α,β)F1 = (p− 1)
[
Gαβ(Ψp−1(A1) ⋆ eγδ) + Gγδ(Ψp−1(A1) ⋆ eαβ)
+ (p− 2)AT(Ψp−2(A1) ⋆ eγδ ⋆ eαβ)
] (B.4)
Case 1: (α, β) = (γ, δ).
∂(γ,δ)(α,β)F1
∣∣∣
A=µJ
= 2(p− 1)
[
(nµ)p−2eαβ + (p− 2)(nµ)p−3µ1
]
. (B.5)
Case 2: α = γ and β 6= δ.
∂(γ,δ)(α,β)F1
∣∣∣
A=µJ
= (p− 1)
[
(nµ)p−2eβδ + (p− 2)(nµ)p−3µ1
]
. (B.6)
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Case 3: α 6= γ and β 6= δ.
∂(γ,δ)(α,β)F1
∣∣∣
A=µJ
= 0. (B.7)
B.1.3 Third derivative
∂(κ,ρ)(γ,δ)(α,β)F1
= (p− 1)(p− 2)
[
Gαβ(Ψp−2(A1) ⋆ eγδ ⋆ eκρ)
+ Gγδ(Ψp−2(A1) ⋆ eαβ ⋆ eκρ) + Gκρ(Ψp−2(A1) ⋆ eγδ ⋆ eαβ)
+ (p− 3)AT(Ψp−3(A1) ⋆ eαβ ⋆ eγδ ⋆ eκρ)
]
.
(B.8)
Case 1: (α, β) = (γ, δ) = (κ, ρ). Since we don’t care about the constants in the third
derivative, we always write generic constants C1,C2, . . . whose value can be different
from line to line. Also, we write c = (c1, c2, . . . , ..) to denote generic notation for vectors
which can have at most 4 and ‖c‖∞ ≤ 2.
∂(κ,ρ)(γ,δ)(α,β)F1
∣∣∣
A=µJ
= C1(nµ)
p−3c + C2(nµ)p−4µ1. (B.9)
Case 3: |{α, β,γ, δ, κ, ρ}| ≤ 5.
∂(κ,ρ)(γ,δ)(α,β)F1
∣∣∣
A=µJ
= C1(nµ)
p−3c + C2(nµ)p−4µ1. (B.10)
Case 2: |{α, β,γ, δ, κ, ρ}| = 6.
∂(κ,ρ)(γ,δ)(α,β)F1
∣∣∣
A=µJ
= 0. (B.11)
B.2 Derivatives of S1.
B.2.1 First derivatives
Recall that S1 = Ψr′(F1), and therefore,
∂(α,β)S1 = (r
′ − 1)Ψr′−1(F1) ⋆ ∂(α,β)F1
=⇒ F1 ⋆ ∂(α,β)S1 = (r′ − 1)S1 ⋆ ∂(α,β)F1.
(B.12)
Putting the value A = µJ at (B.12) and using (B.3) we obtain
(nµ)p∂(α,β)S1
∣∣∣
A=µJ
= (r′ − 1)(nµ) pr−1
[
(nµ)p−1eαβ + 2(p− 1)(nµ)p−2µ1
]
=⇒ ∂(α,β)S1
∣∣∣
A=µJ
=
1
r− 1(nµ)
p
r−1−2
[
nµeαβ + 2(p− 1)µ1
] (B.13)
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B.2.2 Second derivatives
Differentiating (B.12), we get
∂(γ,δ)F1 ⋆ ∂(α,β)S1+ F1 ⋆ ∂(γ,δ)(α,β)S1
= (r′ − 1)
[
∂(γ,δ)S1 ⋆ ∂(α,β)F1+ S1 ⋆ ∂(γ,δ)(α,β)F1
]
,
(B.14)
and thus,
∂(γ,δ)(α,β)S1 = Ψ0(F1) ⋆
[
(r′ − 1)[∂(γ,δ)S1 ⋆ ∂(α,β)F1
+ S1 ⋆ ∂(γ,δ)(α,β)F1
]− ∂(γ,δ)F1 ⋆ ∂(α,β)S1] (B.15)
At A = µJ, we evaluate the above expression.
Case 1: (α, β) = (γ, δ).
∂(α,β)(α,β)S1
∣∣∣
A=µJ
= (nµ)−p
[
(r′ − 1)[ 1
r− 1(nµ)
p
r−1+p−4
[
nµeαβ + 2(p− 1)µ1
]⋆2
+ (nµ)
p
r−1+p−32(p− 1)
[
nµeαβ + (p− 2)µ1
]]
− (r′ − 1)(nµ) pr−1+p−4
[
nµeαβ + 2(p− 1)µ1
]⋆2]
= (r′ − 1)(nµ) pr−1−4
[
(r′ − 2)
[
nµeαβ + 2(p− 1)µ1
]⋆2
+ nµ2(p− 1)
[
nµeαβ + (p− 2)µ1
]]
= (r′ − 1)(nµ) pr−1−4
[
[(2p+ r′ − 4)(nµ)2 + 4(p− 1)nµ2]eαβ
+ 2(p− 1)(p− 2)nµ21+ 4(p− 1)2(r′ − 2)µ21
]
∼ (r′ − 1)(nµ) pr−1−3
[
(2p+ r′ − 4)nµeαβ + 2(p− 1)(p− 2)µ1
]
(B.16)
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Case 2: α = γ, β 6= δ.
∂(α,δ)(α,β)S1
∣∣∣
A=µJ
= (nµ)−p
[
(r′ − 1)[ 1
r− 1 (nµ)
p
r−1+p−4[nµeαβ + 2(p− 1)µ1]
⋆
[
nµeαδ + 2(p− 1)µ1
]
+ (nµ)
p
r−1+p−3(p− 1)
[
nµeβδ + (p− 2)µ1
]]
− (r′ − 1)(nµ) pr−1+p−4[nµeαβ + 2(p− 1)µ1]
⋆
[
nµeαδ + 2(p− 1)µ1
]]
= (r′ − 1)(nµ) pr−1−4
[
(r′ − 2)[nµeαβ + 2(p− 1)µ1]
⋆
[
nµeαδ + 2(p− 1)µ1
]
+ nµ(p− 1)[nµeβδ + (p− 2)µ1]]
= (r′ − 1)(nµ) pr−1−4
[
(r′ − 2)
[
(nµ)2eα + 2(p− 1)nµ2(eαβ + eαδ) + 4(p− 1)2µ21
]
+ (p− 1)(nµ)2eβδ + (p− 1)(p− 2)nµ21
]
= (r′ − 1)(nµ) pr−1−4
[
(nµ)2[(r′ − 2)eα + (p− 1)eβδ]
+ nµ2[2(p− 1)(r′ − 2)(eαβ + eαδ) + (p− 1)(p− 2)1] + 4(p− 1)2µ21
]
∼ (r′ − 1)(nµ) pr−1−3
[
nµ[(r′ − 2)eα + (p− 1)eβδ] + (p− 1)(p− 2)µ1
]
(B.17)
Case 3: |{α,γ, β, δ}| = 4.
∂(α,δ)(α,β)S1
∣∣∣
A=µJ
= (nµ)−p
[
(r′ − 1)(r′ − 2)(nµ) pr−1+p−4[nµeαβ + 2(p− 1)µ1]
⋆
[
nµeγδ + 2(p− 1)µ1
]]
= (r′ − 1)(r′ − 2)(nµ) pr−1−4[nµeαβ + 2(p− 1)µ1] ⋆ [nµeγδ + 2(p− 1)µ1]
∼ (r′ − 1)(r′ − 2)(nµ) pr−1−4[2(p− 1)nµ2(eαβ + eγδ) + 4(p− 1)2µ21]
= 2(p− 1)(r′ − 1)(r′ − 2)(nµ) pr−1−4[nµ2(eαβ + eγδ) + 2(p− 1)µ21]
(B.18)
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B.2.3 Third derivatives.
Differentiating (B.14), we get
∂(κ,ρ)(γ,δ)F1 ⋆ ∂(α,β)S1+ ∂(γ,δ)F1 ⋆ ∂(κ,ρ)(α,β)S1
+ ∂(κ,ρ)F1 ⋆ ∂(γ,δ)(α,β)S1+ F1 ⋆ ∂(κ,ρ)(γ,δ)(α,β)S1
= (r′ − 1)
[
∂(κ,ρ)(γ,δ)S1 ⋆ ∂(α,β)F1+ ∂(γ,δ)S1 ⋆ ∂(κ,ρ)(α,β)F1
+ ∂(κ,ρ)S1 ⋆ ∂(γ,δ)(α,β)F1+ S1 ⋆ ∂(κ,ρ)(γ,δ)(α,β)F1
]
,
(B.19)
and thus,
∂(κ,ρ)(γ,δ)(α,β)S1
= Ψ0(F1) ⋆
[
(r′ − 1)
[
∂(κ,ρ)(γ,δ)S1 ⋆ ∂(α,β)F1+ ∂(γ,δ)S1 ⋆ ∂(κ,ρ)(α,β)F1
+ ∂(κ,ρ)S1 ⋆ ∂(γ,δ)(α,β)F1+ S1 ⋆ ∂(κ,ρ)(γ,δ)(α,β)F1
]
− ∂(κ,ρ)(γ,δ)F1 ⋆ ∂(α,β)S1− ∂(γ,δ)F1 ⋆ ∂(κ,ρ)(α,β)S1
− ∂(κ,ρ)F1 ⋆ ∂(γ,δ)(α,β)S1
]
.
(B.20)
Then there exists positive constants C1 and C2, such that the following hold.
Case 1: |{α, β,γ, δ, κ, ρ}| ≤ 5.
∂(κ,ρ)(γ,δ)(α,β)S1
∣∣∣
A=µJ
= C1(nµ)
p
r−1−3c + C2(nµ)
p
r−1−4µ1. (B.21)
Case 2: |{α, β,γ, δ, κ, ρ}| = 6.
∂(κ,ρ)(γ,δ)(α,β)S1
∣∣∣
A=µJ
= C1(nµ)
p
r−1−4µ2c + C2(nµ)
p
r−1−5µ31. (B.22)
B.3 Derivatives of ‖S1‖r
B.3.1 First derivatives
∂(α,β)‖S1‖r =
1
‖S1‖r−1r
〈ΨrS1, ∂(α,β)S1〉
=⇒ ‖S1‖r−1r ∂(α,β)‖S1‖r = 〈ΨrS1, ∂(α,β)S1〉.
(B.23)
Therefore,
∂(α,β)‖S1‖r
∣∣∣
A=µJ
=
2p
r− 1 (nµ)
p
r−1−1n−1+
1
r . (B.24)
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B.3.2 Second derivatives
Thus
(r− 1)‖S1‖r−2r ∂(γ,δ)‖S1‖r∂(α,β)‖S1‖r + ‖S1‖r−1r ∂(γ,δ)(α,β)‖S1‖r
= (r− 1)〈(Ψr−1S1) ⋆ ∂(γ,δ)S1, ∂(α,β)S1〉+ 〈ΨrS1, ∂(γ,δ)(α,β)S1〉
= (r− 1)〈Ψr−1S1, ∂(α,β)S1 ⋆ ∂(γ,δ)S1〉+ 〈ΨrS1, ∂(γ,δ)(α,β)S1〉.
(B.25)
Therefore,
∂(γ,δ)(α,β)‖S1‖r = −(r− 1)‖S1‖−1r ∂(γ,δ)‖S1‖r∂(α,β)‖S1‖r
+ ‖S1‖−(r−1)r
[
(r− 1)〈Ψr−1S1, ∂(α,β)S1 ⋆ ∂(γ,δ)S1〉
+ 〈ΨrS1, ∂(γ,δ)(α,β)S1〉
] (B.26)
Case 1: (α, β) = (γ, δ).
∂(α,β)(α,β)‖S1‖r
∣∣∣
A=µJ
= (1+ o(1))
2
r− 1
(
p(p− 1) + 1
r− 1
)
(nµ)
p
r−1−2n−1+
1
r (B.27)
Case 2: α = γ, β 6= δ.
∂(α,δ)(α,β)‖S1‖r
∣∣∣
A=µJ
= (1+ o(1))
1
r − 1
(
p(p− 1) + 1
r− 1
)
(nµ)
p
r−1−2n−1+
1
r (B.28)
Case 3: |{α,γ, β, δ}| = 4.
∂(γ,δ)(α,β)‖S1‖r
∣∣
A=µJ
= − 4p
2
r− 1 (nµ)
p
r−1−2n−2+
1
r (1+ o(1)). (B.29)
B.3.3 Third derivatives
For the third derivative, we don’t care about the constants. So we write C1,C2, . . . to
denote generic constants (possibly depending only on p and r), whose values can vary
from line to line. Taking derivative on (B.25) yields:
LHS = C1‖S1‖r−3r ∂(κ,ρ)‖S1‖r∂(γ,δ)‖S1‖r∂(α,β)‖S1‖r
+ C2‖S1‖r−2r ∂(α,β)‖S1‖r∂(κ,ρ)(γ,δ)‖S1‖r
+ C2‖S1‖r−2r ∂(γ,δ)‖S1‖r∂(κ,ρ)(α,β)‖S1‖r
+ C2‖S1‖r−2r ∂(κ,ρ)‖S1‖r∂(γ,δ)(α,β)‖S1‖r
+ ‖S1‖r−1r ∂(κ,ρ)(γ,δ)(α,β)‖S1‖r.
(B.30)
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RHS = C1〈Ψr−2S1, ∂(α,β)S1 ⋆ ∂(γ,δ)S1 ⋆ ∂(κ,ρ)S1〉
+ C2〈Ψr−1S1, ∂(α,β)S1 ⋆ ∂(κ,ρ)(γ,δ)S1〉
+ C2〈Ψr−1S1, ∂(κ,ρ)(α,β)S1 ⋆ ∂(γ,δ)S1〉
+ C2〈Ψr−1S1, ∂(κ,ρ)S1 ⋆ ∂(γ,δ)(α,β)S1〉
+ C4〈ΨrS1, ∂(κ,ρ)(γ,δ)(α,β)S1〉.
(B.31)
Then there exists positive constants C1 and C2, such that the following hold.
Case 1: |{α, β,γ, δ, κ, ρ}| ≤ 5.
∂(κ,ρ)(γ,δ)(α,β)‖S1‖r
∣∣∣
A=µJ
≤ C1(nµ)
p
r−1−3n−1+
1
r . (B.32)
Case 2: |{α, β,γ, δ, κ, ρ}| = 6.
∂(κ,ρ)(γ,δ)(α,β)‖S1‖r
∣∣∣
A=µJ
≤ C2(nµ)
p
r−1−3n−2+
1
r . (B.33)
B.4 Derivatives of AS1
B.4.1 First derivatives
∂(α,β)(AS1) = GαβS1+ A∂(α,β)S1. (B.34)
Now we will compute the values of the derivatives at A = µJ. From (B.13)
∂(α,β)(AS1)
∣∣∣
A=µJ
= (nµ)
p
r−1 µeαβ +
2µ
r− 1 (nµ)
p
r−1−11+
2µ(p− 1)
r− 1 (nµ)
p
r−1−11
= (nµ)
p
r−1 eαβ +
2p
r− 1 (nµ)
p
r−1−1µ1
(B.35)
B.4.2 Second derivatives
∂(γ,δ)(α,β)(AS1) = Gαβ∂(γ,δ)S1+ Gγδ∂(α,β)S1+ A∂(γ,δ)(α,β)S1 (B.36)
For the second order derivatives, we will consider cases.
49
Case 1: (α, β) = (γ, δ).
∂(α,β)(α,β)(AS1)
∣∣∣
A=µJ
= 2Gαβ∂(α,β)S1
∣∣∣
A=µJ
+ A∂(α,β)(α,β)S1
∣∣∣
A=µJ
= 2Gαβ
[ 1
r− 1 (nµ)
p
r−1−1eαβ +
2(p− 1)
r− 1 (nµ)
p
r−1−2µ1
]
+ (r′ − 1)(nµ) pr−1−3
[
2(2p+ r′ − 4)nµ21+ 2(p− 1)(p− 2)(nµ)µ1
]
=
2
r− 1(nµ)
p
r−1−1eαβ + (r′ − 1)(nµ)
p
r−1−2
[
2(2p+ r′ − 4) + 2(p− 1)(p− 2)
]
µ1
=
2
r− 1(nµ)
p
r−1−1eαβ +
2
r− 1
[
p(p− 1) + 1
r− 1 − 1
]
(nµ)
p
r−1−2µ1
(B.37)
where the second equality follows using (B.13) and (B.16).
Case 2: α = γ, β 6= δ. There exists positive constants c1 and c2, such that the following
hold.
∂(α,δ)(α,β)(AS1)
∣∣∣
A=µJ
=
[
c1(nµ)
p
r−1−1eαβ + c2(nµ)
p
r−1−2µ1
]
(1+ o(1)). (B.38)
Case 3: |{α, β, ,γ, δ}| = 4. There exists positive constant c1, such that the following hold.
∂(γ,δ)(α,β)(AS1)
∣∣∣
A=µJ
= c1(nµ)
p
r−1−3µ21(1+ o(1)). (B.39)
B.4.3 Third derivatives
∂(κ,ρ)(γ,δ)(α,β)(AS1) = Gαβ∂(κ,ρ)(γ,δ)S1+ Gγδ∂(κ,ρ)(α,β)S1
+ Gκρ∂(γ,δ)(α,β)S1+ A∂(κ,ρ)(γ,δ)(α,β)S1.
(B.40)
Then there exists positive constants C1 and C2, such that the following hold.
Case 1: |{α, β,γ, δ, κ, ρ}| ≤ 5.
∂(κ,ρ)(γ,δ)(α,β)AS1
∣∣∣
A=µJ
≤ C1(nµ)
p
r−1−2c. (B.41)
Case 2: |{α, β,γ, δ, κ, ρ}| = 6.
∂(κ,ρ)(γ,δ)(α,β)AS1
∣∣∣
A=µJ
≤ C2(nµ)
p
r−1−3µc. (B.42)
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B.5 Derivatives of ‖AS1‖p
B.5.1 First derivatives
∂(α,β)‖AS1‖p =
1
‖AS1‖p−1p
〈Ψp(AS1), ∂(α,β)(AS1)〉,
=⇒ ‖AS1‖p−1p ∂(α,β)‖AS1‖p = 〈Ψp(AS1), ∂(α,β)(AS1)〉.
(B.43)
Thus,
∂(α,β)‖AS1‖p
∣∣∣
A=µJ
= 2
( p
r− 1 + 1
)
(nµ)
p
r−1n
−1+ 1p . (B.44)
B.5.2 Second derivatives
(p− 1)‖AS1‖p−2p ∂(γ,δ)‖AS1‖p∂(α,β)‖AS1‖p
+ ‖AS1‖p−1p ∂(γ,δ)(α,β)‖AS1‖p
= (p− 1)〈Ψp−1(AS1) ⋆ ∂(γ,δ)(AS1), ∂(α,β)(AS1)〉
+ 〈Ψp(AS1), ∂(γ,δ)(α,β)(AS1)〉
(B.45)
Thus,
∂(γ,δ)(α,β)‖AS1‖p = −(p− 1)‖AS1‖−1p ∂(γ,δ)‖AS1‖p∂(α,β)‖AS1‖p
+ (p− 1)‖AS1‖−(p−1)p 〈Ψp−1(AS1), ∂(α,β)(AS1) ⋆ ∂(γ,δ)(AS1)〉
+ ‖AS1‖−(p−1)p 〈Ψp(AS1), ∂(γ,δ)(α,β)(AS1)〉
(B.46)
Case 1: (α, β) = (γ, δ).
∂(α,β)(α,β)‖AS1‖p
∣∣∣
A=µJ
= −(p− 1)(nµ) pr−1−1n−2+ 1p + (nµ) pr−1−3n−1+ 1p×[
(p− 1)
〈
1,
(
nµeαβ +
2p
r− 1µ1
)⋆2〉
+ (nµ)
〈
1,
2
r− 1
(
nµeαβ +
(
p(p− 1) + 1
r− 1 − 1
)
µ1
)〉]
= 2
[
p− 1+ p
r− 1 +
1
(r− 1)2 +
(p− 1)2
r− 1
]
(nµ)
p
r−1−1n−1+
1
p (1+ o(1)).
(B.47)
Case 2: α = γ, β 6= δ. There exists positive constant c1, such that
∂(α,δ)(α,β)‖AS1‖p
∣∣∣
A=µJ
= c1(nµ)
p
r−1−1n−1+
1
p (1+ o(1)). (B.48)
Case 3: |{α,γ, β, δ}| = 4. There exists positive constant c2, such that
∂(γ,δ)(α,β)‖AS1‖p
∣∣∣
A=µJ
= c2(nµ)
p
r−1−1n−2+
1
p (1+ o(1)). (B.49)
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B.5.3 Third derivatives
Taking further derivative with respect to aκ,ρ, we obtain from
LHS = (p− 1)(p− 2)‖AS1‖p−3p ∂(κ,ρ)‖AS1‖p∂(γ,δ)‖AS1‖p∂(α,β)‖AS1‖p
+ (p− 1)‖AS1‖p−2p ∂(κ,ρ)(γ,δ)‖AS1‖p∂(α,β)‖AS1‖p
+ (p− 1)‖AS1‖p−2p ∂(γ,δ)‖AS1‖p∂(κ,ρ)(α,β)‖AS1‖p
+ (p− 1)‖AS1‖p−2p ∂(κ,ρ)‖AS1‖p∂(γ,δ)(α,β)‖AS1‖p
+ ‖AS1‖p−1p ∂(κ,ρ)(γ,δ)(α,β)‖AS1‖p
(B.50)
RHS = (p− 1)(p− 2)〈Ψp−2(AS1) ⋆ ∂(κ,ρ)(AS1) ⋆ ∂(γ,δ)(AS1), ∂(α,β)(AS1)〉
+ (p− 1)〈Ψp−1(AS1) ⋆ ∂(κ,ρ)(γ,δ)(AS1), ∂(α,β)(AS1)〉
+ (p− 1)〈Ψp−1(AS1) ⋆ ∂(γ,δ)(AS1), ∂(κ,ρ)(α,β)(AS1)〉
+ (p− 1)〈Ψp−1(AS1) ⋆ ∂(κ,ρ)(AS1), ∂(γ,δ)(α,β)(AS1)〉
+ 〈Ψp(AS1), ∂(κ,ρ)(γ,δ)(α,β)(AS1)〉
(B.51)
Case 1: |{α, β,γ, δ, κ, ρ}| ≤ 5. There exists positive constant C1, such that
∂(κ,ρ)(γ,δ)(α,β)‖AS1‖p
∣∣∣
A=µJ
≤ C1(nµ)
p
r−1−4n−1+
1
p . (B.52)
Case 2: |{α, β,γ, δ, κ, ρ}| = 6. There exists positive constant C2, such that
∂(κ,ρ)(γ,δ)(α,β)‖AS1‖p
∣∣∣
A=µJ
≤ C2(nµ)
p
r−1−4n−2+
1
p . (B.53)
B.6 Proofs of Lemma 8.4 and 8.5
In this appendix we will consider derivatives of ‖AS1‖p/‖S1‖r .
B.6.1 First derivatives
From the derivative calculations in Appendices B.3.1 and B.5.1 we obtain the following.
∂(α,β)
‖AS1‖p
‖S1‖r
∣∣∣∣
A=µJ
= 2n
1
p− 1r−1. (B.54)
This proves Lemma 8.4 (a).
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B.6.2 Second derivatives
From the derivative calculations in Appendices B.3.2 and B.5.2 we obtain the following.
Let α, β,γ, and δ be distinct integers in {1, 2, . . . , n}. Then there exists positive constants
c1, c2, such that the following hold.
∂(α,β)(α,β)
‖AS1‖p
‖S1‖r
∣∣∣∣
A=µJ
= 2
[
p− 1+ 1
r− 1
]
n
1
p− 1r−1 1
nµ
(1+ o(1)) (B.55)
∂(γ,δ)(α,β)
‖AS1‖p
‖S1‖r
∣∣∣∣
A=µJ
= c1n
1
p− 1r−2 1
nµ
(1+ o(1)) (B.56)
∂(α,δ)(α,β)
‖AS1‖p
‖S1‖r
∣∣∣∣
A=µJ
= c2n
1
p− 1r−1 1
nµ
(1+ o(1)). (B.57)
This proves Lemma 8.4 (b) and (c).
B.6.3 Third derivatives
From the derivative calculations in Appendices B.3.3 and B.5.3 we obtain the following.
Let α, β,γ, δ, κ, and ρ be integers in {1, 2, . . . , n}. Then there exists positive constants C1
and C2, such that the following hold.
Case 1: |{α, β,γ, δ, κ, ρ}| ≤ 5.
∂(κ,ρ)(γ,δ)(α,β)
‖AS1‖p
‖S1‖r
∣∣∣
A=µJ
≤ C1(nµ)−4n−1+
1
p− 1r . (B.58)
Case 2: |{α, β,γ, δ, κ, ρ}| = 6.
∂(κ,ρ)(γ,δ)(α,β)
‖AS1‖p
‖S1‖r
∣∣∣
A=µJ
≤ C2(nµ)−4n−2+
1
p− 1r . (B.59)
This completes the proof of Lemma 8.5
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