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Preface
In these decades, it has been revealed that there is rich information-
theoretic structure in thermodynamics of out-of-equilibrium systems in both
the classical and quantum regimes. This has led to the fruitful interplay
among statistical physics, quantum information theory, and mathematical
theories including matrix analysis and asymptotic probability theory.
The main purpose of this book is to clarify how information theory works
behind thermodynamics and to shed modern light on it. We focus on both
of purely information-theoretic concepts and their physical implications: We
present self-contained and rigorous proofs of several fundamental properties
of entropies, divergences, and majorization. We also discuss the modern for-
mulations of thermodynamics, especially from the perspectives of stochastic
thermodynamics and resource theory of thermodynamics. Resource theory is
a recently-developed field as a branch of quantum information theory in or-
der to quantify (energetically or information-theoretically) “useful resources.”
We show that resource theory has an intrinsic connection to various funda-
mental ideas of mathematics and information theory.
This book is not intended to be a comprehensive review of the field,
but would serve as a concise introduction to several important ingredients
of the information-theoretic formulation of thermodynamics. We hope that
the readers would grasp a compact overview on physics and mathematics of
entropy-like quantities from the modern point of view.
Tokyo, July 2020 Takahiro Sagawa
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Chapter 1
Introduction
Thermodynamics was originally established as a phenomenological theory of
thermal equilibrium [1]. Entropy is at the core of thermodynamics, as it pro-
vides a complete characterization of state convertibility through the second
law of thermodynamics; In the absence of a heat bath, a state transforma-
tion between equilibrium states is possible if and only if the entropy does
not decrease. This remarkable feature of entropy has been formalized by a
rigorous axiomatic theory at the purely phenomenological level by Lieb and
Yngvason [2].
Once one goes beyond conventional equilibrium situations, however, the
notion of entropy becomes more subtle. In fact, a proper definition of en-
tropy of nonequilibrium states has been a long-standing problem in statistical
physics. In light of progress in theories of modern thermodynamics, it has
been revealed that information-theoretic entropies play significant roles in
thermodynamics of out-of-equilibrium and even quantum systems.
There is a long history of researches of such entropy-like quantities in
classical and quantum information theories [3–6] as well as matrix analysis [7,
8], where it has been shown that several information-theoretic quantities
exhibit universal features that resemble the second law of thermodynamics. A
particularly important concept is divergence as well as information-theoretic
entropy. Divergence is also referred to as relative entropy and corresponds
to free energy of thermodynamics.
In this book, we will discuss the fundamental properties of entropies and
divergences both in the classical and quantum regimes, including the Shan-
non entropy [9], the von Neumann entropy [10], the Kullback-Leibler (KL)
divergence [11] and its quantum generalization [12], the Re´nyi entropy and
divergence [13], the f -divergence [14, 15], and general quantum divergence-
like quantities called the Petz’s quasi-entropies [16, 17]. In addition, we will
briefly discuss the classical and quantum Fisher information [18–20], which
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has a close connection to divergences.
We will see that the monotonicity properties of these divergences un-
der stochastic or quantum dynamics bring us to the information-theoretic
foundation of the second law of thermodynamics. An advantage of such an
approach to the second law lies in the fact that information-theoretic en-
tropies and divergences can be defined for arbitrary probability distributions
and quantum states including out-of-equilibrium ones, and therefore infor-
mational quantities can take the place of the Boltzmann entropy defined only
for the equilibrium ensembles.
From the physics side, recent progress of experimental technologies of ma-
nipulating small-scale systems has led us to a fruitful playground of modern
thermodynamics. Small-scale heat engines have been experimentally real-
ized with various systems both in the classical and quantum regimes, such as
colloidal particles [21, 22], biomolecules [23], single electrons [24], supercon-
ducting qubits [25], and NMR [26], where the connection between the second
law and information theory has been investigated in real laboratories.
In contrast to the case of conventional macroscopic systems, thermody-
namic quantities of small-scale systems become random variables, because
dynamics of small systems exhibit intrinsic stochasticity induced by thermal
fluctuations of heat baths. This is a fundamental reason why modern ther-
modynamics is relevant to information theory based on probability theory.
There are two main complementary streams that deal with theoretical
formulations of small-scale thermodynamics in the above-mentioned spirit.
One is stochastic thermodynamics, which has been developed in the field of
nonequilibrium statistical mechanics [27–30] (see also review articles [31–35]).
Stochastic thermodynamics has led to modern understanding of thermo-
dynamics of information [36–38], which sheds new light on “Maxwell’s de-
mon” [39].
The other stream is resource theory of thermodynamics, which has been
developed more recently as a branch of quantum information theory [40–45]
(see also review articles [46–48]). From this perspective, the second law of
thermodynamics quantifies how much “resource” such as work is required for
a desired thermodynamic task. One of the key ideas is that work is supposed
to be a deterministic, not random quantity, in order to implement the idea
that work is a purely “mechanical” quantity without any entropic contribu-
tion. This is referred to as single-shot (or one-shot) thermodynamics [41,42]
and is contrastive to the setup of stochastic thermodynamics that allows
work fluctuations. We remark that the concept of single-shot is significant
in various resource theories [49].
In general, resource theory is an information-theoretic framework to quan-
tify “useful resources” (see also a review article [50]). For example, resource
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theory of entanglement is an earliest resource theory in quantum information
theory [4,51], and has a similar mathematical structure to resource theory of
thermodynamics at infinite temperature. To formulate a resource theory, we
need to identify free states and free operations, which can be prepared and
performed without any cost. It is also important to consider a monotone,
which is a quantity that monotonically changes (does not increase or does
not decrease) under free operations [52]. In particular, there is a concept
called a complete monotone, which provides a sufficient, not only necessary,
condition that an operation is possible.
In the case of thermodynamics, work and nonequilibrium states are re-
garded as resources, because work can be extracted only from nonequilibrium
states and nonequilibrium states can be created only by investing work. On
the other hand, Gibbs states are free states and relaxation processes (called
Gibbs-preserving maps or thermal operations) are free operations.
Conventional thermodynamics can be regarded as a prototypical resource
theory, where entropy is a complete monotone that provides a necessary and
sufficient condition of transitions between equilibrium states [2]. In modern
nonequilibrium thermodynamics, the divergences (including the KL diver-
gence and the Re´nyi divergence) are monotones, implying that these di-
vergences serve as thermodynamic potentials (or free energies). However,
except for equilibrium transitions, such divergences are not complete mono-
tones in the single-shot scenario. This brings us to a mathematical con-
cept called majorization [7,53], which enables a complete characterization of
thermodynamic state transformations. Majorization plays a central role in
resource theory of entanglement, while a generalized concept called thermo-
majorization [41] (and d-majorization [54–56]) is crucial for resource theory
of thermodynamics at finite temperature.
It is also interesting to take the asymptotic limit in resource theories,
where many copies of the system are available. In the asymptotic limit, struc-
ture of state convertibility often becomes simpler than standard majorization
and can be characterized by a single complete monotone. This is a main focus
of the theory of information spectrum [57–63], where a quantum version of
asymptotic equipartition properties (AEP) [3] plays a significant role. To take
the asymptotic limit, it is useful to utilize quantities called smooth entropy
and divergence [64,65]. From the physics point of view, the asymptotic limit
represents the thermodynamic limit of many-body systems, and a complete
monotone is regarded as a complete macroscopic thermodynamic potential
like the one discussed by Lieb and Yngvason [2]. We will emphasize that
the asymptotic theory of information spectrum can be applied to interact-
ing many-body systems beyond the independent and identically-distributed
(i.i.d.) situations.
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The organization of this book is as follows.
In Chapter 2, we discuss the properties of classical information-theoretic
entropies and divergences: especially, the Shannon entropy, the KL diver-
gence, and the Re´nyi α-entropies and divergences. We also briefly mention
the f -divergence and the Fisher information.
In Chapter 3, we review majorization and thermo-majorization (and d-
majorization) for classical stochastic systems. We introduce the Lorenz curve
to visualize majorization and show that the Re´nyi 0- and ∞-divergences
provide a useful characterization of state convertibility.
In Chapter 4, we apply the foregoing information-theoretic argument
(Chapter 2 and Chapter 3) to classical thermodynamics and show that the
second law immediately follows from general information-theoretic inequali-
ties. Specifically, the KL divergence is relevant to the setup of stochastic ther-
modynamics with fluctuating work, while the Re´nyi 0- and ∞-divergences
are relevant to resource theory of thermodynamics in the single-shot scenario.
In Chapter 5, we move to the quantum case. After a brief overview of
quantum states and quantum dynamics, we discuss quantum information-
theoretic entropies and divergences. In particular, we will focus on the von
Neumann entropy, the quantum KL divergence, and the quantum Re´nyi 0-
and ∞-divergences.
In Chapter 6, we consider the quantum counterpart of majorization. The
mathematical structure of ordinary majorization of the quantum case is simi-
lar to that of the classical case. The quantum version of thermo-majorization
(and d-majorization) is a more subtle concept, while the quantum Re´nyi 0-
and ∞-divergences can still characterize state convertibility.
In Chapter 7, we consider approximate and asymptotic state conversion.
We consider the smooth Re´nyi 0- and∞-divergences, and as their asymptotic
limit, introduce a concept called information spectrum (or the spectral di-
vergence rate). We then discuss a quantum version of the AEP under certain
assumptions including ergodicity, and show that the AEP implies the exis-
tence of a single complete monotone, which is nothing but the KL divergence
rate.
In Chapter 8, we apply the foregoing argument (Chapter 5, Chapter 6,
and Chapter 7) to quantum thermodynamics. We generally formulate Gibbs-
preserving maps and thermal operations and derive the second law of quan-
tum thermodynamics. We discuss both of the fluctuating-work formulation
and the single-shot scenario. We also consider the asymptotic limit, where a
complete macroscopic thermodynamic potential emerges.
In Appendix A, we provide a proof of the monotonicity properties of
general quantum divergences, by invoking mathematical techniques of matrix
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analysis. In particular, we show that operator monotone and operator convex
play crucial roles. We also discuss the quantum Fisher information and prove
its monotonicity property.
In Appendix B, we briefly overview quantum hypothesis testing, which
has a fundamental connection to the asymptotic theory discussed in Chapter
7. We discuss that quantum hypothesis testing provides essentially the same
information as the smooth Re´nyi 0- and ∞-divergences. We also discuss
semidefinite programming as a useful tool and focus on the quantum Stein’s
lemma as another representation of the quantum AEP.
In Appendix C, we discuss the classical AEP by considering classical
ergodic processes, and provide a proof of the classical Stein’s lemma. This is
regarded as the classical counterpart of Chapter 7 and Appendix B.
Finally, we remark on a notation that is used throughout this book. β ≥ 0
represents the inverse temperature of the environment (i.e., the heat bath),
that is, β := (kBT )
−1 with 0 < T ≤ ∞ being the corresponding temperature
and kB being the Boltzmann constant. Also, we set the Planck constant to
unity.
We will basically restrict ourselves to finite-dimensional systems for both
of the classical and quantum cases, unless stated otherwise. Only for a few
topics such as continuous-variable majorization and the AEP, we will adopt
infinite-dimensional setups.
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Chapter 2
Classical entropy and
divergence
In this chapter, we consider the basic concepts of classical information theory.
In Section 2.1, we formulate classical states and dynamics as probability dis-
tributions and stochastic matrices. We then introduce the Shannon entropy
and the Kullback-Leibler (KL) divergence (relative entropy) in Section 2.2
and the Re´nyi α-entropy and α-divergence in Section 2.3. In Section 2.4, we
consider more general divergence-like quantities including the f -divergence,
and as special cases, provide proofs of the properties of the KL and the Re´nyi
divergences. In Section 2.5, we briefly discuss the classical Fisher informa-
tion, which is a lower-order expansion of the KL divergence.
2.1 Classical state and dynamics
As a preliminary, we fix our terminologies and notations for classical proba-
bility theory. The concept of state of a classical system is represented by a
probability distribution p := (p1, p2, · · · , pd)T with
∑d
i=1 pi = 1 and pi ≥ 0.
Here, p is regarded as a d-dimensional column vector and T represents the
transpose. In the following, we do not distinguish state and distribution. On
the other hand, the classical phase-space point corresponds to index i, which
is also referred to as a “state” in the physics convention, while we do not use
this terminology in this book.
Let Pd be the set of d-dimensional probability distributions. We denote
the uniform distribution as u := (1/d, 1/d, · · · , 1/d)T. With two independent
distributions p ∈ Pd and q ∈ Pd′ , we write their joint distribution as p⊗ q ∈
Pdd′ whose components are given in the form piqj. This “tensor product”
notation is consistent with the quantum case, where a classical probability
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distribution is regarded as the diagonal elements of a density matrix. If
there are n samples that are independent and identically distributed (i.i.d.),
we write the joint distribution as p⊗n ∈ Pdn .
We note that the support of p, denoted as supp[p], is defined as the set
of indexes {i : pi > 0}. The rank of p is the number of elements of supp[p],
i.e., rank[p] := |supp[p]|. If p ∈ Pd does not have a zero component, the p is
called to have full rank.
A time evolution of classical probability distributions is represented by
a stochastic matrix, which maps the input state at the initial time into the
output state at the final time. For the sake of simplicity, we assume that
the input and the output spaces have the same dimensions in Chapters 2, 3,
and 4 (i.e., for the classical case), which means that any stochastic matrix
is a square matrix. The components of a stochastic matrix T must satisfy∑d
i=1 Tij = 1 and Tij ≥ 0. The time evolution of a probability vector is then
given by p′ = Tp, or equivalently, p′i =
∑d
j=1 Tijpj. Such a map on probability
distributions is called a stochastic map or a Markov map, for which we use
the same notation T .
If a stochastic matrix T further satisfies
∑d
j=1 Tij = 1, it is called a doubly
stochastic matrix. By definition, a stochastic matrix T is doubly stochastic
if and only if the uniform distribution is its fixed point: u = Tu.
Meanwhile, we note that for distributions p, q, the trace distance is defined
as
D(p, q) :=
1
2
‖p− q‖1 := 1
2
d∑
i=1
|pi − qi|, (2.1)
where ‖ · ‖1 is called the trace norm. The trace distance does not increase
under any stochastic map T , which is called the monotonicity (or the data
processing inequality):
D(p, q) ≥ D(Tp, Tq). (2.2)
The proof of this is easy, but we will postpone it to Section 2.4 where we
give a more general perspective on the monotonicity.
2.2 Shannon entropy and the KL divergence
A most basic concept in information theory is the Shannon entropy, which
is defined for a classical probability distribution p ∈ Pd as
S1(p) := −
d∑
i=1
pi ln pi. (2.3)
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Here, we added the subscript “1” because the Shannon entropy is the Re´nyi
1-entropy as discussed later. Obviously, S1(p) ≥ 0.
We next consider two distributions p, q ∈ Pd. The Kullback-Leibler (KL)
divergence (or the relative entropy) is defined as
S1(p‖q) :=
d∑
i=1
pi ln
pi
qi
. (2.4)
If the support of p is not included in that of q, we define S1(p‖q) := +∞.
In order to avoid too much complexity, however, we always assume that the
support of p is included in that of q throughout this book, whenever we
consider divergence-like quantities.
The KL divergence is regarded as an asymmetric “distance” between two
distributions. It is non-negative:
S1(p‖q) ≥ 0, (2.5)
where the equality S1(p‖q) = 0 holds if and only if p = q. A simplest way to
see this is as follows: Since ln(x−1) ≥ 1−x holds for x > 0, where the equality
holds if and only if x = 1, we have
∑
i pi ln(pi/qi) ≥
∑
i pi(1− qi/pi) = 0 and
the equality condition.
The entropy and the divergence are related as
S1(p) = ln d− S1(p‖u), (2.6)
where u is the uniform distribution. From this and the non-negativity of the
divergence, we obtain S1(p) ≤ ln d.
We note that if ∆p := p− q is small, i.e., ε := ‖∆p‖1  1, we can expand
the KL divergence up to the second order of ε as
S1(p‖p−∆p) = 1
2
∑
i
(∆pi)
2
pi
+O(ε3), (2.7)
where we used
∑
i ∆pi = 0 to drop the term of O(ε). The right-hand side of
(2.7) is related to the Fisher information [18,20].
The KL divergence also satisfies the monotonicity (or the data processing
inequality). Suppose that p, q, p′, q′ ∈ Pd satisfy p′ = Tp and q′ = Tq for a
stochastic matrix T . Then,
S1(p‖q) ≥ S1(p′‖q′), (2.8)
which represents that two distributions become harder to be distinguished, if
they are “coarse-grained” by a stochastic map. In terms of resource theory,
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this implies that the KL divergence is a monotone, where in general a mono-
tone is a quantity that does not increase (or decrease) under free operations.
Here, all stochastic maps are (rather formally) regarded to be free, while in
the thermodynamic setup, only Gibbs-preserving maps are supposed to be
free (see also Section 3.2 and Chapter 4).
A straightforward way to show inequality (2.8) is that
S1(p‖q)− S1(p′‖q′) =
∑
i
pi ln
pi
qi
−
∑
j
p′j ln
p′j
q′j
(2.9)
=
∑
ij
Tjipi ln
Tjipi
Tjiqi
−
∑
j
p′j ln
p′j
q′j
=
∑
j
p′jS1(p˜
(j)‖q˜(j)) ≥ 0, (2.10)
where S1(p˜
(j)‖q˜(j)) := ∑i Tjipip′j ln Tjipi/p′jTjiqi/q′j is the KL divergence between the
conditional distributions p˜
(j)
i := Tjipi/p
′
j and q˜
(j)
i := Tjiqi/q
′
j. Another proof
of (2.8) will be shown in Section 2.4 as a special case of the monotonicity of
more general divergence-like quantities. We will discuss the significance of
the monotonicity in thermodynamics of classical systems in Section 4.1.
We note that the converse of the monotonicity (2.8) is not true in gen-
eral: There are pairs of states (p, q) and (p′, q′) satisfying inequality (2.8) such
that any stochastic map T satisfying p′ = Tp and q′ = Tq does not exist. In
other words, the monotonicity of the KL divergence is only a necessary con-
dition, but not a sufficient condition for the convertibility of pairs of states.
In the resource theory terminology, this implies that the KL divergence is
a monotone but not a complete monotone under stochastic maps, because
a complete monotone must provide a sufficient condition for state convert-
ibility [52]. This observation brings us to the concept of majorization (more
generally, d-majorization), which will be discussed in the next chapter. In
particular, we will show that there exists a complete set of monotones, which
provides a sufficient condition with a collection of infinitely many divergence-
like quantities.
We next consider the case of doubly stochastic matrices. By noting
Eq. (2.6) and the fact that a doubly stochastic matrix T does not change
u, the monotonicity (2.8) of the KL divergence implies that
S1(p) ≤ S1(Tp), (2.11)
which represents that a doubly stochastic matrix makes distributions more
“random.” In terms of resource theory, this implies that the Shannon entropy
is a monotone under doubly stochastic maps (but again, is not a complete
monotone).
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The Shannon entropy and the KL divergence also have other fundamental
properties such as the subadditivity, the strong subadditivity, the concavity of
the Shannon entropy, and the joint concavity of the KL divergence. However,
we will postpone to discuss them to Chapter 5 for the quantum setup, from
which the classical counterpart immediately follows.
We here briefly remark on a quantity called mutual information. We
consider two systems A and B. Let pAB be a distribution of AB, and pA and
pB be its marginal distributions of A and B, respectively. Then, the mutual
information between A and B in distribution pAB is defined as
I1(pAB)A:B := S1(pA) + S1(pB)− S1(pAB) = S1(pAB‖pA ⊗ pB) ≥ 0. (2.12)
This quantifies the correlation between A and B, and I1(pAB)A:B = 0 holds
if and only if A and B are statistically independent, i.e., pAB = pA ⊗ pB.
The monotonicity (2.8) of the KL divergence implies the data processing
inequality of the mutual information: I1(pAB)A:B ≥ I1(TA⊗TBpAB)A:B, where
TA ⊗ TB represents a stochastic map independently acting on A and B.
2.3 Re´nyi entropy and divergence
We next discuss generalized entropies: the Re´nyi α-entropies for 0 ≤ α ≤ ∞.
For a distribution p ∈ Pd, the Re´nyi α-entropy is defined as
Sα(p) :=
1
1− α ln
(
d∑
i=1
pαi
)
. (2.13)
Here, Sα(p) for α = 0, 1,∞ is defined by taking the limit: S1(p) is indeed the
Shannon entropy, and
S0(p) := ln (rank[p]) , (2.14)
S∞(p) := − ln
(
max
i
{pi}
)
. (2.15)
We also denote these quantities by Smin(p) := S∞(p) and Smax(p) := S0(p),
which are referred to as the min and the max entropies, respectively. It is
obvious that
Sα(p) ≥ 0. (2.16)
We next consider the Re´nyi α-divergence for distributions p, q ∈ Pd with
0 ≤ α ≤ ∞ [66, 67]. It is defined as
Sα(p‖q) := 1
α− 1 ln
(
d∑
i=1
pαi
qα−1i
)
. (2.17)
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For α = 0, 1,∞, we again take the limit: S1(p‖q) is the KL divergence, and
S0(p‖q) := − ln
(∑
i:pi>0
qi
)
, (2.18)
S∞(p‖q) := ln
(
max
i
{
pi
qi
})
. (2.19)
We also denote these quantities by Smin(p‖q) := S0(p‖q) and Smax(p‖q) :=
S∞(p‖q), where on the contrary to the entropy case, the min and the max
divergences correspond to α = 0 and ∞, respectively. We again note that,
in the definition of these divergence-like quantities, we always assume that
the support of p is included in that of q.
An important property of the Re´nyi divergence is non-negativity, while
we postpone the proof to Section 2.4.
Proposition 2.1 (Non-negativity of the Re´nyi divergence)
Sα(p‖q) ≥ 0. (2.20)
For 0 < α ≤ ∞, the equality Sα(p‖q) = 0 holds if and only if p = q. For
α = 0, the equality holds if and only if the supports of p and q are the same.
The Re´nyi α-divergence satisfies the monotonicity: it does not increase
(and thus is a monotone) under stochastic maps. (We again postpone the
proof to Section 2.4.)
Proposition 2.2 (Monotonicity of Re´nyi divergence, Theorem 1 of [67])
For any stochastic matrix T , the Re´nyi α-divergence with 0 ≤ α ≤ ∞ satisfies
Sα(p‖q) ≥ Sα(Tp‖Tq). (2.21)
With the uniform distribution u, the α-divergence and the α-entropy are
related as
Sα(p) = ln d− Sα(p‖u), (2.22)
from which we have
Sα(p) ≤ ln d. (2.23)
From the monotonicity of the α-divergence, we have, for any doubly stochas-
tic matrix T ,
Sα(p) ≤ Sα(Tp). (2.24)
We also note the following property. (Again, we will prove it in Sec-
tion 2.4.)
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Proposition 2.3 (Theorem 3 of [66])
Sα(p‖q) ≤ Sα′(p‖q) for α ≤ α′, (2.25)
and thus
Sα(p) ≥ Sα′(p) for α ≤ α′. (2.26)
In addition, we note that a property called the joint convexity of the
Re´nyi α-divergence is true for 0 ≤ α ≤ 1 [67]. See also Corollary A.7 in
Appendix A for the quantum case.
We finally remark on the Re´nyi α-divergence for negative α. It can be
defined for −∞ ≤ α < 0 by
Sα(p‖q) := sgn(α)
α− 1 ln
(
d∑
i=1
pαi
qα−1i
)
, (2.27)
where sgn(α) := 1 for α > 0 and sgn(α) := −1 for α < 0. It is straightforward
to check that Sα(p‖q) = αα−1S1−α(q‖p) for α < 0. Correspondingly, the Re´nyi
α-entropy for negative α can be defined as
Sα(p) :=
sgn(α)
1− α ln
(
d∑
i=1
pαi
)
= sgn(α) ln d− Sα(p‖u). (2.28)
In the following, however, we only consider positive α unless stated otherwise.
2.4 General classical divergences
We now give the proofs of the properties of the Re´nyi α-divergence discussed
in Section 2.3. Moreover, in order to provide a more general perspective,
here we discuss general divergence-like quantities including the f -divergence.
See Appendix A for the quantum counterpart. We start with the formal
definition of convexity/concavity.
Definition 2.1 (Convexity and concavity) Let I ⊂ R be an interval. A
function f : I → R is convex, if for any x, y ∈ I and any λ ∈ [0, 1],
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y). (2.29)
Moreover, f is strictly convex at z ∈ I, if for any x, y ∈ I with x 6= y and
any λ ∈ (0, 1) such that λx+ (1− λ)y = z,
f(λx+ (1− λ)y) < λf(x) + (1− λ)f(y). (2.30)
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If ≤ and < above are replaced by ≥ and >, f is concave and strictly concave,
respectively.
We now state the main lemma of this section, which holds true for vectors
in Rd that are not necessarily probability distributions.
Lemma 2.1 Let f be a convex function and let p, q, p′, q′ ∈ Rd. Suppose
that all the components of q, q′ are positive. If p′ = Tp and q′ = Tq hold for
a stochastic matrix T , then
d∑
i=1
q′if
(
p′i
q′i
)
≤
d∑
i=1
qif
(
pi
qi
)
. (2.31)
If f is concave, we have the opposite inequality.
Proof. Let f be convex. By noting that
p′j
q′j
=
d∑
i=1
Tjiqi
q′j
pi
qi
,
d∑
i=1
Tjiqi
q′j
= 1, (2.32)
we have from the Jensen inequality
d∑
j=1
q′jf
(
p′j
q′j
)
≤
d∑
j=1
d∑
i=1
q′j
Tjiqi
q′j
f
(
pi
qi
)
=
d∑
i=1
qif
(
pi
qi
)
. (2.33)
We apply the same proof for the concave case. 
Let p, q ∈ Pd. If we take f(x) := x lnx in the above lemma, we have
S1(p‖q) =
∑d
i=1 qif(pi/qi). Thus inequality (2.31) implies the monotonicity
of the KL divergence (2.8). If we take f(x) = |x− 1|/2, the trace distance is
written as D(p, q) =
∑d
i=1 qif(pi/qi), from which we obtain the monotonicity
of the trace distance (2.2).
Corollary 2.1 Let f be a convex function and let p, p′ ∈ Rd. If p′ = Tp
holds for a doubly stochastic matrix T ,
d∑
i=1
f(p′i) ≤
d∑
i=1
f(pi). (2.34)
If f is concave, we have the opposite inequality.
Proof. Set qi = 1 in Lemma 2.1. 
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We now prove the properties of the Re´nyi α-divergence, which are stated
in Section 2.3.
Proof of Proposition 2.1. Let fα(x) := x
α. For 1 < α <∞, fα is convex.
From the Jensen inequality, we have
d∑
i=1
qif
(
pi
qi
)
≥ f
(
d∑
i=1
qi
pi
qi
)
= f(1) = 1, (2.35)
and then take the logarithm of this. The equaity holds if and only if pi/qi = 1
for all i, because fα is strictly convex at x = 1.
For 0 < α < 1, fα is concave, and thus we have the opposite inequality
to the above; then take the logarithm of it, by noting the sign of α− 1.
For α = 0, 1,∞, we can take the limit to show the non-negativity, but can
also easily show it directly. The equality condition can be confirmed directly
for these cases. In particular, for the case of α = 0, the equality holds if and
only if the support of p includes that of q; but under our assumption that
the support of q always includes that of p, this condition implies that the
supports of them are the same. 
Proof of Proposition 2.2. For 0 < α < 1 and 1 < α < ∞, we apply
Lemma 2.1 to fα(x) = x
α and take the logarithm of it, by noting the sign of
α−1. For α = 0, 1,∞, we can take the limit. For α = 1, we can also directly
take f(x) = x lnx as mentioned before. 
Proof of Proposition 2.3. Let α < α′. f(x) := x(α−1)/(α
′−1) is concave for
1 < α < α′ < ∞, while is convex for 0 < α < α′ < 1 and 0 < α < 1 < α′.
From the Jensen’s inequality, and noting the sign of α− 1, we obtain
Sα(p‖q) = 1
α− 1 ln
(∑
i
pi
(
pi
qi
)α−1)
(2.36)
=
1
α− 1 ln
(∑
i
pi
(
pi
qi
)(α′−1) α−1
α′−1
)
(2.37)
≤ 1
α′ − 1 ln
(∑
i
pi
(
pi
qi
)α′−1)
(2.38)
= Sα′(p‖q). (2.39)
For α, α′ = 0, 1,∞, we take the limit. 
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We next discuss the concept called the f -divergence introduced in Refs. [14,
15] (see also Ref. [68]). Let f : (0,∞) → R be a convex function. Suppose
that f(x) is strictly convex at x = 1 and f(1) = 0. Then, the f -divergence
is defined for p, q ∈ Pd by
Df (p‖q) :=
d∑
i=1
qif
(
pi
qi
)
. (2.40)
The f -divergence is non-negative:
Df (p‖q) ≥ 0, (2.41)
where the equality Df (p‖q) = 0 holds if and only if p = q. This follows
from the Jensen inequality (2.35) along with f(1) = 0, where the equality
condition follows from the assumption that f(x) is strictly convex at x = 1.
The f -divergence also satisfies the monotonicity for 0 ≤ α ≤ ∞, which is
nothing but Lemma 2.1.
The KL divergence is the f -divergence with f(x) = x lnx. On the other
hand, the Re´nyi α-divergence with α 6= 1 is not in the form of f -divergence.
We note that there is another concept also called α-divergence [20], which is
the f -divergence with fα(x) :=
1
α(α−1)(x
α − 1) for α 6= 0, 1,∞, that is,
Dfα(p‖q) :=
1
α(α− 1)
(∑
i
pαi
qα−1i
− 1
)
. (2.42)
It can be shown that limα→1Dfα(p‖q) = S1(p‖q). In this book, however,
whenever we simply mention “the α-divergence,” it indicates the Re´nyi α-
divergence in the sense of Section 2.3.
The trace distance is the f -divergence with f(x) := |x − 1|/2. The f -
divergence is also related to the fidelity defined as F (p, q) :=
∑
i
√
piqi. To
see this, let f(x) := 1−√x, which is equivalent to above-mentioned fα with
α = 1/2 up to normalization. Then we have Df (p‖q) = 1 − F (p, q), from
which the monotonicity of the fidelity follows, i.e., F (p, q) ≤ F (Tp, Tq). It
can be also rewritten as Df (p‖q) = 12
∑
i(
√
pi − √qi)2, and
√
Df (p‖q) is
called the Hellinger distance.
We finally note that, in general, a divergence D(p‖q) is defined as a
quantity satisfying D(p‖q) ≥ 0 where the equality holds if and only if p =
q. The monotonicity under stochastic maps is also often required for the
definition of divergence. The f -divergence and the Re´nyi α-divergence with
0 < α ≤ ∞ are both divergences in this sense, while the Re´nyi 0-divergence
does not satisfy the above equality condition.
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2.5 Fisher information
We here briefly discuss the Fisher information [18,20] (see also Ref. [3]), which
has a fundamental connection to divergences. The quantum counterpart will
be discussed in Appendix A.4.
A main practical application of the Fisher information is found in the
theory of parameter estimation, where one wants to estimate unknown pa-
rameters of probability distributions from observed data of random events.
Here, the Fisher information gives a fundamental bound of the accuracy of
parameter estimation, which is known as the Cramer-Rao bound. In this
section, instead of going into details of estimation theory, we will focus on
the general mathematical properties of the Fisher information.
We consider smooth parametrization of probability distributions, written
as p(θ) ∈ Pd with parameters θ := (θ1, θ2, · · · , θm) ∈ Rm, where the domain
of θ is an open subset of Rm. We suppose that p(θ) has the full rank, i.e.,
pi(θ) > 0 for any i and θ. We denote ∂k := ∂/∂θ
k. We note that the
parametrization must satisfy m ≤ d− 1.
Definition 2.2 (Fisher information) Let p(θ) ∈ Pd have full rank and
θ ∈ Rm be the parameter. The (classical) Fisher information matrix is an
m×m matrix, whose (k, l)-component is defined as
Jp(θ),kl :=
d∑
i=1
pi(θ)∂k[ln pi(θ)]∂l[ln pi(θ)] =
d∑
i=1
∂kpi(θ)∂lpi(θ)
pi(θ)
. (2.43)
The Fisher information is obtained as the infinitesimal limit of the f -
divergence. Suppose that f ′′(1) > 0 exists and f is sufficiently smooth around
1. Then it is easy to check that
Df (p(θ)‖p(θ −∆θ)) = f
′′(1)
2
∑
kl
∆θkJp(θ),kl∆θ
l +O(ε3), (2.44)
where ε := ‖∆θ‖. We note that the term of O(ε) vanishes because of∑
i ∂kpi(θ) = 0. Eq. (2.44) is a generalization of Eq. (2.7); remarkably, for
all the f -divergences, we obtain the same Fisher information up to normal-
ization.
The Fisher information satisfies the monotonicity under stochastic maps.
While this may be regarded as a trivial consequence of the monotonicity of
the f -divergence, we provide a direct proof as follows.
Proposition 2.4 (Monotonicity of the Fisher information) For any stochas-
tic map T that is independent of θ,
Jp(θ) ≥ JTp(θ). (2.45)
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Proof. We omit the argument θ for simplicity of notations. Let p′ := Tp.
Let c = (c1, · · · , cm) ∈ Rm be a column vector and define ∂ := ∑k ck∂k.
Then,
cTJpc =
∑
i
pi
(
∂pi
pi
)2
, cTJp′c =
∑
i
p′i
(
∂p′i
p′i
)2
. (2.46)
Then, we apply inequality (2.31) with f(x) := x2. 
An operational meaning of the Fisher information is highlighted by the
Cramer-Rao bound, which states that the accuracy of any unbiased estima-
tion of θ is bounded by the Fisher information. Consider a task that one
estimates unknown θ from observed data i. Let θest(i) be an estimator and
suppose that it satisfies the unbiasedness condition:
∑
i pi(θ)θest(i) = θ for
all θ. The accuracy of such unbiased estimation can be characterized by the
covariance matrix Covθ(θest), whose (k, l)-component is given by
Covklθ (θest) :=
∑
i
pi(θ)(θ
k
est(i)− θk)(θlest(i)− θl). (2.47)
Then, the Cramer-Rao bound states that
Covθ(θest) ≥ J−1p(θ). (2.48)
We omit the proof of this, which is not difficult (e.g., Theorem 11.10.1 of
Ref. [3]).
As an example, we consider a family of probability distributions called
the exponential family. For simplicity, we consider a single parameter θ ∈ R
and the parameterized distribution of the form
pi(θ) := hi exp(θTi − A(θ)), (2.49)
where A(θ) is a smooth function of θ. By straightforward computation, we
have ∑
i
Tipi(θ) = A
′(θ),
∑
i
T 2i pi(θ) = A
′′(θ) + A′(θ)2, (2.50)
where A′(θ) := dA(θ)/dθ. Thus, the Fisher information is given by Jp(θ) =
A′′(θ).
In terms of thermodynamics, we can interpret that pi(θ) is a Gibbs state,
where Ti is the energy, −θ is the inverse temperature β, and θ−1A(θ) is the
free energy F (β) (we set hi = 1). With this correspondence, Eqs. (2.50) are
well-known formulas in equilibrium statistical mechanics.
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We note that Eqs. (2.50) imply that Ti is regarded as an unbiased es-
timator of A′(θ) with the variance A′′(θ). Then, we replace the parame-
ter θ with θ′ := A′(θ). The corresponding Fisher information is given by
Jp(θ′) = A
′′(θ)−1 because of d/dθ′ = (A′′(θ))−1d/dθ. Therefore, Ti as an
unbiased estimator of θ′ attains the Cramer-Rao bound (2.48).
We finally remark that the Fisher information can be regarded as a met-
ric on the space of probability distributions (or on the parameter space),
which is the perspective of information geometry [20] (see Ref. [69] for its re-
lation to stochastic thermodynamics). Here, we introduce the concept called
monotone metric.
Definition 2.3 (Monotone metric) Suppose that Gp : Rd × Rd → R is
defined for distributions p ∈ Pd with full support. We call Gp a monotone
metric, if it satisfies the following.
• Gp is bilinear.
• Gp(a, a) ≥ 0 holds for any p, where the equality is achieved if and only
if a = 0.
• p 7→ Gp(a, a) is continuous for any a.
• The monotonicity
Gp(a, a) ≥ GTp(Ta, Ta) (2.51)
holds for any stochastic matrix T and for any p, a.
In particular, the Fisher information metric is defined by
Gp(a, b) :=
d∑
i=1
aibi
pi
, (2.52)
where a = (a1, · · · , ad)T and b = (b1, · · · , bd)T. This metric is related to the
Fisher information matrix as
Jp(θ),kl = Gp(θ)(∂kp(θ), ∂lp(θ)). (2.53)
In completely the same manner as the proof of Proposition 2.4, we can show
that the Fisher information metric (2.52) satisfies the monotonicity (2.51).
Thus, the Fisher information metric is a monotone metric. Conversely, any
monotone metric is the Fisher information metric; in this sense, the Fisher
information is unique. This is known as the Chentsov theorem.
Theorem 2.1 (Chentsov Theorem [70]) Any monotone metric is the Fisher
information metric up to normalization.
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Chapter 3
Classical majorization
Majorization is a useful tool in various fields of information theory [7, 53].
In the context of thermodynamics, a generalized majorization plays a cru-
cial role for characterizing a necessary and sufficient condition for state con-
version by thermodynamically feasible transformations described by Gibbs-
preserving maps at finite temperature.
In Section 3.1, we start with a simplest case: (ordinary) majorization
related to infinite-temperature thermodynamics. In Secion 3.2, we consider
a generalized version of majorization, called thermo-majorization, or more
generally, d-majorization (relative majorization). In Section 3.3, we briefly
mention majorization in the presence of “catalyst.” In Section 3.4, we roughly
discuss the continuous-variable majorization, without going into mathemat-
ical details. In Section 3.5, we provide rigorous proofs of main theorems of
this chapter.
3.1 Majorization
We first consider majorization for classical probability distributions, which
characterizes state convertibility in a simplest thermodynamic setup where
the Gibbs state is just the uniform distribution (i.e., all the energy levels are
degenerate or the temperature is infinite, β = 0).
Let us illustrate a motivation to introduce majorization (see also Sec-
tion 2.2). Remember that if a classical distribution p is mapped to p′ by a
doubly stochastic map, the Shannon entropy increases (or does not change),
S1(p) ≤ S1(p′). Then, the central problem of this section is related to the
converse: If the Shannon entropy increases, does there always exist a doubly
stochastic map that converts p to p′? The answer is negative; The Shannon
entropy does not give a sufficient condition for such state conversion. In other
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Figure 3.1: An example of the Lorenz curve (d = 3), where p′ ≺ p. The
uniform distribution u is represented by the diagonal line, which is majorized
by any other distributions.
words, the Shannon entropy is a monotone but not a complete monotone.
Instead, the full characterization of state convertibility in a necessary and
sufficient way is given by majorization.
Let p and p′ be classical probability distributions. We define p↓ by re-
arranging the components of p = (p1, p2, · · · , pd)T in the decreasing order:
p↓1 ≥ p↓2 ≥ · · · ≥ p↓d. We also define p′↓i in the same manner. Majorization is
then defined as follows.
Definition 3.1 (Majorization) Let p, p′ ∈ Pd. We say that p majorizes
p′, written as p′ ≺ p, if for all k = 1, 2, · · · , d,
k∑
i=1
p′↓i ≤
k∑
i=1
p↓i . (3.1)
This definition implies that p′ is “more random” or “more uniformly dis-
tributed” than p. To visualize this, we can rephrase Definition 3.1 by the
Lorenz curve as follows. As shown in Fig. 3.1, we plot 1/d, 2/d, · · · , 1 (at
equal spaces) on the horizontal axis, and plot p↓1, p
↓
1+p
↓
2, · · · , p↓1+· · ·+p↓d(= 1)
on the vertical axis. We obtain a concave polyline by connecting these points,
which is called the Lorenz curve of p. It is obvious from the definition that
p′ ≺ p holds if and only if the Lorenz curve of p lies above that of p′.
The Lorenz curve of the uniform distribution u is the diagonal line be-
tween (0, 0) and (1, 1). Thus, u ≺ p holds for all p. We remark that ≺ is not
a total order but a preorder. In fact, p ≺ p holds for any p, and if p′′ ≺ p′
and p′ ≺ p then p′′ ≺ p holds. However, there is a pair of distributions p, p′
such that neither p′ ≺ p nor p ≺ p′ holds; this happens when the Lorentz
curves of p and p′ cross with each other.
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The definition of majorization can be equivalently rephrased in several
ways as follows (see also, e.g., Ref. [7]):
Theorem 3.1 Let p, p′ ∈ Pd. The following are equivalent.
(i) p′ ≺ p.
(ii) For all t ∈ R,
d∑
i=1
|p′i − t| ≤
d∑
i=1
|pi − t|. (3.2)
(iii) For all convex functions f ,
d∑
i=1
f(p′i) ≤
d∑
i=1
f(pi). (3.3)
(iv) There exists a doubly stochastic matrix T such that p′ = Tp.
We will present the proof of this theorem in Section 3.5. Here we only
remark on the following point. Given (iv) above, (iii) is just the monotonicity
in the form of Corollary 2.1. In particular, by taking f(x) := x lnx, inequal-
ity (3.3) implies that the Shannon entropy does not decrease under doubly
stochastic maps. Thus, Theorem 3.1 implies that the Shannon entropy S1(p)
does not provide a sufficient condition for state convertibility under doubly
stochastic maps; we need to take into account all convex functions f to obtain
a sufficient condition. In terms of resource theory,
∑d
i=1 f(pi) with all convex
functions constitute a complete set of monotones for doubly stochastic maps.
We note an explicit example that S1(p) ≤ S1(p′) is not sufficient for
the existence of a doubly stochastic matrix T such that p′ = Tp [46]. Let
p = (2/3, 1/6, 1/6)T and p′ = (1/2, 1/2, 0)T. In this case, it is easy to check
that S1(p) < S1(p
′) holds, while p′ ≺ p does not.
We note that the uniform distribution u is the fixed point of doubly
stochastic matrices: u = Tu. In terms of thermodynamics, u is regarded as
the Gibbs state of a system with all the energy levels being degenerate or at
infinite temperature β = 0; a doubly stochastic map represents a thermody-
namic process that does not change such a special Gibbs state u.
We remark the following theorem as a fundamental characterization of
doubly stochastic matrices in the classical case.
Theorem 3.2 (Birkhoff’s theorem) Every extreme point of the set of
doubly stochastic matrices is a permutation matrix. That is, the following
are equivalent.
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(i) T is a doubly stochastic matrix.
(ii) T can be written as a convex combination of permutation matrices:
There exist permutation matrices Pk and coefficients rk ≥ 0 with∑
k rk = 1 such that T =
∑
k rkPk.
Proof. (ii) ⇒ (i) is trivial. (i) ⇒ (ii) is Theorem II.2.3 of Ref. [7], whose
proof is not very easy. 
So far, we have considered majorization of probability distributions in Pd.
More generally, we can define majorization of vectors in Rd: For p, p′ ∈ Rd,
we write p′ ≺ p if inequality (3.1) and ∑di=1 pi = ∑di=1 p′i are satisfied. The-
orem 3.1 still holds under this definition, where the proof goes in completely
the same manner. From this viewpoint, we remark the following proposition
for characterization of doubly stochastic matrices:
Proposition 3.1 (Theorem II.1.9 of [7]) A matrix T is doubly stochas-
tic if and only if Tp ≺ p for all p ∈ Rd.
Proof. The “only if” part is (iv) ⇒ (i) of Theorem 3.3. We can prove the
“if” part by choosing p to be the uniform distribution u and the distributions
of the form (0, · · · , 0, 1, 0, · · · , 0)T. 
We finally remark on the concept called Schur-convexity. A function
F : Rd → R is called a Schur-convex function, if p′ ≺ p implies F (p′) ≤ F (p)
for any p, p′ ∈ Rd. In other words, a Schur-convex function is a monotone
of majorization. For example, F (p) :=
∑d
i=1 f(pi) with f being a convex
function is Schur-convex from Theorem 3.1 (iii). The following proposition
is known as a characterization of Schur-convex functions.
Proposition 3.2 (Theorem II.3.14 of [7]) A differentiable function F :
Rd → R is Schur-convex, if and only if F is permutation invariant (i.e.,
F (Pp) = F (p) for all permutation P ) and for all p ∈ Rd and i, j,
(pi − pj)
(
∂F
∂pi
− ∂F
∂pj
)
≥ 0. (3.4)
3.2 d-majorization and thermo-majorization
We next consider a generalization of majorization, called d-majorization (or
relative majorization) for classical distributions (see also, e.g., Refs. [43, 53,
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Figure 3.2: Lorenz curves for d-majorization (d = 3). (a) An example of the
Lorenz curve of (p, q). (b) An example of a situation where (p′, q′) ≺ (p, q).
The diagonal line describes (q′′, q′′).
71]). This concept was originally introduced as a generalization of majoriza-
tion in the context of statistical comparison [54–56]. While ordinary ma-
jorization concerns convertibility from a distribution to another distribu-
tion, d-majorization concerns convertibility between pairs of distributions.
A special class of d-majorization is called thermo-majorization [41], which
characterizes a necessary and sufficient condition for state convertibility by
thermodynamic processes at finite temperature β > 0.
We first define d-majorization by using the (generalized or relative) Lorenz
curve. We consider classical probability distributions p = (p1, · · · , pd)T and
q = (q1, · · · , qd)T. We define p∗ and q∗ by rearranging their components
such that p∗1/q
∗
1 ≥ p∗2/q∗2 ≥ · · · ≥ p∗d/q∗d holds, where the ways of rearrang-
ing the components are the same for p and q. As shown in Fig. 3.2 (a),
we plot q∗1, q
∗
1 + q
∗
2, · · · , q∗1 + · · · + q∗d(= 1) on the horizontal axis and plot
p∗1, p
∗
1 + p
∗
2, · · · , p∗1 + · · · + p∗d(= 1) on the vertical axis. By connecting these
points, we obtain a concave polyline, which is the (generalized) Lorenz curve
of the pair (p, q).
Definition 3.2 Let p, q, p′, q′ ∈ Pd. We say that (p, q) d-majorizes (p′, q′),
written as (p′, q′) ≺ (p, q), if the Lorenz curve of (p, q) lies above that of
(p′, q′).
Figure 3.2 (b) shows an example of the Lorenz curves with (p′, q′) ≺ (p, q).
The diagonal line describes the Lorenz curve of (q′′, q′′) for any q′′, which is
d-majorized by all other (p, q).
As is the case for ordinary majorization, the definition of d-majorization
can be equivalently rephrased in several ways as follows, which is referred to
as the Blackwell’s theorem [54] (see also Ref. [55]):
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Theorem 3.3 (Blackwell’s theorem) Let p, q, p′, q′ ∈ Pd and suppose that
q, q′ have full rank. Then, the following are equivalent.
(i) (p′, q′) ≺ (p, q).
(ii) For all t ∈ R,
d∑
i=1
|p′i − tq′i| ≤
d∑
i=1
|pi − tqi|. (3.5)
(iii) For all convex functions f ,
d∑
i=1
q′if
(
p′i
q′i
)
≤
d∑
i=1
qif
(
pi
qi
)
. (3.6)
(iv) There exists a stochastic matrix T such that p′ = Tp and q′ = Tq.
Clearly, Theorem 3.1 for majorization is regarded as a special case of The-
orem 3.3 for d-majorization, by letting q = q′ = u. While we will postpone
the proof of Theorem 3.3 to Section 3.5, we here make some remarks on the
proof.
The most nontrivial part of the above theorem is (i) ⇒ (iv). A way to
obtain an intuition about it is to consider majorization for continuous vari-
ables as discussed in Ref. [56]. In fact, by applying a variable transformation
to the Lorentz curve of a continuous variable, we can see that d-majorization
is a special case of continuous (ordinary) majorization. We will discuss this
idea in Section 3.4 in detail, by which our rigorous proof in Section 3.5 is
inspired. We also note that there is an alternative direct and “graphical”
proof of (i) ⇒ (iv) of Theorem 3.3, where one does not even need to invoke
(i) ⇒ (iv) of Theorem 3.1, as shown in Ref. [72].
Given (iv) above, (iii) is just the monotonicity in the form of Lemma 2.1.
The KL divergence with f(x) = x lnx does not provide a sufficient condi-
tion for convertibility of distributions; instead, we need all convex functions
f . In terms of resource theory,
∑d
i=1 qif(pi/qi) with all convex functions
constitute a complete set of monotones for stochastic maps. We note that∑d
i=1 qif(pi/qi) is the f -divergence defined in Eq. (2.40), if f(1) = 0 is satis-
fied (this is always possible by adding a constant) and f(x) is strictly convex
at x = 1.
If q = q′, d-majorization is called thermo-majorization, where the condi-
tion (iv) of Theorem 3.3 reduces to p′ = Tp and q = Tq, that is, q is a fixed
point of T .
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Figure 3.3: Graphical representation of the relationship between the Lorenz
curve of (p, q) and the divergences S0(p‖q) and S∞(p‖q).
Definition 3.3 (Thermo-majorization) Let p, q, p′ ∈ Pd. We say that p
thermo-majorizes p′ with respect to q, if (p′, q) ≺ (p, q).
Because the Lorenz curve of (q, q) is the diagonal line, q is thermo-
majorized by any other distributions with respect to q itself: (q, q) ≺ (p, q) for
all p. Therefore, the thermo-majorization relation characterizes how “close”
a distribution p is to q.
By the naming of thermo-majorization, we have in mind that q is a Gibbs
state of a Hamiltonian, written as q = pG. We note that any distribution q
of full rank is regarded as a Gibbs state of some Hamiltonian. In this case,
q = Tq implies that T does not change the Gibbs state, which is called a
Gibbs-preserving map (see also Chapter 4). In terms of resource theory of
thermodynamics, Gibbs-preserving maps are specified as free operations (and
Gibbs states are free states). Note that at infinite temperature, the Gibbs
state is u and a Gibbs-preserving map is a doubly-stochastic map.
Theorem 3.3 gives a necessary and sufficient condition of state conversion
from p to p′ under Gibbs-preserving maps. In addition, we note that there is
another type of a necessary and sufficient condition for thermo-majorization
(but not for d-majorization) based on S∞(p‖q), which will be discussed in
the quantum case later [(iii) of Theorem 6.4].
We next remark that the min and the max divergences, S0(p‖q) and
S∞(p‖q), can be visualized by the Lorenz curve of (p, q), as illustrated in
Fig. 3.3. The following theorem straightforwardly follows from this graphical
representation.
Theorem 3.4 (Conditions for state conversion)
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(a) Necessary conditions: If (p′, q′) ≺ (p, q), then
S0(p‖q) ≥ S0(p′‖q′), S∞(p‖q) ≥ S∞(p′‖q′). (3.7)
(b) Sufficient condition: (p′, q′) ≺ (p, q) holds, if (but not only if)
S∞(p′‖q′) ≤ S0(p‖q). (3.8)
Proof. These are obvious from Fig. 3.3. We note that (a) is nothing but
the monotonicity of S0(p‖q) and S∞(p‖q), given Theorem 3.3. 
In the above theorem, the necessary condition and the sufficient condition
are distinct, suggesting that there is no single necessary and sufficient con-
dition for d-majorization in terms of the Re´nyi divergences (see also Fig. 6.1
in Section 6.3). However, if we take the asymptotic limit, the Re´nyi 0- and
∞-divergences can collapse to a single value for a broad class of distributions,
giving a complete monotone for d-majorization. This is the main topic of
Section 7.2.
Finally, we note that, as is the case for ordinary majorization, the concept
of d-majorization can be extended to general p, q, p′, q′ ∈ Rd, where qi > 0,
q′i > 0 for all i and
∑d
i=1 qi =
∑d
i=1 q
′
i are always assumed. Then, we write
(p′, q′) ≺ (p, q) if the Lorenz curve of (p, q) lies above that of (p′, q′) and∑d
i=1 pi =
∑d
i=1 p
′
i is satisfied. Under this definition, Theorem 3.3 still holds.
3.3 Catalytic majorization
It is useful to introduce a catalyst for state transformations, where a cata-
lyst means an auxiliary system whose states are the same before and after
the transformation. Here we briefly introduce some important results about
majorization in the presence of catalyst, without going into the proofs. This
section is logically independent of the subsequent sections.
We first define catalytic majorization, where, as mentioned later, the
condition that the initial and final states of the catalyst are exactly the same
is crucial.
Definition 3.4 (Catalytic majorization) Let p, p′ ∈ Pd. We say that p
majorizes p′ with the aid of a catalyst, or p can be trumped into p′, if there
exists a finite-dimensional distribution r ∈ PN such that p′ ⊗ r ≺ p⊗ r.
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An example that p′ ≺ p does not hold but p can be trumped into p′
is given by p = (4/10, 4/10, 1/10, 1/10)T and p′ = (1/2, 1/4, 1/4, 0)T, along
with r = (6/10, 4/10)T [73].
A necessary and sufficient condition for catalytic majorization was proved
in Refs. [74,75], which is stated as follows.
Theorem 3.5 (Theorem 1 of [74]; Theorem 2 of [75]) Let p, p′ ∈ Pd
have full rank and suppose that p↓ 6= p′↓. Then, p can be trumped into p′, if
and only if fα(p
′) < fα(p) for all α ∈ (−∞,∞), where
fα(p) :=

ln
∑
i p
α
i (α > 1),∑
i pi ln pi (α = 1),
− ln∑i pαi (0 < α < 1),
−∑i ln pi (α = 0),
ln
∑
i p
α
i (α < 0).
(3.9)
It is worth noting that there is a pair of (p, p′) that satisfies fα(p′) < fα(p)
for all α ∈ (−∞, 1) and α ∈ (1,∞) but satisfies f1(p′) = f1(p) (see Ref. [74]
for an explicit example). In this case, p cannot be trumped into p′.
In Theorem 3.5, fα is the same as the Re´nyi α-entropy (2.28) (including
negative α) up to a negative coefficient, except for α = 0. By allowing an
infinitesimal error in the final state, the α = 0 case turns into the Re´nyi
0-entropy as follows.
Lemma 3.1 (Proposition 4 of [43]) Let p, p′ ∈ Pd. The following are
equivalent.
(i) For any ε > 0, there exists a distribution p′ε such that p can be trumped
into p′ε and D(p
′, p′ε) ≤ ε.
(ii) Sα(p) ≤ Sα(p′) holds for all α ∈ (−∞,∞).
A slightly different definition of approximate trumping from the above
has been considered in Ref. [76], where the necessary and sufficient condition
is given by Sα(p) ≤ Sα(p′) only with α ∈ (1,∞) (Theorem 1 of Ref. [76]; see
also discussion in Ref. [43]).
We next consider the catalytic d-majorization.
Definition 3.5 (Catalytic d-majorization) Let p, q, p′, q′ ∈ Pd. We say
that (p, q) d-majorizes (p′, q′) with the aid of catalysts, or (p, q) can be d-
trumped into (p′, q′), if there exist finite-dimensional distributions r, s ∈ PN
such that (p′ ⊗ r, q′ ⊗ s) ≺ (p⊗ r, q ⊗ s).
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In the above definition, it is often possible to take s as the uniform distri-
bution u. In the case of thermo-majorization, this implies that the Hamilto-
nian of the catalyst can be taken trivial. In fact, Lemma 3.1 can be further
generalized to the following form.
Theorem 3.6 (Theorem 17 of [43]) Let p, q, p′, q′ ∈ Pd have full rank.
Then, the following are equivalent.
(i) For any ε > 0, there exists a distribution p′ε ∈ Pd such that (p, q) can
be d-trumped into (p′ε, q
′) and D(p′, p′ε) ≤ ε.
(ii) Sα(p‖q) ≥ Sα(p′‖q′) for all α ∈ (−∞,∞).
Moreover, the catalyst distribution s of Definition 3.5 for the d-trumping of
(i) can be taken as the uniform distribution u.
The above theorem implies that the Re´nyi α-divergences with −∞ < α <
∞ constitute a complete set of monotones in the presence of catalyst.
Once we remove the requirement that the catalyst state exactly goes back
to the initial state without any correlation with the system, the characteri-
zation of state convertibility becomes drastically different. In fact, any state
conversion becomes possible in the absence of this requirement [77], even if
the error in the final state is arbitrarily small, as long as it is independent
of the sizes of the system and the catalyst. In other words, the majorization
structure becomes trivial in the presence of such non-exact catalyst, which is
called the embezzling phenomenon. In the context of thermodynamics [43],
this implies that one can extract more work than the standard thermody-
namic bound by “embezzling” an auxiliary system whose operation is not
exactly cyclic.
Theorem 3.7 (Main result of [77]) For any ε > 0 and for any p, p′ ∈ Pd,
there exist a distribution r ∈ PN of a catalyst and a distribution r′ ∈ PdN
such that r′ ≺ p⊗ r and ‖r′ − p′ ⊗ r‖1 < ε.
On the other hand, it is known that there are several ways to make the
non-exact majorization structure nontrivial by considering slightly different
setups from the case of the embezzling phenomenon; We now suppose that
the change of the catalyst state is “modestly” non-exact. Remarkably, the
KL divergence often serves as a single “complete monotone” for such setups,
as described below. Therefore, in the presence of such modestly non-exact
catalyst, thermodynamic transformation can be completely characterized by
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the standard nonequilbrium free energy (4.9) introduced in Section 4.1 based
on the KL divergence.
First, in Ref. [43], it has been shown that if the approximation error scales
modestly in the dimension of the catalyst, then the majorization condition
is only given by the Shannon entropy up to small correction terms.
Theorem 3.8 (Theorem 23 of [43]) Let p, p′ ∈ Pd.
(a) Let ε ≥ 0. If there exist a distribution r ∈ PN of a catalyst and a
distribution r′ ∈ PdN such that r′ ≺ p⊗ r and ‖r′− p′⊗ r‖1 ≤ ε/ lnN ,
then
S1(p) ≤ S1(p′)− ε− ε ln d
lnN
− h
( ε
lnN
)
, (3.10)
where h(x) := −x lnx− (1− x) ln(1− x).
(b) If S1(p) < S1(p
′), then for any sufficiently large N , there exist a dis-
tribution r ∈ PN of a catalyst and a distribution r′ ∈ PdN such that
r′ ≺ p⊗ r and ‖r′− p′⊗ r‖1 ≤ exp(−c
√
lnN) for some constant c > 0.
We next consider the situation where several subsystems in the catalyst
can form correlations in the final state [78, 79]. This implies that indepen-
dence of subsystems in the catalyst is a resource of state transformation.
The case of majorization is given by the following theorem (see Theorem 1
of Ref. [79] for the thermo-majorization case).
Theorem 3.9 (Theorem 1 of [78]) Let p, p′ ∈ Pd with p↓ 6= p′↓. The
following are equivalent.
(i) There exist distributions r1, r2, · · · , rk ∈ PN of a k-partite catalyst
and a distribution r ∈ PkN with marginals r1, r2, · · · , rk, such that
p′ ⊗ r ≺ p⊗ r1 ⊗ r2 ⊗ · · · ⊗ rk.
(ii) S0(p) ≤ S0(p′) and S1(p) < S1(p′) hold.
Moreover, we can choose k = 3.
Finally, we consider the case that a small amount of correlation between
the system and the catalyst is allowed in the final state, while the marginal
state of the catalyst should be exactly the same as the initial state. This is
referred to as correlated-catalytic transformation [80,81].
Theorem 3.10 (Main theorem of [82]) Let p, p′ ∈ Pd with p↓ 6= p′↓. The
following are equivalent.
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(i) There exist a distribution r ∈ PN of a catalyst and a distribution
r′ ∈ PdN , such that r′ ≺ p ⊗ r and the marginal distributions of r′
equal p′ and r.
(ii) S0(p) ≤ S0(p′) and S1(p) < S1(p′) hold.
Moreover, for any δ > 0, we can take r′ with which the mutual information
between the system and the catalyst is smaller than δ.
The above theorem can be generalized to d-majorization (Theorem 1 of
Ref. [83]). Furthermore, it can be generalized to approximate d-majorization,
as proved in Theorem 7 of Ref. [82] and Theorem 2 of Ref. [83], which is
characterized only by the KL divergence.
Theorem 3.11 Let p, p′, q, q′ ∈ Pd and suppose that q, q′ have full rank.
Then, the following are equivalent.
(i) For any ε > 0, there exist a distribution p′ε ∈ Pd, distributions rε, s ∈
PN of a catalyst, and a distribution r′ε ∈ PdN , such that (r′ε, q′ ⊗ s) ≺
(p⊗ rε, q ⊗ s), the marginals of r′ε equal p′ε and rε, and D(p′, p′ε) ≤ ε.
(ii) S1(p‖q) ≥ S1(p′‖q′) holds.
Moreover, in (i), we can take s as the uniform distribution u. Also, for any
δ > 0, we can take r′ε (for a given ε) with which the mutual information
between the system and the catalyst is smaller than δ.
We note that Theorem 3.10 straightforwardly applies to the quantum case
(i.e., quantum majorization defined in Section 6.1) as discussed in Ref. [82].
The quantum version of Theorem 3.11 has been proved in Ref. [84], except
that the catalyst state, written as s in the classical case above, can be taken
to be the uniform distribution. The proof in Ref. [84] is based on the asymp-
totic theory discussed in Section 7.3, especially Theorem 7.7, where the KL
divergence appears as a single complete monotone as well.
3.4 Continuous variable case
We next consider majorization and d-majorization for continuous variables,
i.e., for infinite-dimensional spaces (see also Refs. [85, 86] for mathematical
details). In this case, random variable x takes continuous values, and corre-
spondingly, we write the probability density as p(x).
For simplicity, let x ∈ [0, 1]. We denote the set of L1-functions on [0, 1]
just by L1. Let µ be the Lebesgue measure on [0, 1], and the following argu-
ments should be read as “almost everywhere” with respect to µ, if needed.
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We also abbreviate
∫
[0,1]
µ(dx) as
∫ 1
0
dx. Any probability density p(x) is a
L1-function (i.e., p ∈ L1) that satisfies ∫ 1
0
p(x)dx = 1 and p(x) ≥ 0. We
note that the finite-dimensional setup is regarded as a special case of this
continuous setup by letting p(x) := pid for (i− 1)/d ≤ x < i/d.
We consider the way of “rearranging” of p ∈ L1 in order to define p↓ ∈ L1.
Let mp(y) := µ[x : p(x) > y]. It is straightforward to see that
p↓(x) := sup{y : mp(y) > x} (3.11)
gives a proper generalization of p↓i to the continuous case. We note that
p↓ ∈ L1 and ∫ 1
0
dxp(x) =
∫ 1
0
dxp↓(x). The Lorenz curve in the continuous
case is then given by the graph of lp(x) :=
∫ x
0
p↓(x′)dx′, which can be a
smooth curve, while the Lorenz curve was a polyline in the discrete case.
Given the definition of majorization for general vectors in Rd (see the second
last paragraph of Section 3.1), we define majorization in the continuous case:
Definition 3.6 (Majorization for continuous variables) Let p, p′ ∈ L1.
We say that p majorizes p′, written as p′ ≺ p, if∫ y
0
dxp′↓(x) ≤
∫ y
0
dxp↓(x), ∀y ∈ [0, 1) (3.12)
and
∫ 1
0
dxp′(x) =
∫ 1
0
dxp(x) are satisfied.
We next define doubly stochastic maps of the continuous case as follows,
given Proposition 3.1 of the discrete case.
Definition 3.7 (Doubly stochastic maps) A linear map T : L1 → L1 is
called doubly stochastic, if Tp ≺ p for all p ∈ L1.
The following theorem guarantees that the above definition is indeed rea-
sonable (see also Ref. [86] for mathematical details).
Theorem 3.12 T : L1 → L1 is a doubly stochastic map, if and only if
(Tp)(x′) =
d
dx′
∫ 1
0
K(x′, x)p(x)dx, (3.13)
where K(x′, x) is monotonically increasing in x′, and satisfies K(0, x) = 0,
K(1, x) = 1, and
∫ 1
0
K(x′, x)dx = x′. Note that there are also additional
technical conditions on K(x′, x): the essential supremum of Vx is finite where
Vx is the total variation of K(x
′, x) as a function of x′, and
∫ 1
0
K(x′, x)p(x)dx
is absolutely continuous with respect to x′ for any p ∈ L1.
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Here, the reason why d/dx′ is put outside of the integral in Eq. (3.13)
is to avoid the explicit appearance of generalized functions (i.e., Schwartz’s
distributions) such as the delta function. However, it is intuitively easier to
look at Eq. (3.13) by rewriting it as
(Tp)(x′) =
∫ 1
0
K ′(x′, x)p(x)dx, (3.14)
where K ′(x′, x) := ∂K(x′, x)/∂x′ is a generalized function and satisfies
K ′(x′, x) ≥ 0,
∫ 1
0
K ′(x′, x)dx′ =
∫ 1
0
K ′(x′, x)dx = 1. (3.15)
Equality (3.14) is regarded as a “matrix” representation of a continuous map,
where K ′(x′, x) is the integral kernel. For example, if T is the identity map,
we have K(x′, x) = θ(x′ − x) (the step function) and K ′(x′, x) = δ(x′ − x)
(the delta function).
Under these definitions, the following theorem holds, which is the contin-
uous version of (i) ⇔ (iv) of Theorem 3.1.
Theorem 3.13 (Theorem 3 of [86]) For p, p′ ∈ L1, p′ ≺ p holds if and
only if there exists a doubly stochastic map T such that p′ = Tp.
The “if” part is now trivial by definition of doubly stochastic maps. The
essential idea of the proof of the “only if” part is the same as the proof of
Theorem 3.1 (i)⇒ (iv) presented in Section 3.5, while we now need functional
analysis for the rigorous proof; the hyperplane separation theorem should be
replaced by the Hahn-Banach separation theorem.
We next consider d-majorization for continuous variables in line with
Ref. [56] in a non-rigorous manner. As mentioned before, we can intuitively
derive Theorem 3.3 for d-majorization from Theorem 3.1 for majorization,
by going through majorization of continuous variables and using a variable
transformation. Especially, we focus on (i) ⇔ (iv) of Theorem 3.3 in the
following.
Let p, q ∈ L1 be probability densities. For simplicity, we assume that
q(x) > 0 for all x ∈ [0, 1], while the generalization to the case with q(x) = 0
for some intervals of x is straightforward. We consider the following variable
transformation. Let dz := q(x)dx, or equivalently,
z(x) :=
∫ x
0
q(x′′)dx′′. (3.16)
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Figure 3.4: Schematic of the variable transformation (3.16) and (3.17). We
obtain the concave Lorenz curve by l(p,q)(z) :=
∫ z
0
p↓q(z
′′)dz′′ with Eq. (3.11).
We then define x(z) as the inverse function of z(x). Since
∫ 1
0
q(x′′)dx′′ = 1,
we have z ∈ [0, 1]. With this new variable z, we define a probability density
pq(z) :=
p(x(z))
q(x(z))
, (3.17)
which satisfies
∫ 1
0
pq(z)dz =
∫ 1
0
p(x)dx = 1. Figure 3.4 illustrates this trans-
formation.
The Lorenz curve of continuous d-majorization is obtained by rearrang-
ing p(x)/q(x) in the decreasing order. That is, we can define p↓q(z) with
Eq. (3.11), and obtain the Lorenz curve l(p,q)(z) :=
∫ z
0
p↓q(z
′′)dz′′. In other
words, d-majorization (p′, q′) ≺ (p, q) is equivalent to majorization p′q′ ≺ pq,
which, from Theorem 3.13, is further equivalent to that there exists a doubly
stochastic map T¯ such that p′q′ = T¯ pq. This doubly stochastic map can be
written as, with the notation of Eq. (3.14),
p′q′(z
′) =
∫ 1
0
K¯ ′(z′, z)pq(z)dz, (3.18)
where
∫ 1
0
K¯ ′(z′, z)dz =
∫ 1
0
K¯ ′(z′, z)dz′ = 1. We then restore the variable to
the original one by defining
K ′(x′, x) := q′(x′)K¯ ′(z′(x′), z(x)), (3.19)
where z′(x′) is defined by Eq. (3.16) with q′. By noting that dz′ = q′(x′)dx′
and dz = q(x)dx, we obtain
∫ 1
0
K ′(x′, x)dx′ = 1, p′(x′) =
∫ 1
0
K ′(x′, x)p(x)dx,
and q′(x′) =
∫ 1
0
K ′(x′, x)q(x)dx. We finally obtain the desired stochastic map
T , which is defined by the form of Eq. (3.14) with the integral kernel K ′(x′, x)
constructed above.
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To summarize, (p′, q′) ≺ (p, q) holds if and only if there exists a stochastic
map T such that p′ = Tp and q′ = Tq. As a special case of this argument,
we obtain (i) ⇔ (iv) of Theorem 3.3 of the finite-dimensional case.
The benefit of the above argument with continuous variables is that we
can perform the variable transformation of the horizontal axis of the Lorenz
curve, which is in general impossible if the variable is discrete. However, if
all of the components of q and q′ are rational numbers, we can make the
same argument for the finite-dimensional case in a rigorous manner without
referring to the continuous variable case. We can then take a limit if there are
irrational components. We will prove Theorem 3.3 in this line in Section 3.5.
3.5 Proofs
We here present the proofs of the two main theorems of this chapter (Theo-
rem 3.1 and Theorem 3.3).
Proof of Theorem 3.1. We prove this theorem for general p, p′ ∈ Rd.
(iv) ⇒ (iii) follows from Corollary 2.1.
(iii) ⇒ (ii) is trivial because |x| is convex.
(i) ⇔ (ii) is Theorem II.1.3 of Ref. [7]. Suppose (i). Let p′k+1↓ ≤ t ≤ p′k↓.
By noting that
∑d
i=1 p
′
i =
∑d
i=1 pi,
d∑
i=1
|p′i−t| =
k∑
i=1
(p′i
↓−t)−
d∑
i=k+1
(p′i
↓−t) ≤
k∑
i=1
(p↓i−t)−
d∑
i=k+1
(p↓i−t) ≤
d∑
i=1
|pi−t|,
(3.20)
which implies (ii). Next, suppose (ii). By choosing t to be sufficiently large
and sufficiently small, we obtain
∑d
i=1 p
′
i =
∑d
i=1 pi =: C. Let t = p
↓
k. Then,
d∑
i=1
|pi − t| =
k∑
i=1
(p↓i − t)−
d∑
i=k+1
(p↓i − t) = 2
k∑
i=1
p↓i + (d− 2k)t− C. (3.21)
On the other hand,
d∑
i=1
|p′i− t| ≥
k∑
i=1
(p′i
↓− t)−
d∑
i=k+1
(p′i
↓− t) = 2
k∑
i=1
p′i
↓+ (d− 2k)t−C. (3.22)
We thus obtain
∑k
i=1 p
′↓
i ≤
∑k
i=1 p
↓
i , which is nothing but (i).
(i) ⇒ (iv) has several proofs. Here, we prove it by using the hyper-
plane separation theorem in line with Ref. [85]. Let D be the set of doubly
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stochastic matrices and define D(p) := {Tp : T ∈ D}. We consider a proof
by contradiction; Suppose that p′ ≺ p but p′ 6∈ D(p). Since D(p) is a convex
set, if p′ 6∈ D(p), then p′ and D(p) can be separated by a hyperplane. That
is, there exists a vector r ∈ Rd such that for all T ∈ D,
(Tp, r) < (p′, r) (3.23)
holds, where (·, ·) describes the ordinary inner product of Rd. Since∑di=1(Tp)i =∑d
i=1 p
′
i, inequality (3.23) does not change by adding a constant vector (c, c, · · · , c)T
to r. Therefore, without loss of generality we can assume that the compo-
nents of r are all non-negative. Let P,R be permutation matrices such that
p = Pp↓, r = Rr↓. Then we have (p↓, r↓) = (RP †p, r). Let T := RP †, which
is also a permutation matrix, and thus T ∈ D. From inequality (3.23), we
have
(p↓, r↓) = (Tp, r) < (p′, r) = (R†p′, r↓). (3.24)
We note that R†p′ ≺ p. On the other hand, in general, if v′, v ∈ Rd satisfy
v′ ≺ v, we have for any w ∈ Rd with non-negative components
(v↓, w↓) ≥ (v′, w↓). (3.25)
In fact, 0 ≤∑dk=1(w↓k−w↓k+1)∑ki=1(v↓i −v′i) = ∑dk=1w↓k(v↓k−v′k) with w↓d+1 :=
0. Then, inequalities (3.25) and (3.24) contradict. Therefore, p′ ∈ D(p). 
Proof of Theorem 3.3.
The following proof is parallel to that of Theorem 3.1, except that (ii)⇒
(iv) is only a nontrivial part. For simplicity, we here assume that p, q, p′, q′ ∈
Pd, while the generalization to the more general case is straightforward.
(iv) ⇒ (iii) follows from Lemma 2.1.
(iii) ⇒ (ii) is trivial.
(i) ⇔ (ii) is also proved in essentially the same manner as (i) ⇔ (ii)
of Theorem 3.1. In general, [0, q∗1), [q
∗
1, q
∗
1 + q
∗
2), · · · , [q∗1 + · · · + q∗d−1, 1] and
[0, q′∗1), [q
′∗
1, q
′∗
1 + q
′∗
2), · · · , [q′∗1 + · · · + q′∗d−1, 1] give different partitions of the
interval [0, 1]. Then, take q˜ = (q˜1, q˜2, · · · , q˜d′) such that [0, q˜∗1), [q˜∗1, q˜∗1 +
q˜∗2), · · · , [q˜∗1 + · · ·+ q˜∗d′−1, 1] gives a refinement of both of the partitions. Cor-
respondingly, we can take p˜ and p˜′ such that the Lorenz curves of (p, q) and
(p′, q′) are respectively the same as those of (p˜, q˜) and (p˜′, q˜), where the ways
of rearranging q˜ to q˜∗ are the same for these Lorenz curves. Therefore, it is
sufficient to prove (i) ⇔ (ii) for (p˜, q˜) and (p˜′, q˜), but this can be proved in
the same manner as (i) ⇔ (ii) of Theorem 3.1.
We now prove the nontrivial part, (ii) ⇒ (iv). We first suppose that all
the components of q, q′ are rational numbers, and let qi = mi/M , q′i = m
′
i/M
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(mi,m
′
i,M ∈ N) with
∑
imi =
∑
im
′
i = M . We denote the mi-dimensional
uniform distribution by umi := (1/mi, 1/mi, · · · , 1/mi). We then define the
following M -dimensional probability vectors:
pq := (p1um1 , p2um2 , · · · , pdumd)T, p′q′ := (p′1um′1 , p′2um′2 , · · · , p′dum′d)T.
(3.26)
Then, by replacing tM by t, inequality (3.5) is written as
M∑
i=1
|p′q′,i − t| ≤
M∑
i=1
|pq,i − t|. (3.27)
Therefore, from Theorem 3.1, there exists an M×M doubly stochastic matrix
T¯ such that p′q′ = T¯ pq. We partition T¯ into several blocks, where each block
is an m′i×mj matrix. We sum up all the elements of each block, and obtain a
d×d matrix whose elements are those sums. We denote this d×d matrix by
T¯ ′. We then define a matrix T , which is obtained by dividing all the elements
of the jth column of T¯ ′ by mj. Since the sum of the jth column of T¯ ′ is mj,
T is a stochastic matrix. Furthermore, since T¯ is a doubly stochastic matrix,
the sum of all the elements of the ith row is m′i. Therefore, we obtain
m′1
m′2
...
m′d
 = T

m1
m2
...
md
 , (3.28)
or equivalently, q′ = Tq. Also, p′ = Tp holds by construction. Therefore, (ii)
⇒ (iv) is proved for the case that all the components of q, q′ are rational.
Finally, we prove (ii) ⇒ (iv) for the case where there are irrational
components in q, q′ by approximating them. Let {q(n)}n∈N, {q′(n)}n∈N be
sequences of probability vectors that converges to q, q′, respectively. We
suppose that all the components of these sequences are rational and that
q∗i
(n) ≤ q∗i Cq′∗i (n) ≥ q′∗i for i = 1, · · · , d− 1 and q∗d(n) ≥ q∗dCq′∗d(n) ≤ q′∗d. Here,
q(n), q′(n) should be taken sufficiently close to q, q′ such that the orders of
rearranging to define the Lorenz curves do not change; If there is i such that
p′∗i /q
′
i
∗ = p′i+1
∗/q′∗i+1, we need to approximate p
′ as well in order to keep the
order of rearranging.
Then, the Lorenz curve of (p, q) is shifted to the left and that of (p′, q′)
is shifted to the right, while fixing (0, 0) and (1, 1). Correspondingly, we can
show that
d∑
i=1
|p′i − tq′(n)i | ≤
d∑
i=1
|p′i − tq′i| ≤
d∑
i=1
|pi − tqi| ≤
d∑
i=1
|pi − tq(n)i |. (3.29)
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Therefore, (p′, q′) ≺ (p, q) implies (p′, q′(n)) ≺ (p, q(n)). Therefore, there exists
a stochastic matrix T (n) such that p′ = T (n)pCq′(n) = T (n)q(n). Since the
set of stochastic matrices is sequential compact, {T (n)}n∈N has a convergent
subsequence. Let T be its limit. Then, we have p′ = Tp and q′ = Tq, which
proves (ii) ⇒ (iv). 
As discussed in Ref. [41], the above proof of (ii) ⇒ (iv) has a clear ther-
modynamic interpretation in the case of Gibbs-preserving maps. We here
briefly discuss this point of view (without caring about rational vs irrational
etc.). First, in addition to the present system (named S), we consider a heat
bath B. Suppose that for any energy level Ei of S, there exists an energy level
EBi := E−Ei of B, where E is a constant. Also suppose that the energy level
EBi of B is di-fold degenerate with di being proportional to e
−βEi . Then, as
is the standard argument in statistical mechanics, the Gibbs state of S is re-
garded as the marginal distribution of the microcanonical distribution of SB
with the total energy E. Thus, a Gibbs-preserving map of S corresponds to a
doubly stochastic map of SB (that preserves the microcanonical distribution
of SB), which is equivalent to the construction of T¯ in the above proof.
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Chapter 4
Classical thermodynamics
We discuss the thermodynamic implications of classical information theory
developed in Chapter 2 and Chapter 3. (See also Chapter 8 for a more
comprehensive formulation of the quantum case.)
In Section 4.1, we show that the second law of thermodynamics is de-
rived as a straightforward consequence of the monotonicity (2.8) of the KL
divergence. Here, work is a fluctuating quantity and satisfies the second law
only at the level of the ensemble average, which is a perspective of stochastic
thermodynamics.
In Section 4.2, we focus on the resource-theory approach to thermody-
namics, where the work does not fluctuate even when dynamics of the system
(and thus heat) are stochastic. This is referred to as single-shot (or one-shot)
thermodynamics [41, 42]. In this setup, any entropic contribution from the
work storage can be excluded, and thus work can be regarded as a purely
“mechanical” quantity. Specifically, we show that the work bounds are given
by the Re´nyi 0- and ∞-divergences in the single-shot situations on the basis
of thermo-majorization.
4.1 Second law and the KL divergence
First, we formulate thermodynamic processes in terms of classical probability
theory, and discuss the relationship between thermodynamics and the KL
divergence in the spirit of stochastic thermodynamics. In particular, we will
show that the second law of thermodynamics at the level of the ensemble
average is an immediate consequence of the monotonicity (2.8) of the KL
divergence.
Let Ei be the energy of level i of the system; the classical Hamiltonian
H can be identified with (E1, E2, · · · , Ed) ∈ Rd. The Gibbs state pG ∈ Pd
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is defined as pGi := e
−βEi/Z, where Z :=
∑
i e
−βEi is the partition function.
The equilibrium free energy is defined as F := −β−1 lnZ.
A stochastic map T is called a Gibbs-preserving map, if it does not change
the Gibbs state, i.e.,
TpG = pG. (4.1)
We note that if the detailed balance condition
Tjie
−βEi = Tije−βEj (4.2)
is satisfied, then T is a Gibbs-preserving map. (The converse is not true in
general.) We emphasize that β ≥ 0 is interpreted as the inverse temperature
of the heat bath.
By substituting q = pG to the monotonicity (2.8) of the KL divergence,
we obtain for any Gibbs-preserving map T and for any p ∈ Pd
S1(p‖pG) ≥ S1(Tp‖pG). (4.3)
This can be rewritten as S1(Tp)− S1(p) ≥ β (
∑
iEi(Tp)i −
∑
iEipi), where
the right-hand side represents the average energy change in the system by
T . Because we do not consider the time-dependence of the Hamiltonian
(and we do not explicitly consider the work storage) at present, no external
work is performed on or extracted from the system, and thus the energy
change equals the heat absorption from the heat bath. Thus, we can identify
Q :=
∑
iEi(Tp)i −
∑
iEipi to the average heat absorption. We note that
the stochastic heat is given by Qji := Ej − Ei during transition from i to j,
whose ensemble average equals Q, i.e., Q =
∑
ij TjipiQji.
Let ∆S1 := S1(Tp)− S1(p) be the change in the Shannon entropy of the
system. Inequality (4.3) is now rewritten as
∆S1 ≥ βQ, (4.4)
which is the second law of thermodynamics in the present setup [29, 30, 87].
This is in the same form as the conventional Clausius inequality of equi-
librium thermodynamics [1], while inequality (4.4) includes an informational
entropy (i.e., the Shannon entropy) instead of the Boltzmann entropy defined
only for equilibrium states. We note that we will derive the same inequality
for the quantum case in Section 5.2 (see also Section 8.4).
In stochastic thermodynamics,
Σ := S1(p‖pG)− S1(Tp‖pG) = ∆S1 − βQ ≥ 0 (4.5)
is often called the (average) entropy production [32, 34]. Here, −βQ is in-
terpreted as the entropy increase in the heat bath [88], which can be jus-
tified if the state of the bath is sufficiently close to the Gibbs state be-
cause of Eq. (2.7). We note that if T does not preserve the Gibbs state
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but preserves a nonequilibrium state q (i.e., a nonequilibrium steady state),
S1(p‖q) − S1(Tp‖q) is called the excess (or non-adiabatic) entropy produc-
tion [89,90] (see also Ref. [91,92] for the quantum extension).
Inequality (4.4) is also a starting point of thermodynamics of informa-
tion [37]. For example, inequality (4.4) can be regarded as a generalized
Landauer’s principle [93]. The original form of the Landauer’s principle
states that the erasure of one bit (= ln 2) of information must be accom-
panied by β−1 ln 2 of heat emission to the environment. Correspondingly, if
∆S1 = − ln 2 on the left-hand side of (4.4), the heat emission is bounded
as −Q ≥ β−1 ln 2. Inequality (4.4) also sets a fundamental upper bound of
the work extraction by utilizing information, as is the case for the thought
experiments of the Szilard engine and Maxwell’s demon [36–38,94,95].
We note that a doubly stochastic map is regarded as a Gibbs-preserving
map (with any Hamiltonian) at infinite temperature or a Gibbs-preserving
map (at any temperature) of the trivial Hamiltonian whose energy levels are
all degenerate; in these cases, the Gibbs state is given by the uniform distri-
bution pG = u, where the Shannon entropy does not decrease as represented
by inequality (2.11). This may be related to the second law for adiabatic
processes, stating that the entropy does not decrease if the system does not
exchange the heat with the environment.
We next consider the second law in terms of the work and the free energy.
We now suppose that the Hamiltonian of the system is time-dependent, and
the work is performed on the system through the time-dependence of the
Hamiltonian. Here, we do not explicitly take into account the work storage
and suppose that the Hamiltonian of the system is driven by an external
agent. This is contrastive to another formulation discussed in Section 4.2
and Chapter 8, where the entire system is supposed to be autonomous by
including the work storage and the “clock” degrees of freedom as a part of
the total system [41].
First, as a simplest situation, we suppose that the work is induced by
an instantaneous quench of the Hamiltonian from H to H ′ = (E ′1, · · · , E ′d).
Let E :=
∑
iEipi and E
′ :=
∑
iE
′
ipi be the average energies immediately
before and after the quench, respectively. Because the quench is supposed
to be very quick and the heat exchange between the system and the bath
is ignored during the quench, the average work performed on the system by
the quench is given by
W := E ′ − E. (4.6)
We emphasize that, in this setup, the work is fluctuating; If the system is in i
immediately before the quench, the stochastic work is given by wi := E
′
i−Ei,
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Figure 4.1: A schematic of the quench-and-relax protocol. The bold horizon-
tal lines symbolically represent the Hamiltonians, and the curves symbolically
represent the time evolution of the probability distribution. The Hamiltonian
is quenched at the times of the dashed vertical lines.
which is a random variable. Then, the average work W is given by the
ensemble average of wi, that is, W =
∑
iwipi.
We next consider more general thermodynamic processes. Suppose that
the entire process consists of multiple quench steps and relaxation processes
between the quenches (see Fig. 4.1 for a schematic), which we refer to as
a “quench-and-relax” process. The Hamiltonian is fixed during the period
between the quenches. We assume that each relaxation process is stochasti-
cally independent of other relaxation processes and is described by a single
Gibbs-preserving map with respect to the Hamiltonian of that period. This
assumption means that stochastic dynamics is essentially Markovian and no
memory effect is present.
We denote the initial and final distributions of the entire process by p, p′.
Let H, H ′ be the initial and final Hamiltonians, pG, pG′ be the corresponding
Gibbs states, and F , F ′ be the corresponding equilibrium free energies. We
consider the average work W and the average heat Q during the above-
mentioned entire process. Let ∆E := E ′ − E be the change in the average
energy, where E :=
∑
iEipi and E
′ :=
∑
iE
′
ip
′
i. These energetic quantities
satisfy the first law of thermodynamics, i.e., the energy conservation:
∆E = W +Q. (4.7)
Again because a quench is instantaneous, the probability distribution does
not change and the heat exchange is zero during it. Thus, the second law of
the form (4.4) is unaffected, i.e., ∆S1 ≥ βQ holds with ∆S1 := S1(p′)−S1(p),
even in the presence of the quenches. From the first law (4.7), we can rewrite
the second law as
W ≥ ∆E − β−1∆S1. (4.8)
Now we define the nonequilibrium (Re´nyi 1-) free energy by
F1(p;H) := E − β−1S1(p) = β−1S1(p‖pG) + F. (4.9)
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This quantity equals the equilibrium free energy, i,e, F1(p;H) = F holds,
if and only if p = pG. See also Section 8.1 for the α-free energy of the
quantum case. By using the nonequilibrium free energy, the second law (4.8)
is rewritten as
W ≥ F1(p′, H ′)− F1(p;H), (4.10)
which is the work bound for the case where we allow work fluctuations.
We consider the following special cases of the above work bound. First,
we consider the necessary work for the formation of a nonequilibrium state p′
starting from the Gibbs state pG by fixing the Hamiltonian H = H ′. Then,
inequality (4.10) reduces to W ≥ F1(p′;H)− F = β−1S1(p′‖pG).
Second, we consider the work extraction from a nonequilibrium state p
again by fixing the Hamiltonian H = H ′. Suppose that p′ = pG′(= pG).
Then, inequality (4.10) reduces to −W ≤ F1(p;H) − F = β−1S1(p‖pG),
where −W is the extracted work.
Finally, for a transition between equilibrium states, i.e., if p = pG and p′ =
pG′ (and in general H 6= H ′), inequality (4.10) reduces to the conventional
work bound:
W ≥ ∆F, (4.11)
where ∆F := F ′ − F is the change in the equilibrium free energy.
We note that in the single-shot setup where the work does not fluctuate,
the above inequalities are replaced by inequalities (4.15), (4.18), (4.22) in
Section 4.2, respectively.
We can construct quasi-static processes by taking the limit of the fore-
going quench-and-relax processes, which achieves the equality of (4.10). Let
H and H ′ be the initial and final Hamiltonians, respectively. We divide the
total process into N steps of quench-and-relax with the same time intervals.
Let H(n) = (E
(n)
1 , · · · , E(n)d ) be the Hamiltonian after the nth quench (n =
0, 1, 2, · · · , N), where H(0) = H and H(N) = H ′. We suppose that the energy
change in each quench is of the order of ε := 1/N , i.e., |E(n)i −E(n+1)i | = O(ε)
for all i and n. Let pG,(n) be the Gibbs state of H(n). Suppose that the initial
state is the Gibbs state pG,(0), and that each relaxation process is long enough
so that the system reaches the Gibbs state pG,(n) before the (n+1)th quench.
The quasi-static limit is then given by N →∞ or equivalently ε→ 0.
In this setup, ∆S1 − βQ in the nth relaxation process (n = 1, 2, · · · , N)
is given by S1(p
G,(n)‖pG,(n+1)). Because ‖pG,(n) − pG,(n+1)‖1 = O(ε), we have
S1(p
G,(n)‖pG,(n+1)) = O(ε2) from Eq. (2.7). By summing up these terms over
n = 1, 2, · · · , N , we obtain for the total process
∆S1 − βQ = O(Nε2) = O(ε). (4.12)
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Thus, the equality in the second law (4.10) is achieved, or equivalently the
average entropy production becomes zero, in the quasi-static limit ε → 0.
From the law of large numbers, we can also show that the fluctuation of the
work during the total process vanishes, which is consistent with the single-
shot scenario discussed in Section 4.2.
The quasi-static process discussed above requires that the system is al-
ways close to the Gibbs state of the Hamiltonian at that moment. If the initial
and final states are not the Gibbs states in general, the equality in the second
law (4.10) can be achieved by the following protocol (see Fig. 4.2) [37,38,42].
Let p and p′ be the initial and final states, and again let H and H ′ be the
initial and final Hamiltonians. Suppose that p and p′ have full rank.
(i) At the initial time, we instantaneously quench the Hamiltonian from
H to H˜ = (E˜1, · · · , E˜d) such that p is the Gibbs state of H˜. Explicitly,
we take E˜i := −β−1 ln pi up to constant.
(ii) We next change the Hamiltonian from H˜ to H˜ ′ quasi-statically. Here,
H˜ ′ = (E˜ ′1, · · · , E˜ ′d) is the Hamiltonian such that p′ is the Gibbs state
of H˜ ′, i.e., E˜ ′i := −β−1 ln p′i up to constant.
(iii) Finally, we instantaneously quench the Hamiltonian H˜ ′ to the final one
H ′.
In (i) and (iii), the state does not change and thus the energy change (work)
equals the free energy change, leading to the equality of (4.10). In (ii),
the equality is achieved because the process is quasi-static. Therefore, the
equality of (4.10) is achieved in the entire process. We note that this protocol
can be straightforwardly generalized to the quantum case [96].
The fact that the equality of (4.10) is achievable implies that the KL diver-
gence provides a necessary and sufficient condition of state conversion in the
present setup. This might seem different from the argument in Section 3.2,
where we emphasized that the KL divergence does not provide a necessary
and sufficient condition of state conversion. However, of course, this is not a
contradiction. A crucial point here is that the work inevitably fluctuates in
the quench steps (in contrast to the single-shot case). This would be remi-
niscent of the case of “modestly non-exact” catalytic majorization discussed
in Section 3.3; To elaborate this point of view, we need to consider the work
storage as a “catalyst,” which we did not explicitly take into account in this
section. See Section 8.4 for a related argument.
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Figure 4.2: A schematic of the protocol that achieves the equality of the
second law (4.10). The bold horizontal lines represent the energy levels, and
the shaded vertical bars represent the probability distributions.
4.2 Single-shot work bound
We next consider the single-shot situations where work does not fluctu-
ate, and derive the work bounds as an important application of thermo-
majorization. Especially, we focus on the necessary work for creating a
nonequilibrium state and the extractable work from a given nonequilibrium
state [41,42]. In this section, we graphically derive the work bounds for these
setups by using the Lorenz curves.
A key idea of the present setup, in contrast to the setup of the previous
section, is that we include a work storage (or a mechanical “weight”) as a
part of the entire system, and also include a “clock” [41] that can effectively
simulate the time-dependence of the Hamiltonian of the system. By doing
so, the Hamiltonian of the entire system becomes time-independent, and
thus the Gibbs-preserving map on the entire system becomes relevant, even
when the effective Hamiltonian of the system is time-dependent. The entire
system now consists of the work storage W, the clock C, and the system S,
and obeys a Gibbs-preserving map of the total Hamiltonian of SCW. See also
Section 8.3 for more details of the clock and the work storage in the quantum
case.
Let pG be the Gibbs state of S with pGi := e
−βEi/Z, where Ei is the
energy of level i and Z is the partition function, as in Section 4.1. Let p be
an arbitrary distribution of S. Suppose that W has only two energy levels, 0
and w. We write the Gibbs state of W as rG := (1/(1+e−βw), e−βw/(1+e−βw))
and write an arbitrary distribution of W as r = (r0, rw)
T with r0+rw = 1. We
assume that the initial and final energies of W are given by 0 or w, and the
energy change of W is always given by w or −w (depending on the situation
that we are considering) with unit probability, which is the characteristic of
the single-shot scenario.
State formation. First, we consider the minimum work that is needed for
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Figure 4.3: Lorenz curves of the state conversion from the Gibbs state pG of
S to a nonequilibirum state p with work cost w > 0. The state conversion is
possible, if and only if pG ⊗ rup thermo-majorizes p⊗ rdown.
creating nonequilibrium distribution p of S from the Gibbs state pG. We
here suppose that the initial and final Hamiltonians of S are the same, and
do not consider C explicitly. Let w > 0.
The initial distribution of S is pG and that of W is rup := (0, 1)T, and the
initial distribution of SW is given by pG⊗rup, whose Lorenz curve consists of
a straight line and a horizontal line (see Fig. 4.3). Then, the final distribution
of S is p and that of W is rdown := (1, 0)T. The final distribution of SW is
given by p⊗ rdown, where w > 0 is the work performed on S by W.
Figure 4.3 shows the Lorenz curves of the initial and the final distributions
of SW, along with the relevant ∞-divergences. Then we see that the state
conversion is possible, if and only if
e−S∞(p
G⊗rup‖pG⊗rG) ≤ e−S∞(p⊗rdown‖pG⊗rG), (4.13)
which reduces to
e−βw
1 + e−βw
≤ 1
1 + e−βw
e−S∞(p‖p
G). (4.14)
Thus, we obtain the necessary and sufficient condition for the state conversion
as
w ≥ β−1S∞(p‖pG), (4.15)
which gives the lower bound of the necessary work [41].
Work extraction. We next consider the maximum work that is extractable
from an initial nonequilibrium distribution p of S. We here again suppose
that the initial and final Hamiltonians of S are the same, and do not consider
C explicitly. Let w < 0.
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Figure 4.4: Lorenz curves of the state conversion from an arbitrary initial
state p of S to its Gibbs state pG with work extraction −w > 0. The state
conversion is possible, if and only if p⊗ rdown thermo-majorizes pG ⊗ rup.
The initial state of W is rdown := (0, 1)T and that of SW is p ⊗ rdown,
where “up” and “down” are exchanged from the previous setup. The final
distribution of S is pG and that of W is rup := (1, 0)T, and the final distribu-
tion of SW is pG ⊗ rup. In this setup, −w > 0 is the work that is extracted
from S and finally stored in W.
Figure 4.4 shows the Lorenz curves of the initial and the final distributions
of SW, along with the relevant 0-divergences. From this, we see that the state
conversion is possible, if and only if
e−S0(p⊗r
down‖pG⊗rG) ≤ e−S0(pG⊗rup‖pG⊗rG), (4.16)
which reduces to
e−βw
1 + e−βw
e−S0(p‖p
G) ≤ 1
1 + e−βw
. (4.17)
Therefore, we obtain the necessary and sufficient condition for the state con-
version
− w ≤ β−1S0(p‖pG), (4.18)
which gives the upper bound of the extracted work −w [41, 42].
The equality in (4.18) can be achieved by the following protocol proposed
in Ref. [42], which is illustrated in Fig. 4.5. Here, we do not take W and C
into account explicitly.
(i) We instantaneously push the energy levels of i with pi = 0 up to +∞,
by keeping the other energy levels fixed. During this quench, no work
is performed on S.
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Figure 4.5: A schematic of the protocol that achieves the equality in (4.18).
The bold horizontal lines represent the energy levels, and the shaded vertical
bars represent the probability distributions.
(ii) After waiting for the relaxation of S, we quasi-statically restore the
pushed-up energy levels to the original values.
The work extraction during the quasi-static process equals the change in the
equilibrium free energies, which is given by
− w = −β−1 ln Z0
Z
= −β−1 ln
(∑
i:pi>0
pGi
)
= β−1S0(p‖pG), (4.19)
where Z0 :=
∑
i:pi>0
e−βEi . The work does not fluctuate in the entire process,
and thus it is a single-shot protocol.
Equilibrium transition. Finally, we consider transitions between Gibbs states
of S, where the Hamiltonian of S is changed from the initial one to the
final one by using the clock C. We will see that this setup reproduces the
conventional form of the second law (4.11), which is characterized by the
equilibrium free energies.
We suppose that Hamiltonian of S is given by the energy levels Ei if the
clock indicates “0”, and by E ′i if “1”. The initial and the final distributions
of S, written as p and p′, are given by the Gibbs states of the initial and
final Hamiltonians: pi := e
−βEi/Z and p′i := e
−βE′i/Z ′ with Z, Z ′ being
the partition functions (here we dropped the superscript “G” for simplicity).
The corresponding free energies are given by F := −β−1 lnZ and F ′ :=
−β−1 lnZ ′.
For simplicity, we suppose that C only has these two states 0 and 1.
Let (c0, c1)
T be the probability distribution of C in general. Specifically, we
suppose that the initial distribution of C is c = (1, 0)T and the final one is
c′ = (0, 1)T. By noting that C is coupled to S such that C induces the change
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Figure 4.6: Lorenz curves for a transition between Gibbs states of S. The
state conversion is possible, if and only if p ⊗ c ⊗ rdown thermo-majorizes
p′ ⊗ c′ ⊗ rup.
of the Hamiltonian of S, the total Gibbs state of SC should be given by
pGSC =
Z
Z + Z ′
p⊗ c+ Z
′
Z + Z ′
p′ ⊗ c′. (4.20)
See Eq. (8.16) and Eq. (8.19) of Section 8.5 for a more explicit argument.
Suppose that the initial and final states of W are respectively given by
rdown := (0, 1)T and rup = (1, 0)T. Here, we supposed that −w > 0 (i.e., the
case of work extraction), while this is not actually necessary for the following
argument.
Then, the Gibbs state of SCW is given by qG := pGSC ⊗ rG. The entire
system SCW obeys a Gibbs-preserving map with respect to qG. In this setup,
each of the initial and the final Lorenz curves consists of a straight line and a
horizontal line (see Fig. 4.6). Thus, Sα(p⊗ c⊗ rdown‖qG) collapses to a single
value for all 0 ≤ α ≤ ∞. In particular, the KL divergence (α = 1) coincides
with all the other Re´nyi divergences. Thus, from the Lorenz curves shown
in Fig. 4.6, the state conversion is possible if and only if
e−S1(p⊗c⊗r
down‖qG) ≤ e−S1(p′⊗c′⊗rup‖qG). (4.21)
We also have e−S1(p⊗c⊗r
down‖qG) = Z/(Z+Z ′)·e−βw/(1+e−βw), e−S1(p′⊗c′⊗rup‖qG) =
Z ′/(Z +Z ′) · 1/(1 + e−βw). Thus, we obtain the necessary and sufficient con-
dition for the state conversion as
− w ≤ −(F ′ − F ), (4.22)
which is nothing but the second law (4.11) in the conventional form. This is
also consistent with the observation in Section 4.1 that the work fluctuation
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vanishes in the quasi-static limit, which implies that equilibrium transitions
can be realized by single-shot protocols.
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Chapter 5
Quantum entropy and
divergence
In this chapter, we consider the basic concepts of quantum information the-
ory. In Section 5.1, we briefly summarize the basic concepts of quantum
states and quantum dynamics. We then consider the von Neumann entropy
and the quantum KL divergence (quantum relative entropy) in Section 5.2,
and the quantum Re´nyi 0- and∞-divergences (min and max divergences) in
Section 5.3. We postpone the proof of the monotonicity of these divergences
to Appendix A.
5.1 Quantum state and dynamics
As a preliminary, we overview the basic concepts of quantum states and
quantum dynamics very briefly. See also, for example, Ref. [4] for details.
A quantum system is described by a Hilbert space H. Throughout this
book, we assume that the Hilbert space is finite-dimensional, unless stated
otherwise. We write the identity on any Hilbert space by Iˆ. We denote the
set of linear operators acting on H by L(H).
Let d be the dimension of the Hilbert space H. A pure state of the system
is represented by a normalized vector |ϕ〉 ∈ H with 〈ϕ|ϕ〉 = 1. In general,
a quantum state is represented by a density operator ρˆ acting on H, which
is normalized, tr[ρˆ] = 1, and is positive, ρˆ ≥ 0. The trace is defined as
tr[ρˆ] :=
∑d
i=1〈ϕi|ρˆ|ϕi〉 with {|ϕi〉}di=1 being an orthonormal basis of H.
Here, an operator ρˆ ∈ L(H) is positive, if 〈ϕ|ρˆ|ϕ〉 ≥ 0 for all |ϕ〉 ∈ H.
In addition, an operator ρˆ is positive definite, if 〈ϕ|ρˆ|ϕ〉 > 0 for all |ϕ〉 ∈ H.
We denote ρˆ ≥ 0 and ρˆ > 0 if ρˆ is positive and positive definite, respectively.
Also, Aˆ ≥ Bˆ and Aˆ > Bˆ represent Aˆ− Bˆ ≥ 0 and Aˆ− Bˆ > 0, respectively.
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We denote the set of (normalized) quantum states on H by S(H). This
set is convex; a state is pure if and only if it is an extreme point of S(H). (In
this book, we do not consider a superselection rule that makes the definition
of pure states more subtle.) We note that if an operator ρˆ is positive and
satisfies tr[ρˆ] ≤ 1, it is referred to as a subnormalized state. An operator that
is only positive is referred to an unnormalized state. In this book, states are
always normalized unless otherwise stated.
Since any positive operator is Hermitian, a quantum state ρˆ has the spec-
trum decomposition of the form
ρˆ =
d∑
i=1
pi|ϕi〉〈ϕi|, (5.1)
where |ϕi〉〈ϕi| is a projection. We note that pi ≥ 0 and
∑d
i=1 pi = 1. Here,
p := (p1, p2, · · · , pd)T is regarded as a classical probability distribution, which
is referred to as the diagonal distribution of ρˆ. If a state is pure, the density
operator is given by ρˆ = |ϕ〉〈ϕ|.
The support of ρˆ is the subspace spanned by the eigenvectors with nonzero
eigenvalues of ρˆ, which is denoted as supp[ρˆ] ⊂ H. The rank of ρˆ, denoted
as rank[ρˆ], is the dimension of supp[ρˆ]. The support of any positive-definite
operator equals the entire space H (i.e., has full rank).
We next consider a composite system AB that consists of subsystems A
and B. Let HA and HB be the Hilbert spaces of subsystems A and B with
dimensions d and d′, respectively. Then, the Hilbert space of AB is given by
their tensor product HA ⊗HB with dimension dd′.
If the partial states of A and B are independent and written as ρˆA ∈
S(HA) and ρˆB ∈ S(HB), the corresponding state of AB is given by ρˆA⊗ ρˆB ∈
S(HA ⊗HB), which is called a product state. If the partial states are both
pure and written as |ϕA〉 ∈ HA, |ϕB〉 ∈ HB, the state vector of AB is given
by |ϕA〉 ⊗ |ϕB〉 ∈ HA ⊗HB. In the following, we abbreviate |ϕA〉 ⊗ |ϕB〉 as
|ϕA〉|ϕB〉. In general, a state of AB is a density operator ρˆ ∈ S(HA ⊗HB),
whose partial states are given by the partial trace; for example, the partial
state of A is given by
ρˆA = trB[ρˆ] :=
d′∑
i=1
〈ϕB,i|ρˆ|ϕB,i〉 ∈ S(HA), (5.2)
where {|ϕB,i〉}d′i=1 is an orthonormal basis of HB.
We note that a pure state of AB is called entangled, if it is not in the form
of a product state |ϕA〉|ϕB〉. A mixed state ρˆAB is called a product state if
it is written as ρˆAB = ρˆA ⊗ ρˆB, and it is called a separable state if it can be
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written as ρˆAB =
∑
k rkρˆ
(k)
A ⊗ ρˆ(k)B with some classical probability distribution
r = (r1, r2, · · · , rK)T with K < ∞. Any separable state has only classical
correlations between A and B. If ρˆAB is not separable, it is called entangled.
We next consider quantum dynamics, which is represented by a linear
map E : L(H) → L(H′). Such a linear map acting on an operator space
L(H) is sometimes called a superoperator. In general, we allow different
Hilbert spaces H, H′ for the input and output systems.
The simplest case is unitary dynamics that is given by, with a unitary
operator Uˆ ∈ L(H),
E(ρˆ) = Uˆ ρˆUˆ †, (5.3)
which maps a pure state to a pure state, i.e., |ϕ〉 7→ Uˆ |ϕ〉. In general, any
physically-realizable dynamics must be completely-positive (CP) as defined
as follows:
Definition 5.1 (Completely positive maps) Let E : L(H) → L(H′) be
a linear map.
• E is positive, if any positive operator is mapped to a positive operator,
that is, Xˆ ≥ 0 implies E(Xˆ) ≥ 0.
• E is n-positive if E ⊗In is positive, where In is the identity superoper-
ator on L(Cn).
• E is completely positive (CP) if it is n-positive for all n ∈ N.
An example of a map that is positive but not CP is the transpose of
matrices with a given basis. For example, if we transpose the density matrix
of a partial state of an entangled state, the total density operator can have
negative eigenvalues. Based on this property, the transpose can be used for
quantifying entanglement [97,98].
We also define the concept of trace-preserving (TP), which represents the
conservation of probability; If quantum dynamics is TP, the output state is
normalized for any normalized input state.
Definition 5.2 (Trace-preserving) A linear map E is called trace-preserving
(TP), if it satisfies
tr[E(Xˆ)] = tr[Xˆ] (5.4)
for all Xˆ. If tr[E(Xˆ)] ≤ tr[Xˆ] holds for all Xˆ ≥ 0, E is called trace-
nonincreasing.
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To summarize, any physically realizable map that conserves probability
must be completely-positive and trace-preserving (CPTP). It is known that
a superoperatorE is CP if and only if it is written as
E(ρˆ) =
∑
k
MˆkρˆMˆ
†
k , (5.5)
which is called the Kraus representation (Mˆk’s are called the Kraus opera-
tors). We omit the proof of this (see, e.g., Theorem 8.1 of [4], Theorem 1
of [99]). If E is CPTP, the Kraus operators satisfy ∑k Mˆ †kMˆk = Iˆ, which
guarantees the conservation of the trace. If E is CP and trace-nonincreasing,
we have
∑
k Mˆ
†
kMˆk ≤ Iˆ.
We further remark that any CPTP map E on H can be represented as
a unitary map on an extended space: If E is CPTP, there exists a quantum
state σˆ ∈ S(HA) of an auxiliary system A and a unitary operator on H⊗HA
such that
E(ρˆ) = trA′ [Uˆ ρˆ⊗ σˆUˆ †], (5.6)
where trA′ is the partial trace over an output auxiliary system A
′ such that
H⊗HA ' H′ ⊗HA′ . Eq. (5.6) is called the Naimark extension (see Ref. [4]
for details). Conversely, any map of the form (5.6) is CPTP. This implies
that any quantum dynamics can be regarded as unitary dynamics of a larger
system including the environment.
We here remark some examples of CP maps.
First, unitary dynamics (5.3) is CPTP with a single Kraus operator Uˆ .
The partial trace itself is CPTP: for H ' H′ ⊗ HA′ , E(ρˆ) := trA′ [ρˆ] is
CPTP. In particular, the trace itself is CPTP, where the output space is the
one-dimensional Hilbert space C.
A quantum measurement with a particular (post-selected) outcome is
an example of CP and trace-nonincreasing maps. Let k be a measurement
outcome. For the measured state ρˆ, the post-measurement state with out-
come k is given by Ek(ρˆ), where the probability of outcome k is given by
pk = tr[Ek(ρˆ)]. Ek must be CP, while it does not preserve the trace if pk < 1.
The normalized post-measurement state is given by Ek(ρˆ)/pk. If we average
the post-measurement states over all outcomes, the averaged state is given by
E(ρˆ) := ∑k Ek(ρˆ). Now E is CPTP, because of ∑k pk = 1. We note that the
map ρˆ 7→ pk is also CP where the output Hilbert space is one dimensional.
Correspondingly, we can embed {pk} to the diagonal elements of a density
operator with some fixed basis, as pˆ :=
∑
k pk|k〉〈k|. Then, ρˆ 7→ pˆ is a CPTP
map.
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A map E : L(H)→ L(H) is called unital, if it preserves the identity of H,
i.e., E(Iˆ) = Iˆ. Unital should not be confused with unitary, but any unitary
map is unital. The concept of CPTP unital is a quantum analogue of doubly
stochastic, as seen in Section 6.1.
We next consider an inner product of the operator space, called the
Hilbert-Schmidt inner product defined as
〈Yˆ , Xˆ〉HS := tr[Yˆ †Xˆ]. (5.7)
We can define the Hermitian conjugate of E : L(H)→ L(H′) with respect to
the Hilbert-Schmidt inner product, which is a superoperator E† : L(H′) →
L(H) satisfying
〈Yˆ , E(Xˆ)〉HS = 〈E†(Yˆ ), Xˆ〉HS (5.8)
for all Xˆ, Yˆ . Clearly, E†† = E .
E is TP if and only if E† is unital. In fact, by taking Yˆ = Iˆ in the
above relation, we have tr[E(Xˆ)] = 〈Iˆ , E(Xˆ)〉HS = 〈E†(Iˆ), Xˆ〉HS = tr[E†(Iˆ)Xˆ].
Thus, tr[E(Xˆ)] = tr[Xˆ] holds for all Xˆ, if and only if E†(Iˆ) = Iˆ.
We note that E is positive if and only if E† is positive. To see this,
let Yˆ be positive and take Xˆ = |ϕ〉〈ϕ|. Suppose that E is positive. Then
〈ϕ|E†(Yˆ )|ϕ〉 = tr[Yˆ E(Xˆ)] = tr[E(Xˆ)1/2Yˆ E(Xˆ)1/2] ≥ 0. Moreover, E is n-
positive (resp. CP) if and only if E† is n-positive (resp. CP). In fact, E ⊗ In
is positive if and only if E† ⊗ In is positive, because I†n = In.
We finally remark on norms of operators. Let Xˆ be an arbitrary operator
acting on H. First, the trace norm is defined as
‖Xˆ‖1 := tr[|Xˆ|], (5.9)
where |Xˆ| :=
√
Xˆ†Xˆ. This is indeed a norm in the mathematics sense,
because it satisfies the triangle inequality ‖Xˆ + Xˆ ′‖1 ≤ ‖Xˆ‖1 + ‖Xˆ ′‖1 and
‖Xˆ‖1 = 0 holds if and only if Xˆ = 0. The trace distance is then defined as
D(ρˆ, σˆ) :=
1
2
‖ρˆ− σˆ‖1, (5.10)
which is commonly used for measuring a distance between quantum states
ρˆ, σˆ, and satisfies the monotonicity under CPTP map E (Theorem 9.2 of [4]):
D(ρˆ, σˆ) ≥ D(E(ρˆ), E(σˆ)). (5.11)
Another important norm is the operator norm defined by
‖Xˆ‖∞ := max‖|ϕ〉‖=1
√
〈ϕ|Xˆ†Xˆ|ϕ〉, (5.12)
which is nothing but the largest singular value of Xˆ.
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5.2 von Neumann entropy and the quantum
KL divergence
The quantum analogue of the Shannon entropy is the von Neumann entropy,
which is defined for a density operator ρˆ of dimension d by
S1(ρˆ) := −tr[ρˆ ln ρˆ]. (5.13)
Let p be the diagonal distribution of ρˆ. Then S1(p) = S1(ρˆ) holds, imply-
ing that the von Neumann entropy characterizes “classical randomness” of
quantum states. We thus have
0 ≤ S1(ρˆ) ≤ ln d. (5.14)
It is obvious that the von Neumann entropy is invariant under unitary trans-
formation: S1(Uˆ ρˆUˆ
†) = S1(ρˆ) holds for any unitary Uˆ .
The KL divergence is also generalized to the quantum case, which is
referred to as the quantum KL divergence or the quantum relative entropy [4].
It is defined for two quantum states ρˆ and σˆ of dimension d as
S1(ρˆ‖σˆ) := tr[ρˆ ln ρˆ− ρˆ ln σˆ]. (5.15)
If the support of ρˆ is not included in that of σˆ, we define S1(ρˆ‖σˆ) = +∞. As
is the classical case, however, we assume that the support of ρˆ is included in
that of σˆ throughout this book, whenever we consider quantum divergence-
like quantities (including those in Appendix A). We note that
S1(ρˆ) = ln d− S1(ρˆ‖Iˆ/d), (5.16)
where Iˆ/d is the maximally mixed state (i.e., the uniform distribution). If ρˆ
and σˆ are simultaneously diagonalizable such that ρˆ =
∑d
i=1 pi|ϕi〉〈ϕi| and
σˆ =
∑d
i=1 qi|ϕi〉〈ϕi| with the same basis, S1(ρˆ‖σˆ) reduces to the classical KL
divergence of the diagonal distributions of ρˆ and σˆ, i.e., S1(p‖q) = S1(ρˆ‖σˆ).
We note that S1(Uˆ ρˆUˆ
†‖Uˆ σˆUˆ †) = S1(ρˆ‖σˆ) holds for any unitary Uˆ .
As in the classical case, the quantum KL divergence is an asymmetric
“distance” between two quantum states. In fact, the quantum KL divergence
is non-negative:
S1(ρˆ‖σˆ) ≥ 0, (5.17)
where the equality S1(ρˆ‖σˆ) = 0 holds if and only if ρˆ = σˆ. The proof of
this is straightforward (e.g., Theorem 11.7 of Ref [4]), but we will prove it as
Corollary A.2 in Appendix A in a special case of a more general statement.
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We here note that if two states are unnormalized, the non-negativity (5.17)
is generalized as
S1(ρˆ‖σˆ) ≥ tr[ρˆ− σˆ], (5.18)
which is called the Klein’s inequality.
Another fundamental property of the quantum KL divergence is the
monotonicity (or the data processing inequality):
Theorem 5.1 (Monotonicity) For any CPTP map E ,
S1(ρˆ‖σˆ) ≥ S1(E(ρˆ)‖E(σˆ)). (5.19)
This implies that, as is the classical case discussed in Section 2.2, the KL
divergence is a monotone under CPTP maps. Note that, however, the KL
divergence is not a complete monotone, as it does not provide a sufficient
condition for state convertibility, again as is the classical case discussed in
Chapter 3.
The proof of the monotonicity in the quantum case is nontrivial, in con-
trast to the classical counterpart (2.8) whose proof was easy. Historically,
Lieb and Ruskai [100, 101] proved the strong subadditivity of the von Neu-
mann entropy on the basis of the Lieb’s theorem [102] (see Ref. [103] for a
self-contained review), which was then rephrased as the monotonicity of the
quantum KL divergence [104–106]. Later, Petz gave a simple proof of the
monotonicity [17] (see also Refs. [107–109]), on which we focus in this book.
In Appendix A, we will prove the monotonicity of general divergence-like
quantities called the Petz’s quasi-entropies [16,17]; Theorem 5.1 above is an
immediate consequence of Corollary A.4.
We consider the change in the von Neumann entropy by CPTP unital
maps. Let E be CPTP unital. By noting Eq. (5.16) and the monotonicity
(5.19), we have
S1(ρˆ) ≤ S1(E(ρˆ)), (5.20)
which implies that a CPTP unital map makes quantum states more “ran-
dom,” as in the classical counterpart (2.11) with doubly-stochastic maps. In
other words, the von Neumann entropy is a monotone under CPTP unital
maps.
We discuss some important properties of the von Neumann entropy and
the quantum KL divergence. We consider two systems A and B and their
composite system AB. Let ρˆAB be a density operator of AB and ρˆA, ρˆB be
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its partial states. Then, the subadditivity of the von Neumann is expressed
as
S1(ρˆAB) ≤ S1(ρˆA) + S1(ρˆB), (5.21)
where the equality holds if and only if ρˆAB = ρˆA ⊗ ρˆB. This is a straightfor-
ward consequence of the non-negativity of the quantum KL divergence:
S1(ρˆA) + S1(ρˆB)− S1(ρˆAB) = S1(ρˆAB‖ρˆA ⊗ ρˆB) ≥ 0. (5.22)
The left-hand side above is called the mutual information between A and B,
written as
I1(ρˆAB)A:B := S1(ρˆA) + S1(ρˆB)− S1(ρˆAB) ≥ 0. (5.23)
Note that for any CPTP map of the form EA ⊗ EB acting independently on
A and B, the monotonicity of the KL divergence (5.19) implies the data pro-
cessing inequality of mutual information: I1(ρˆAB)A:B ≥ I1(EA ⊗ EB(ρˆAB))A:B.
A much stronger property than the subadditivity is the strong subaddi-
tivity. We consider three subsystems A, B, C. Then,
S1(ρˆABC) + S1(ρˆB) ≤ S1(ρˆAB) + S1(ρˆBC). (5.24)
This can be proved from the monotonicity (5.19) of the quantum KL diver-
gence. Let σˆA := IˆA/dA, where IˆA is the identity of HA and dA is its dimen-
sion. We then have [S1(ρˆAB) + S1(ρˆBC)]− [S1(ρˆABC) + S1(ρˆB)] = [S1(ρˆBC)−
S1(ρˆABC)]− [S1(ρˆB)−S1(ρˆAB)] = S1(ρˆABC‖σˆA⊗ ρˆBC)−S1(ρˆAB‖σˆA⊗ ρˆB) ≥ 0,
where we used the monotonicity (5.19) for the partial trace E(ρˆABC) :=
trC[ρˆABC] = ρˆAB that is CPTP as mentioned before.
As seen in the above proof, the strong subadditivity (5.24) is equivalent
to the monotonicity of the partial trace. Conversely, the monotonicity of any
CPTP map follows from the monotonicity of the partial trace because of the
Naimark extension (5.6). Thus, the strong subadditivity (5.24) is essentially
equivalent to the monotonicity (5.19) of CPTP maps.
We next discuss the convex/concave properties. The quantum KL diver-
gence satisfies the following property called the joint convexity.
Theorem 5.2 (Joint convexity) Let ρˆ =
∑
k pkρˆk and σˆ =
∑
k pkσˆk,
where ρˆk and σˆk are quantum states and pk’s represent a classical distri-
bution with pk > 0. Then,
S1(ρˆ‖σˆ) ≤
∑
k
pkS1(ρˆk‖σˆk). (5.25)
The equality holds if Pk’s are orthogonal to each other, where Pk is the
subspace spanned by the supports of ρˆk and σˆk.
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Proof. We start with the case of the equality. By assumption, ρˆ and σˆ are
simultaneously block-diagonal with subspaces Pk’s, and thus we have
S1(ρˆ‖σˆ) = tr
[(∑
k
pkρˆk
)
ln
(∑
k
pkρˆk
)
−
(∑
k
pkρˆk
)
ln
(∑
k
pkσˆk
)]
(5.26)
= tr
[∑
k
pkρˆk ln(pkρˆk)−
∑
k
pkρˆk ln(pkσˆk)
]
(5.27)
=
∑
k
pkS1(ρˆk‖σˆk). (5.28)
In general, let {|k〉} be an orthonormal basis of an auxiliary system A, and
define
ρˆ′ :=
∑
k
pkρˆk ⊗ |k〉〈k|, σˆ′ :=
∑
k
pkσˆk ⊗ |k〉〈k|. (5.29)
From the equality case, we have
S1(ρˆ
′‖σˆ′) =
∑
k
pkS1(ρˆk ⊗ |k〉〈k|‖σˆk ⊗ |k〉〈k|) =
∑
k
pkS1(ρˆk‖σˆk). (5.30)
Note hat ρˆ = trA[ρˆ
′], σˆ = trA[σˆ′]. Because the partial trace is CPTP, the
monotonicity of the quantum KL divergence implies that
S1(ρˆ‖σˆ) ≤ S1(ρˆ′‖σˆ′) =
∑
k
pkS1(ρˆk‖σˆk). (5.31)

By letting σˆk = Iˆ/d for all k in the above theorem, we obtain the concavity
of the von Neumann entropy:∑
k
pkS1(ρˆk) ≤ S1(ρˆ). (5.32)
The equality is achieved if we have a single k, i.e., p1 = 1 and ρˆ = ρˆ1. We
note that this itself is easily provable, without invoking the joint convexity
of the quantum KL divergence: Consider ρˆ′ :=
∑
k pkρˆk ⊗ |k〉〈k| and apply
the subadditivity (5.21):
S1(ρˆ) + S1(p) ≤ S1(ρˆ′) =
∑
k
pkS1(ρˆk) + S1(p), (5.33)
where, to obtain the right equality, we used that ρˆk ⊗ |k〉〈k|’s are mutually
orthogonal and S1(ρˆk ⊗ |k〉〈k|) = S1(ρˆk) holds.
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Related to this, an upper bound of the von Neumann entropy is also
known:
S1(ρˆ) ≤
∑
k
pkS1(ρˆk) + S1(p), (5.34)
where the equality holds if and only if the supports of ρˆk’s are mutually
orthogonal. We omit the proof of this (see, e.g., Theorem 11.10 of [4]).
The relation between the quantum KL divergence and the second law
of thermodynamics is completely parallel to the classical case discussed in
Section 4.1. We here briefly discuss the second law in the quantum case,
while a more detailed argument will be provided in Chapter 8.
Let Hˆ be the Hamiltonian of the system. The corresponding Gibbs state
is defined as ρˆG := e−βHˆ/Z, where Z := tr[e−βHˆ ] is the partition function.
The equilibrium free energy is given by F := −β−1 lnZ. As is the classical
case (4.1), a CPTP map E is called a Gibbs-preserving map, if it satisfies
E(ρˆG) = ρˆG. (5.35)
From the monotonicity (5.19) of the quantum KL divergence, we have for
any Gibbs-preserving map E
S(ρˆ‖ρˆG) ≥ S(E(ρˆ)‖ρˆG). (5.36)
In parallel to inequality (4.4) of the classical case, we can rewrite the above
inequality as
∆S1 ≥ βQ, (5.37)
where ∆S1 := S1(E(ρˆ)) − S1(ρˆ) is the change in the von Neumann entropy
and Q := tr[(E(ρˆ) − ρˆ)Hˆ] is the heat absorption. This is a Clausius-type
representation of the second law or a generalized Landauer principle in the
quantum case [34]. If the Gibbs state is given by ρˆG = Iˆ/d (in the case
of β = 0 or Hˆ ∝ Iˆ), the Gibbs-preserving map is unital and the second
law (5.37) reduces to inequality (5.20).
In the quench-and-relax processes discussed in Section 4.1 where the
Hamiltonian is driven by an external agent, we can also derive the work
bound in the same form as the classical counterpart (4.10). In Section 8.4,
we will derive the second law of this form, where we adopt the setup where
the total Hamiltonian is time-independent by including the “clock” degrees
of freedom.
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5.3 Quantum Re´nyi entropy and divergence
We next consider quantum analogues of the Re´nyi entropies and divergences.
The Re´nyi α-entropy can be straightforwardly defined in the same manner
as the classical case:
Sα(ρˆ) :=
1
1− α ln (tr[ρˆ
α]) , (5.38)
where ρˆ is a density operator of dimension d. In particular, S1(ρˆ) is the von
Neumann entropy, and
S0(ρˆ) := ln(rank[ρˆ]), (5.39)
S∞(ρˆ) := − ln ‖ρˆ‖∞ (5.40)
are the max and the min Re´nyi entropies.
The quantum Re´nyi entropy equals the classical one of the diagonal dis-
tribution: Sα(ρˆ) = Sα(p) with p being the diagonal distribution of ρˆ. We
thus have
0 ≤ Sα(ρˆ) ≤ ln d (5.41)
and
Sα(ρˆ) ≥ Sα′(ρˆ) for α ≤ α′. (5.42)
It is also obvious that Sα(Uˆ ρˆUˆ
†) = Sα(ρˆ) holds for any unitary Uˆ .
On the other hand, the quantum versions of the quantum Re´nyi diver-
gence are not unique due to the non-commutability of density operators
ρˆ, σˆ [109–114] (see also Appendix A). Here, however, we mainly focus on
the following two limiting cases with α = 0,∞ [63]:
S0(ρˆ‖σˆ) := − ln
(
tr[Pˆρˆσˆ]
)
, (5.43)
where Pˆρˆ is the projection onto the support of ρˆ, and
S∞(ρˆ‖σˆ) := ln (min{λ : ρˆ ≤ λσˆ}) = ln ‖σˆ−1/2ρˆσˆ−1/2‖∞. (5.44)
We again note that we always assume that the support of ρˆ is included in
that of σˆ for these divergence quantities. We remark on some properties:
Sα(ρˆ) = ln d − Sα(ρˆ‖Iˆ/d), Sα(Uˆ ρˆUˆ †‖Uˆ σˆUˆ †) = Sα(ρˆ‖σˆ) for any unitary Uˆ ,
and
Sα(ρˆ⊗ ρˆ′‖σˆ ⊗ σˆ′) = Sα(ρˆ‖σˆ) + Sα(ρˆ′‖σˆ′). (5.45)
Also, these divergences are non-negative and satisfy the following:
Theorem 5.3 (Lemma 5 and Lemma 6 of [63])
0 ≤ S0(ρˆ‖σˆ) ≤ S∞(ρˆ‖σˆ). (5.46)
Here, S0(ρˆ‖σˆ) = 0 holds if and only if the supports of ρˆ and σˆ are the same,
and S∞(ρˆ‖σˆ) = 0 holds if and only if ρˆ = σˆ.
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Proof. 0 ≤ S0(ρˆ‖σˆ) is obvious from the definition. S0(ρˆ‖σˆ) ≤ S∞(ρˆ‖σˆ) can
be shown as follows. Let λ := eS∞(ρˆ‖σˆ). Then by definition, 0 ≤ λσˆ− ρˆ holds.
Thus 0 ≤ tr[(λσˆ− ρˆ)Pˆρˆ] = λe−S0(ρˆ‖σˆ)− 1, which implies S0(ρˆ‖σˆ) ≤ S∞(ρˆ‖σˆ).
The equality S0(ρˆ‖σˆ) = 0 holds if and only if the support of ρˆ includes
that of σˆ, but in our setup, the latter always includes the former.
Suppose that S∞(ρˆ‖σˆ) = 0 holds. By definition, ∆ˆ := σˆ − ρˆ is positive.
If ∆ˆ 6= 0, there exists a positive eigenvalue and any other eigenvalues are
non-negative, and thus tr[∆ˆ] > 0. But this contradicts the normalization of
ρˆ and σˆ. 
The following relation is also known.
Proposition 5.1
S0(ρˆ‖σˆ) ≤ S1(ρˆ‖σˆ) ≤ S∞(ρˆ‖σˆ). (5.47)
Proof. The following proof is based on [115].
We first prove the right inequality. By definition, eS∞(ρˆ‖σˆ)σˆ ≥ ρˆ holds,
and thus S∞(ρˆ‖σˆ) − S1(ρˆ‖σˆ) = tr[ρˆ(ln(eS∞(ρˆ‖σˆ)σˆ) − ln ρˆ)] ≥ 0. Here, to
obtain the last inequality, we used the fact that lnx is operator monotone
(see Appendix A.2).
To prove the left inequality, let ρˆ =
∑
i pi|ϕi〉〈ϕi| and σˆ =
∑
j qj|ψj〉〈ψj|.
Define τˆ :=
∑
i:pi>0
e〈ϕi| ln σˆ|ϕi〉|ϕi〉〈ϕi|/Z, where Z :=
∑
i:pi>0
e〈ϕi| ln σˆ|ϕi〉. Note
that Z =
∑
i:pi>0
e
∑
j |〈ϕi|ψj〉|2 ln qj ≤ ∑i:pi>0∑j |〈ϕi|ψj〉|2qj = tr[Pˆρˆσˆ]. We
then have 0 ≤ S1(ρˆ‖τˆ) = S1(ρˆ‖σˆ) + lnZ ≤ S1(ρˆ‖σˆ) + ln tr[Pˆρˆσˆ] = S1(ρˆ‖σˆ)−
S0(ρˆ‖σˆ). 
An alternative way to understand (5.47) is to consider two kinds of Re´nyi
α-divergences, both of which are defined for 0 < α < 1 and 1 < α < ∞
(see Appendix A for details). One is the simple Re´nyi divergence S˜α(ρˆ‖σˆ),
defined in Eq. (A.35) [109,110]. The other is the sandwiched Re´nyi divergence
Sα(ρˆ‖σˆ), defined in Eq. (A.68) [111–114]. Both are non-decreasing functions
in α as is the classical case (Proposition 2.3), and satisfy limα→1 S˜α(ρˆ‖σˆ) =
limα→1 Sα(ρˆ‖σˆ) = S1(ρˆ‖σˆ). It is also known that limα→+0 S˜α(ρˆ‖σˆ) = S0(ρˆ‖σˆ)
and limα→∞ Sα(ρˆ‖σˆ) = S∞(ρˆ‖σˆ). Thus we have inequalities (5.47).
It is also known that these divergences satisfy the monotonicity (and thus
are monotones) under CPTP maps, as is the case for α = 1:
Theorem 5.4 (Monotonicity of the Re´nyi divergence, Lemma 7 of [63])
For α = 0,∞, if E is CPTP,
Sα(ρˆ‖σˆ) ≥ Sα(E(ρˆ)‖E(σˆ)). (5.48)
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Proof. We first prove the case of α = ∞ [63]. From the positivity of E ,
λσˆ − ρˆ ≥ 0 implies λE(σˆ) − E(ρˆ) ≥ 0, and therefore {λ : λσˆ − ρˆ ≥ 0} ⊂
{λ : λE(σˆ) − E(ρˆ) ≥ 0}. We thus have min{λ : λσˆ − ρˆ ≥ 0} ≥ min{λ :
λE(σˆ)− E(ρˆ) ≥ 0}, which implies S∞(ρˆ‖σˆ) ≥ S∞(E(ρˆ)‖E(σˆ)). As seen from
the proof, the positivity of E is enough to show the monotonicity.
We next prove the case of α = 0 [115]. Because any CPTP E can be
written as E(ρˆ) = trA[Uˆ ρˆ ⊗ γˆUˆ †] with a state γˆ of an auxiliary system A
and a unitary Uˆ . From Eq. (5.45) and the unitary invariance, it is enough
to prove the monotonicity under the partial trace. Let ρˆ′ := Uˆ ρˆ ⊗ γˆUˆ † and
σˆ′ := Uˆ σˆ⊗ γˆUˆ †. We have tr[PˆtrA[ρˆ′]trA[σˆ′]] = tr[PˆtrA[ρˆ′]⊗Iˆ σˆ′] ≥ tr[Pˆρˆ′σˆ′], where
the right inequality follows from supp[trA[ρˆ
′]⊗ Iˆ] ⊃ supp[ρˆ′]. In fact, any |ϕ〉
with 〈ϕ|trA[ρˆ′]|ϕ〉 = 0 satisfies 〈ϕ|ρˆ′|ϕ〉 = 0. 
Theorem 5.5 (Joint convexity of Re´nyi 0-divergence) We use the same
notation as Theorem 5.2 with pk > 0. Then,
S0(ρˆ‖σˆ) ≤
∑
k
pkS0(ρˆk‖σˆk). (5.49)
The equality holds if the same equality condition as in Theorem 5.2 is satisfied
and S0(ρˆk‖σˆk)’s are the same for all k.
Proof. From Pˆρˆ ≥ Pˆρˆk , we have
− ln
(
tr[Pˆρˆσˆ]
)
= − ln
(
tr
[
Pˆρˆ
∑
k
pkσˆk
])
≤ − ln
(
tr
[∑
k
pkPˆρˆk σˆk
])
.
(5.50)
By noting the convexity of − lnx,
− ln
(
tr
[∑
k
pkPˆρˆk σˆk
])
≤ −
∑
k
pk ln
(
tr[Pˆρˆk σˆk]
)
, (5.51)
and thus we obtain inequality (5.49). The equality in (5.49) holds if the
equality conditions for the above two inequalities are satisfied. 
The above proof is essentially the same as the proof of Theorem 11 of
Ref. [67] for the classical case. We remark that the joint convexity does not
hold for α =∞ (see also Corollary A.7 in Appendix A).
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For α = 0, 1,∞, we can define Sα(ρˆ‖σˆ) for unnormalized σˆ, which is
useful to define the nonequilibrium free energy (see also Chapter 8). For
Z > 0, it is easy to check the scaling property
Sα(ρˆ‖σˆ/Z) = Sα(ρˆ‖σˆ) + lnZ. (5.52)
In general, if σˆ ≤ σˆ′, then
Sα(ρˆ‖σˆ′) ≤ Sα(ρˆ‖σˆ). (5.53)
Again it is easy to check this for α = 0,∞. For α = 1, we use the fact
that lnx is operator monotone (see Appendix A). The monotonicity of the
α-divergence with α = 0, 1,∞ under CPTP maps applies to unnormalized
states (see Theorem A.3 that is true for unnormalized states).
67
Chapter 6
Quantum majorization
In this chapter, we consider what majorization means in quantum systems.
The ordinary majorization can be directly generalized to the quantum case,
as discussed in Section 6.1. In Section 6.2, we discuss a subclass of CPTP uni-
tal maps, called noisy operations. On the other hand, the quantum analogue
of d-majorization is not very straightforward, while we still have a simple
characterization of state conversion by the Re´nyi 0- and ∞-divergences as
discussed in Section 6.3. In Section 6.4, we briefly remark on resource theory
of entanglement and discuss its relation to infinite-temperature thermody-
namics.
In this chapter, Chapter 7, and Chapter 8, we assume that the dimensions
of the input and output Hilbert spaces of CPTP maps are the same, i.e.,
E : L(H)→ L(H), unless stated otherwise.
6.1 Quantum majorization
We first consider the quantum version of ordinary majorization, which can be
formulated in a parallel manner to the classical case (see also Ref. [46]). Let
ρˆ and ρˆ′ be quantum states of dimension d, whose spectral decompositions
are given by
ρˆ =
d∑
i=1
pi|ϕi〉〈ϕi|, ρˆ′ =
d∑
i=1
p′i|ϕ′i〉〈ϕ′i|, (6.1)
where their bases are not necessarily the same. p := (p1, · · · , pd)T and
p′ := (p′1, · · · , p′d)T are their diagonal distributions. Then, we define quantum
majorization as follows.
Definition 6.1 (Quantum majorization) We say that a quantum state
ρˆ majorizes another state ρˆ′, written as ρˆ′ ≺ ρˆ, if their diagonal distributions
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satisfy p′ ≺ p.
Based on this definition, we have the following theorem.
Theorem 6.1 Let ρˆ, ρˆ′ be quantum states. The following are equivalent.
(i) ρˆ′ ≺ ρˆ.
(ii) There exists a CPTP unital map E such that ρˆ′ = E(ρˆ).
(iii) There exists a CPTP map that is a mixture of unitaries E such that
ρˆ′ = E(ρˆ). Here, a mixture of unitaries is given in the form
E(ρˆ) =
∑
k
rkUˆkρˆUˆ
†
k , (6.2)
where Uˆk is unitary and
∑
k rk = 1, rk ≥ 0.
Proof. In the following proof, we use the notations of Eq. (6.1).
We first show (i) ⇒ (ii). Since ρˆ′ ≺ ρˆ implies p′ ≺ p by definition,
Theorem 3.1 for classical majorization implies that there exists a doubly
stochastic matrix T such that p′ = Tp. We then define a map
E(ρˆ) :=
∑
ji
Tji|ϕ′j〉〈ϕi|ρˆ|ϕi〉〈ϕ′j|. (6.3)
Since
∑
ji Mˆ
†
jiMˆji = Iˆ with Mˆji :=
√
Tji|ϕ′j〉〈ϕi|, E is CPTP. Also, since T is
doubly stochastic, E(Iˆ) = Iˆ holds and thus E is unital. Finally, it is obvious
that ρˆ′ = E(ρˆ).
We next show (ii) ⇒ (i). Suppose that E is CPTP unital, and define
Tji := 〈ϕ′j|E(|ϕi〉〈ϕi|)|ϕ′j〉. (6.4)
Then, since
∑
i Tji =
∑
j Tji = 1 and Tji ≥ 0, Tji is doubly stochastic. Also,
it is obvious that p′j =
∑
i Tjipi. Therefore, p
′ ≺ p holds, and thus ρˆ′ ≺ ρˆ.
(i)⇔ (iii) (or (ii)⇔ (iii)) is called the Uhlmann’s theorem (Theorem 12.13
of Ref. [4]). Since (iii) ⇒ (ii) is obvious, here we only show (i) ⇒ (iii).
Suppose that ρˆ′ ≺ ρˆ. Then, there exists a doubly stochastic matrix T such
that p′ = Tp for the diagonal distributions. From the Birkhoff’s theorem
(Theorem 3.2), T can be written as T =
∑
k rkPk with permutation matrices
Pk. Let Pˆk be the operator that acts as Pk in the basis {|ϕk〉}, and let Vˆ be
the unitary operator that converts the basis {|ϕk〉} into {|ϕ′k〉}. Then, we
have ρˆ′ =
∑
k rkVˆ PˆkρˆPˆ
†
k Vˆ
†. By noting that Uˆk := Vˆ Pˆk is unitary, we have
ρˆ′ =
∑
k rkUˆkρˆUˆ
†
k . 
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While (ii)⇔ (iii) is true in Theorem 6.1, the following fact is known: The
Birkhoff’s theorem (Theorem 3.2) is not true in the quantum case.
Theorem 6.2 For d ≥ 3 with d being the dimension of the system, the
set of mixtures of unitaries is a strict subset of CPTP unital maps. That
is, there are CPTP unital maps that cannot be written as any mixtures of
unitaries (6.2). In other words, an extreme point of CPTP unital maps is
not necessarily unitary.
Proof. We show an example of an operator that is CPTP unital but not a
mixture of unitaries [116]. Let Sˆk (k = x, y, z) be the spin-l operator (that is
a representation of su(2)) with l = 1/2, 1, 3/2, · · · . We define a CPTP map
E(ρˆ) := 1
l(l + 1)
∑
k=x,y,z
SˆkρˆSˆk, (6.5)
which is shown to be unital. For l ≥ 1 (or equivalently d ≥ 3 because of
d = 2l + 1), Sˆk is not unitary. On the other hand, E is an extreme point of
CPTP unital maps, because of the Choi’s theorem (Theorem 5 of Ref. [99]).
Therefore, E in Eq. (6.5) cannot be written as any mixture of unitaries.
We note that Choi’s theorem is stated as follows. Let E be a CPTP unital
map that has a Kraus representation E(ρˆ) := ∑k MˆkρˆMˆ †k with ∑k MˆkMˆ †k =∑
k Mˆ
†
kMˆk = Iˆ. Then, E is an extreme point of CPTP unital maps, if and
only if MˆkMˆ
†
l ’s are linearly independent in the operator space. 
6.2 Noisy operations
We next consider a subclass of CPTP unital maps, called noisy operations.
A noisy operation is also a special case of thermal operations introduced in
Section 8.2.
Definition 6.2 (Noisy operations) A CPTP map E is an exact noisy op-
eration, if there exists an auxiliary system B with Hilbert space dimension
dB < ∞ and exists a unitary operator Uˆ acting on the composite system,
such that
E(ρˆ) = trB[Uˆ ρˆ⊗ (IˆB/dB)Uˆ †], (6.6)
where IˆB is the identity operator of B. Furthermore, a CPTP map E is a
noisy operation, if there exists a sequence of exact noisy operations {En}∞n=1
such that En converges to E in n→∞.
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In Ref. [117], exact noisy operations are called exactly factorizable maps,
and noisy operations are called strongly factorizable maps. There is also a
concept called factorizable maps [118], for which infinite-dimensional auxil-
iary systems are allowed with the use of von Neumann algebras. We note
that the set of factorizable maps coincide with the set of strongly factorizable
maps if and only if Connes’ embedding conjecture is true [117] (see Ref. [120]
for a recent work on the conjecture).
We next discuss the relationship between unital maps and noisy opera-
tions.
Proposition 6.1 (Lemma 5 of [46]) Any noisy operation is a unital map.
Also, any mixture of unitaries is a noisy operation.
Proof. The former is obvious from Eq. (6.6). To show the latter, let E(ρˆ) =∑
k rkUˆkρˆUˆ
†
k be the mixture of unitaries with rk > 0. We first consider
the case that all of rk’s are rational numbers written as lk/m with positive
integers lk and m. Then we take an auxiliary Hilbert space in dimension
dB := m, and divide it into subspaces labeled by k with dimensions lk. Then
we can take Uˆ in Eq. (6.6) as a controlled unitary, which acts on the system
as Uˆk if the auxiliary state is in the kth subspace. Finally, if some of rk’s are
irrational, we can approximate them by rational numbers and then take the
limit of m→∞. 
The above inclusions are strict.
Proposition 6.2 There are CPTP unital maps that cannot be written as
any noisy operations. Also, there are noisy operations that cannot be written
as any mixtures of unitaries.
Proof. An example of the former is shown in Example 3.1 of Ref. [118],
which is the same as Eq. (6.5) (with l = 1). An example of the latter is
discussed in Ref. [117] based on Ref. [119]. 
Although the above inclusions are strict, we have the following because
any mixture of unitaries is a noisy operation.
Corollary 6.1 The conditions of Theorem 6.1 is further equivalent to:
(iv) There exists a noisy operation E such that ρˆ′ = E(ρˆ).
We finally remark on the classical case, where the set of noisy operations
and the set of doubly stochastic matrices are equivalent.
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Definition 6.3 (Classical noisy operations) A stochastic matrix T is an
exact classical noisy operation, if there exists an auxiliary system B in di-
mension dB <∞ and exists a permutation matrix P acting on the composite
system such that
(Tp)i =
∑
jkl
Pij;klpkul, (6.7)
where u := (1/dB, · · · , 1/dB)T is the uniform distribution of B. Furthermore,
a stochastic matrix T is a classical noisy operation, if there exists a sequence
of exact classical noisy operations {Tn}∞n=1 such that Tn converges to T in
n→∞.
Proposition 6.3 (Lemma 6 of [46]) For any classical stochastic map T ,
the following are equivalent.
(i) T is a doubly stochastic map.
(ii) T is a noisy operation.
Proof. Because (ii) ⇒ (i) is obvious, we only show (i) ⇒ (ii). The proof
is parallel to the latter part of Proposition 6.1. Let T =
∑
k rkPk be the
decomposition of the Birkhoff’s theorem (Theorem 3.2). If all of rk’s are
rational, we divide the sample space (i.e., the set of labels of components of
probability vectors) into subspaces labeled by k with dimensions proportional
to rk. Then, apply the controlled permutation acting on the system as Pk if
the auxiliary state is in the kth subspace. For general rk’s, take the limit. 
6.3 Quantum d-majorization
We now consider quantum d-majorization (or quantum relative majoriza-
tion). It is not very straightforward to formulate the quantum counterpart of
the classical case discussed in Section 3.2, especially the “Lorenz curve-like”
characterization of the necessary and sufficient condition for the existence
of a CPTP map E satisfying ρˆ′ = E(ρˆ) and σˆ′ = E(σˆ) for given pairs of
quantum states (ρˆ, σˆ), (ρˆ′, σˆ′) (i.e., the full quantum version of Theorem. 3.3
or the d-majorization version of Theorem 6.1). A difficulty lies in the fact
that ρˆ and σˆ are not necessarily commutable (and thus not simultaneously
diagonalizable) in the quantum case.
There are several interesting approaches to formulate full quantum d-
majorization on the basis of, e.g., a generalized Lorenz curve [121] and matrix
majorization [122]. We will mention the former later in this section. Here,
however, we adopt a most naive approach to quantum d-majorization: we
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simply define quantum d-majorization in the following form, given (iv) of
Theorem 3.3 of the classical case.
Definition 6.4 (Quantum d-majorization) Let ρˆ, σˆ, ρˆ′, σˆ′ be quantum states.
We say that a pair (ρˆ, σˆ) d-majorizes another pair (ρˆ′, σˆ′), written as (ρˆ′, σˆ′) ≺
(ρˆ, σˆ), if there exists a CPTP map E such that
ρˆ′ = E(ρˆ), σˆ′ = E(σˆ). (6.8)
In particular, we say that ρˆ thermo-majorizes ρˆ′ with respect to σˆ, if (ρˆ′, σˆ) ≺
(ρˆ, σˆ).
Under this definition, the characterization of state convertibility by the
Re´nyi 0- and ∞-divergences still works, as described by the following theo-
rem. This is the quantum counterpart of Theorem 3.4 of the classical case.
While Theorem 3.4 was obvious if one looks at the classical Lorenz curves, the
following theorem is proved without invoking such graphical representation.
Theorem 6.3 (Conditions for state conversion)
(a) Necessary conditions: If (ρˆ′, σˆ′) ≺ (ρˆ, σˆ) holds, then
S0(ρˆ
′‖σˆ′) ≤ S0(ρˆ‖σˆ), S∞(ρˆ′‖σˆ′) ≤ S∞(ρˆ‖σˆ). (6.9)
(b) Sufficient condition: (ρˆ′, σˆ′) ≺ (ρˆ, σˆ) holds, if (but not only if)
S∞(ρˆ′‖σˆ′) ≤ S0(ρˆ‖σˆ). (6.10)
Proof. (a) This is the monotonicity of S0(ρˆ‖σˆ) and S∞(ρˆ‖σˆ) (Theorem 5.4).
(b) The following proof is based on Refs. [45,115]. We explicitly construct
a CPTP map E that transforms (ρˆ, σˆ) to (ρˆ′, σˆ′) by a “measure-and-prepare”
method.
First, we perform a projection measurement {Pˆρˆ, Iˆ − Pˆρˆ}, where Pˆρˆ is
the projection onto the support of ρˆ. We label the measurement outcome
corresponding to Pˆρˆ and Iˆ − Pˆρˆ by “0” and “1”, respectively. Then, the
conditional probabilities of getting these outcomes are given by
P (0|ρˆ) = 1, P (1|ρˆ) = 0, P (0|σˆ) = c, P (1|σˆ) = 1− c, (6.11)
where c := e−S0(ρˆ‖σˆ). We note that this measurement corresponds to the
hypothesis testing with η = 1 (see Appendix B), and Eq. (6.11) implies that
S0(ρˆ‖σˆ) can be identified with the hypothesis testing divergence SηH(ρˆ‖σˆ)
with η = 1 (see also Eq. (B.7)).
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Next, we prepare a state depending on the outcome. Suppose that c 6= 1.
When the outcome is “0”, we prepare ρˆ′. When the outcome is “1”, we
prepare
σˆ′′ :=
σˆ′ − cρˆ′
1− c . (6.12)
Here, if S∞(ρˆ′‖σˆ′) ≤ S0(ρˆ‖σˆ), then σˆ′′ ≥ (σˆ′ − e−S∞(ρˆ′‖σˆ′)ρˆ′)/(1 − c) ≥ 0,
and thus σˆ′′ is a (normalized) quantum state. By this state preparation, we
obtain the final state cρˆ′ + (1 − c)σˆ′′ = σˆ′ from the initial state σˆ. If c = 1,
S∞(ρˆ′‖σˆ′) = 0 or equivalently ρˆ′ = σˆ′ holds, and thus the state preparation
is trivial.
In summary, the constructed CPTP map is given by (for c 6= 1)
E(τˆ) := tr[Pˆρˆτˆ ]ρˆ′ +
(
1− tr[Pˆρˆτˆ ]
) σˆ′ − cρˆ′
1− c . (6.13)

Figure 6.1 schematically illustrates the sufficient condition of Theorem 6.3.
In the case of Fig. 6.1 (a), the 0- and ∞-divergences of (ρˆ, σˆ) and those of
(ρˆ′, σˆ′) are completely separated, and the sufficient condition of Theorem 6.3
is satisfied. On the other hand, in the case of Fig. 6.1 (b), we cannot judge
whether state transformation is possible from (ρˆ, σˆ) to (ρˆ′, σˆ′), because their
divergences are not separated. This illustrates that a necessary and sufficient
condition cannot be given only by the 0- and ∞-divergences in general. In
the next chapter, however, we will see that the 0- and∞-divergences can ap-
proximately collapse to a single value under certain conditions, if we take the
asymptotic limit; In such a case, a complete monotone emerges and provides
a necessary and sufficient condition for state conversion by d-majorization.
Figure 6.1: Schematic of situations where (a) the sufficient condition
S0(ρˆ‖σˆ) ≥ S∞(ρˆ′‖σˆ′) works and (b) does not work.
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We next briefly discuss a quantum analogue of the Lorenz curve in line
with Ref. [121], which, however, can only characterize state convertibility of
quantum thermo-majorization but not d-majorization in general.
Definition 6.5 (Quantum Lorenz curve [121]) Let ρˆ, σˆ be quantum states.
The quantum Lorenz curve of (ρˆ, σˆ) is defined as the upper boundary of the
set {(x, y) : x = tr[Qˆρˆ], y = tr[Qˆσˆ], 0 ≤ Qˆ ≤ Iˆ} ⊂ R2. Then, we write
(ρˆ′, σˆ′) ≺q (ρˆ, σˆ), if the quantum Lorenz curve of (ρˆ, σˆ) lies above that of
(ρˆ′, σˆ′).
If [ρˆ, σˆ] = 0 and [ρˆ′, σˆ′] = 0, the above definition reduces to the classical
case. In the quantum case, however, (ρˆ′, σˆ′) ≺q (ρˆ, σˆ) is not equivalent to
(ρˆ′, σˆ′) ≺ (ρˆ, σˆ) of Definition 6.4 in general. They become equivalent only for
special cases: (a) the system is two-dimensional (qubit) or (b) the thermo-
majorization case with σˆ = σˆ′. About (a), there is an example where they
are inequivalent even for the three-dimensional case [126]. About (b), we
have the following theorem [121] (see also Ref. [127]).
Theorem 6.4 (Theorem 3 of [121]) Let ρˆ, ρˆ′, and σˆ > 0 be quantum
states. The following are equivalent.
(i) (ρˆ′, σˆ) ≺q (ρˆ, σˆ).
(ii) (ρˆ′, σˆ) ≺ (ρˆ, σˆ), or equivalently, there exists a CPTP map E such that
ρˆ′ = E(ρˆ) and σˆ = E(σˆ).
(iii) S∞(ρˆ‖σˆ) ≥ S∞(ρˆ′‖σˆ) and S∞(σˆ‖ρˆ) ≥ S∞(σˆ‖ρˆ′).
Finally, it is worth noting the following theorem for the general case.
Theorem 6.5 (Theorem 2 of [121]) Let ρˆ, ρˆ′, σˆ, σˆ′ be quantum states.
The following are equivalent.
(i) (ρˆ′, σˆ′) ≺q (ρˆ, σˆ).
(ii) For all t ∈ R, ‖ρˆ′ − tσˆ′‖1 ≤ ‖ρˆ− tσˆ‖1.
(iii) For all 0 ≤ η ≤ 1, QηH(ρˆ‖σˆ) ≤ QηH(ρˆ′‖σˆ′) holds, where QηH(ρˆ‖σˆ) :=
min0≤Qˆ≤Iˆ,tr[ρˆQˆ]≥η tr[σˆQˆ].
Here, the classical counterpart of (i) ⇔ (ii) is that of Theorem 3.3. In
(iii) above, QηH(ρˆ‖σˆ) = ηe−S
η
H(ρˆ‖σˆ) holds for 0 < η < 1, where SηH(ρˆ‖σˆ) is the
hypothesis testing divergence defined by Eq. (B.1) of Appendix B.
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6.4 Remark on resource theory of entangle-
ment
Let us very briefly mention the relationship between majorization and en-
tanglement (see also, e.g., Ref. [4]). Suppose that a bipartite system AB is
shared by Alice and Bob. They are allowed to perform any quantum opera-
tions on their own systems and to communicate by classical channels, which
is called local operations and classical operations (LOCC). For simplicity, we
suppose that the state of AB is a pure state |Ψ〉. In this case, product states
are free states and LOCC are free operations.
By the Schmidt decomposition, the pure state can be always written
as |Ψ〉 = ∑i√pi|ϕA,i〉|ϕB,i〉 with a classical probability distribution pi and
orthonormal bases {|ϕA,i〉}, {|ϕB,i〉} of A, B. Then, the reduced density
operator of A and B are respectively given by ρˆA =
∑
i pi|ϕA,i〉〈ϕA,i| and
ρˆB =
∑
i pi|ϕB,i〉〈ϕB,i|. Since these reduced density operators are the same
up to a unitary, we will only focus on ρˆA, and write it as ρˆΨ to explicitly
show its dependency on the global state |Ψ〉.
Entanglement of pure states can be quantified by the von Neumann en-
tropy S1(ρˆΨ), which is called entanglement entropy. While the von Neumann
entropy is a monotone under LOCC, it is not a complete monotone. On the
other hand, majorization can completely characterize state convertibility un-
der LOCC, which is shown in the following theorem.
Theorem 6.6 (Theorem 1 of [51]) |Ψ〉 can be converted into |Ψ′〉 by LOCC,
if and only if ρˆΨ ≺ ρˆΨ′ .
This is reminiscent of Theorem 6.1 related to infinite-temperature ther-
modynamics. However, there is a crucial difference between entanglement
and thermodynamics. In fact, the direction of state conversion is opposite
to that of majorization in the case of entanglement, in contrast to the case
of thermodynamics at infinite temperature. This is because the completely
mixed state (the uniform distribution) corresponds to the maximally entan-
gled state that has the maximum resource of entanglement, while in thermo-
dynamics at infinite temperature, the completely mixed state is just a free
state. In addition, we note Refs. [123, 124] as seminal works that made an
analogy between entanglement and thermodynamics.
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Chapter 7
Approximate and asymptotic
majorization and divergence
In this chapter, we consider an approximate (or “smoothed”) version of the
Re´nyi 0- and ∞-divergences, called the smooth divergences. We then con-
sider the asymptotic limit of these smooth divergences, leading to the concept
called information spectrum (i.e., the upper and lower spectral divergence
rates corresponding to the 0- and ∞-divergences). This formalism naturally
leads to characterization of asymptotic state convertibility of many-body sys-
tems even beyond independent and identically distributed (i.i.d.) situations.
In Section 7.1, we introduce the smooth 0- and ∞-divergences and the
corresponding approximate majorization. In Section 7.2, we consider the
asymptotic limit and introduce the spectral divergence rates, and show their
relation to asymptotic d-majorization. In Section 7.3, we investigate the
condition with which the upper and lower spectral divergence rates collapse
to a single value. This is the quantum version of the asymptotic equipar-
tition property (AEP). In such a case, asymptotic state convertibility by
d-majorization can be characterized by a single complete monotone. In Sec-
tion 7.4, we make some technical remarks on the smoothing of the diver-
gences.
Throughout this chapter, we consider the general setup: quantum d-
majorization and the corresponding quantum divergences. The classical
counterpart is immediately obtained as a special case of the quantum formu-
lation.
The central concepts introduced in this chapter are summarized as fol-
lows. First, for ε > 0, we introduce smooth divergences Sε0(ρˆ‖σˆ) and Sε∞(ρˆ‖σˆ),
which are ε-approximations of the 0- and ∞-divergences, respectively. We
next consider the asymptotic limit, where ρˆn and σˆn are regarded as states of
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a large system of size n. A simplest example is the i.i.d. case, where ρˆn := ρˆ
⊗n
and σˆn := σˆ
⊗n. We emphasize, however, that our formulation here is very
general and not restricted to the i.i.d. case. Then, we take the asymptotic
limit of Sε0(ρˆn‖σˆn) and Sε∞(ρˆn‖σˆn) by taking n→∞ first and then ε→ +0,
and we obtain the lower and the upper spectral divergence rates, respectively.
We show that the spectral divergence rates give a characterization of state
convertibility in the asymptotic regime. Under certain conditions including
ergodicity, we show that Sε0(ρˆn‖σˆn) ' Sε∞(ρˆn‖σˆn) ' S1(ρˆn‖σˆn) holds with
n → ∞ and ε → +0, which is a consequence of the quantum AEP and
implies that the KL divergence rate serves as a complete monotone.
We note that quantum hypothesis testing is a useful tool in this chapter,
which gives a divergence-like quantity called the hypothesis testing divergence
SηH(ρˆ‖σˆ). While we postpone the details of hypothesis testing to Appendix
B, here we only remark that, roughly speaking, Sη'1H (ρˆ‖σˆ) ' Sε'00 (ρˆ‖σˆ) and
Sη'0H (ρˆ‖σˆ) ' Sε'0∞ (ρˆ‖σˆ) hold (see Proposition B.1 for a rigorous formulation).
Thus, the hypothesis testing divergence has essentially the same information
as the smooth 0- and ∞-divergences; this is particularly the case when we
consider the asymptotic limit, because the correction terms are independent
of n.
7.1 Smooth divergence and approximate ma-
jorization
We consider approximate state conversion and smooth divergences in line
with the framework developed in Refs. [64, 65]. Specifically, we consider ap-
proximate quantum d-majorization, and correspondingly, the smooth quan-
tum Re´nyi 0- and ∞-divergences introduced in Ref. [63].
Let ε ≥ 0. We define the ε-neighborhood of a normalized state ρˆ by
Bε(ρˆ) := {τˆ : D(τˆ , ρˆ) ≤ ε, tr[τˆ ] = 1, τˆ ≥ 0}. (7.1)
Here we adopted the trace distance as a norm for smoothing, while this
choice is not essential and other norms can be adopted equivalently. Also,
only normalized states are allowed in the above definition, while this is again
not essential. See also Section 7.4 for alternative ways of smoothing.
We now define approximate d-majorization and smooth divergences.
Definition 7.1 (Approximate d-majorization) Let ε ≥ 0. We say that
a pair (ρˆ, σˆ) ε-approximately d-majorizes another pair (ρˆ′, σˆ′), written as
(ρˆ′, σˆ′) ≺ε (ρˆ, σˆ), if there exists τˆ ′ ∈ Bε(ρˆ′) such that (τˆ ′, σˆ′) ≺ (ρˆ, σˆ).
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Definition 7.2 (Smooth Re´nyi 0/∞-divergence)
Sε∞(ρˆ‖σˆ) := min
τˆ∈Bε(ρˆ)
S∞(τˆ‖σˆ), (7.2)
Sε0(ρˆ‖σˆ) := max
τˆ∈Bε(ρˆ)
S0(τˆ‖σˆ). (7.3)
The smooth divergences satisfy the monotonicity, which is the smoothed
version of Theorem 5.4 or Theorem 6.3 (a).
Theorem 7.1 (Monotonicity of the smooth divergences) (ρˆ′, σˆ′) ≺ (ρˆ, σˆ)
implies that for any ε > 0,
(a) Sε∞(ρˆ‖σˆ) ≥ Sε∞(ρˆ′‖σˆ′).
(b) Sε0(ρˆ‖σˆ) ≥ Sε
2/6
0 (ρˆ
′‖σˆ′) + ln(ε2/6).
Proof. Let E be a CPTP map such that ρˆ′ = E(ρˆ) and σˆ′ = E(σˆ).
(a) The proof is parallel to that of Lemma 59 of Ref. [46] for ordinary
majorization:
Sε∞(ρˆ
′‖σˆ′) := min
τˆ ′∈Bε(ρˆ′)
S∞(τˆ ′‖σˆ′) (7.4)
≤ min
τˆ∈Bε(ρˆ)
S∞(E(τˆ)‖σˆ′) (7.5)
≤ min
τˆ∈Bε(ρˆ)
S∞(τˆ‖σˆ) (7.6)
=: Sε∞(ρˆ‖σˆ). (7.7)
Here, to obtain the second line, we used that {E(τˆ) : τˆ ∈ Bε(ρˆ)} ⊂ Bε(ρˆ′)
holds from the monotonicity of the trace distance. We also used the mono-
tonicity of S∞(ρˆ‖σˆ) to obtain the third line.
(b) From the monotonicity of the hypothesis testing divergence SηH(ρˆ‖σˆ)
(Proposition B.2) and Proposition B.1 in Appendix B, we have
Sε0(ρˆ‖σˆ) ≥ S1−ε
′
H (ρˆ‖σˆ)− ln
1− ε′
ε′
(7.8)
≥ S1−ε′H (ρˆ′‖σˆ′)− ln
1− ε′
ε′
(7.9)
≥ Sε′0 (ρˆ′‖σˆ′) + ln ε′, (7.10)
where ε′ := ε2/6. 
The above theorem can be generalized to the case where state conversion
is not exact.
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Theorem 7.2 (Necessary conditions for approximate state conversion)
For any ε ≥ 0, (ρˆ′, σˆ′) ≺ε (ρˆ, σˆ) implies that:
(a) For any δ ≥ 0,
Sδ∞(ρˆ‖σˆ) ≥ Sε+δ∞ (ρˆ′‖σˆ′). (7.11)
(b) For any δ satisfying δ2/6 > ε,
Sδ0(ρˆ‖σˆ) ≥ Sδ
2/6−ε
0 (ρˆ
′‖σˆ′) + ln(δ2/6). (7.12)
Proof. If (ρˆ′, σˆ′) ≺ε (ρˆ, σˆ), there exists a CPTP map E such that σˆ′ = E(σˆ)
and D(ρˆ′, τˆ ′) ≤ ε with τˆ ′ := E(ρˆ).
(a) The proof of this case is parallel to that of Lemma 64 of Ref. [46].
Theorem 7.1 (a) implies Sδ∞(ρˆ‖σˆ) ≥ Sδ∞(τˆ ′‖σˆ′). We can take τˆ ′′ such that
S∞(τˆ ′′‖σˆ′) = Sδ∞(τˆ ′‖σˆ′), and then D(τˆ ′′, ρˆ′) ≤ D(τˆ ′′, τˆ ′) + D(τˆ ′, ρˆ′) ≤ δ + ε.
Therefore, Sδ∞(τˆ
′‖σˆ′) = S∞(τˆ ′′‖σˆ′) ≥ Sε+δ∞ (ρˆ′‖σˆ′).
(b) The following proof is based on Ref. [115]. Let δ′ := δ2/6. From
Theorem 7.1 (b), we have Sδ0(ρˆ‖σˆ) ≥ Sδ′0 (τˆ ′‖σˆ′)+ln(δ′). Meanwhile, let τˆ ′′ be
the optimal choice such that Sδ
′−ε
0 (ρˆ
′‖σˆ′) = S0(τˆ ′′‖σˆ′) with D(τˆ ′′, ρˆ′) ≤ δ′−ε.
FromD(τˆ ′, τˆ ′′) ≤ D(τˆ ′, ρˆ′)+D(ρˆ′, τˆ ′′) ≤ δ′, τˆ ′′ is a candidate for maximization
in Sδ
′
0 (τˆ
′‖σˆ′). Thus, Sδ′0 (τˆ ′‖σˆ′) ≥ Sδ
′−ε
0 (ρˆ
′‖σˆ′). 
We next consider the approximate version of Theorem 6.3 (b).
Theorem 7.3 (Sufficient condition for approximate state conversion)
For ε ≥ 0, (ρˆ′, σˆ′) ≺ε (ρˆ, σˆ) holds if (but not only if)
Sε/2∞ (ρˆ
′‖σˆ′) ≤ Sε/20 (ρˆ‖σˆ). (7.13)
Proof. The proof is parallel to that of Lemma 63 of Ref. [46]. We can take
τˆ ′, τˆ such that Sε/2∞ (ρˆ′‖σˆ′) = S∞(τˆ ′‖σˆ′), Sε/20 (ρˆ‖σˆ) = S0(τˆ‖σˆ), andD(τˆ ′, ρˆ′) ≤
ε/2, D(τˆ , ρˆ) ≤ ε/2. From Theorem 6.3 (b), we have (τˆ ′, σˆ′) ≺ (τˆ , σˆ), that is,
there exists E such that τˆ ′ = E(τˆ)Cσˆ′ = E(σˆ). By defining τˆ ′′ := E(ρˆ), we
have
D(τˆ ′′, ρˆ′) ≤ D(τˆ ′′, τˆ ′)+D(τˆ ′, ρˆ′) ≤ D(ρˆ, τˆ)+D(τˆ ′, ρˆ′) ≤ ε/2+ε/2 = ε, (7.14)
which implies (ρˆ′, σˆ′) ≺ε (ρˆ, σˆ). 
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7.2 Information spectrum and asymptotic ma-
jorization
We next consider information spectrum and the asymptotic limit of ma-
jorization. The concept of information spectrum has been introduced by
Han and Verdu´ [57, 58] and generalized to the quantum regime by Nagaoka
and Hayashi [59]. It has been rewritten in terms of the smooth entropies
and divergences by Datta and Renner [62,63], on which the argument of this
section is based.
To take the asymptotic limit of d-majorization, we consider a sequence of
quantum states, P̂ := {ρˆn}n∈N, where ρˆn ∈ S(H⊗n). This can be an arbitrary
sequence, and is not restricted to an i.i.d. sequence. We note that, in the
case of i.i.d., we can write ρˆn := ρˆ
⊗n with ρˆ ∈ S(H). First, we define the
asymptotic limit of the von Neumann entropy rate and the KL divergence
rate:
Definition 7.3 Let P̂ := {ρˆn}, Σ̂ := {σˆn} be sequences of quantum states.
The von Neumann entropy rate is defined as
S1(P̂ ) := lim
n→∞
1
n
S1(ρˆn), (7.15)
and the KL divergence rate is defined as
S1(P̂‖Σ̂) := lim
n→∞
1
n
S1(ρˆn‖σˆn). (7.16)
We note that these limits do not necessarily exist.
We next define asymptotic state conversion for sequences of quantum
states in terms of d-majorization.
Definition 7.4 (Asymptotic quantum d-majorization) Let P̂ := {ρˆn},
Σ̂ := {σˆn}, P̂ ′ := {ρˆ′n}, Σ̂′ := {σˆ′n} be sequences of quantum states. Then,
(P̂ , Σ̂) asymptotically d-majorizes (P̂ ′, Σ̂′), written as (P̂ ′, Σ̂′) ≺a (P̂ , Σ̂), if
there exists a sequence of CPTP maps {En} such that
lim
n→∞
D(En(ρˆn), ρˆ′n) = 0, En(σˆn) = σˆ′n. (7.17)
Or equivalently, for any ε > 0, there exists Nε ∈ N such that (ρˆ′n, σˆ′n) ≺ε
(ρˆn, σˆn) holds for all n ≥ Nε.
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We emphasize that in the above definition the state conversion of σˆn
should be exact. In terms of thermodynamics, this means that Gibbs-
preserving maps should preserve Gibbs states exactly (see also Section 8.7).
We now introduce the upper and lower spectral divergence rates for se-
quences of quantum states, which are respectively given by the asymptotic
limit of ∞- and 0-divergences [63].
Definition 7.5 (Quantum spectral divergence rates) The upper and lower
spectral divergence rates are respectively defined as
S(P̂‖Σ̂) := lim
ε→+0
lim sup
n→∞
1
n
Sε∞(ρˆn‖σˆn), (7.18)
S(P̂‖Σ̂) := lim
ε→+0
lim inf
n→∞
1
n
Sε0(ρˆn‖σˆn). (7.19)
These quantities are also called information spectrum. We note that
limε→+0 always exists, because Sε0(ρˆ‖σˆ) and Sε∞(ρˆ‖σˆ) monotonically change
in ε. Also, the order of the limits of n and ε is crucial in the above definition.
In fact, the convergence in n is not uniform on ε > 0 in many cases.
These quantities have been originally introduced in Ref. [59] in the form
S(P̂‖Σ̂) = inf
{
a : lim sup
n→∞
tr
[
Pˆ {ρˆn − enaσˆn ≥ 0} ρˆn
]
= 0
}
, (7.20)
S(P̂‖Σ̂) = sup
{
a : lim inf
n→∞
tr
[
Pˆ {ρˆn − enaσˆn ≥ 0} ρˆn
]
= 1
}
, (7.21)
where Pˆ
{
Xˆ ≥ 0
}
denotes the projector onto the eigenspace of Xˆ with non-
negative eigenvalues. The equivalence between the above expression and
Definition 7.5 has been proved in Theorem 2 and Theorem 3 of Ref. [63].
We note that (Proposition of [60])
S(P̂‖Σ̂) ≤ S(P̂‖Σ̂). (7.22)
In fact, from Proposition B.1 and inequality (B.2), we have for 0 < ε < 1/3
1
n
Sε0(ρˆn‖σˆn) ≤
1
n
Sε∞(ρˆn‖σˆn) +
1
n
ln
2
1− ε. (7.23)
Then, take lim infn→∞ and lim supn→∞, and next ε→ +0.
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We next show that the spectral divergence rates satisfy the monotonicity
(and thus are monotones) under asymptotic state conversion. This is re-
garded as a necessary condition for state conversion as the asymptotic limit
of Theorem 7.2. We note that the following theorem is slightly general than
the monotonicity proved in Proposition 4 of Ref. [60] where state conversion
is assumed to be exact.
Theorem 7.4 (Monotonicity of the spectral divergence rates) If (P̂ ′, Σ̂′) ≺a
(P̂ , Σ̂), then
S(P̂ ′‖Σ̂′) ≤ S(P̂‖Σ̂), S(P̂ ′‖Σ̂′) ≤ S(P̂‖Σ̂). (7.24)
Proof. From the assumption, for any ε > 0, there exists Nε ∈ N such that
(ρˆ′n, σˆ
′
n) ≺ε (ρˆn, σˆn) for all n ≥ Nε.
We first prove the former inequality. Theorem 7.2 (a) implies that for
any δ > 0, Sε+δ∞ (ρˆ
′
n‖σˆ′n) ≤ Sδ∞(ρˆn‖σˆn) holds for all n ≥ Nε. We first take
lim supn→∞ by dividing the above inequality by n and by fixing ε and δ, and
then take the limit ε→ +0 and δ → +0. Then we have S(P̂ ′‖Σ̂′) ≤ S(P̂‖Σ̂).
For the latter inequality, the proof goes in a similar way. By apply-
ing Theorem 7.2 (b), we have for any δ satisfying δ2/6 > ε, Sδ0(ρˆn‖σˆn) ≥
S
δ2/6−ε
0 (ρˆ
′
n‖σˆ′n) + ln(δ2/6) for all n ≥ Nε. We first take lim infn→∞ by di-
viding the above inequality by n and by fixing ε and δ, and then take
the limit ε → +0 and δ → +0 by keeping δ2/6 > ε. Then we have
S(P̂ ′‖Σ̂′) ≤ S(P̂‖Σ̂). 
We next consider a sufficient condition for asymptotic state conversion,
which is obtained as the limit of Theorem 7.3.
Theorem 7.5 (Sufficient condition for asymptotic state conversion)
(P̂ ′, Σ̂′) ≺a (P̂ , Σ̂) holds, if (but not only if)
S(P̂ ′‖Σ̂′) < S(P̂‖Σ̂). (7.25)
Proof. Suppose that S(P̂ ′‖Σ̂′) < S(P̂‖Σ̂). For any sufficiently small ε > 0,
there exists Nε ∈ N such that Sε/2∞ (ρˆ′n‖σˆ′n) ≤ Sε/20 (ρˆn‖σˆn) holds for all n ≥ Nε.
Thus, from Theorem 7.3, we have(ρˆ′n, σˆ
′
n) ≺ε (ρˆn, σˆn) for all n ≥ Nε. This
implies (P̂ ′, Σ̂′) ≺a (P̂ , Σ̂). 
We note that the equality is excluded from inequality (7.25). In fact,
the above proof does not work in the equality case. Moreover, it is known
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that there indeed exists an example that the equality S(P̂ ′‖Σ̂′) = S(P̂‖Σ̂) is
satisfied but asymptotic state conversion from (P̂ , Σ̂) to (P̂ ′, Σ̂′) is impossible,
which has been shown in Refs. [128,129] (but we need to slightly change the
setup there). This is a topic of the second-order asymptotics [130–133].
We now consider a special case that the upper and lower spectral diver-
gence rates collapse to a single value S(P̂‖Σ̂). In such a case, we obtain a
(almost) necessary and sufficient characterization for state conversion (where
“almost” means that the equality case mentioned above is excluded). The
characterization is given by a single scalar entropy-like function S(P̂‖Σ̂) (i.e.,
a (almost) complete monotone).
Theorem 7.6 Suppose that the upper and lower spectral divergence rates
coincide: S(P̂‖Σ̂) = S(P̂‖Σ̂) =: S(P̂‖Σ̂) and S(P̂ ′‖Σ̂′) = S(P̂ ′‖Σ̂′) =:
S(P̂ ′‖Σ̂′). Then,
(a) (P̂ ′, Σ̂′) ≺a (P̂ , Σ̂) implies S(P̂ ′‖Σ̂′) ≤ S(P̂‖Σ̂).
(b) S(P̂ ′‖Σ̂′) < S(P̂‖Σ̂) implies (P̂ ′, Σ̂′) ≺a (P̂ , Σ̂).
The condition that the upper and lower spectral divergence rates collapse
will be examined in Section 7.3. We note that the above theorem has been
shown in Ref. [125], while some special cases have been discussed in Ref. [134]
for i.i.d. states and in Ref. [135] for unital maps.
We next consider asymptotic (ordinary) majorization as a special case of
d-majorization. We first define the following.
Definition 7.6 (Spectral entropy rate) Let P̂ := {ρˆn}n∈N with ρˆn ∈
S(H⊗n) be a sequence of quantum states, and let ÎD := {Iˆ⊗n/dn}n∈N be
the sequence of the maximally mixed states. We then define
S(P̂ ) := ln d− S(P̂‖ÎD), (7.26)
S(P̂ ) := ln d− S(P̂‖ÎD). (7.27)
Here, we note that “upper” and “lower” are the opposite to those of the di-
vergence case. We can define Sε∞(ρˆ) and S
ε
0(ρˆ) correspondingly. Under these
definitions, the foregoing argument can reduce to the ordinary majorization
case. In addition, we note the following theorem without a proof:
Proposition 7.1 (Lemma 3 of Ref. [60])
S(P̂ ) ≤ lim inf
n→∞
1
n
S1(ρˆn) ≤ lim sup
n→∞
1
n
S1(ρˆn) ≤ S(P̂ ). (7.28)
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Thus, if S(P̂ ) = S(P̂ ) is satisfied, the von Neumann entropy rate S1(P̂ )
exists and
S(P̂ ) = S(P̂ ) = S1(P̂ ) (7.29)
holds.
On the other hand, the above proposition is not applicable to the case
of the spectral divergence rates. In fact, there exists a counterexample even
in the classical case (see Section IV.4.3. of Ref. [125]), for which S(P̂‖Σ̂) =
S(P̂‖Σ̂) =: S(P̂‖Σ̂) holds and S1(P̂‖Σ̂) exists, but S(P̂‖Σ̂) 6= S1(P̂‖Σ̂).
We finally note the following general property of the spectral divergence
rates. This plays an important role in ergodicity-broken systems as discussed
at the end of the next section.
Proposition 7.2 (Proposition 11 of [125]) Suppose that P̂ := {ρˆn} is
given by the mixture of P̂ (k) := {ρˆ(k)n } with probability rk > 0 (k = 1, 2, · · · , K <
∞), i.e., ρˆn =
∑
k rkρˆ
(k)
n with rk being independent of n. Then,
S(P̂‖Σ̂) = min
k
{S(P̂ (k)‖Σ̂)}, S(P̂‖Σ̂) = max
k
{S(P̂ (k)‖Σ̂)}. (7.30)
7.3 Quantum asymptotic equipartition prop-
erty
We next examine under what conditions the assumption of Theorem 7.6 is
satisfied and a (almost) complete monotone emerges. That is, a goal of
this section is to establish a condition that the upper and lower spectral
divergence rates collapse to a single value.
The asymptotic equipartition property (AEP) plays a central role. In the
classical case [3], the AEP characterizes typical asymptotic (large deviation)
behavior of probability distributions, and is closely related to various con-
cepts in classical probability theory: the law of large numbers, the ergodic
theorem, and the Shannon-McMillan theorem. The AEP states that almost
all events have almost the same probability, as represented by “equiparti-
tion” (see also Proposition C.1 in Appendix C). Therefore, if the AEP is
satisfied, the Lorenz curve asymptotically consists of an almost straight line
(and a horizontal line), implying the collapse of the upper and lower spectral
entropy rates. Furthermore, we can consider the relative version of the AEP
(see also Proposition C.2 in Appendix C), which is equivalent to the collapse
of the upper and lower spectral divergence rates to a single value given by
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the KL divergence rate. The relative AEP is also equivalent to the Stein’s
lemma for hypothesis testing. See Appendix C for details of the classical
case.
In the following, we consider the quantum version of the (relative) AEP,
which is equivalent to the quantum Stein’s lemma for quantum hypothesis
testing (see also Appendix B). Then, the goal of this section is rephrased as
follows: Clarify under what conditions the quantum relative AEP holds.
We first note the i.i.d. case, where it is well-known that the relative AEP
holds and the upper and lower spectral divergence rates collapse.
Theorem 7.7 (Theorem 2 of Ref. [59]) If P̂ := {ρˆ⊗n} and Σ̂ := {σˆ⊗n}
are both i.i.d.,
S(P̂‖Σ̂) = S(P̂‖Σ̂) = S1(P̂‖Σ̂). (7.31)
To go beyond the i.i.d. situation, ergodicity plays a significant role, with
which our answer to the above-mentioned question is as follows: If P̂ is
translation invariant and ergodic and Σ̂ is the Gibbs state of a local and
translation-invariant Hamiltonian, then S(P̂‖Σ̂) and S(P̂‖Σ̂) coincide. In
the following, we clarify the definitions of these concepts.
We consider a quantum many-body system with many local spins on a
lattice. Concretely, consider a quantum spin system on an infinite lattice Zd
in any spatial dimension (d = 1, 2, 3, · · · ), where a finite-dimensional Hilbert
space Hi is attached to each lattice site i ∈ Zd. Let ρˆ represent a state on this
infinite lattice system, and ρˆΛ be its reduced density operator on a bounded
region Λ ⊂ Zd.
In this book, we do not go into the mathematical details of infinite spin
systems with C∗-algebras. In this paragraph, however, let us just briefly
remark on the rigorous formulation, which the readers can skip. We consider
the C∗-algebra written as A := ⊗i∈ZdAi with Ai := L(Hi). Here, A is
obtained as the C∗-inductive limit of the algebra of local operators Aloc :=
∪Λ ⊗i∈Λ Ai with Λ ⊂ Zd being bounded. Then, ρˆ is the density operator
(in the infinite-dimensional trace-class operator space) corresponding to a
normal state ρ : A → C. The expectation value of an operator Xˆ is given
by ρ(Xˆ) = tr[ρˆXˆ]. See Ref. [125] for details of the rigorous formulation, and
Refs. [136–138] for the general mathematical theory of infinite spin systems.
We next introduce the shift superoperator Ti with i ∈ Zd, which maps
any operator on site j ∈ Zd to the same operator on site j + i. Then, we
define translation invariance and ergodicity.
Definition 7.7 (Translation-invariant states) A state ρˆ is translation
invariant, if it is invariant under the action of the shift operator: For any
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i ∈ Zd and any Xˆ ∈ A,
tr[ρˆXˆ] = tr[ρˆTi(Xˆ)]. (7.32)
Definition 7.8 (Ergodic states) Let Xˆ ∈ A be a self-adjoint operator
and define
XˆΛ :=
1
|Λ|
∑
i∈Λ
Ti(Xˆ), (7.33)
where Λ ⊂ Zd is a bounded region and |Λ| is the number of its elements.
Then, a translation-invariant state ρˆ is ergodic, if the variance of any operator
XˆΛ of the form (7.33) vanishes in the limit of Λ→ Zd. (We can take Λ as a
hypercube to specify the meaning of this limit.)
This definition implies that any macroscopic (i.e., extensive) observable
of the form (7.33) (e.g., the total magnetization) does not exhibit macro-
scopic fluctuations, that is, any macroscopic observable has a definite value
in the thermodynamic limit. We note that this is “spatial” ergodicity in the
sense that the spatial average equals the ensemble average, while in stan-
dard statistical mechanics temporal ergodicity often plays significant roles.
The above definition also implies that the state is in a “pure thermodynamic
phase” without any phase mixture, which is formalized as follows.
Proposition 7.3 A state ρˆ is translation invariant and ergodic, if and only
if it is an extreme point of the set of translation-invariant states.
In literature, the above expression of ergodicity is often adopted as a
definition of it. See, for example, Theorem 6.3.3, Proposition 6.3.5, and
Lemma 6.5.1 of Ref. [138] for other equivalent expressions.
We next formulate the Hamiltonian of the system.
Definition 7.9 (Local and translation-invariant Hamiltonians) A Hamil-
tonian of the system is local, if its truncation on any bounded region Λ ⊂ Zd,
written as HˆΛ, is given of the form
HˆΛ =
∑
i∈Λ
hˆi, (7.34)
where hˆi is a Hermitian operator acting on a bounded region around i ∈ Zd.
Moreover, a local Hamiltonian is translation invariant, if hˆi = Ti(hˆ0) holds.
The corresponding truncated Gibbs state is given by ρˆGΛ := exp(β(FΛ −
HˆΛ)) with FΛ := −β−1tr[e−βHˆΛ ]. Note that the global Gibbs state (strictly
speaking, the Kubo-Martin-Schwinger (KMS) state) is obtained by the limit
of ρˆGΛ in the weak-∗ (or ultraweak) topology.
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It is known that the KMS state of a local and translation-invariant Hamil-
tonian is ergodic, for any β > 0 in one dimension [139], and for sufficiently
small β (i.e., for sufficiently high temperature) in higher dimensions (see,
e.g., Ref. [140] and references therein).
We note that i.i.d. is ergodic. In addition, an i.i.d. state is regarded
as the Gibbs state of a non-interacting Hamiltonian. On the other hand,
the foregoing general formulation includes non-i.i.d. cases, in the sense that
general ergodic states can be non-i.i.d. and Hamiltonians can be interacting.
We consider our setup of the asymptotic majorization in the previous
section along with the foregoing infinite-lattice formulation. Let Λn ⊂ Zd be
a bounded region with |Λn| = n. We consider sequences P̂ = {ρˆn}∞n=1 and
Σ̂ = {σˆn}∞n=1, where ρˆn is the reduced state on Λn of an ergodic state ρˆ, and
σˆn := ρ
G
Λn
is the truncated Gibbs state of a local and translation-invariant
Hamiltonian.
Before going to the relative quantum AEP with P̂ and Σ̂, we consider
the quantum version of the ordinary AEP of P̂ , which is referred to as the
quantum Shannon-McMillan theorem [141–143].
Theorem 7.8 (Quantum Shannon-McMillan Theorem) Suppose that
P̂ is ergodic. Then, for any ε > 0, there exists a sequence of projectors Πˆε
P̂ ,n
(called typical projectors) that satisfy, for sufficiently large n,
e−n(s+ε)Πˆε
P̂ ,n
≤ Πˆε
P̂ ,n
ρˆnΠˆ
ε
P̂ ,n
≤ e−n(s−ε)Πˆε
P̂ ,n
, (7.35)
en(s−ε) < tr[Πˆε
P̂ ,n
] < en(s+ε), (7.36)
lim
n→∞
tr[Πˆε
P̂ ,n
ρˆn] = 1, (7.37)
where s := S1(P̂ ).
We note that, comparing the above quantum theorem with the classical
case, Eq. (7.37) is a stronger statement than Proposition C.1 (b), but the
former is indeed provable (see Theorem 1.4 of Ref. [143]). Then, the following
is a consequence of the quantum Shannon-McMillan theorem and is itself
regarded as a representation of the quantum AEP.
Theorem 7.9 (Quantum AEP, Theorem 7 of [144]) If P̂ is transla-
tion invariant and ergodic,
S(P̂ ) = S(P̂ ) = S1(P̂ ). (7.38)
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We now consider the relative version of the above theorem, which is a goal
of this section. It is a quantum version of the relative Shannon-McMillan
theorem or the relative AEP. We note that it is further equivalent to the
quantum Stein’s lemma for non-i.i.d. situations (see also Appendix B).
Theorem 7.10 (Relative quantum AEP, Theorem 3 of [125]) If P̂ is
translation invariant and ergodic, and Σ̂ is the Gibbs state of a local and
translation invariant Hamiltonian, then
S(P̂‖Σ̂) = S(P̂‖Σ̂) = S1(P̂‖Σ̂). (7.39)
Combining Theorem 7.10 with Theorem 7.6, we find that the KL diver-
gence rate provides a (almost) necessary and sufficient condition for asymp-
totic state conversion:
Corollary 7.1 Suppose that P̂ is translation invariant and ergodic, and Σ̂
is the Gibbs state of a local and translation-invariant Hamiltonian. Then:
(a) (P̂ ′, Σ̂′) ≺a (P̂ , Σ̂) implies S1(P̂ ′‖Σ̂′) ≤ S1(P̂‖Σ̂).
(b) S1(P̂
′‖Σ̂′) < S1(P̂‖Σ̂) implies (P̂ ′, Σ̂′) ≺a (P̂ , Σ̂).
This corollary implies that under the above conditions, the KL divergence
rate serves as a (almost) complete monotone in the asymptotic limit. This
enables us to introduce a single thermodynamic potential that fully charac-
terizes macroscopic state conversion, as will be discussed in Section 8.7.
We here remark on the history of the relative quantum AEP (or equiv-
alently, the quantum Stein’s lemma). Hiai and Petz [145] provided a half
of the proof for a (completely) ergodic quantum state with respect to an
i.i.d. state. Ogawa and Nagaoka [146] completed the proof for the case
that both states are i.i.d.. Bjelakovic´ and Siegmund-Schultze [147] proved a
more general form for an ergodic (not necessarily completely ergodic) state
with respect to an i.i.d. state (corresponding to the Gibbs state of a non-
interacting Hamiltonian). Faist, Sagawa, et al. [125,148] further generalized
it for an ergodic state with respect to the Gibbs state of an interacting, local
and translation-invariant Hamiltonian (Theorem 7.10 above).
If the ergodicity is broken, the upper and lower divergence rates do not
coincide in general. In particular, we consider a mixture of different ergodic
states, where the entire state is not ergodic. With the notation of Propo-
sition 7.2 in the previous section, let P̂ (k) be a translation-invariant ergodic
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state and Σ̂ be the Gibbs state of a local and translation-invariant Hamilto-
nian. Then, Eq. (7.30) reduces to
S(P̂‖Σ̂) = min
k
{S1(P̂ (k)‖Σ̂)}, S(P̂‖Σ̂) = max
k
{S1(P̂ (k)‖Σ̂)}. (7.40)
Thus, except for the special case that all of S1(P̂
(k)‖Σ̂)’s happen to take the
same value, state convertibility can no longer be characterized by a single
complete monotone (in particular by the KL divergence rate).
We note that, in the above setup,
S1(P̂‖Σ̂) =
∑
k
rkS1(P̂
(k)‖Σ̂). (7.41)
In fact, −tr[ρˆ(k)n ln σˆn] is additive with respect to k. Also because
∑
k rkS1(ρˆ
(k)
n ) ≤
S1(ρˆn) ≤
∑
k rkS1(ρˆ
(k)
n ) + S1(r) [Eqs. (5.32) and (5.34)], we obtain S1(P̂ ) =∑
k rkS1(P̂
(k)). From Eq. (7.40) and Eq. (7.41), we have
S(P̂‖Σ̂) ≤ S1(P̂‖Σ̂) ≤ S(P̂‖Σ̂). (7.42)
However, as mentioned in Section 7.2, inequality (7.42) is not necessarily true
in general, even in the classical case [125].
7.4 More on the smoothing
As a side remark, we discuss some other ways of smoothing. First, the trace
distance can be replaced by another distance for the definition of neighbor-
hood Bε(ρˆ). A commonly used one is the purified distance defined as [45,149]
P (ρˆ, σˆ) :=
√
1− F (ρˆ, σˆ)2, (7.43)
where the fidelity is given by
F (ρˆ, σˆ) := tr[(ρˆ1/2σˆρˆ1/2)1/2] = ‖ρˆ1/2σˆ1/2‖1. (7.44)
Here, F (ρˆ, σˆ) = F (σˆ, ρˆ) and thus P (ρˆ, σˆ) = P (σˆ, ρˆ). We note that F (ρˆ, σˆ) is
sometimes called the square root fidelity and F (ρˆ, σˆ)2 is called the fidelity.
The fidelity satisfies the monotonicity: it does not decrease under CPTP
map E :
F (ρˆ, σˆ) ≤ F (E(ρˆ), E(σˆ)) (7.45)
(see Theorem 9.6 of Ref. [4] for the proof). We note that the monotonicity
is also satisfied under positive and TP maps (Corollary A.5 of Ref. [150]).
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Correspondingly, the purified distance satisfies the monotonicity P (ρˆ, σˆ) ≥
P (E(ρˆ), E(σˆ)). The purified distance and the trace distance are related with
each other as
D(ρˆ, σˆ) ≤ P (ρˆ, σˆ) ≤
√
2D(ρˆ, σˆ), (7.46)
and thus they give asymptotically the same smoothing of the 0- and ∞-
divergences.
Meanwhile, it is sometimes convenient to define the lower spectral di-
vergence rate in an alternative manner based on a Re´nyi divergence other
than S0(ρˆ‖σˆ) [149]. It is the sandwiched Re´nyi 1/2-divergence defined by the
Fidelity as
S1/2(ρˆ‖σˆ) := −2 lnF (ρˆ, σˆ). (7.47)
See Appendix A.3 for details of the sandwiched Re´nyi divergences. We then
define the smooth 1/2-divergence as
Sε1/2(ρˆ‖σˆ) := max
τˆ∈Bε(ρˆ)
S1/2(τˆ‖σˆ). (7.48)
The following proposition relates Sε1/2(ρˆ‖σˆ) to Sε0(ρˆ‖σˆ).
Proposition 7.4 (Proposition 2 of [125])
Sε1/2(ρˆ‖σˆ)− 6 ln
3
ε
≤ S2ε0 (ρˆ‖σˆ) ≤ S2ε1/2(ρˆ‖σˆ)− ln(1− 2ε). (7.49)
We note that the above inequality is slightly different from that of Ref. [125],
because the way of smoothing is slightly different (see Lemma 7.1 later).
From this proposition, we see that S1/2(ρˆ‖σˆ) has the same information as
S0(ρˆ‖σˆ) in the asymptotic limit. In this sense, S1/2(ρˆ‖σˆ) is sometimes called
the min divergence.
In the foregoing formulation of smooth divergences, we only adopted nor-
malized states for the definition of neighborhood Bε(ρˆ). On the other hand,
we can also adopt subnormalized states for smoothing as in Refs. [62, 63].
The corresponding neighborhood is given by
B¯ε(ρˆ) := {τˆ : D¯(τˆ , ρˆ) ≤ ε, tr[τˆ ] ≤ 1, τˆ ≥ 0}, (7.50)
where the trace distance is replaced by a generalized one:
D¯(τˆ , ρˆ) :=
1
2
‖τˆ − ρˆ‖1 + 1
2
|tr[τˆ ]− tr[ρˆ]|. (7.51)
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Suppose that ρˆ is normalized and τˆ is subnormalized. Then, ‖τˆ /tr[τˆ ] −
ρˆ‖1 ≤ ‖τˆ /tr[τˆ ]−τˆ‖1+‖τˆ−ρˆ‖1 = |1−tr[τˆ ]|+‖τˆ−ρˆ‖1, and thus D(τˆ /tr[τˆ ], ρˆ) ≤
D¯(τˆ , ρˆ). Also, by noting that ‖ρˆ‖1 − ‖τˆ‖1 ≤ ‖τˆ − ρˆ‖1, D¯(τˆ , ρˆ) ≤ ε implies
tr[τˆ ] ≥ 1− ε.
We define S¯εα(ρˆ‖σˆ) with α = 0, 1/2,∞ as the smooth α-divergences with
subnormalized neighborhood (7.50). (We note that Sα(ρˆ‖σˆ) can be defined
for subnormalized ρˆ.) Then, the two ways of smoothing with normalized
or subnormalized states are essentially equivalent [45], that is, S¯εα(ρˆ‖σˆ) and
Sεα(ρˆ‖σˆ) give the same asymptotic limit.
Lemma 7.1 (a) S¯ε0(ρˆ‖σˆ) = Sε0(ρˆ‖σˆ).
(b) Sε1/2(ρˆ‖σˆ) ≤ S¯ε1/2(ρˆ‖σˆ) ≤ Sε1/2(ρˆ‖σˆ)− ln(1− ε).
(c) S¯ε∞(ρˆ‖σˆ) ≤ Sε∞(ρˆ‖σˆ) ≤ S¯ε∞(ρˆ‖σˆ)− ln(1− ε).
Proof. (a) S¯ε0(ρˆ‖σˆ) ≥ Sε0(ρˆ‖σˆ) is obvious from the definition. On the other
hand, there exists τˆ ∈ B¯ε(ρˆ) such that S¯ε0(ρˆ‖σˆ) = S0(τˆ‖σˆ). Here, τˆ /tr[τˆ ] is
normalized and has the same support as τˆ , and is a candidate for maximiza-
tion of Sε0(ρˆ‖σˆ). Thus, S¯ε0(ρˆ‖σˆ) ≤ Sε0(ρˆ‖σˆ).
(b) S¯ε1/2(ρˆ‖σˆ) ≥ Sε1/2(ρˆ‖σˆ) is obvious from the definition. On the other
hand, there exists τˆ ∈ B¯ε(ρˆ) such that S¯ε1/2(ρˆ‖σˆ) = S1/2(τˆ‖σˆ). Since τˆ /tr[τˆ ] is
a candidate for maximization of Sε1/2(ρˆ‖σˆ), we have Sε1/2(ρˆ‖σˆ) ≥ S1/2(τˆ /tr[τˆ ]‖σˆ) ≥
S1/2(τˆ‖σˆ) + ln(1− ε). Thus we have the right inequality.
(c) S¯ε∞(ρˆ‖σˆ) ≤ Sε∞(ρˆ‖σˆ) is obvious from the definition. On the other
hand, there exists τˆ ∈ B¯ε(ρˆ) such that S¯ε∞(ρˆ‖σˆ) = S∞(τˆ‖σˆ). Since τˆ /tr[τˆ ] is a
candidate for minimization of Sε∞(ρˆ‖σˆ), we have Sε∞(ρˆ‖σˆ) ≤ S∞(τˆ /tr[τˆ ]‖σˆ) ≤
S∞(τˆ‖σˆ)− ln(1− ε). Thus we have the right inequality. 
Finally, we note that the fidelity for subnormalized states is given by
F¯ (ρˆ, σˆ) := F (ρˆ, σˆ) +
√
(1− tr[ρˆ])(1− tr[σˆ]) [45, 149]. The corresponding
purified distance is defined in the same manner as Eq. (7.43): P¯ (ρˆ, σˆ) :=√
1− F¯ (ρˆ, σˆ)2, and satisfies the same inequality as (7.46): D¯(ρˆ, σˆ) ≤ P¯ (ρˆ, σˆ) ≤√
2D¯(ρˆ, σˆ).
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Chapter 8
Quantum thermodynamics
We consider a general setup of quantum thermodynamics and discuss the
thermodynamic implications of quantum information theory developed in
Chapter 5, Chapter 6, and Chapter 7.
As a preliminary, we discuss the relation between the free energy and the
divergences in Section 8.1. In Section 8.2, we formulate Gibbs-preserving
maps and thermal operations, which are free operations in resource theory
of thermodynamics. In Section 8.3, we introduce the work storage (weight)
and the clock.
In Section 8.4, we consider the second law of thermodynamics at the
level of ensemble average, where the work can fluctuate. This is the setup
of stochastic thermodynamics and is a quantum counterpart of Section 4.1.
A characteristic of the present formulation is that we explicitly take into
account the work storage and the clock. We will also discuss the optimal
protocol that saturates the average work bound.
From Section 8.5 to Section 8.8, we focus on the single-shot (or one-shot)
scenario without allowing work fluctuations. This is a resource-theoretic
perspective and is a quantum counterpart of Section 4.2. In Section 8.5, we
derive the fundamental work bound of the single-shot scenario. We then con-
sider the approximate and asymptotic versions of the single-shot work bound
in Section 8.6 and Section 8.7, respectively. In particular, as a consequence
of the quantum AEP discussed in Section 7.3, we see that a single complete
thermodynamic potential (i.e., a complete monotone) emerges in the asymp-
totic limit and reduces to the KL divergence rate under certain conditions.
In addition, we discuss an alternative formulation of the single-shot scenario
with trace-nonincreasing maps in Section 8.8.
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8.1 Nonequilibrium free energy
First of all, we clarify the definitions of the free energies of nonequilibrium
quantum states. We consider a finite-dimensional quantum system with the
Hamiltonian Hˆ. Let β ≥ 0. The Gibbs state is written as ρˆG := e−βHˆ/Z,
where Z := tr[e−βHˆ ] is the partition function and F := −β−1 lnZ is the
equilibrium free energy.
For α = 0, 1,∞, we introduce the nonequilibrium α-free energy of state
ρˆ by
Fα(ρˆ; Hˆ) := β
−1Sα(ρˆ‖ρˆG) + F. (8.1)
Here, β equals the inverse temperature of the reference Gibbs state ρˆG.
Eq. (8.1) can be rewritten as
Fα(ρˆ; Hˆ) = β
−1Sα(ρˆ‖e−βHˆ), (8.2)
where we used the scaling property (5.52). This definition is a generalization
of the classical 1-free energy defined in Eq. (4.9). Clearly,
Fα(ρˆ; Hˆ) ≥ F. (8.3)
The 1-free energy can also be rewritten as
F1(ρˆ; Hˆ) = E − β−1S1(ρˆ), (8.4)
where E := tr[Hˆρˆ] is the average energy. As mentioned above, F1(ρˆ; Hˆ) ≥ F ,
or equivalently
S1(ρˆ) ≤ β(E − F ) (8.5)
holds, where the equality holds if and only if ρˆ = ρˆG. From this, we see that,
under a fixed average energy E, the von Neumann entropy S1(ρˆ) takes the
maximum value if and only if ρˆ = ρˆG. This guarantees that the Gibbs state
is the maximum entropy state under the average energy constraint.
The Gibbs states are free states in resource theory of thermodynamics,
which can be freely added to other states. This is based on the property
called complete passivity [151, 152], which means that one cannot extract a
positive amount of work from any number of copies of the state, ρˆ⊗n, by
any unitary operation with the initial and final Hamiltonians being the same
(i.e., the operation is cyclic). It is known that a state is completely passive
if and only if it is Gibbs.
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8.2 Thermal operations and Gibbs-preserving
maps
We now generally and precisely formulate the classes of dynamics relevant
to quantum thermodynamics. They are Gibbs-preserving maps and thermal
operations, which are regarded as free operations in resource theory of ther-
modynamics. Correspondingly, the nonequilibrium free energies introduced
in the previous section are monotones under these free operations, because
of their monotonicity properties.
We consider the system S in contact with a heat bath B. Hereafter, we use
subscripts S or B for states and Hamiltonians of them. Both of S and B are
described by finite-dimensional Hilbert spaces. Mathematically, we do not
necessarily suppose that B is a “large” system, while physically it is natural
to suppose so. In the following argument, β ≥ 0 is interpreted as the inverse
temperature of B.
We first reproduce the definition of the Gibbs-preserving map, which
was already introduced in Eq. (4.1) of Section 4.1 for the classical case and
Eq. (5.35) of Section 5.2 for the quantum case.
Definition 8.1 (Gibbs-preserving maps) A CPTP map ES on S is a Gibbs-
preserving map at β ≥ 0 with Hamiltonian HˆS, if
ES(e−βHˆS) = e−βHˆS , (8.6)
or equivalently, E(ρˆGS ) = ρˆGS .
We note that a CPTP unital map is a Gibbs-preserving map (with any
Hˆ) at β = 0 and also a Gibbs-preserving map of the trivial Hamiltonian
Hˆ ∝ Iˆ (at any β).
We next introduce another important class of thermodynamic operations,
called thermal operations.
Definition 8.2 (Thermal operations) A CPTP map ES on S is an exact
thermal operation at β ≥ 0 with Hamiltonian HˆS, if there exists a heat bath
B with Hamiltonian HˆB and the corresponding Gibbs state ρˆ
G
B := e
−βHˆB/ZB,
and exists a unitary operator Uˆ acting on SB, such that
ES(ρˆS) = trB
[
Uˆ ρˆS ⊗ ρˆGBUˆ †
]
(8.7)
and
[Uˆ , HˆS + HˆB] = 0. (8.8)
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Furthermore, a CPTP map ES on S is a thermal operation at β with Hamil-
tonian HˆS, if there exists a sequence of exact thermal operations {ES,n}∞n=1
with Hamiltonian HˆS such that ES,n converges to ES in n→∞.
In the definition of thermal operation, the condition (8.8) implies that the
sum of the free Hamiltonians of S and B, represented by HˆS + HˆB, is strictly
conserved under the unitary operation Uˆ . This is an idealized representation
of the resource-theoretic viewpoint that the energy is a resource and is not
free. If Uˆ is written as Uˆ = exp(−iHˆtot) with the total Hamiltonian
Hˆtot = HˆS + Hˆint + HˆB, (8.9)
where Hˆint is the interaction Hamiltonian, then Eq. (8.8) can be expressed
as
[Hˆtot, HˆS + HˆB] = 0 ⇔ [Hˆint, HˆS + HˆB] = 0. (8.10)
The condition (8.8) or (8.10) is exactly satisfied for special systems such as
the Jaynes-Cummings model at the resonant condition, whose Hamiltonian
is given by
HˆJC =
1
2
ωσˆz + g(σˆ+aˆ+ σˆ−aˆ†) + ωaˆ†aˆ. (8.11)
Here, σˆz, σˆ± are the Pauli z and ladder operators of a two-level atom and aˆ is
the annihilation operator of a photon, and the second term on the right-hand
side represents the interaction. More generally, the rotating wave approxima-
tion in the derivation of the Lindblad equation [153] approximately leads to
the condition (8.8) or (8.10) (see also Ref. [35]). This is particularly relevant
to the long time regime, in which one can expect that thermal operations
can be realized at least approximately in a broad class of dynamics.
We note that a noisy operation (Definition 6.2) is a special thermal op-
eration where both of the Hamiltonians, HˆS and HˆB, are trivial (i.e., pro-
portional to the identities). As a generalization of the fact that any noisy
operation is unital (Proposition 6.1), we have the following.
Lemma 8.1 If ES is a thermal operation, then ES is also a Gibbs-preserving
map.
Proof. If ES is an exact thermal operation, ES(e−βHˆS) = Z−1B trB[Uˆe−β(HˆS+HˆB)Uˆ †] =
Z−1B trB[e
−βUˆ(HˆS+HˆB)Uˆ† ] = Z−1B trB[e
−β(HˆS+HˆB)] = e−βHˆS . For the non-exact
case, take the limit. 
The converse of the above lemma is not true: There are Gibbs-preserving
maps that cannot be written as thermal operations, as is the case for noisy
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operations (Proposition 6.2). More strongly, we have the following proposi-
tion, which is now contrastive to the case of noisy operations (Corollary 6.1).
The crucial observation is that any thermal operation cannot create coher-
ence between energy eigenstates of HˆS.
Proposition 8.1 (Main claim of [154]) For any β > 0 and any Hamil-
tonian HˆS that is not proportional to the identity, there exists a pair of states
(ρˆS, ρˆ
′
S) such that there is a Gibbs-preserving map ES satisfying ρˆ′S = ES(ρˆS)
but there is no such a thermal operation.
Proof. We first consider the case of exact thermal operations. By noting
that the initial state of B is Gibbs in this case, we consider an eigenstate
|ESi 〉|EBj 〉 of HˆS + HˆB. Then, from the condition (8.8), Uˆ |ESi 〉|EBj 〉 should
be given by a superposition of |ESk 〉|EBl 〉’s satisfying ESi + EBj = ESk + EBl .
By tracing out the state of B, we find that the state of S cannot have any
superposition of eigenstates with different energies. This property is kept
unchanged even when one takes the limit for non-exact thermal operations.
On the other hand, such superposition can be created by a Gibbs-preserving
map as shown below. Without loss of generality, let us focus on the sit-
uation that S is a qubit system and the Hamiltonian is given by HˆS =
E0|0〉〈0| + E1|1〉〈1| with E0 < E1. (We omitted the superscript S in Ei.)
As shown above, it is impossible to implement the transformation |1〉 7→
|+〉 := (|0〉+ |1〉)/√2 by any thermal operation. We then construct a Gibbs-
preserving map that enables this transformation. Let pi := e
−βEi/ZS with
ZS :=
∑
i=0,1 e
−βEi . Then it is easy to show that σˆ := p−10 (ρˆ
G
S − p1|+〉〈+|) is
a normalized positive operator (i.e., a density operator). Then define
ES(ρˆS) := 〈0|ρˆS|0〉σˆ + 〈1|ρˆS|1〉|+〉〈+|, (8.12)
which satisfies ES(ρˆGS ) = ρˆGS and ES(|1〉〈1|) = |+〉〈+|. 
We next remark on classical thermal operations.
Definition 8.3 (Classical thermal operations) A stochastic matrix T is
an exact classical thermal operation with respect to a Hamiltonian of S, if
there exists a heat bath B in finite dimension with some Hamiltonian and
exists a permutation matrix P acting on the composite system such that
(Tp)i =
∑
jkl
Pij;klpkp
G
B,l, (8.13)
where pGB,l is the Gibbs state of B and P preserves the sum of the energies of
S and B. Furthermore, a stochastic matrix T is a classical thermal operation
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with respect to a Hamiltonian of S, if there exists a sequence of exact thermal
operations {Tn}∞n=1 with the same Hamiltonian such that Tn converges to T
in n→∞.
Based on the above definition, we can show that classical thermal opera-
tions are equivalent to classical Gibbs-preserving maps. A rigorous proof of
this is given in Ref. [72]; see also Ref. [41].
Proposition 8.2 For any classical stochastic map T and a given Hamilto-
nian, the following are equivalent.
(i) T is a Gibbs-preserving map.
(ii) T is a thermal operation.
We also remark on the semiclassical case. We refer to a thermal operation
as semiclassical, if the system is quantum but the initial state ρˆS and the
final state ES(ρˆS) of S are both (block-)diagonal in the eigenbasis of the
Hamiltonian HˆS. In the semiclassical case, thermal operations are basically
equivalent to Gibbs-preserving maps, and therefore, most of the results in
the subsequent sections are also valid even if the Gibbs-preserving maps are
replaced with thermal operations. We notice, however, that this equivalence
is in general not at the level of maps but only at the level of state convertibility
in the sense of Theorem 6.1 and Corollary 6.1 (see also Proposition 6.2).
Going back to the quantum case, we consider the Lindblad equation as
an illustrative example [153], which describes quantum Markovian dynamics.
Let HˆS =
∑
iEi|Ei〉〈Ei| be the Hamiltonian, which is assumed to be non-
degenerate for simplicity. The Lindblad equation is given by
dρˆS(t)
dt
= −i[HˆS, ρˆS(t)] +
∑
ij
(
Lˆij ρˆS(t)Lˆ
†
ij −
1
2
{Lˆ†ijLˆij, ρˆS(t)}
)
. (8.14)
The solution of this gives a CPTP map: the map from ρˆS(0) to ρˆS(t) under
Eq. (8.14) is a CPTP map.
We here assume that the Lindblad operators Lˆij are labeled by (i, j)
with both i and j representing the labels of the eigenvalues of HˆS, and that
[Lˆij, HˆS] = (Ej − Ei)Lˆij, which represents that Lˆij describes the quantum
jump from |Ej〉 to |Ei〉. The detailed balance condition is given by
Lˆ†jie
−βEi/2 = Lˆije−βEj/2, (8.15)
which is a quantum counterpart of the classical detailed balance condition
(4.2). It is straightforward to show that the detailed balance condition (8.15)
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implies that the Gibbs state ρˆGS of HˆS is the stationary solution of Eq. (8.14).
In other words, the detailed balance condition (8.15) implies that the map
from ρˆS(0) to ρˆS(t) is a Gibbs-preserving map for any t. See also Refs. [35,91,
92] for quantum stochastic thermodynamics based on the Lindblad equations.
Moreover, by looking at the standard derivation of the Lindblad equation
from unitary dynamics of the system and the bath (see, e.g., Ref. [153]),
we can see that the Lindblad dynamics with the foregoing assumptions may
be regarded as an approximate thermal operation for each infinitesimal time
step [35]. In fact, as already mentioned before, the condition (8.8) is guar-
anteed by the rotating wave approximation. Also, we usually suppose that
the bath is initially in the Gibbs state, which leads to the detailed balance
condition (8.15).
8.3 Clock and work storage
We next introduce the work storage (or the weight) W and the clock C, which
are already discussed in Section 4.2 for the classical case. Hereafter, we call
the original part of the system just as the “system” and denote it by S. That
is, the entire system consists of S, C, W, apart from the heat bath B.
The work storage W has its own Hamiltonian, in which the work is stored.
Let HˆW be the Hamiltonian of W. At this stage, we do not specify its explicit
form.
The change of the Hamiltonian of S by external driving, from HˆS to Hˆ
′
S,
can be implemented in an autonomous way by introducing the clock C such
that the Hamiltonian of SC becomes time-independent [41, 155–160]. For
example, suppose that the clock evolves from a pure state |0〉 to another
pure state |1〉 with these states being orthogonal, and that the Hamiltonian
of SC is given by the form HˆSC = HˆS ⊗ |0〉〈0| + Hˆ ′S ⊗ |1〉〈1| as adopted in
Ref. [41]. In this case, the Hamiltonian of S effectively changes from HˆS to
Hˆ ′S.
The free Hamiltonian of SCW is now given by
HˆSCW = HˆS ⊗ |0〉〈0|+ Hˆ ′S ⊗ |1〉〈1|+ HˆW. (8.16)
In the subsequent sections, we will consider Gibbs-preserving maps and ther-
mal operations with respect to the Hamiltonian (8.16). The condition of
thermal operation on SCW (Eq. (8.8) in the absence of CW) is written as
[Uˆ , HˆSCW + HˆB] = 0, (8.17)
where HˆB is the Hamiltonian of B and Uˆ is the unitary operator acting on
SCWB. The condition (8.17) represents the strict energy conservation of the
free Hamiltonian of SCWB.
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In most of the remaining part of this chapter, we use the following no-
tations. Let ρˆGSCW, ρˆ
G
S , ρˆ
G
S
′, ρˆGW be the Gibbs states of the Hamiltonians
HˆSCW, HˆS, Hˆ
′
S, HˆW, and ZSCW, ZS, Z
′
S, ZW and FSCW, FS, F
′
S, FW be the
corresponding partition functions and the free energies, respectively. Let
∆FS := F
′
S − FS. From Eq. (8.16), we have
ρˆGSCW = ρˆ
G
SC ⊗ ρˆGW, (8.18)
where
ρˆGSC =
ZS
ZS + Z ′S
ρˆGS ⊗ |0〉〈0|+
Z ′S
ZS + Z ′S
ρˆGS
′ ⊗ |1〉〈1|. (8.19)
Concrete constructions of the work storage and the clock are discussed
in Refs. [155–160]. Here we illustrate the function of the clock by a (almost
trivial) toy example. For simplicity, we only consider the composite SC. Let
HˆSC = σˆz ⊗ |0〉〈0| + σˆx ⊗ |1〉〈1| be the Hamiltonian and Uˆ = hˆ ⊗ σˆx be the
unitary operation, where σˆi (i = x, y, z) is the Pauli operator with {|0〉, |1〉}
being the eigenbasis of σˆz, and hˆ is the Hadamard operator satisfying hˆ
† = hˆ,
hˆσˆxhˆ = σˆz, hˆσˆzhˆ = σˆx. Then, Uˆ
†HˆSCUˆ = HˆSC, or equivalently [Uˆ , HˆSC] = 0,
holds. For any input state of the form |ψ〉|0〉, we have Uˆ |ψ〉|0〉 = (hˆ|ψ〉)|1〉.
Thus in this case, the clock works perfectly for all initial states of S, while
satisfying condition (8.17).
In general, however, not all the initial states of S are consistent with
the evolution of C from |0〉 to |1〉, under the constraint of the strict energy
conservation (8.17). This is because HˆS and Hˆ
′
S (or HˆS + HˆW + HˆB and
Hˆ ′S + HˆW + HˆB) can have different energy spectra. Thus, in the formulation
of the subsequent sections, we only require that the clock evolves from |0〉 to
|1〉 for a given initial state of S.
Suppose that the unitary operator is generated by a time-independent
Hamiltonian as Uˆ = exp(−iHˆtott), where Hˆtot = HˆS ⊗ |0〉〈0|+ Hˆ ′S ⊗ |1〉〈1|+
HˆW + HˆB + Hˆint is the total Hamiltonian and Hˆint is the interaction Hamilto-
nian. Here, Hˆint represents not only the interaction between S and B, but also
the interaction between S and W, and moreover, driving of C. The condition
of thermal operation on SCW (8.17) is rewritten as [Hˆtot, HˆSCW + HˆB] = 0,
or equivalently [Hˆint, HˆSCW + HˆB] = 0.
It is not trivial whether a desired unitary operation Uˆ can be implemented
by a time-independent Hamiltonian Hˆtot in a physically feasible form without
any additional thermodynamic cost. A way to implement such a unitary is
that we introduce a “hyper-clock”, named C’, in addition to SCWB, as dis-
cussed in Ref. [157] (C’ is called just a “clock” there). In that case, the total
Hamiltonian is given by Hˆtot = HˆSCW +HˆB +Hˆ
′
int +HˆC′ , where Hˆ
′
int describes
the interaction between SCWB and C’. By imposing [Hˆ ′int, HˆSCW + HˆB] = 0,
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the strict energy conservation (8.17) is guaranteed for Uˆ = exp(−iHˆtott). We
note that a general bound of the quantum coherence cost to implement such
(hyper-)clocks has been obtained in Ref. [161].
8.4 Average work bound
In this section, we consider the work bound at the level of ensemble average
for the situation where the work fluctuates [155,156,162]. This is contrastive
to the single-shot case discussed in the subsequent sections and is relevant
to stochastic thermodynamics in the quantum regime [33–35]. This also
complements the arguments in Section 4.1 and Section 5.2. In the following,
we derive the average work bound in two slightly different ways and discuss
the protocols that achieve the bound.
First, we derive the second law by considering the Gibbs-preserving map
of SCW. We adopt the setup and the notations of Section 8.3; Specifically,
the Hamiltonian HˆSCW is given by Eq. (8.16). We suppose that the initial
state of SCW is given by ρˆ := ρˆS⊗|0〉〈0|⊗ ρˆW. (We omit the subscript SCW
from ρˆ.) At this stage, we do not make any assumption about the form of
HˆW and ρˆW.
The final state after the Gibbs-preserving map of SCW, written as ESCW,
is given by ρˆ′ := ESCW(ρˆ). For a given initial state ρˆS of S, we assume that ρˆ′
is given by the product of the final state of SW, written as ρˆ′SW, and the final
pure state of C given by |1〉〈1|. This implies that the clock works perfectly
for the given initial state. Let ρˆ′S := trW[ρˆ
′
SW] and ρˆ
′
W := trS[ρˆ
′
SW]. Then, the
average work is defined as
W := tr[(ρˆW − ρˆ′W)HˆW]. (8.20)
We here make an assumption that S1(ρˆW) = S1(ρˆ
′
W), which excludes the
possibility of “cheating” that W works as an entropic source. This assump-
tion can be satisfied at least approximately; For example, it has been shown
in Ref. [156] that the entropy change can be arbitrarily small by appropriately
designing the interaction and the initial state of W.
We now derive the work bound. By noting that the Gibbs states of SCW
and SC are given by Eq. (8.18) and Eq. (8.19), we have
S1(ρˆ‖ρˆGSCW) = S1(ρˆS‖ρˆGS ) + βFS + ln(ZS + Z ′S) + S1(ρˆW‖ρˆGW), (8.21)
and
S1(ρˆ
′‖ρˆGSCW) = S1(ρˆ′SW‖ρˆGSW′) + βF ′S + ln(ZS + Z ′S), (8.22)
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where we used the scaling property (5.52) and defined ρˆGSW
′ := ρˆGS
′ ⊗ ρˆGW.
From the subadditivity (5.21) of the von Neumann entropy, we have
S1(ρˆ
′
SW‖ρˆGSW′) = −S1(ρˆ′SW)− tr[ρˆ′S ln ρˆGS ′]− tr[ρˆ′W ln ρˆGW] (8.23)
≥ −S1(ρˆ′S)− S1(ρˆ′W)− tr[ρˆ′S ln ρˆGS ′]− tr[ρˆ′W ln ρˆGW](8.24)
= S1(ρˆ
′
S‖ρˆGS ′) + S1(ρˆ′W‖ρˆGW). (8.25)
Also, S1(ρˆW‖ρˆGW)− S1(ρˆ′W‖ρˆGW) = βW holds from the assumption S1(ρˆW) =
S1(ρˆ
′
W). By combining these relations, the monotonicity of the quantum KL
divergence, i.e., S1(ρˆ‖ρˆGSCW) ≥ S1(ρˆ′‖ρˆGSCW), leads to
β(W −∆FS) ≥ S1(ρˆ′S‖ρˆGS ′)− S1(ρˆS‖ρˆGS ). (8.26)
This is the bound of the average work in the present setup. By using the
nonequilibrium 1-free energy introduced in Eq. (8.1), we rewrite the obtained
work bound as
W ≥ F1(ρˆ′S; Hˆ ′S)− F1(ρˆS; HˆS), (8.27)
which is the quantum extension of inequality (4.10).
It is reasonable to define the average heat absorbed by the system through
the first law of thermodynamics:
Q := tr[Hˆ ′Sρˆ
′
S]− tr[HˆSρˆS]−W. (8.28)
Then, we can rewrite the second law (8.27) in the form of the Clausius
inequality:
S1(ρˆ
′
S)− S1(ρˆS) ≥ βQ, (8.29)
which is the quantum counterpart of inequality (4.4).
To strictly justify the definition of heat (8.28), we need an additional
assumption about the energy balance between SCW and the bath B. A strong
assumption is the strict energy conservation (8.17) that is satisfied if ESCW
is a thermal operation, with which the heat (8.28) exactly coincides with the
energy change in B. On the other hand, a weaker assumption is often enough
to justify Eq. (8.28): the average energy conservation, which means that the
expectation value of the free Hamiltonian of SCWB, HˆSCW +HˆB, is conserved
for a given initial state, which is the approach adopted in Ref. [156].
We next derive the work bound (8.26) in an alternative way without
assuming that S1(ρˆW) = S1(ρˆ
′
W) [157]. We explicitly take the heat bath
B into account, and consider the Hamiltonian HˆSCW + HˆB and a unitary
operation Vˆ acting on SCWB. At this stage, we do not necessarily require
the strict energy conservation (i.e., [Vˆ , HSCW + HˆB] = 0), but only require
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the average energy conservation at least for a given initial state ρˆSCB. Now
we trace out W and define a CPTP map
ESCB(ρˆSCB) := trW[Vˆ ρˆSCB ⊗ ρˆWVˆ †]. (8.30)
A central assumption of the present approach is that ESCB is unital, which
is indeed satisfied in some constructions of Vˆ discussed later. From this
assumption,
S1(ρˆSCB) ≤ S1(ρˆ′SCB). (8.31)
Let ρˆSCB := ρˆS ⊗ |0〉〈0| ⊗ ρˆGB , ρˆ′SCB := ESCB(ρˆSCB). For a given ρˆS, we
assume that ρˆ′SCB is given by the product of the final state of SB, written as
ρˆ′SB, and the final pure state of C given by |1〉〈1|. We then have S1(ρˆSCB) =
−S1(ρˆS‖ρˆGS )−β(FS− tr[HˆSρˆS])−β(FB− tr[HˆBρˆGB ]) and S1(ρˆ′SCB) ≤ S1(ρˆ′S) +
S1(ρˆ
′
B) = −S1(ρˆ′S‖ρˆGS ′)− β(F ′S − tr[Hˆ ′Sρˆ′S])− S1(ρˆ′B‖ρˆGB)− β(FB − tr[HˆBρˆ′B]).
Then, inequality (8.31) leads to
β
(
tr[Hˆ ′Sρˆ
′
S] + tr[HˆBρˆ
′
B]− tr[HˆSρˆS]− tr[HˆBρˆGB ]−∆FS
)
≥ S1(ρˆ′S‖ρˆGS ′)−S1(ρˆS‖ρˆGS ).
(8.32)
From the (at least average) energy conservation, we have
tr[Hˆ ′Sρˆ
′
S] + tr[HˆBρˆ
′
B]− tr[HˆSρˆS]− tr[HˆBρˆGB ] = tr[HˆWρˆW]− tr[HˆWρˆ′W] =: W.
(8.33)
Therefore, we obtain the same inequality as (8.26):
β(W −∆FS) ≥ S1(ρˆ′S‖ρˆGS ′)− S1(ρˆS‖ρˆGS ). (8.34)
The optimal work (i.e., the equality case of the second law (8.34)) can be
achieved by special protocols with certain limit [155–158]. In Refs. [155,157],
it was shown that there is an optimal protocol under the strict energy con-
servation, where a large amount of coherence is required in W. In Ref. [156],
an optimal protocol was constructed under the average energy conservation,
where the work value can be independent of the initial state of W. We will
discuss these protocols in detail later.
The fact that the equality in (8.34) can be saturated implies that a nec-
essary and sufficient condition for state conversion is given by the KL di-
vergence (rigorously speaking, except for some technical issues), if the work
fluctuation is allowed. This is contrastive to the single-shot case discussed in
Section. 8.5, where the KL divergence does not provide such a condition and
instead the Re´nyi 0- and ∞-divergences appear. The role of the work stor-
age here would be reminiscent of “modestly non-exact” catalyst discussed in
Section 3.3 where the KL divergence also appears. In fact, the work storage
can be regarded as a kind of catalyst as discussed later in this section.
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We now explicitly show that the equality in (8.34) can be achieved based
on the protocol considered in Refs. [155–157]. We start with a general strat-
egy and ignore the work storage W for a while. Also for simplicity, we assume
that the clock C is absent and HˆS = Hˆ
′
S.
We will construct a unitary operator Uˆ acting on SB, which is not neces-
sarily energy conserving. We suppose that the average energy change of SB
equals the average work, and show that the average work saturates the equal-
ity in (8.34) by an optimal protocol. We will construct an energy-conserving
unitary acting on SBW from Uˆ later.
Let ρˆS =
∑
i pi|ϕi〉〈ϕi|, ρˆ′S =
∑
i p
′
i|ϕ′i〉〈ϕ′i|, and HˆS =
∑
iEi|Ei〉〈Ei|.
Suppose that ρˆ′S is positive definite. We define τˆS :=
∑
i p
↓
i |Ei〉〈Ei| and
τˆ ′S :=
∑
i p
′
i
↓|Ei〉〈Ei|. We also define p(n) (n = 0, 1, 2, · · · , N) satisfying p(n) =
p(n)↓ such that p(0) = p↓, D(p(n), p(n+1)) = O(1/N) (n = 0, 1, · · · , N − 1),
and p(N) = p′↓. Let τˆ (n)S :=
∑
i p
(n)
i |Ei〉〈Ei|. We divide B into N subsys-
tems, and introduce the Hamiltonian Hˆ
(n)
B of the nth subsystem such that
its Gibbs state ρˆ
G(n)
B equals τˆ
(n)
S . The total Hamiltonian of B is given by
HˆB :=
∑N
n=1 Hˆ
(n)
B . Then, we construct Uˆ acting on SB as follows.
(i) Rotate the basis of S such that ρˆS is mapped to τˆS = τˆ
(0)
S .
(ii) Swap τˆ
(n−1)
S with the nth subsystem of B with the state ρˆ
G(n)
B = τˆ
(n)
S
(n = 1, · · · , N).
(iii) Rotate the basis of S such that τˆ ′S is mapped to ρˆ
′
S.
In each step of the above protocol, the change in the energy of SB equals
the change in the 1-free energy of S at least approximately. In (i) and (iii),
the change in the von Neumann entropy is zero, and thus the energy change
of S equals the free energy change of S. In (ii), let ∆S
(n)
S := S1(τˆ
(n)
S ) −
S1(τˆ
(n−1)
S ) =: −∆S(n)B , ∆E(n)S := tr[HˆSτˆ (n)S ] − tr[HˆSτˆ (n−1)S ], and ∆E(n)B :=
tr[Hˆ
(n)
B τˆ
(n−1)
S ] − tr[Hˆ(n)B τˆ (n)S ] (n = 1, 2, · · · , N). By noting that β∆E(n)B −
∆S
(n)
B = S1(τ
(n−1)
S ‖τˆ (n)S ) = O(1/N2), we have ∆E(n)S + ∆E(n)B = ∆E(n)S −
β−1∆S(n)S +O(1/N
2), which is the 1-free energy change of S up to the error
term O(1/N2). By summing these terms over n = 1, · · · , N , the total error is
given by O(1/N). In the entire process (i)-(iii), therefore, the energy change
of SB equals the 1-free energy change of S in the limit of N →∞.
We note that the above construction of the optimal process is slightly
different from the quantum version of Fig. 4.2. In the present construction,
the Hamiltonian of S is not quenched but the state of S rotates in (i) and (iii).
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Also, the gradual change of the state of S in (ii) is induced by a sequence of
swapping processes, instead of ordinary relaxation processes.
If HˆS 6= Hˆ ′S in general, we can just insert the unitary change of the state
of C from |0〉 to |1〉 into any stage of (i)-(iii) above. During this step, the
energy change of S equals the 1-free energy change of S, because the state of
S does not change at all.
So far, we have constructed unitary Uˆ acting on SB, which is not energy-
conserving. Our next purpose is to construct an energy-conserving unitary
acting on SBW that reproduces the same work value as the average energy
change of SB by Uˆ . This can be done by both the strict and average energy
conservation protocols, as discussed below. In the following, we relabel SB
just as “S”.
First, we consider the case of the strict energy conservation. In line with
Ref. [155], we show that if W is appropriately designed, any unitary Uˆ acting
on S, which is not necessarily energy-conserving, can be implemented as a
strictly energy conserving unitary VˆUˆ acting on SW. Such a construction
is inevitably accompanied by work fluctuations, and thus is not compatible
with the single-shot scenario.
For the sake of simplicity, we first suppose that S is a two-level system
spanned by {|0〉, |1〉} with Hamiltonian HˆS = |1〉〈1|. We prepare W as an
infinite-dimensional ladder system spanned by {|n〉}n∈Z with Hamiltonian
HˆW =
∑
n∈Z n|n〉〈n|. Here, we do not go into details of the technical as-
pect of unbounded operators of infinite-dimensional spaces. Also, a physical
problem is that this Hamiltonian is not bounded from below, but this can
be overcome by a slight modification of the setup [155]. We now define the
unitary operator
VˆUˆ :=
∑
i,j=0,1
|i〉〈i|Uˆ |j〉〈j| ⊗ ∆ˆj−i, (8.35)
where ∆ˆ :=
∑
n∈Z |n+ 1〉〈n| is the shift operator of the ladder. It is straight-
forward to check the strict energy conservation, i.e., [VˆUˆ , HˆS+HˆW] = 0. Also,
[VˆUˆ , ∆ˆ] = 0 is obviously satisfied, implying that VˆUˆ is translation invariant
with respect to the ladder of W.
If S has multiple levels in general, W should consist of multiple ladders
corresponding to all the energy gaps of S. The ideal limit is that W is a
continuous system with (xˆ, pˆ) satisfying [xˆ, pˆ] = i and the Hamiltonian of W is
given by HˆW = xˆ. In the case of a general Hamiltonian HˆS =
∑
iEi|Ei〉〈Ej|,
Eq. (8.35) is replaced by [157]
VˆUˆ :=
∑
i,j
|Ei〉〈Ei|Uˆ |Ej〉〈Ej| ⊗ e−i(Ej−Ei)pˆ. (8.36)
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Going back to the two-level case, we consider the CPTP map
EUˆ(ρˆS) := tr[VˆUˆ ρˆS ⊗ ρˆWVˆ †Uˆ ] (8.37)
=
∑
i,j,k,l=0,1
|i〉〈i|Uˆ |j〉〈j|ρˆS|l〉〈l|Uˆ †|k〉〈k|tr[∆ˆk−l+j−iρˆW]. (8.38)
If tr[∆ˆk−l+j−iρˆW] = 1 for all (i, j, k, l), we recover the unitary operation on
S: EUˆ(ρˆS) = Uˆ ρˆSUˆ †. This can be approximately satisfied if we choose the
initial state of W with a large amount of coherence in the energy basis. In
fact, if the initial state of W is given by a pure state
∑N−1
n=0 |n〉/
√
N , we
have tr[∆ˆmρˆW] = (N − |m|)/N , which goes to 1 in N → ∞. In this limit,
however, the variance of the energy distribution of W diverges and thus the
work values can hardly be distinguished by measuring the energy of W [163].
In Ref. [155], it has been shown that the coherence of W can be used
repeatedly in the following sense: Let ρˆ′W be the final state of W of the
above operation. Then, we have tr[∆ˆmρˆW] = tr[∆ˆ
mρˆ′W]. Therefore, W is
regarded as a catalyst of coherence. We also note that, by applying the
foregoing argument to SB instead of S, a thermal operation of SWB can
create coherence of S, if W has coherence.
It is straightforward to check that EUˆ constructed from VˆUˆ is unital for
any Uˆ and any initial state of W. Thus the work bound (8.34) is applicable.
Then, by implementing the above-discussed optimal Uˆ that saturates the
work bound (8.34), we obtain the optimal protocol including W under the
strict energy conservation and with a large amount of initial coherence of W.
As a side remark, we consider the case that the initial state of W does
not have any coherence in the foregoing construction. Suppose that ρˆW in
Eq. (8.37) is diagonal in the energy basis, which implies that tr[∆ˆmρˆW] = 0
for m 6= 0. In this case, it is easy to show that
tr[EUˆ(D(ρˆS))HˆS] = tr[EUˆ(ρˆS)HˆS], (8.39)
where D(ρˆS) :=
∑
i |Ei〉〈Ei|ρˆS|Ei〉〈Ei| with HˆS =
∑
iEi|Ei〉〈Ei|. Eq. (8.39)
implies that coherence of ρˆS does not play any role in the energy balance
during the process. When we explicitly consider B, notice that the initial
state of B, ρˆGB , is already diagonal in the energy basis. Then, in the case that
HˆS = Hˆ
′
S and ρˆ
′
S = ρˆ
G
S , we obtain a tighter work bound with the incoherent
work storage [164]:
− βW ≤ S1(D(ρˆS)‖ρˆGS ), (8.40)
where the right-hand side is equal to or smaller than S1(ρˆS‖ρˆGS ) in (8.34).
This implies that, in the absence of coherence of W and under the strict
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energy conservation, one cannot harvest coherence of the initial state of S for
the work extraction.
Next, we consider the case of the average energy conservation in line with
Ref. [156]. Our goal is to implement a unitary Uˆ acting on S by a unitary
Vˆ ′
Uˆ
acting on SW that only conserves the average energy for a given initial
state ρˆS.
Let ρˆS =
∑
i pi|ϕi〉〈ϕi| be the initial state of S and HˆS be its Hamiltonian.
Suppose that W is a continuous system with (xˆ, pˆ) satisfying [xˆ, pˆ] = i and
its Hamiltonian is given by HˆW = xˆ. Instead of Eq. (8.35) or (8.36), we
consider the following unitary operator that depends on ρˆS:
Vˆ ′
Uˆ
:=
∑
i
Uˆ |ϕi〉〈ϕi| ⊗ e−iipˆ, (8.41)
where
i := 〈ϕi|HˆS|ϕi〉 − 〈ϕi|Uˆ †HˆSUˆ |ϕi〉. (8.42)
The corresponding CPTP map on S is given by E ′
Uˆ
(•) := trW[Vˆ ′Uˆ •
⊗ρˆWVˆ ′Uˆ †], where ρˆW is an initial state of W. Although E ′Uˆ is not unitary
in general, it reproduces the action of unitary Uˆ only for the given initial
state ρˆS; it is straightforward to show that
trW[Vˆ
′
Uˆ
ρˆS ⊗ ρˆWVˆ ′Uˆ †] = Uˆ ρˆSUˆ †. (8.43)
Thus, the energy change of S by Vˆ ′
Uˆ
equals that by Uˆ , which is given by
trS[HˆSUˆ ρˆSUˆ
†] − trS[HˆSρˆS] = −
∑
i pii. Let ρˆ
′
W := trS[Vˆ
′
Uˆ
ρˆS ⊗ ρˆWVˆ ′Uˆ †] be
the final state of W. The energy change of W is given by trW[HˆWρˆ
′
W] −
trW[HˆWρˆW] =
∑
i pii. Thus, Vˆ
′
Uˆ
satisfies the average energy conservation.
We emphasize that Vˆ ′
Uˆ
simulates the action of Uˆ and conserves the average
energy only for the given initial state ρˆS; In fact, Vˆ
′
Uˆ
itself depends on ρˆS.
On the other hand, the initial state ρˆW of W is arbitrary; In particular, the
initial coherence of W is not required for this protocol. We note that the
translation invariance of W is satisfied: [Vˆ ′
Uˆ
, e−iεpˆ] = 0 for all ε ∈ R.
It is straightforward to check that E ′
Uˆ
constructed from Vˆ ′
Uˆ
is unital for any
Uˆ and any initial state of W. Thus the work bound (8.34) is again applicable.
Then, by constructing Vˆ ′
Uˆ
from the optimal Uˆ that saturates the work bound
(8.34), we obtain the optimal protocol including W under the average energy
conservation.
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8.5 Single-shot work bound: Exact case
In the remaining part of this chapter, we consider the work bounds for the
single-shot scenario, where work fluctuation is not allowed. This is the quan-
tum extension of the resource-theoretic argument in Section 4.2.
The following argument is again based on the setup and the notations of
Section 8.3, especially the Hamiltonian of SCW (8.16). In addition, in the
case of the single-shot scenario, it is natural to take the work storage W as
a two-level system, whose Hamiltonian is given by
HˆW = Ei|i〉〈i|+ Ef |f〉〈f|, Ei − Ef = w, (8.44)
where w represents the single-shot work cost. In the following, we assume
this form of HˆW. Then, we define thermodynamic processes of the single-shot
setup with work cost w as follows.
Definition 8.4 (Single-shot work-assisted state transformation) Let
w ∈ R. A state ρˆS is w-assisted transformable to another state ρˆ′S with the
initial and final Hamiltonians HˆS and Hˆ
′
S, if there exists a Gibbs-preserving
map of SCW, written as ESCW, with respect to the Hamiltonian HˆSCW of
Eq. (8.16) with HˆW satisfying Eq. (8.44), such that
ESCW (ρˆS ⊗ |0〉〈0| ⊗ |Ei〉〈Ei|) = ρˆ′S ⊗ |1〉〈1| ⊗ |Ef〉〈Ef |. (8.45)
In the above definition, we required the existence of ESCW satisfying
Eq. (8.45) only for a given initial state ρˆS, which represents that the function
of the clock and the work transfer are supposed to be both perfect at least
for ρˆS.
The following theorem gives the work bounds of the single-shot scenario,
which corresponds to Theorem 6.3. This has been shown in Refs. [41,42,45]
(see also Proposition 16 of Ref. [125]).
Theorem 8.1 (Single-shot work bounds) Let w ∈ R.
(a) Necessary conditions for state conversion: If ρˆS is w-assisted trans-
formable to ρˆ′S with the Hamiltonians HˆS and Hˆ
′
S, then
β(w −∆FS) ≥ Sα(ρˆ′S‖ρˆGS ′)− Sα(ρˆS‖ρˆGS ), (8.46)
for α = 0, 1,∞.
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(b) Sufficient condition for state conversion: ρˆS is w-assisted transformable
to ρˆ′S with the Hamiltonians HˆS and Hˆ
′
S, if (but not only if)
β(w −∆FS) ≥ S∞(ρˆ′S‖ρˆGS ′)− S0(ρˆS‖ρˆGS ). (8.47)
Proof. Let ρˆ := ρˆS ⊗ |0〉〈0| ⊗ |Ei〉〈Ei| and ρˆ′ := ESCW(ρˆ) = ρˆ′S ⊗ |1〉〈1| ⊗
|Ef〉〈Ef | by noting Eq. (8.45). The Gibbs states of SCW and SC are respec-
tively given by Eq. (8.18) and Eq. (8.19), where in the present setup,
ρˆGW =
e−βEi
ZW
|Ei〉〈Ei|+ e
−βEf
ZW
|Ef〉〈Ef | (8.48)
with ZW = e
−βEi + e−βEf . Thus, for α = 0, 1,∞,
Sα(ρˆ‖ρˆGSCW) = Sα(ρˆS‖ρˆGS ) + βFS + ln(ZS + Z ′S) + βEi + lnZW, (8.49)
and
Sα(ρˆ
′‖ρˆGSCW) = Sα(ρˆ′S‖ρˆGS ′) + βF ′S + ln(ZS + Z ′S) + βEf + lnZW, (8.50)
where we used the scaling property (5.52).
(a) From the monotonicity of the Re´nyi α-divergence of SCW, we have
Sα(ρˆ‖ρˆGSCW) ≥ Sα(ρˆ′‖ρˆGSCW). By noting Eq. (8.49) and Eq. (8.50), the mono-
tonicity leads to inequality (8.46).
(b) From Theorem 6.3 (b), S∞(ρˆ‖ρˆGSCW) ≥ S0(ρˆ′‖ρˆGSCW) implies that the
transformation from ρˆ to ρˆ′ is possible. This is exactly the claim of Theo-
rem 8.1 (b), again because of Eq. (8.49) and Eq. (8.50). 
By using the α-free energy introduced in Eq. (8.1), we rewrite inequali-
ties (8.46) and (8.47) in Theorem 8.1 as, respectively,
w ≥ Fα(ρˆ′S; Hˆ ′S)− Fα(ρˆS; HˆS), (8.51)
and
w ≥ F∞(ρˆ′S; Hˆ ′S)− F0(ρˆS; HˆS). (8.52)
We next consider the special cases of the above theorem, which repro-
duce the work bounds of the classical case obtained by the Lorenz curve in
Section 4.2.
Corollary 8.1 (Work extraction / state formation) Let w ∈ R.
(a) ρˆS is w-assisted transformable to ρˆ
G
S with a fixed Hamiltonian HˆS, if and
only if
− βw ≤ S0(ρˆS‖ρˆGS ). (8.53)
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(b) ρˆG is w-assisted transformable to ρˆ′S with a fixed Hamiltonian HˆS, if and
only if
βw ≥ S∞(ρˆ′S‖ρˆGS ). (8.54)
(c) ρˆG is w-assisted transformable to ρˆGS
′ with initial and final Hamiltonians
HˆS and Hˆ
′
S, if and only if
w ≥ ∆FS. (8.55)
Proof. To prove (a) and (b) above, apply Theorem 8.1 to the case that
ρˆ′S = ρˆ
G
S and ρˆS = ρˆ
G
S , respectively. To prove (c), take ρˆS = ρˆ
G
S and ρˆ
′
S = ρˆ
G
S
′.

8.6 Single-shot work bound: Approximate case
We consider the single-shot work bound for approximate (or imperfect) ther-
modynamic processes. There can be several sources of “failure” in thermo-
dynamic processes: the final state of the system deviates from the target
state, the clock works imperfectly, or the work extraction fails with some
probability, and so on. To incorporate such sources altogether, we adopt the
following definition of approximate thermodynamic processes.
Definition 8.5 (ε-approximate single-shot thermodynamic process)
Let w ∈ R and ε ≥ 0. A state ρˆS is ε-approximate w-assisted transformable
to another state ρˆ′S with Hamiltonians HˆS and Hˆ
′
S, if there exists a Gibbs-
preserving map of SCW, written as ESCW, with respect to the Hamiltonian
HˆSCW of Eq. (8.16) with HˆW satisfying Eq. (8.44), such that
D(ESCW(ρˆ), ρˆ′) ≤ ε, (8.56)
where ρˆ := ρˆS ⊗ |0〉〈0| ⊗ |Ei〉〈Ei| and ρˆ′ := ρˆ′S ⊗ |1〉〈1| ⊗ |Ef〉〈Ef |.
We remark that in Definition 8.5 the Hamiltonian of W may include ad-
ditional levels; the Hamiltonian (8.44) can be replaced by HˆW = Ei|Ei〉〈Ei|+
Ef |Ef〉〈Ef |+
∑
k Ek|Ek〉〈Ek| with Ei−Ef = w. For example, if the work ex-
traction fails, the final state of W might end up with some state other than
|Ei〉, |Ef〉.
From Definition 8.5, we see that the deviation of the final state of S
and the failure probability of CW are both suppressed by ε. In fact, from
the monotonicity of the trace distance under the partial trace, the condi-
tion (8.56) implies that D(ρˆ′′S, ρˆ
′
S) ≤ ε with ρˆ′′S := trCW[ESCW(ρˆ)]. The condi-
tion (8.56) also implies that the success probability of the clock and the work
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storage (i.e., the probability that C ends up with |1〉 and W ends up with |Ef〉)
equals or is greater than 1− ε, which is shown as follows. Let τˆ := ESCW(ρˆ)
and |f〉 := |1〉|Ef〉. Then, D(τˆ , ρˆ′) ≤ ε implies that there exists ∆ˆ such that
τˆ ≥ ρˆ′ − ∆ˆ, ∆ˆ ≥ 0, and tr[∆ˆ] ≤ ε. We then have 〈f|τˆ |f〉 ≥ ρˆ′S − 〈f|∆ˆ|f〉, and
therefore
tr[〈f|τˆ |f〉] ≥ 1− ε. (8.57)
Another advantage of Definition 8.5 is that it is directly related to the
asymptotic theory discussed in Section 8.7. Under this definition, however,
the necessary condition for approximate state conversion is given by an ap-
parently involved inequality with the hypothesis testing divergence SH intro-
duced in Appendix B, as shown in the following theorem (Proposition 4 of
Ref. [125]). (We will discuss alternative definitions of approximate processes
later in this section, where the smooth Re´nyi 0- and ∞-divergences gives
simpler thermodynamic bounds, as obtained in Refs. [41, 42].)
Theorem 8.2 (Necessary condition for approximate state conversion)
Let ε ≥ 0. If ρˆS is ε-approximate w-assisted transformable to ρˆ′S with the
Hamiltonians HˆS and Hˆ
′
S, then for 0 < η < 1− ε,
β(w −∆FS) ≥ Sη+εH (ρˆ′S‖ρˆGS ′)− SηH(ρˆS‖ρˆGS )− ln
(
η + ε
η
)
. (8.58)
Proof. We use the notations ρˆ and ρˆ′ in Definition 8.5. First, we have
Sη+εH (ρˆ
′
S‖ρˆGS ′) = Sη+εH (ρˆ′‖ρˆGSCW) + ln
Z ′S
ZS + Z ′S
− βEf (8.59)
≤ SηH(ESCW(ρˆ)‖ρˆGSCW) + ln
(
η + ε
η
)
+ ln
Z ′S
ZS + Z ′S
− βEf , (8.60)
where the equality in the first line is from Lemma B.2 and the inequality in
the second line is from Lemma B.1. From the monotonicity under ESCW,
SηH(ESCW(ρˆ)‖ρˆGSCW) ≤ SηH(ρˆ‖ρˆGSCW). (8.61)
Again from Lemma B.2, we have
SηH(ρˆ‖ρˆGSCW) = SηH(ρˆS‖ρˆGS )− ln
ZS
ZS + Z ′S
+ βEi. (8.62)
By combining the foregoing relations, we obtain
Sη+εH (ρˆ
′
S‖ρˆGS ′) ≤ SηH(ρˆS‖ρˆGS ) + ln
Z ′S
ZS
+ β(Ei − Ef) + ln
(
η + ε
η
)
, (8.63)
which implies inequality (8.58). 
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By using Proposition B.1, inequality (8.58) can be rewritten in terms of
the smooth Re´nyi 0- and ∞-divergences, while we will not explicitly write it
down here, as it is still involved.
We next consider a sufficient condition for state conversion, which is an
approximate version of Theorem 8.1 (b) and now is given by a simple form
(Proposition 16 of Ref. [125]).
Theorem 8.3 (Sufficient condition for approximate state conversion)
ρˆS is ε-approximate w-assisted transformable to ρˆ
′
S with the Hamiltonians HˆS
and Hˆ ′S, if (but not only if)
β(w −∆FS) ≥ Sε/2∞ (ρˆ′S‖ρˆGS ′)− Sε/20 (ρˆS‖ρˆGS ). (8.64)
Proof. Let τˆS be optimal for S
ε/2
0 (ρˆS‖ρˆGS ) and τˆ ′S be optimal for Sε/2∞ (ρˆ′S‖ρˆGS ′).
We then have
β(w −∆FS) ≥ S∞(τˆ ′S‖ρˆGS ′)− S0(τˆS‖ρˆGS ). (8.65)
From this inequality and Theorem 8.1 (b), τˆS is w-assisted transformable to
τˆ ′S. Define τˆ := τˆS ⊗ |0〉〈0| ⊗ |Ei〉〈Ei| and τˆ ′ := τˆ ′S ⊗ |1〉〈1| ⊗ |Ef〉〈Ef |, and
note that D(ρˆ, τˆ) ≤ ε/2 and D(ρˆ′, τˆ ′) ≤ ε/2. Then, there exists a Gibbs-
preserving map ESCW such that ESCW(τˆ) = τˆ ′. Then, D(ESCW(ρˆ), ρˆ′) ≤
D(ESCW(ρˆ), τˆ ′) +D(τˆ ′, ρˆ′) ≤ D(ρˆ, τˆ) +D(τˆ ′, ρˆ′) ≤ ε. 
As mentioned before, we can also introduce alternative definitions of ap-
proximate processes, which are given by slightly stronger conditions than
Definition 8.5, leading to simpler work bounds. We here define two kinds
of approximate processes, which we label by α = 0,∞, having in mind that
these two definitions correspond to the Re´nyi 0- and ∞-divergences.
Definition 8.6 (Strongly ε-approximate single-shot thermodynamic process)
Let w ∈ R and ε ≥ 0. A state ρˆS is α-strongly ε-approximate w-assisted
transformable to another state ρˆ′S with Hamiltonians HˆS and Hˆ
′
S, if:
α = 0; there exists a state τˆS satisfying D(τˆS, ρˆS) ≤ ε such that τˆS is w-
assisted transformable to ρˆ′S.
α =∞; there exists a state τˆ ′S satisfying D(τˆ ′S, ρˆ′S) ≤ ε such that ρˆS is w-
assisted transformable to τˆ ′S.
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Here, the roles of the initial and final states are exchanged for α = 0,∞;
in this sense, these two definitions are dual to each other. More importantly,
for both of α = 0, 1, “α-strongly ε-approximate transformable” automatically
implies “ε-approximate transformable” (Definition 8.5).
To see this, we set the notations ρˆ := ρˆS ⊗ |1〉〈1| ⊗ |Ef〉〈Ef |, τˆ := τˆS ⊗
|0〉〈0|⊗|Ei〉〈Ei|, ρˆ′ := ρˆ′S⊗|1〉〈1|⊗|Ef〉〈Ef |, τˆ ′ := τˆ ′S⊗|1〉〈1|⊗|Ef〉〈Ef |, and let
ESCW be the relevant Gibbs preserving map with respect to the Hamiltonian
HˆSCW of Eq. (8.16), satisfying ESCW(τˆ) = ρˆ′ for α = 0 or ESCW(ρˆ) = τˆ ′
for α = ∞ . For α = 0, if the condition of Definition 8.6 is satisfied, then
D(ESCW(ρˆ), ρˆ′) ≤ D(ρˆ, τˆ) = D(ρˆS, τˆS) ≤ ε holds from the monotonicity of
the trace distance. For α =∞, if the condition of Definition 8.6 is satisfied,
then obviously D(ESCW(ρˆ), ρˆ′) = D(τˆ ′S, ρˆ′S) ≤ ε.
A physical motivation behind Definition 8.6 can be illustrated as follows.
For α = 0, suppose that ρˆS can be written as ρˆS = (1 − ε)τˆS + εγˆS, where
0 < ε < 1 is some constant and τˆS and γˆS are normalized states orthogonal
to each other. Note that D(τˆS, ρˆS) ≤ ε. Also suppose that the condition
of Definition 8.6 is satisfied for this τˆS (i.e., ESCW(τˆ) = ρˆ′ with the above
notation). Then, state transformation is perfect if the state space of S is
restricted to the support of τˆS. In such a case, τˆS represents the “success
event” in the initial state of the transformation with success probability 1−ε.
On the other hand, for α = ∞, Definition 8.6 simply means that state
transformation of S is imperfect but CW goes to the desired final state with
unit probability.
With the foregoing “strong” definitions of approximate transformation,
we have the following simpler work bounds. They are approximate versions
of Corollary 8.1 (a), (b) and can be regarded as essentially the same bounds
as obtained in Refs. [41, 42].
Theorem 8.4 (Simple work bounds for strongly approximate processes)
Let w ∈ R and ε ≥ 0. Consider states ρˆS, ρˆ′S and a fixed Hamiltonian HˆS
with the Gibbs state ρˆGS .
(a) ρˆS is 0-strongly ε-approximate w-assisted transformable to ρˆ
G
S , if and
only if
− βw ≤ Sε0(ρˆS‖ρˆGS ). (8.66)
(b) ρˆGS is ∞-strongly ε-approximate w-assisted transformable to ρˆ′S, if and
only if
βw ≥ Sε∞(ρˆ′S‖ρˆGS ). (8.67)
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Proof. We first prove (a). For the sake of generality at this stage, sup-
pose that ρˆS is 0-strongly ε-approximate w-assisted transformable to ρˆ
′
S, by
allowing different initial and final Hamiltonians HˆS and Hˆ
′
S. From inequal-
ity (8.46) of Theorem 8.1 (a), we have β(w−∆FS) ≥ S0(ρˆ′S‖ρˆGS ′)−S0(τˆS‖ρˆGS ).
Meanwhile, because τˆS is a candidate for optimization in S
ε
0(ρˆS‖ρˆGS ), we have
S0(τˆS‖ρˆGS ) ≤ Sε0(ρˆS‖ρˆGS ). We thus have
β(w −∆FS) ≥ S0(ρˆ′S‖ρˆGS ′)− Sε0(ρˆS‖ρˆGS ). (8.68)
By letting HˆS = Hˆ
′
S and ρˆ
′
S = ρˆ
G
S , we obtain inequality (8.66).
To prove the converse, suppose that
β(w −∆FS) ≥ S∞(ρˆ′S‖ρˆGS ′)− Sε0(ρˆS‖ρˆGS ) (8.69)
for general ρˆS, ρˆ
′
S, HˆS, Hˆ
′
S. Let τˆS be optimal for S
ε
0(ρˆS‖ρˆGS ), which satis-
fies Sε0(ρˆS‖ρˆGS ) = S0(τˆS‖ρˆGS ) and D(τˆS, ρˆS) ≤ ε. We have β(w − ∆FS) ≥
S∞(ρˆ′S‖ρˆGS ′)−S0(τˆS‖ρˆGS ). Then, from Theorem 8.1 (b), τˆS is w-assisted trans-
formable to ρˆ′S, which implies that ρˆS is 0-strongly ε-approximate w-assisted
transformable to ρˆ′S. By letting HˆS = Hˆ
′
S and ρˆ
′
S = ρˆ
G
S , we obtain the claim
of (a).
We next prove (b). Again for the sake of generality at this stage, sup-
pose that ρˆS is∞-strongly ε-approximate w-assisted transformable to ρˆ′S, by
allowing different initial and final Hamiltonians HˆS and Hˆ
′
S. From inequal-
ity (8.46) of Theorem 8.1 (a), we have β(w−∆FS) ≥ S∞(τˆ ′S‖ρˆGS ′)−S∞(ρˆS‖ρˆGS ).
Meanwhile, because τˆ ′S is a candidate for optimization in S
ε
∞(ρˆ
′
S‖ρˆGS ′), we have
S∞(τˆ ′S‖ρˆGS ′) ≥ Sε∞(ρˆ′S‖ρˆGS ′). We thus have
β(w −∆FS) ≥ Sε∞(ρˆ′S‖ρˆGS ′)− S∞(ρˆS‖ρˆGS ). (8.70)
By letting HˆS = Hˆ
′
S and ρˆS = ρˆ
G
S , we obtain inequality (8.67).
To prove the converse, suppose that
β(w −∆FS) ≥ Sε∞(ρˆ′S‖ρˆGS ′)− S0(ρˆS‖ρˆGS ) (8.71)
for general ρˆS, ρˆ
′
S, HˆS, Hˆ
′
S. Let τˆ
′
S be optimal for S
ε
0(ρˆ
′
S‖ρˆGS ′), which sat-
isfies Sε0(ρˆ
′
S‖ρˆGS ′) = S0(τˆ ′S‖ρˆGS ′) and D(τˆ ′S, ρˆ′S) ≤ ε. We have β(w − ∆FS) ≥
S∞(τˆ ′S‖ρˆGS ′)−S0(ρˆS‖ρˆGS ). Then, from Theorem 8.1 (b), ρˆS is w-assisted trans-
formable to τˆ ′S, which implies that ρˆS is∞-strongly ε-approximate w-assisted
transformable to ρˆ′S. By letting HˆS = Hˆ
′
S and ρˆS = ρˆ
G
S , we obtain the claim
of (a). 
A protocol that saturates the equality in inequality (8.66) is presented
in Ref. [42], which is a slight modification of the protocol of Fig. 4.5 in
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Section 4.2, by allowing failure of work extraction with small probability
(≤ ε). We also note that, by substituting ρˆS = ρˆGS , inequality (8.66) suggests
that a positive amount of work can be extracted even from the Gibbs state
if a small probability of failure is allowed.
8.7 Single-shot work bound: Asymptotic case
We consider the single-shot work bound for macroscopic systems, by taking
the asymptotic limit of approximate thermodynamic processes in the sense
of Definition 8.5. This is an application of the general asymptotic theory
developed in Section 7.2 and Section 7.3. In terms of thermodynamics, the
asymptotic limit represents the thermodynamic limit of many-body systems,
where we do not necessarily assume the i.i.d. setup. Physically, i.i.d. systems
represent non-interacting systems, while we can treat interacting systems in
the following argument. In particular, we show that if the state is ergodic and
the Hamiltonian is local and translation invariant, then the KL divergence
provides the work bound in a necessary and sufficient manner, which is a
thermodynamic consequence of the quantum AEP (Theorem 7.10).
Let P̂S := {ρˆS,n}n∈N and P̂ ′S := {ρˆ′S,n}n∈N be sequences of states of S and
ĤS := {HˆS,n}n∈N and Ĥ ′S := {Hˆ ′S,n}n∈N be sequences of Hamiltonians of S.
Let Σ̂S := {ρˆGS,n}n∈N and Σ̂′S := {ρˆGS,n′}n∈N be the corresponding sequences
of the Gibbs states. Suppose that the equilibrium free-energy rates exist,
defined as
FS := lim
n→∞
1
n
FS,n, F
′
S := lim
n→∞
1
n
F ′S,n, (8.72)
where FS,n and F
′
S,n are the free energies corresponding to HˆS,n and Hˆ
′
S,n,
respectively. Let ∆FS,n := F
′
S,n − FS,n and ∆FS := F ′S − FS. We then define
the asymptotic limit of single-shot thermodynamic processes.
Definition 8.7 (Asymptotic thermodynamic process) Let w ∈ R. A
sequence P̂S is asymptotically w-assisted transformable to another sequence
P̂ ′S with respect to ĤS and Ĥ
′
S, if there exist sequences {wn}n∈N and {εn}n∈N
with wn ∈ R and εn > 0, such that ρˆS,n is εn-approximate wn-assisted trans-
formable to ρˆ′S,n, and limn→∞wn/n = w, limn→∞ εn = 0.
Based on this definition, we consider the work bounds. We first state
the necessary conditions corresponding to Theorem 8.1 (a) [Proposition 5 of
Ref. [125]].
Theorem 8.5 (Necessary condition for asymptotic state conversion)
If P̂S is asymptotically w-assisted transformable to P̂
′
S with respect to ĤS and
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Ĥ ′S, then
β(w −∆FS) ≥ S(P̂ ′S‖Σ̂′S)− S(P̂S‖Σ̂S), (8.73)
β(w −∆FS) ≥ S(P̂ ′S‖Σ̂′S)− S(P̂S‖Σ̂S). (8.74)
Proof. Take the limit of Theorem 8.2, by applying Proposition B.1. 
We next state the sufficient condition of state conversion corresponding
to Theorem 8.1 (b) [Proposition 16 of Ref. [125]].
Theorem 8.6 (Sufficient condition for asymptotic state conversion)
P̂S is asymptotically w-assisted transformable to P̂
′
S with respect to ĤS and
Ĥ ′S, if (but not only if)
β(w −∆FS) ≥ S(P̂ ′S‖Σ̂′S)− S(P̂S‖Σ̂S). (8.75)
Proof. Suppose that inequality (8.75) holds. Then, for any ε > 0 and
n ∈ N, there exists ∆n,ε ≥ 0 such that
β
n
(nw −∆FS,n) + ∆n,ε ≥ 1
n
Sε/2∞ (ρˆ
′
S,n‖ρˆGS,n′)−
1
n
S
ε/2
0 (ρˆS,n‖ρˆGS,n) (8.76)
and
lim
ε→+0
lim sup
n→∞
∆n,ε = 0. (8.77)
Let wn,ε := nw + n∆n,ε that satisfies limε→+0 lim supn→∞wn,ε/n = w. From
Theorem 8.3, ρˆS,n is ε-approximate wn,ε-assisted transformable to ρˆ
′
S,n. From
Lemma 13 of Ref. [125], this implies that P̂S is asymptotically w-assisted
transformable to P̂ ′S.
For the sake of self-containedness, we here reproduce the proof of the
above last step. Let wε := lim supn→∞wn,ε/n, N(ε) := min{N : ∀n ≥
N,wn,ε/n ≤ wε + ε}, and ε(n) := inf{ε : N(ε) ≤ n}. Because of the
existence of the limit superior, N(ε) is finite for any ε > 0, and thus we
see that limn→∞ ε(n) = 0. Then, by defining w′n := wn,ε(n), we obtain
lim supn→∞w
′
n/n ≤ lim supn→∞(wε(n) + ε(n)) = w. Because the state con-
vertibility is not affected by adding any positive amount of work, we can
construct wn such that limn→∞wn = w, by adding some positive constant to
w′n if necessary. 
In contrast to Theorem 7.5, inequality (8.75) in the above theorem in-
cludes the equality case, thanks to the role of w in Definition 8.7. The
following are the two special cases corresponding to Corollary 8.1 (a) (b).
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Corollary 8.2 (Asymptotic work extraction / state formation) Let w ∈
R.
(a) P̂S is asymptotically w-assisted transformable to Σ̂S with ĤS = Ĥ
′
S, if
and only if
− βw ≤ S(P̂S‖Σ̂S). (8.78)
(b) Σ̂S is asymptotically w-assisted transformable to P̂
′
S with ĤS = Ĥ
′
S, if
and only if
βw ≥ S(P̂ ′S‖Σ̂S). (8.79)
Finally, we state a necessary and sufficient characterization of state con-
version in terms of the work bound for the case where the upper and lower
spectral divergence rates collapse to a single value for the initial and final
states.
Corollary 8.3 Suppose that S(P̂S‖Σ̂S) = S(P̂S‖Σ̂S) =: S(P̂S‖Σ̂S) and S(P̂ ′S‖Σ̂′S) =
S(P̂ ′S‖Σ̂′S) =: S(P̂ ′S‖Σ̂′S). Then, P̂S is asymptotically w-assisted transformable
to P̂ ′S with respect to ĤS and Ĥ
′
S, if and only if
β(w −∆FS) ≥ S(P̂ ′S‖Σ̂′S)− S(P̂S‖Σ̂S). (8.80)
The above corollary implies that the upper and lower spectral divergence
rates give a complete thermodynamic potential that can be defined for out-
of-equilibrium situations. Correspondingly, we can introduce the nonequilib-
rium free-energy rate by
F (P̂S; ĤS) := β
−1S(P̂S‖Σ̂S) + FS. (8.81)
This illustrates the significance of information spectrum in thermodynamics.
We now consider a many-body quantum spin system on a lattice Zd as in
Section 7.3, where an explicit condition of the collapse of the upper and lower
spectral divergence rates has been shown in Theorem 7.10. Combining it with
Corollary 8.3 above, we have the following asymptotic work bound, which
states that the complete thermodynamic potential emerges and is given by
the KL divergence rate even for out-of-equilibrium and quantum situations,
if the state is ergodic and the Hamiltonian is local and translation invariant.
Corollary 8.4 Suppose that P̂S and P̂
′
S are translation invariant and er-
godic, and that the Hamiltonians ĤS and Ĥ
′
S are local and translation in-
variant with the corresponding Gibbs states Σ̂S and Σ̂
′
S. Then, P̂S is asymp-
totically w-assisted transformable to P̂ ′S with respect to ĤS and Ĥ
′
S, if and
only if
β(w −∆FS) ≥ S1(P̂ ′S‖Σ̂′S)− S1(P̂S‖Σ̂S). (8.82)
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This may provide an information-theoretic and statistical-mechanical foun-
dation of, and furthermore a nonequilibrium generalization of, the phenomeno-
logical thermodynamics of Lieb and Yngvason [2] where the entropy is a
complete monotone of equilibrium transitions.
The emergence of the complete thermodynamic potential ensures the re-
versibility of thermodynamic transformations in the macroscopic limit. As
an illustrative situation, let us consider a simple cycle in the single-shot sce-
nario: one first transforms an equilibrium state ρˆGS to a nonequilibrium state
ρˆS, and then restores ρˆS to ρˆ
G
S . As shown in Corollary 8.1, this cycle requires
work of S∞(ρˆS‖ρˆGS )−S0(ρˆS‖ρˆGS ), which is positive if ρˆS is out of equilibrium.
This implies that it is in general impossible to obtain a single thermody-
namic potential that can completely characterize state convertibility in the
single-shot scenario. This is also contrastive to conventional thermodynam-
ics for equilibrium transitions, in which a crucial postulate is that one can
perform a reversible cyclic operation without remaining any effect on the out-
side world. On the other hand, Corollary 8.4 reveals that a thermodynamic
potential emerges in the asymptotic limit, which is related to the concept of
reversibility in resource theory [124,165].
We also note that one can see a characteristic of the single-shot scenario
in light of the asymptotic theory; Thanks to the single-shot formulation, the
work automatically becomes a deterministic quantity in the asymptotic limit,
which is a desirable property in macroscopic thermodynamics.
Furthermore, as shown in Refs. [125, 148], the operation in Corollary
8.4 can be replaced by an asymptotic thermal operation even in the fully
quantum case, if the aid of a small amount of quantum coherence is available
(Theorem 2 of Ref. [125]). This implies that thermal operation can work
even in the fully quantum regime, if we take the asymptotic limit. The key
of the proof is the fact that any ergodic state (more generally, any state with
which the upper and lower spectral divergence rates are close) has a small
coherence in the energy basis (Lemma 4 of Ref. [125]).
8.8 Trace-nonincreasing formulation
As a side remark, we consider a way to “trace out” the clock degrees of
freedom from our formulation introduced in Section 8.3, where the notion
of trace-nonincreasing naturally appears as a consequence of the assumption
that the clock does not necessarily work perfectly.
For simplicity, we ignore the work storage W and only focus on the role
of the clock C. Suppose that the Hamiltonian is given by HˆSC of the form
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Eq. (8.16), where the corresponding Gibbs state ρˆSC is given by Eq. (8.19).
Lemma 8.2 Let ESC be a Gibbs-preserving map with the Hamiltonian HˆSC
of Eq. (8.16). Then,
ES(ρˆS) := 〈1|ESC(ρˆS ⊗ |0〉〈0|)|1〉 (8.83)
is CP and trace-nonincreasing, and satisfies
ES(e−βHˆS) ≤ e−βHˆ′S . (8.84)
Proof. We prove inequality (8.84). Let ESC(ρˆGS ⊗ |0〉〈0|) =
∑
i,j=0,1 σˆij ⊗
|i〉〈j| and ESC(ρˆGS ′ ⊗ |1〉〈1|) =
∑
i,j=0,1 σˆ
′
ij ⊗ |i〉〈j|. Note that ES(ρˆGS ) = σˆ11.
From Eq. (8.19), we have
ESC(ρˆGSC) =
ZS
ZS + Z ′S
∑
i,j=0,1
σˆij ⊗ |i〉〈j|+ Z
′
S
ZS + Z ′S
∑
i,j=0,1
σˆ′ij ⊗ |i〉〈j|, (8.85)
which equals ρˆGSC because ESC is Gibbs-preserving. Thus, we find that ZSσˆ00+
Z ′Sσˆ
′
00 = ZSρˆ
G
S , ZSσˆ11 +Z
′
Sσˆ
′
11 = Z
′
Sρˆ
G
S
′, ZSσˆ01 +Z ′Sσˆ
′
01 = 0, ZSσˆ10 +Z
′
Sσˆ
′
10 = 0.
Because ESC is CPTP, σˆ′11 ≥ 0. Thus, we obtain ZSσˆ11 ≤ Z ′SρˆGS ′, which implies
inequality (8.84). 
If the clock works perfectly for all the initial states, i.e., if for any ρˆS there
exists ρˆ′S such that
ESC(ρˆS ⊗ |0〉〈0|) = ρˆ′S ⊗ |1〉〈1| (8.86)
holds, then ES : ρˆS 7→ ρˆ′S is TP. We have inequality (8.84) also in this case.
However, the condition (8.86) for all ρˆS is very strong, which is not necessarily
satisfied. If fact, if ES is TP, we have tr[e−βHˆS ] ≤ tr[e−βHˆ′S ] from (8.84), or
equivalently FS ≥ F ′S, which is not necessarily satisfied in thermodynamic
processes.
The converse of Lemma 8.2 is also true in the following sense.
Lemma 8.3 For any CP and trace-nonincreasing map ES satisfying inequal-
ity (8.84), there exists a CPTP Gibbs-preserving map of SC with the Hamil-
tonian HˆSC, written as ESC, such that Eq. (8.83) holds.
Proof. We can construct ESC as follows. First, there exists a CP and trace-
nonincreasing map E ′S such that E ′S(ρˆS) ≤ ρˆS holds for any ρˆS and ES + E ′S
is CPTP. In fact, if the Kraus representation of ES is given by ES(ρˆS) =
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∑
k MˆkρˆSMˆ
†
k with
∑
k Mˆ
†
kMˆk ≤ Iˆ, we can define E ′S(ρˆS) :=
√
Iˆ − EˆρˆS
√
Iˆ − Eˆ
with Eˆ :=
∑
k Mˆ
†
kMˆk. Then define
ESC(ρˆS ⊗ |0〉〈0|) := E ′S(ρˆS)⊗ |0〉〈0|+ ES(ρˆS)⊗ |1〉〈1|. (8.87)
We also define
ESC(ρˆS ⊗ |1〉〈1|) := e
−βHˆS − E ′S(e−βHˆS)
Z ′S
⊗ |0〉〈0|e
−βHˆ′S − ES(e−βHˆS)
Z ′S
⊗ |1〉〈1|,
(8.88)
for any ρˆS. Finally, we let ESC(ρˆS ⊗ |0〉〈1|) := 0 and ESC(ρˆS ⊗ |1〉〈0|) := 0.
By construction, along with the assumption (8.84), ESC is CPTP. It is also
straightforward to check that ESC is Gibbs-preserving. 
Now, we may adopt inequality (8.84) as an alternative generalized def-
inition of Gibbs-preserving maps for the situation that the input and the
output Hamiltonians are not the same and the clock does not necessarily
work perfectly [45,125], which we refer to as Gibbs-sub-preserving maps. We
formally state the definition as follows:
Definition 8.8 (Gibbs-sub-preserving maps) A CP and trace-nonincreasing
map ES is Gibbs-sub-preserving with respect to the initial and final Hamil-
tonians HˆS and Hˆ
′
S, if
E(e−βHˆS) ≤ e−βH′S . (8.89)
We can rephrase the second law in the form of Theorem 8.1 (a) as follows.
Corollary 8.5 (Proposition 3 of [125]) Let ρˆS, ρˆ
′
S be (normalized) states
satisfying ρˆ′S = ES(ρˆS), where ES is a Gibbs-sub-preserving (CP and trace-
nonincreasing) map with respect to the initial and final Hamiltonians HˆS and
Hˆ ′S. Then, for α = 0, 1,∞,
Sα(ρˆS‖e−HˆS) ≥ Sα(ρˆ′S‖e−Hˆ
′
S). (8.90)
Proof. We embed ES into a CPTP Gibbs-preserving map ESC with Hamilto-
nian HˆSC in the same manner as Lemma 8.3. As in the proof of Theorem 8.1,
we have Sα(ρˆ‖ρˆGSC) = Sα(ρˆS‖e−HˆS) + C and Sα(ρˆ′‖ρˆGSC) = Sα(ρˆ′S‖e−Hˆ′S) + C,
where ρˆ := ρˆS⊗|0〉〈0|, ρˆ′ := ρˆ′S⊗|1〉〈1|, and C := ln(ZS+Z ′S). Because ρˆS and
ρˆ′S are both normalized, E ′S(ρˆS) = 0 must be satisfied and thus ρˆ′ = ESC(ρˆ).
Therefore, the monotonicity of ESC implies inequality (8.90). 
We now explicitly recover the work storage W and consider the single-shot
situations. From the above argument, we have the following.
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Corollary 8.6 A (normalized) state ρˆS is w-assisted single-shot Gibbs-preserving
transformable to another (normalized) state ρˆ′S with the initial and final
Hamiltonians HˆS and Hˆ
′
S in the sense of Definition 8.4, if and only if there
exists a Gibbs-sub-preserving map ESW on SW such that
ESW (ρˆS ⊗ |Ei〉〈Ei|) = ρˆ′S ⊗ |Ef〉〈Ef |. (8.91)
We note that the initial and final Hamiltonians of W can be different by
applying the clock to W as well. We can thus restrict the Hilbert spaces of
W for the initial and final states to one-dimensional; the initial (resp. final)
Hilbert space of W is spanned only by |Ei〉 (resp. |Ef〉) with the initial and
final Hamiltonians HˆW,i := Ei|Ei〉〈Ei| (resp. HˆW,f := Ef |Ef〉〈Ef |). In this
setup, the condition (8.8) of Gibbs-sub-preserving maps on SW is written
as [45]
ES(e−βHS) ≤ eβwe−βHˆ′S . (8.92)
Meanwhile, the corresponding, trace-nonincreasing, notion of thermal op-
erations can be defined as follows [125]. We again ignore W.
Definition 8.9 (Generalized thermal operations) A CP and trace-nonincreasing
map ES is a (generalized) thermal operation with the initial and final Hamil-
tonians HˆS and Hˆ
′
S, if there exists a heat bath B with Hamiltonian HˆB and
the corresponding Gibbs state ρˆGB , and exists a partial isometry Vˆ such that
ES(ρˆS) = trB
[
Vˆ ρˆS ⊗ ρˆGB Vˆ †
]
(8.93)
and
Vˆ (HˆS + HˆB) = (Hˆ
′
S + HˆB)Vˆ . (8.94)
The corresponding non-exact (generalized) thermal operation is defined in
the same manner as Definition 8.2.
Here, an operator Vˆ is a partial isometry if Vˆ Vˆ † and Vˆ †Vˆ are projec-
tors. The condition (8.94) above implies that the sum of the energies of the
system and the bath is conserved even when the Hamiltonian of the system
is changed. In parallel to Lemma 8.3, we can also construct a TP thermal
operation (with a unitary operator) of an extended system, starting from any
trace-nonincreasing thermal operation (Proposition 13 of Ref. [125]).
It is also known that any trace-nonincreasing thermal operation ES in the
above sense is a trace-nonincreasing Gibbs-sub-preserving map that satisfies
ES(e−βHˆS) ≤ e−βHˆ′S (Lemma 1 of [125]). We note that if Vˆ is unitary and the
thermal operation is TP, we have E(e−βHˆS) = e−βH′S .
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Appendix A
General quantum divergences
and their monotonicity
We prove the monotonicity of quantum divergences discussed in Chapter 5
from a general point of view, by introducing a class of general quantum
divergence-like quantities called the Petz’s quasi-entropies [16, 17, 109]. The
classical counterpart is presented mainly in Section 2.4 and Section 2.5. In
this Appendix, superoperator E : L(H) → L(H′) allows different input and
output spaces.
We start with proving some operator inequalities in Section A.1, and dis-
cuss operator convex and operator monotone in Section A.2. In Section A.3,
we prove the monotonicity of general divergence-like quantities. In addition,
we prove the monotonicity of the quantum Fisher information in Section A.4.
A.1 Some operator inequalities
As a preliminary, we here note some useful operator inequalities.
Lemma A.1 Aˆ ≤ Bˆ implies Aˆ−1 ≥ Bˆ−1 for Aˆ > 0 and Bˆ > 0.
Proof. Bˆ−1/2AˆBˆ−1/2 ≤ Iˆ implies Bˆ1/2Aˆ−1Bˆ1/2 = (Bˆ−1/2AˆBˆ−1/2)−1 ≥ Iˆ. 
Lemma A.2 Suppose that Zˆ is positive definite. An operator-valued matrix[
Xˆ Yˆ
Yˆ † Zˆ
]
(A.1)
is positive, if and only if
Xˆ ≥ Yˆ Zˆ−1Yˆ †. (A.2)
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Proof. This can be seen from[
Iˆ −Yˆ Zˆ−1
0 Iˆ
] [
Xˆ Yˆ
Yˆ † Zˆ
] [
Iˆ −Yˆ Zˆ−1
0 Iˆ
]†
=
[
Xˆ − Yˆ Zˆ−1Yˆ † 0
0 Zˆ
]
.
(A.3)

Proposition A.1 (Kadison’s inequality, Lemma 3.5 of [109]) Let E be
a positive superoperator. Let Xˆ be Hermitian and Yˆ , E(Yˆ ) be positive defi-
nite. Then,
E(XˆYˆ −1Xˆ) ≥ E(Xˆ)E(Yˆ )−1E(Xˆ). (A.4)
In particular, if E is positive and unital,
E(Xˆ2) ≥ E(Xˆ)2. (A.5)
Proof. Let Xˆ =
∑
k xk|ϕk〉〈ϕk| be the spectral decomposition of Xˆ. We
first consider the case that Yˆ = Iˆ and define
Xˆ ′ :=
[ E(Xˆ2) E(Xˆ)
E(Xˆ) E(Iˆ)
]
=
∑
k
[
x2k xk
xk 1
]
⊗ E(|ϕk〉〈ϕk|). (A.6)
The right-hand side is positive, because the 2×2 matrix and E(|ϕk〉〈ϕk|) are
both positive. Thus, from Lemma A.2, we obtain
E(Xˆ2) ≥ E(Xˆ)E(Iˆ)−1E(Xˆ). (A.7)
If Yˆ 6= Iˆ, we replace Xˆ by Yˆ −1/2XˆYˆ −1/2 and E(∗) by E(Yˆ 1/2 ∗ Yˆ 1/2) (that is
also positive), and then obtain inequality (A.4). 
Corollary A.1 Let E be positive and TP. Let Xˆ be Hermitian and Yˆ , E(Yˆ )
be positive definite. Then,
tr[Xˆ2Yˆ −1] ≥ tr[E(Xˆ)2E(Yˆ )−1]. (A.8)
Proof. Take the trace of inequality (A.4). 
The quantum Re´nyi 2-divergence introduced in Eq. (A.35) is given by
S˜2(ρˆ‖σˆ) := ln (tr[ρˆ2σˆ−1]). Thus, inequality (A.8) implies the monotonicity of
S˜2(ρˆ‖σˆ).
The above proof of Proposition A.1 does not work in general if Xˆ is
not Hermitian. If Xˆ is not necessarily Hermitian, we have the following
proposition by additionally assuming that E is 2-positive.
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Proposition A.2 (Schwarz’s operator inequality [166]) Let E be 2-positive
and let Yˆ , E(Yˆ ) be positive definite. Then,
E(Xˆ†Yˆ −1Xˆ) ≥ E(Xˆ)†E(Yˆ )−1E(Xˆ). (A.9)
In particular, if E is 2-positive and unital,
E(Xˆ† Xˆ) ≥ E(Xˆ)†E(Xˆ). (A.10)
Proof. We define
Xˆ ′ :=
[
Yˆ Xˆ
Xˆ† Xˆ†Yˆ −1Xˆ
]
. (A.11)
Because E is 2-positive, E ⊗ I2 is positive, and thus
(E ⊗ I2)(Xˆ ′) =
[ E(Yˆ ) E(X)
E(Xˆ)† E(Xˆ†Yˆ −1Xˆ)
]
(A.12)
is positive. From Lemma A.2, we obtain inequality (A.9). 
A.2 Operator convex and operator monotone
We consider operator convex/concave functions and operator monotone func-
tions. The operator convexity and the operator monotonicity are much
stronger properties than the ordinary convexity and the ordinary monotonic-
ity of functions. In this section, we will omit proofs of several important
theorems; see Refs. [7, 8, 109] for details.
Definition A.1 (Operator convex/concave functions) A function f :
(0,∞) → R is operator convex, if for any positive-definite operators Xˆ, Yˆ
and any 0 ≤ λ ≤ 1,
f(λXˆ + (1− λ)Yˆ ) ≤ λf(Xˆ) + (1− λ)f(Yˆ ) (A.13)
holds. If ≤ above is replaced by ≥, f is operator concave.
Obviously, f is operator convex if and only if −f is operator concave.
Since every convex/concave function on any open interval is continuous, every
operator convex/concave function is automatically continuous on (0,∞).
Definition A.2 (Operator monotone functions) A function f : (0,∞)→
R is operator monotone, if for any positive-definite operators Xˆ, Yˆ with
Xˆ ≤ Yˆ , f(Xˆ) ≤ f(Yˆ ) holds. If f(Xˆ) ≥ f(Yˆ ) holds, f is operator decreasing-
monotone.
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Obviously, f is operator monotone if and only if−f is operator decreasing-
monotone. We note the following propositions.
Proposition A.3 (Theorem 2.4 of [167]) Let f : (0,∞) → R be a con-
tinuous function and suppose that f(0) := limx→+0 f(x) ∈ (−∞, 0] exists.
Then, f is operator convex if and only if g(x) := x−1f(x) is operator mono-
tone on (0,∞).
Proposition A.4 (Theorem 2.5 of [167]) Let f : (0,∞)→ (−∞, 0] be a
continuous function and suppose that f(0) := limx→+0 f(x) ∈ (−∞, 0] exists.
Then, f is operator convex if and only if it is operator decreasing-monotone.
It is known that the full characterizations of operator convex functions
and operator monotone functions are given by some integral representations,
which is often referred to as the Lo¨wner’s theorem [7,8,109]. While there are
several variants of such integral representations, we here state one of them
for operator convex functions.
Theorem A.1 (Theorem 8.1 of [109]) Suppose that f : (0,∞) → R is
a continuous function and f(0) := limx→+0 f(x) ∈ R exists. f is operator
convex, if and only if there exist a ∈ R, b ≥ 0, and a non-negative measure
µ on (0,∞) satisfying ∫
(0,∞)(1 + t)
−2dµ(t) <∞, such that
f(x) = f(0) + ax+ bx2 +
∫
(0,∞)
(
x
1 + t
− x
x+ t
)
dµ(t). (A.14)
Moreover, a, b, and µ are uniquely determined by f , and
b = lim
x→∞
f(x)
x2
, a = f(1)− f(0)− b. (A.15)
A simple example of the integral representation (A.14) is given by
x lnx =
∫ ∞
0
(
x
1 + t
− x
x+ t
)
dt. (A.16)
We here list examples of operator convex/concave functions and operator
monotone functions [7, 8, 109].
Proposition A.5 (Lo¨wner-Heinz Theorem) On (0,∞),
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(a) For 0 ≤ t < ∞, f(x) = (x + t)−1 is operator convex and operator
decreasing-monotone.
(b) For 0 < t < ∞, f(x) = x/(x + t) is operator concave and operator
monotone.
(c) f(x) = − lnx is operator convex and operator decreasing-monotone.
(d) f(x) = x lnx is operator convex (but not (decreasing-)monotone).
(e) For 0 ≤ α ≤ 1, f(x) = xα is operator concave and operator monotone.
(f) For 1 < α ≤ 2, f(x) = xα is operator convex (but not operator mono-
tone).
Proof. Here we only prove (a)-(d).
We first show (a). From the convexity of x−1, we have (λYˆ −1/2XˆYˆ −1/2 +
(1−λ)Iˆ)−1 ≤ λYˆ 1/2Xˆ−1Yˆ 1/2 + (1−λ)Iˆ, which implies (λXˆ + (1−λ)Yˆ )−1 ≤
λXˆ−1 + (1 − λ)Yˆ −1. By shifting Xˆ and Yˆ by tIˆ, we prove the operator
convexity. The operator decreasing-monotonicity is obvious, because Xˆ +
tIˆ ≤ Yˆ + tIˆ implies (Xˆ + tIˆ)−1 ≥ (Yˆ + tIˆ)−1.
Then, (b) follows from (a) and x/(x + t) = 1 − t/(x + t); (c) follows
from (a) and − lnx = ∫∞
0
((x+ t)−1 − (1 + t)−1) dt; (d) follows from (b) and
Eq. (A.16).
(e) is Theorem V.1.9 of Ref. [7] or Example 8.3 of Ref. [109] or Example
2.5.9 of Ref. [8]; (f) is Example 8.3 of Ref. [109] or Example 2.5.9 of Ref. [8].
Here we only note that the operator convexity of f(x) = x2 is obvious from
λXˆ2 + (1 − λ)Yˆ 2 − (λXˆ + (1 − λ)Yˆ )2 = λ(1 − λ)(Xˆ − Yˆ )2 ≥ 0 (Example
V.1.3 of [7]). See also Ref. [7] for that f(x) = x2 is not operator monotone
(Example V.1.2).
We finally note that f(x) = xα for 2 < α < ∞ is not operator convex
(Example 2.5.9 of Ref. [8]; see also Example V.1.4 of Ref. [7]). 
We next show a useful property of operator convex functions (see also
Theorem V.2.3 of [7]).
Proposition A.6 (Jensen’s operator inequality; Theorem 2.1 of [167])
Consider f : (0,∞)→ R and suppose that f(0) := limx→+0 f(x) ∈ R exists.
Then, the following are equivalent.
(i) f is operator convex on (0,∞) and f(0) ≤ 0.
(ii) For any Xˆ ≥ 0 and any contraction Vˆ ,
f(Vˆ †XˆVˆ ) ≤ Vˆ †f(Xˆ)Vˆ . (A.17)
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Here, a linear operator Vˆ is called a contraction, if it satisfies 〈ϕ|Vˆ †Vˆ |ϕ〉 ≤
〈ϕ|ϕ〉 for all |ϕ〉.
Proof. We only prove (i) ⇒ (ii) here (see Ref. [7] for the converse). Note
that Vˆ †Vˆ ≤ Iˆ and Vˆ Vˆ † ≤ Iˆ because Vˆ is a contraction. We can define
Uˆ := (I − Vˆ Vˆ †)1/2 and Uˆ ′ := (I − Vˆ †Vˆ )1/2. Then we consider
Xˆ ′ :=
[
Xˆ 0
0 0
]
, Vˆ1 :=
[
Vˆ Uˆ
Uˆ ′ −Vˆ †
]
, Vˆ2 :=
[
Vˆ −Uˆ
Uˆ ′ Vˆ †
]
. (A.18)
By using the singular-value decomposition of Vˆ , we can see that Vˆ1 and Vˆ2
are unitary. We compute
Vˆ †1 Xˆ
′Vˆ1 =
[
Vˆ †XˆVˆ Vˆ †XˆUˆ
UˆXˆVˆ UˆXˆUˆ
]
, Vˆ †2 Xˆ
′Vˆ2 =
[
Vˆ †XˆVˆ −Vˆ †XˆUˆ
−UˆXˆVˆ UˆXˆUˆ
]
, (A.19)
and thus obtain
Vˆ †1 Xˆ
′Vˆ1 + Vˆ
†
2 Xˆ
′Vˆ2
2
=
[
Vˆ †XˆVˆ 0
0 UˆXˆUˆ
]
. (A.20)
From the operator convexity of f(x), we have
f
(
Vˆ †1 Xˆ
′Vˆ1 + Vˆ
†
2 Xˆ
′Vˆ2
2
)
≤ f(Vˆ
†
1 Xˆ
′Vˆ1) + f(Vˆ
†
2 Xˆ
′Vˆ2)
2
=
Vˆ †1 f(Xˆ
′)Vˆ1 + Vˆ
†
2 f(Xˆ
′)Vˆ2
2
,
(A.21)
which leads to[
f(Vˆ †XˆVˆ ) 0
0 f(UˆXˆUˆ)
]
≤
[
Vˆ †f(Xˆ)Vˆ + Uˆ ′f(0)Uˆ ′ 0
0 Uˆf(Xˆ)Uˆ + Vˆ f(0)Vˆ †
]
.
(A.22)
From f(0) ≤ 0, we finally obtain[
f(Vˆ †XˆVˆ ) 0
0 f(UˆXˆUˆ)
]
≤
[
Vˆ †f(Xˆ)Vˆ 0
0 Uˆf(Xˆ)Uˆ
]
, (A.23)
which implies (ii). 
A.3 General monotonicity properties
We now go to the main part of this Appendix: the proof of the monotonicity.
In this section, we basically assume that ρˆ, σˆ, E(ρˆ), E(σˆ) are all positive
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definite, while ρˆ and E(ρˆ) can be just positive if f(0) := limx→+0 f(x) ∈ R
exists for function f : (0,∞)→ R introduced below. On the other hand, we
do not necessarily assume that these operators are normalized, unless stated
otherwise.
To introduce general divergence-like quantities, we first define the left and
right multiplications of ρˆ:
Lρˆ(Xˆ) := ρˆXˆ, Rρˆ(Xˆ) := Xˆρˆ. (A.24)
Here, Lρˆ and Rρˆ are commutable and are both Hermitian with respect to
the Hilbert-Schmidt inner product. Then, we introduce the modular operator
Dρˆ,σˆ for ρˆ, σˆ by
Dρˆ,σˆ(Xˆ) := LρˆRσˆ−1(Xˆ) = ρˆXˆσˆ−1, (A.25)
which is also Hermitian.
Let ρˆ =
∑
p piPˆi and σˆ =
∑
i qiQˆi be the spectrum decompositions, where
Pˆi, Qˆi are the projectors onto the eigenspaces and we set pi 6= pj and qi 6= qj
for i 6= j. The spectrum decomposition of Dρˆ,σˆ is then given by
Dρˆ,σˆ =
∑
ij
pi
qj
Pij, (A.26)
where Pij is a projection superoperator defined as Pij(Xˆ) := PˆiXˆQˆj.
Let f : (0,∞)→ R be a function. We can define f(Dρˆ,σˆ) by
f(Dρˆ,σˆ) =
∑
ij
f
(
pi
qj
)
Pij, (A.27)
or equivalently
f(Dρˆ,σˆ)(Xˆ) =
∑
ij
f
(
pi
qj
)
PˆiXˆQˆj. (A.28)
Now, we consider a divergence-like quantity
Df (ρˆ‖σˆ) := 〈σˆ1/2, f(Dρˆ,σˆ)(σˆ1/2)〉HS =
∑
ij
qjf
(
pi
qj
)
tr[PˆiQˆj], (A.29)
which is a special case of the Petz’s quasi-entropies [16,17] (see also Refs. [5,
109]). We discuss two special examples of this quantity:
Quantum KL divergence. The first example is f(x) = x lnx, which is opera-
tor convex. By noting that f(Dρˆ,σˆ) = LρˆRσˆ−1(lnLρˆ + lnRσˆ−1) and Lρˆ and
Rσˆ−1 are commutable, we obtain
f(Dρˆ,σˆ)(Xˆ) = (ρˆ ln ρˆ)Xˆσˆ−1 − ρˆXˆ(σˆ−1 ln σˆ), (A.30)
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which leads to
Df (ρˆ‖σˆ) = tr[σˆ1/2(ρˆ ln ρˆ)σˆ1/2σˆ−1]− tr[σˆ1/2ρˆσˆ1/2(σˆ−1 ln σˆ)] = S1(ρˆ‖σˆ).
(A.31)
Note that Eq. (A.29) implies
Df (ρˆ‖σˆ) =
∑
ij
pi ln
pi
qj
tr[PˆiQˆj]. (A.32)
Quantum Re´nyi divergence. The second example is fα(x) := x
α with 0 <
α < 1 and 1 < α <∞. By noting that fα(Dρˆ,σˆ)(Xˆ) = ρˆαXˆσˆ−α, we have
Dfα(ρˆ‖σˆ) = tr[σˆ1/2ρˆασˆ1/2σˆ−α] = tr[ρˆασˆ1−α]. (A.33)
We note that, from Eq. (A.29),
Dfα(ρˆ‖σˆ) =
∑
ij
pαi
qα−1j
tr[PˆiQˆj]. (A.34)
Then, we define a simple version of the quantum Re´nyi α-divergence for
0 < α < 1 and 1 < α <∞ as [109,110]
S˜α(ρˆ‖σˆ) := 1
α− 1 lnDfα(ρˆ‖σˆ) =
1
α− 1 ln
(
tr[ρˆασˆ1−α]
)
. (A.35)
It is straightforward to see that
S˜0(ρˆ‖σˆ) := lim
α→+0
S˜α(ρˆ‖σˆ) = S0(ρˆ‖σˆ), (A.36)
and we can also show that
S˜1(ρˆ‖σˆ) := lim
α→1
S˜α(ρˆ‖σˆ) = S1(ρˆ‖σˆ). (A.37)
Thus S˜α(ρˆ‖σˆ) is well-defined for 0 ≤ α <∞. On the other hand, limα→∞ S˜α(ρˆ‖σˆ)
does not equal S∞(ρˆ‖σˆ). We finally note that, if ρˆ is normalized,
S˜α(ρˆ‖σˆ) ≤ S˜α′(ρˆ‖σˆ) for α ≤ α′, (A.38)
which can be proved in the same manner as the proof of Proposition 2.3, by
noting that
∑
ij pitr[PˆiQˆj] = 1.
We now investigate the fundamental properties of Df (ρˆ‖σˆ). First, we con-
sider the following theorem, from which the non-negativity of the quantum
KL divergence follows.
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Theorem A.2 Suppose that ρˆ(> 0), σˆ(> 0) are both normalized. If f is
convex on (0,∞) and strictly-convex at x = 1,
Df (ρˆ‖σˆ) ≥ f(1), (A.39)
where the equality holds if and only if ρˆ = σˆ. If f is concave on (0,∞) and
strictly-concave at x = 1, the opposite inequality holds.
Proof. Consider the expression of Df (ρˆ‖σˆ) of Eq. (A.29). Because Tij :=
tr[PˆiQˆj] is a doubly stochastic matrix and f is convex, we have
∑
i f(pi/qj)Tij ≥
f(p′j/qj) with p
′
j :=
∑
i piTij. We thus have
Df (ρˆ‖σˆ) ≥ Df (p′‖q), (A.40)
where Df (p
′‖q) := ∑i qif(p′i/qi). Also, as is the case for inequality (2.35),
we have
Df (p
′‖q) ≥ f(1), (A.41)
where the equality hods if and only if p′ = q, because of the strict convexity
of f at x = 1. In the case that p′ = q holds, the equality of (A.40) holds if
and only if Tij = δij, again from the strict convexity of f at x = 1 (note that
pi 6= pj for i 6= j). Thus, Df (ρˆ‖σˆ) = f(1) holds if and only if ρˆ = σˆ. We can
prove the concave case in the same manner. 
We emphasize that we only used the ordinary convexity, not the operator
convexity, of f (and the strict convexity at x = 1) in the above proof. The
following are two special cases.
Corollary A.2 Suppose that ρˆ(≥ 0), σˆ(> 0) are both normalized. The
quantum KL divergence satisfies S1(ρˆ‖σˆ) ≥ 0 [inequality (5.17)], where the
equality holds if and only if ρˆ = σˆ.
Proof. Take f(x) = x lnx with f(1) = 0, which is convex on (0,∞) and
strictly-convex at x = 1. 
Corollary A.3 Suppose that ρˆ(≥ 0), σˆ(> 0) are both normalized. For 0 <
α < 1 and 1 < α <∞, the quantum Re´nyi divergence satisfies S˜α(ρˆ‖σˆ) ≥ 0,
where the equality holds if and only if ρˆ = σˆ.
Proof. We take f(x) = xα with f(1) = 1, which is concave (convex) on
(0,∞) and strictly-concave (convex) at x = 1 for 0 < α < 1 (1 < α < ∞).
By noting the sign of α− 1, we prove the claim. 
We now consider the monotonicity, where ρˆ, σˆ can be unnormalized.
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Theorem A.3 (Monotonicity, Theorem 4.3 of [109]) Let ρˆ, E(ρˆ) be pos-
itive and σˆ, E(σˆ) be positive definite. Suppose that f : (0,∞)→ R is oper-
ator convex and f(0) := limx→+0 f(x) ∈ R exists. Let E be 2-positive and
TP. Then,
Df (ρˆ‖σˆ) ≥ Df (E(ρˆ)‖E(σˆ)). (A.42)
If f is operator concave, the opposite inequality holds.
To prove this theorem, we prepare the following lemma.
Lemma A.3 (Lemma 4.2 of [109]) Let E : L(H) → L(H′) be 2-positive
and TP. Define V : L(H′)→ L(H) by
V := R1/2σˆ E†R−1/2E(σˆ) , (A.43)
or equivalently,
V(Xˆ) := E†(XˆE(σˆ)−1/2)σˆ1/2 ⇔ V(XˆE(σˆ)1/2) = E†(Xˆ)σˆ1/2. (A.44)
Then, V is a contraction with respect to the Hilbert-Schmidt inner product.
Moreover,
V†Dρˆ,σˆV ≤ DE(ρˆ),E(σˆ). (A.45)
Proof. Because E† that is 2-positive and unital, we apply the Schwarz’s
operator inequality (A.10) of Proposition A.2 and obtain
〈XˆE(σˆ)1/2, XˆE(σˆ)1/2〉HS = tr[σˆE†(Xˆ†Xˆ)] (A.46)
≥ tr[σˆE†(Xˆ)†E†(Xˆ)] = 〈E†(Xˆ)σˆ1/2, E†(Xˆ)σˆ1/2〉HS, (A.47)
which implies that V is a contraction.
Inequality (A.45) is shown as
〈XˆE(σˆ)1/2,V†Dρˆ,σˆV(XˆE(σˆ)1/2)〉HS (A.48)
= 〈V(XˆE(σˆ)1/2),Dρˆ,σˆV(XˆE(σˆ)1/2)〉HS (A.49)
= 〈E†(Xˆ)σˆ1/2,Dρˆ,σˆ(E†(Xˆ)σˆ1/2)〉HS (A.50)
= tr
[
σˆ1/2E†(Xˆ†)Dρˆ,σˆ(E†(Xˆ)σˆ1/2)
]
(A.51)
= tr
[
ρˆE†(Xˆ)E†(Xˆ†)
]
(A.52)
≤ tr
[
ρˆE†(XˆXˆ†)
]
(A.53)
= tr
[
E(ρˆ)XˆXˆ†
]
(A.54)
= tr[E(σˆ)1/2Xˆ†E(ρˆ)XˆE(σˆ)1/2E(σˆ)−1] (A.55)
= 〈XˆE(σˆ)1/2,DE(ρˆ),E(σˆ)(XˆE(σˆ)1/2)〉HS, (A.56)
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where we again used the Schwarz’s operator inequality (A.10) for E†. 
Proof of Theorem A.3. First, we assume that f is operator convex and
operator decreasing-monotone, and satisfies f(0) ≤ 0. Consider V defined in
Lemma A.3.
By applying the Jensen’s operator inequality (A.17) in Proposition A.6
to f and contraction V , we have
f(V†Dρˆ,σˆV) ≤ V†f(Dρˆ,σˆ)V . (A.57)
Also, by substituting inequality (A.45) in Lemma A.3 to operator-decreasing
f , we have
f(DE(ρˆ),E(σˆ)) ≤ f(V†Dρˆ,σˆV). (A.58)
By combining inequalities (A.57) and (A.58), we obtain
f(DE(ρˆ),E(σˆ)) ≤ V†f(Dρˆ,σˆ)V . (A.59)
Thus,
〈E(σˆ)1/2, f(DE(ρˆ),E(σˆ))(E(σˆ)1/2)〉HS ≤ 〈E(σˆ)1/2,V†f(Dρˆ,σˆ)V(E(σˆ)1/2)〉HS,
(A.60)
where the left-hand side equals Df (E(ρˆ)‖E(σˆ)) and the right-hand side equals
Df (ρˆ‖σˆ) because of V(E(σˆ)1/2) = σˆ1/2. Thus, we obtain
Df (E(ρˆ)‖E(σˆ)) ≤ Df (ρˆ‖σˆ). (A.61)
For general f that is just operator convex, we invoke the integral repre-
sentation (A.14), which leads to
Df (ρˆ‖σˆ) = tr[σˆ]f(0) + tr[ρˆ]a+ tr[ρˆ2σˆ−1]b+
∫
(0,∞)
(
tr[ρˆ]
1 + t
+Dϕt(ρˆ‖σˆ)
)
dµ(t),
(A.62)
where we defined ϕt(x) := −x/(x+t) for 0 < t <∞. The first and the second
terms on the right-hand side above are just constants, because E is TP. The
monotonicity of the third term, tr[ρˆ2σˆ−1]b with b ≥ 0, was already proved
in Corollary A.1. The first term inside the integral again gives a constant.
Finally, Dϕt(ρˆ‖σˆ) satisfies the monotonicity, because ϕt is operator convex
and operator decreasing-monotone, and ϕt(0) ≤ 0. 
We discuss the following two special cases.
Corollary A.4 Let ρˆ, E(ρˆ) be positive and σˆ, E(σˆ) be positive definite. Let
E be 2-positive and TP. The quantum KL divergence S1(ρˆ‖σˆ) satisfies the
monotonicity
S1(ρˆ‖σˆ) ≥ S1(E(ρˆ)‖E(σˆ)). (A.63)
From this, Theorem 5.1 immediately follows.
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Proof. Take f(x) = x lnx, which is operator convex. 
Corollary A.5 ( [109,110]) Let ρˆ, E(ρˆ) be positive and σˆ, E(σˆ) be positive
definite. Let E be 2-positive and TP. For 0 ≤ α ≤ 2, the quantum Re´nyi
α-divergence (A.35) satisfies the monotonicity:
S˜α(ρˆ‖σˆ) ≥ S˜α(E(ρˆ)‖E(σˆ)). (A.64)
Proof. For α 6= 0, 1, take f(x) = xα, which is operator concave for 0 < α <
1 and operator convex for 1 < α ≤ 2. By noting the sign of α− 1, we obtain
inequality (A.64). For the case of α = 0, 1, we can take the limit α → +0
and α→ 1, respectively. 
From the monotonicity, we have the joint convexity of Df (ρˆ‖σˆ); we will
omit the proof, as it is completely parallel to that of Theorem 5.2 for the
quantum KL divergence.
Corollary A.6 (Joint convexity, Corollary 4.7 of [109]) Let ρˆ, E(ρˆ) be
positive and σˆ, E(σˆ) be positive definite. Suppose that f : (0,∞) → R is
operator convex and f(0) := limx→+0 f(x) ∈ R exists. Let ρˆ =
∑
k pkρˆk
and σˆ =
∑
k pkσˆk, where ρˆk and σˆk are quantum states and pk’s represent a
classical distribution with pk > 0. Then,
Df (ρˆ‖σˆ) ≤
∑
k
pkDf (ρˆk‖σˆk). (A.65)
If f is operator concave, the opposite inequality holds. The equality holds
if Pk’s are orthogonal with each other, where Pk is the subspace spanned by
the supports of ρˆk and σˆk.
Corollary A.7 (Joint convexity of the quantum Re´nyi divergence)
Let ρˆ, E(ρˆ) be positive and σˆ, E(σˆ) be positive definite. For 0 < α < 1, the
quantum Re´nyi α-divergence (A.35) satisfies the joint convexity (with the
same notations as Corollary A.6 and with pk > 0):
S˜α(ρˆ‖σˆ) ≤
∑
k
pkS˜α(ρˆk‖σˆk). (A.66)
The equality holds if the same equality condition as in Corollary A.6 is sat-
isfied and S˜α(ρˆk‖σˆk)’s are the same for all k.
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Proof. From Corollary A.6 with fα being concave and from the convexity
of 1
α−1 ln t,
1
α− 1 lnDfα(ρˆ‖σˆ) ≤
1
α− 1 ln
∑
k
pkDfα(ρˆk‖σˆk) ≤
1
α− 1
∑
k
pk lnDfα(ρˆk‖σˆk).
(A.67)
We note that for α > 1, the right inequality fails. The equality in (A.66)
holds if the equality conditions for the above two inequalities are satisfied.

We can take the limit of inequality (A.66) for α = 0, 1, while the joint
convexity for these cases is already proved in Theorem 5.5 and Theorem 5.2,
respectively.
Quantum f-divergence. We remark on the quantum f -divergence [109], which
is a special case of the Petz’s quasi-entropies [16, 17]. Let ρˆ and σˆ be nor-
malized states. Df (ρˆ‖σˆ) is called the quantum f -divergence, if f is operator
convex on (0,∞), strictly convex at x = 1, and f(1) = 0. For example,
S1(ρˆ‖σˆ) is the quantum f -divergence in this sense. From Theorem A.2, the
quantum f -divergence is non-negative: Df (ρˆ‖σˆ) ≥ 0, where the equality
holds if and only if ρˆ = σˆ. From Theorem A.3, Df (ρˆ‖σˆ) satisfies the mono-
tonicity under CPTP maps.
The trace distance D(ρˆ, σˆ) is not an f -divergence in the quantum case.
We note that f(x) = |x − 1| is not operator convex in any interval that
contains x = 1 [7]. The quantum fidelity (7.44) is not related to a quantum
f -divergence too. In fact, f(x) = 1 − √x is operator convex and gives
Df (ρˆ‖σˆ) = 1− tr[ρˆ1/2σˆ1/2], which is not equivalent to Eq. (7.44).
Sandwiched Re´nyi divergence. We can also introduce another version of the
quantum Re´nyi α-divergence, called the sandwiched Re´nyi α-divergence [111–
114]. Let ρˆ, σˆ be normalized states. The sandwiched Re´nyi α-divergence with
0 < α < 1 and 1 < α <∞ is defined as
Sα(ρˆ‖σˆ) := 1
α− 1 ln
(
tr
[
(σˆ
1−α
2α ρˆσˆ
1−α
2α )α
])
. (A.68)
It is known that Sα(ρˆ‖σˆ) ≥ 0 holds, where the equality is achieved if and
only if ρˆ = σˆ (e.g., Theorem 5 of [114]). The limit α→∞ of Sα(ρˆ‖σˆ) equals
S∞(ρˆ‖σˆ) defined by Eq. (5.44) (Theorem 5 of [112]). Also, the limit α → 1
gives the quantum KL divergence. Thus, Sα(ρˆ‖σˆ) is well-defined for 0 < α ≤
∞. It is known [112,114] that Sα(ρˆ‖σˆ) ≤ Sα′(ρˆ‖σˆ) for α ≤ α′. We note that
the fidelity F (ρˆ, σˆ) corresponds to S1/2(ρˆ‖σˆ) as shown in Eq. (7.47). It is
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also known that the sandwiched Re´nyi divergence satisfies the monotonicity
under CPTP map E (Theorem 1 of [113]): For 1/2 ≤ α ≤ ∞,
Sα(ρˆ‖σˆ) ≥ Sα(E(ρˆ)‖E(σˆ). (A.69)
We remark that it has been further proved in Ref. [168] that Sα(ρˆ‖σˆ) satisfies
the monotonicity under positive and TP maps for α ≥ 1; in particular, the
quantum KL divergence satisfies the monotonicity under positive and TP
maps. S1/2(ρˆ‖σˆ) also satisfies the monotonicity under positive and TP maps,
as the fidelity satisfies it as mentioned in Section 7.4.
Characterization of the KL divergence. So far, we have shown the mono-
tonicity of various divergence-like quantities. To put it in another way, the
monotonicity is not sufficient to specify a single divergence such as the KL
divergence. Then, an interesting question is: Under which additional condi-
tions, the KL divergence can be uniquely characterized? This question has
been answered in Refs. [81,134] as follows.
Theorem A.4 (Theorem 1 of [81]) Let S(ρˆ‖σˆ) be a real-valued function
of two normalized quantum states with σˆ being positive definite. Suppose
that the following four properties are satisfied:
Continuity: S(ρˆ‖σˆ) is a continuous function of ρˆ.
Monotonicity: For any CPTP map E , S(ρˆ‖σˆ) ≥ S(E(ρˆ)‖E(σˆ)).
Additivity: S(ρˆA ⊗ ρˆB‖σˆA ⊗ σˆB) = S(ρˆA‖σˆA) + S(ρˆB‖σˆB).
Super-additivity: Let ρˆAB be a state of a composite system AB with partial
states ρˆA and ρˆB. Then, S(ρˆAB‖σˆA ⊗ σˆB) ≥ S(ρˆA‖σˆA) + S(ρˆB‖σˆB).
Then, S(ρˆ‖σˆ) equals the KL divergence up to normalization, i.e., S(ρˆ‖σˆ) =
CS1(ρˆ‖σˆ) for some constant C > 0.
A.4 Quantum Fisher information
We briefly discuss a quantum generalization of the Fisher information in line
with Ref. [19,20], where again the concepts of operator monotone and oper-
ator concave play crucial roles. The quantum Fisher information is related
to quantum estimation theory, which we will not go into details in this book.
In contrast to the classical case discussed in Section 2.5, the quantum Fisher
information is not unique, but can be characterized by operator monotone
(and operator concave) functions.
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We consider smooth parametrization of positive-definite states, written
as ρˆ(θ) with θ := (θ1, θ2, · · · , θm) ∈ Rm. We denote ∂k := ∂/∂θk.
Definition A.3 (Quantum Fisher information) Let f : (0,∞)→ (0,∞)
be operator monotone and suppose that f(0) := limx→+0 f(x) ∈ [0,∞) exists.
(f is thus operator concave from Proposition A.4.) Let ρˆ be a positive-definite
(normalized) state. We define
Kρˆ := f(Dρˆ,ρˆ)Rρˆ. (A.70)
Then, the quantum Fisher information matrix Kρˆ(θ), whose matrix compo-
nent is written as Kρˆ(θ),kl, is defined as
Kρˆ(θ),kl := 〈∂kρˆ(θ),K−1ρˆ(θ)(∂lρˆ(θ))〉HS = tr[∂kρˆ(θ)K−1ρˆ(θ)(∂lρˆ(θ))]. (A.71)
We discuss two important examples. A simplest case is f(x) = 1, for
which the quantum Fisher information is called the RLD (right logarithmic
derivative) Fisher information. In this case,
Kρˆ(θ),kl = tr[∂kρˆ(θ)∂lρˆ(θ)ρˆ(θ)
−1]. (A.72)
We note that this can be rewritten as
Kρˆ(θ),kl = tr[ρˆ(θ)Lˆk(θ)Lˆl(θ)], (A.73)
where Lˆk(θ) is defined as the solution of ∂kρˆ(θ) = ρˆ(θ)Lˆk(θ) and is given by
Lˆk(θ) = ρˆ(θ)
−1∂kρˆ(θ).
Another example is f(x) = (1 + x)/2, for which the quantum Fisher
information is called the SLD (symmetric logarithmic derivative) Fisher in-
formation. In this case, we have Kρˆ(θ) = (Lρˆ(θ) + Rρˆ(θ))/2, and Lˆk(θ) :=
K−1ρˆ(θ)(∂kρˆ(θ)) is given by the solution of ∂kρˆ(θ) = (ρˆ(θ)Lˆk(θ) + Lˆk(θ)ρˆ(θ))/2.
Thus,
Kρˆ(θ),kl = tr[∂lρˆ(θ)Lˆk(θ)] =
1
2
tr[ρˆ(θ)(Lˆk(θ)Lˆl(θ) + Lˆl(θ)Lˆk(θ))]. (A.74)
These two versions of the quantum Fisher information are more or less
straightforward generalizations of the classical Fisher information, but here
we need to take into account the fact that the logarithmic derivative ∂k ln p(θ)
is not uniquely extended to the quantum case because of the non-commutability
of operators. We note that there is also another useful quantity called the
ALD (anti-symmetric logarithmic derivative) Fisher information [169], while
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it is not one of the quantum Fisher information in the sense of of Defini-
tion A.3.
The classical Fisher information is a special case of the quantum Fisher
information:
Lemma A.4 Suppose that ρˆ(θ)’s are diagonalizable in the same basis for
all θ. Let p(θ) be the diagonal distribution of ρˆ(θ). Then, the quantum
Fisher information matrix of ρˆ(θ) for any f reduces to the classical Fisher
information matrix of p(θ) up to normalization.
Proof. Let ρˆ(θ) :=
∑
i pi(θ)Pˆi be the spectral decomposition. From the
expression like Eq. (A.28), if Xˆ =
∑
i xiPˆi is also diagonalizable in the
same basis, we have Kρˆ(θ)(Xˆ) = f(1)
∑
i pi(θ)xiPˆi, and thus K−1ρˆ(θ)(Xˆ) =
1
f(1)
∑
i
xi
pi(θ)
Pˆi. By substituting Xˆ = ∂lρˆ(θ) =
∑
i ∂lpi(θ)Pˆi, we obtain the
claim of the lemma. 
As in the classical case, we can adopt the information geometry perspec-
tive. For ρˆ > 0, the quantum Fisher information metric on the operator
space is given by a map Gρˆ : L(H)× L(H)→ C defined as
Gρˆ(Xˆ, Yˆ ) := 〈Xˆ,K−1ρˆ (Yˆ )〉HS = tr[Xˆ†K−1ρˆ (Yˆ )]. (A.75)
The quantum Fisher information matrix is then represented as
Kρˆ(θ),kl = Gρˆ(θ)(∂kρˆ(θ), ∂lρˆ(θ)). (A.76)
As is the classical case, the quantum Fisher information also satisfies the
monotonicity, whose proof invoke a similar technique to the proof of the
monotonicity of divergences (Theorem A.3).
Theorem A.5 (Theorem 3 of [19]) Let E be 2-positive and TP. Suppose
that ρˆ, E(ρˆ) are (normalized) positive-definite states. For any Xˆ ∈ L(H),
Gρˆ(Xˆ, Xˆ) ≥ GE(ρˆ)(E(Xˆ), E(Xˆ)). (A.77)
In particular, the quantum Fisher information matrix satisfies
Kρˆ(θ) ≥ KE(ρˆ(θ)). (A.78)
Proof. It is sufficient to prove that
K−1ρˆ ≥ E†K−1E(ρˆ)E . (A.79)
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This is equivalent to
I ≥ K1/2ρˆ E†K−1E(ρˆ)EK1/2ρˆ ⇔ I ≥ K−1/2E(ρˆ) EKρˆE†K−1/2E(ρˆ) , (A.80)
where I is the identity. Thus, what we will prove is that
KE(ρˆ) ≥ EKρˆE†. (A.81)
By using a contraction V in Lemma A.3 by replacing σˆ with ρˆ, we have
EKρˆE† = R1/2E(ρˆ)V†f(Dρˆ,ρˆ)VR1/2E(ρˆ). (A.82)
We apply inequality (A.59), but now f is operator concave and operator
monotone with f(0) ≥ 0:
V†f(Dρˆ,ρˆ)V ≤ f(DE(ρˆ),E(ρˆ)). (A.83)
From inequalities (A.82) and (A.83), we finally obtain inequality (A.81). 
To relate the quantum Fisher information to parameter estimation, we
consider quantum measurement on ρˆ(θ), where the measurement itself is
assumed to be independent of θ. Let p(θ) be the classical probability dis-
tribution obtained by the measurement, and let pˆ(θ) :=
∑
i p(θ)Pˆi be the
corresponding diagonal density operator with a fixed basis represented by
projectors {Pˆi}. Let Jp(θ) be the classical Fisher information matrix of p(θ),
which is equivalent to the quantum Fisher information matrix of pˆ(θ) from
Lemma A.4 (here we take normalization f(1) = 1). Since ρˆ(θ) 7→ pˆ(θ) is a
CPTP map, the monotonicity (A.78) implies
Kρˆ(θ) ≥ Jp(θ), (A.84)
which is sometimes called the quantum Cramer-Rao inequality. By combin-
ing this with the classical Cramer-Rao bound (2.48), we obtain a bound of
the accuracy of unbiased estimation of θ from quantum measurement:
Covθ(θest) ≥ K−1ρˆ(θ), (A.85)
where the left-hand side depends on the choice of quantum measurement,
but the right-hand side does not.
We finally note the quantum analogue of the Chentsov theorem (Theo-
rem 2.1), which is referred to as the Petz’s theorem. The quantum monotone
metric is defined as follows.
138
Definition A.4 (Quantum monotone metric) Suppose thatGρˆ : L(H)×
L(H) → C is defined for positive-definite states ρˆ. We call Gρˆ a quantum
monotone metric on the operator space, if it satisfies the following.
• Gρˆ is sesquilinear (as is the case for the ordinary complex inner prod-
uct).
• Gρˆ(Xˆ, Xˆ) ≥ 0 holds for any ρˆ, where the equality is achieved if and
only if Xˆ = 0.
• ρˆ 7→ Gρˆ(Xˆ, Xˆ) is continuous for any Xˆ.
• The monotonicity (A.77) holds for any CPTP E and for any ρˆ, Xˆ.
The quantum Fisher information metric (A.75) is a quantum monotone
metric. The Petz’s theorem states the converse:
Theorem A.6 (Petz’s theorem, Theorem 5 of [19]) Any quantum mono-
tone metric is a quantum Fisher information metric with some f .
We finally note that a metric is called symmetric, ifGρˆ(Xˆ, Yˆ ) = Gρˆ(Yˆ
†, Xˆ†).
It is known that the quantum Fisher information metric is symmetric if and
only if f satisfies f(x) = xf(x−1) (Theorem 7 of Ref. [19]). In this case,
the corresponding quantum Fisher information matrix is a symmetric ma-
trix. For example, the SLD Fisher information is symmetric. Moreover, it is
known that there are the smallest and the largest symmetric Fisher informa-
tion metrics (Corollary 9 of Ref. [19]); In particular, the SLD metric is the
smallest one.
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Appendix B
Hypothesis testing
As discussed in Chapter 7, hypothesis testing is an important tool to ana-
lyze the smooth divergences and their asymptotic limit. In this Appendix,
we briefly overview the basic concepts of quantum hypothesis testing. In
Section B.1, we introduce the hypothesis testing divergence and discuss its
relation to semidefinite programming. In Section B.2, we discuss a most
fundamental theorem regarding quantum hypothesis testing: the quantum
Stein’s lemma, which is another representation of the quantum relative AEP
discussed in Section 7.3.
The basic task of quantum hypothesis testing can be stated as follows:
we want to distinguish two quantum states ρˆ and σˆ with σˆ being the false
null hypothesis, and minimize the error probability of the second kind given
by tr[σˆQˆ] with 0 ≤ Qˆ ≤ Iˆ, while keeping tr[ρˆQˆ] ≥ η for a given 0 < η < 1.
B.1 Hypothesis testing divergence
The divergence-like quantity related to the above-mentioned error probability
is the hypothesis testing divergence [45, 149, 170]. For quantum states ρˆ, σˆ
and 0 < η < 1, it is defined as
SηH(ρˆ‖σˆ) := − ln
(
1
η
min
0≤Qˆ≤Iˆ,tr[ρˆQˆ]≥η
tr[σˆQˆ]
)
. (B.1)
Because the argument of the logarithm above can be rewritten as min0≤Qˆ′≤Iˆ/η,tr[ρˆQˆ′]≥1 tr[σˆQˆ
′]
with Qˆ′ := Qˆ/η, we have
SηH(ρˆ‖σˆ) ≥ Sη
′
H (ρˆ‖σˆ) for η ≤ η′. (B.2)
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We can also define SηH(ρˆ‖σˆ) for subnormalized states ρˆ, σˆ. We note the
scaling property:
SηH(ρˆ‖σˆ/Z) = SηH(ρˆ‖σˆ) + lnZ. (B.3)
Moreover, if subnormalized states satisfy σˆ ≤ σˆ′,
SηH(ρˆ‖σˆ′) ≤ SηH(ρˆ‖σˆ). (B.4)
A particularly important property of the hypothesis testing divergences
in our context is that SηH(ρˆ‖σˆ) with η ' 0 and η ' 1 are essentially equivalent
to the smooth ∞- and 0-divergences, respectively:
Proposition B.1 (Lemma 40 of Ref. [45]; Proposition 1 of Ref. [125])
For 0 < ε < 1/2,
S
1−ε2/6
H (ρˆ‖σˆ)− ln
1− ε2/6
ε2/6
≤ Sε0(ρˆ‖σˆ) ≤ S1−εH (ρˆ‖σˆ)− ln(1− ε), (B.5)
S2εH (ρˆ‖σˆ)− ln 2 ≤ Sε∞(ρˆ‖σˆ) ≤ Sε
2/2
H (ρˆ‖σˆ)− ln(1− ε). (B.6)
See Ref. [45] for the proof. We note that Ref. [45, 125] adopted different
ways of smoothing, and thus inequality (B.6) is slightly different (see also
Section 7.4).
We next discuss the intuitive meaning of Proposition B.1 in a non-rigorous
manner. For the case of Sε0(ρˆ‖σˆ), by letting η ' 1, we have
Sη'1H (ρˆ‖σˆ) ' − ln
(
min
0≤Qˆ≤Iˆ, tr[ρˆQˆ]'1
tr[σˆQˆ]
)
' − ln
(
tr[σˆPˆρˆ]
)
' Sε'00 (ρˆ‖σˆ),
(B.7)
where we chose Qˆ as the projection on the support of ρˆ, written as Pˆρˆ.
See also the proof of Theorem 6.3, where we discussed that S0(ρˆ‖σˆ) can be
identified with Sη=1H (ρˆ‖σˆ).
For the case of Sε∞(ρˆ‖σˆ), we invoke the dual expression of Eq. (B.1), which
is given by Eq. (B.21) at the end of this section. By letting η ' 0, −tr[Xˆ]/η
in Eq. (B.21) would take a very large negative value, and thus tr[Xˆ] ' 0
should hold for the maximum. Then,
Sη'0H (ρˆ‖σˆ) ' − ln
(
max
µ≥0,µρˆ/σˆ
µ
)
' ln ‖σˆ−1/2ρˆσˆ−1/2‖∞ ' Sε'0∞ (ρˆ‖σˆ). (B.8)
We note some general properties of the hypothesis testing divergences.
First, SηH(ρˆ‖σˆ) satisfies the monotonicity in the following form:
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Proposition B.2 For 0 < η < 1 and any positive and trace-nonincreasing
map E ,
SηH(ρˆ‖σˆ) ≥ SηH(E(ρˆ)‖E(σˆ)). (B.9)
Proof. We note that the trace-nonincreasing map satisfies tr[E(ρˆ)] ≤ tr[ρˆ]
for any ρˆ ≥ 0. Its adjoint is sub-unital, i.e., E†(Iˆ) ≤ Iˆ. Then we have
min
0≤Qˆ≤Iˆ,tr[E(ρˆ)Qˆ]≥η
tr[E(σˆ)Qˆ] = min
0≤Qˆ≤Iˆ,tr[ρˆE†(Qˆ)]≥η
tr[σˆE†(Qˆ)] (B.10)
≥ min
0≤Qˆ′≤Iˆ,tr[ρˆQˆ′]≥η
tr[σˆQˆ′], (B.11)
where we used that 0 ≤ Qˆ ≤ Iˆ implies 0 ≤ E†(Qˆ) ≤ E†(Iˆ) ≤ Iˆ for positive
and sub-unital E† to obtain the second line. 
Lemma B.1 (Inequality (22) of [125]) Let ε ≥ 0 and D(ρˆ, τˆ) ≤ ε. For
any 0 < η < 1− ε,
Sη+εH (τˆ‖σˆ) ≤ SηH(ρˆ‖σˆ) + ln
(
η + ε
η
)
. (B.12)
Proof. There exists ∆ˆ such that ρˆ + ∆ˆ ≥ τˆ , ∆ˆ ≥ 0, and tr[∆ˆ] ≤ ε. If
0 ≤ Qˆ ≤ Iˆ, we have tr[τˆ Qˆ] ≤ tr[(ρˆ + ∆ˆ)Qˆ] ≤ tr[ρˆQˆ] + ε. Now let Qˆ be the
optimal choice for the left-hand side of (B.12). Then, tr[ρˆQˆ] ≥ η holds and
thus
1
η + ε
tr[σˆQˆ] ≥ η
η + ε
1
η
min
0≤Qˆ′≤Iˆ,tr[ρˆQˆ′]≥η
tr[σˆQˆ′]. (B.13)

Lemma B.2 Let ρˆ, σˆk be subnormalized states and define σˆ :=
∑
k σˆk ⊗
rk|k〉〈k| with {|k〉} being orthonormal and rk > 0. Then,
SηH(ρˆ⊗ |k〉〈k|‖σˆ) = SηH(ρˆ‖σˆk)− ln rk. (B.14)
Proof. Let Qˆ be the optimal choice for SηH(ρˆ⊗ |k〉〈k|‖σˆ). Then 〈k|Qˆ|k〉 is
a candidate for SηH(ρˆ‖σˆk) because tr[ρˆ ⊗ |k〉〈k|Qˆ] = tr[ρˆ〈k|Qˆ|k〉]. From this
and tr[σˆQˆ] ≥ tr[σˆk〈k|Qˆ|k〉]rk, we have SηH(ρˆ⊗ |k〉〈k|‖σˆ) ≤ SηH(ρˆ‖σˆk)− ln rk.
Conversely, let Qˆ′ be the optimal choice for SηH(ρˆ‖σˆk). Then Qˆ′⊗|k〉〈k| is
a candidate for SηH(ρˆ⊗|k〉〈k|‖σˆ). From this and tr[σˆkQˆ′] = tr[σˆQˆ′⊗|k〉〈k|]r−1k ,
we obtain SηH(ρˆ‖σˆk) ≤ SηH(ρˆ⊗ |k〉〈k|‖σˆ) + ln rk. 
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We note that the above lemma also holds for S0 and S∞. However, it
does not hold for Sε0 and S
ε
∞ with ε > 0, which is the reason why we used the
hypothesis testing divergence in Theorem 8.2 instead of directly addressing
Sε0 and S
ε
∞.
We next briefly overview semidefinite programing in line with Refs. [45,
149,171], from which we obtain the dual expression of the hypothesis testing
divergence. (See Ref. [172] for a comprehensive textbook of convex optimiza-
tion.) We note that our terminologies “primal” and “dual” are the same as
in Ref. [171]. On the other hand, “dual” and “primal” are exchanged in some
papers (e.g., Ref. [149]), where the standard hypothesis testing becomes the
“primal” program.
Let Cˆ and Dˆ be Hermitian matrices and E be a Hermitian-preserving
map. The primal program is the optimization problem given by
sup
Xˆ≥0,E(Xˆ)≤Dˆ
tr[CˆXˆ] =: α, (B.15)
while the dual program is given by
inf
Yˆ≥0,E†(Yˆ )≥Cˆ
tr[DˆYˆ ] =: β. (B.16)
Without any further assumption, we have
α ≤ β, (B.17)
which is called the weak duality. The proof is straightforward: For Xˆ ≥ 0
with E(Xˆ) ≤ Dˆ and Yˆ ≥ 0 with E†(Yˆ ) ≥ Cˆ, we have
tr[CˆXˆ] ≤ tr[E†(Yˆ )Xˆ] = tr[Yˆ E(Xˆ)] ≤ tr[Yˆ Dˆ], (B.18)
and then take the supremum over Xˆ and the infimum over Yˆ .
Moreover, it is known that the strong duality holds under certain condi-
tions, such as the Slater’s conditions (e.g., Theorem 2.2 of [171]):
• If β is finite and there exists Xˆ > 0 such that E(Xˆ) < Dˆ, then α = β
holds and there exists Yˆ such that Yˆ ≥ 0, E†(Yˆ ) ≥ Cˆ and tr[DˆYˆ ] = β.
• If α is finite and there exists Yˆ > 0 such that E†(Yˆ ) > Cˆ, then α = β
holds and there exists Xˆ such that Xˆ ≥ 0, E(Xˆ) ≤ Dˆ and tr[CˆXˆ] = α.
Our hypothesis testing is a dual program in the above definition, where
Dˆ := σˆ, Yˆ := Qˆ, and
E†(Yˆ ) :=
[ −Yˆ 0
0 tr[ρˆYˆ ]
]
, Cˆ :=
[ −Iˆ 0
0 η
]
. (B.19)
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We note that e−S
η
H(ρˆ‖σˆ) = η−1β. The corresponding primal program is given
by
E(Xˆ) = µρˆ− Xˆ11, where Xˆ =
[
Xˆ11 Xˆ12
Xˆ21 µ
]
with µ ∈ R. (B.20)
The condition E(Xˆ) ≤ Dˆ then gives µρˆ−Xˆ11 ≤ σˆ, and tr[CˆXˆ] = ηµ−tr[X11].
From the weak duality (B.17), we have e−S
η
H(ρˆ‖σˆ) ≥ η−1α. Moreover, it is easy
to see that there exists Yˆ > 0 such that Yˆ < Iˆ and tr[ρˆYˆ ] > η. Thus, the
condition of the strong duality is satisfied, and we have e−S
η
H(ρˆ‖σˆ) = η−1α
and we can replace sup by max for α. Then, by rewriting Xˆ11 as just Xˆ
and noting that Xˆ12 and Xˆ21 are irrelevant to the optimization, we obtain
[45,149]
SηH(ρˆ‖σˆ) = − ln
(
max
µ≥0,Xˆ≥0,µρˆ≤σˆ+Xˆ
{
µ− tr[Xˆ]
η
})
. (B.21)
B.2 Quantum Stein’s lemma
We consider the asymptotic behavior of the hypothesis testing divergence,
which is characterized by the quantum Stein’s lemma. See also Appendix C
for the classical Stein’s lemma.
First, we define the hypothesis testing divergence rate for sequences P̂ =
{ρˆn}∞n=1 and Σ̂ = {σˆn}∞n=1 of quantum states:
SηH(P̂‖Σ̂) := limn→∞
1
n
SηH(ρˆn‖σˆn). (B.22)
We note that the limit does not necessarily exist, while we can always define
the upper and lower limits, which are equivalent to the lower and upper
spectral divergence rates introduced in Section 7.2. In fact, from Proposition
B.1:
lim
ε→+0
lim sup
n→∞
1
n
SεH(ρˆn‖σˆn) = S(P̂‖Σ̂), (B.23)
lim
ε→+0
lim inf
n→∞
1
n
S1−εH (ρˆn‖σˆn) = S(P̂‖Σ̂). (B.24)
The quantum Stein’s lemma states that the minimized error probability
of the second kind is asymptotically characterized by the KL divergence rate.
More precisely: For any 0 < η < 1,
SηH(P̂‖Σ̂) = S1(P̂‖Σ̂) (B.25)
holds.
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From Eq. (B.1), we see that Eq. (B.25) implies that tr[σˆnQˆn] ∼ e−nS1(P̂‖Σ̂).
That is, the quantum Stein’s lemma states that the KL divergence rate char-
acterizes the large deviation property of the error probability in hypothesis
testing.
The quantum Stein’s lemma can be equivalently rephrased in terms of the
spectral divergence rates from Eq. (B.23), Eq. (B.24), and inequality (B.2):
Proposition B.3 The quantum Stein’s lemma (B.25) holds, if and only if
S(P̂‖Σ̂) = S(P̂‖Σ̂) = S1(P̂‖Σ̂). (B.26)
Proof. This is obvious, but we here prove the “if” part. For 0 < η ≤ 1/2, we
have S1(P̂‖Σ̂) = limε→+0 lim supn→∞ SεH(ρˆn‖σˆn)/n ≥ lim supn→∞ SηH(ρˆn‖σˆn)/n ≥
lim infn→∞ S
η
H(ρˆn‖σˆn)/n ≥ lim infn→∞ S1−ηH (ρˆn‖σˆn)/n ≥ limε→+0 lim infn→∞ S1−εH (ρˆn‖σˆn)/n =
S1(P̂‖Σ̂). The proof is almost the same for 1/2 ≤ η < 1. 
Eq. (B.26) is exactly the same as the relative quantum AEP (7.39). More-
over, from Proposition B.1, we have the following [45].
Proposition B.4 The quantum Stein’s lemma (B.25) holds, if and only if
for any 0 < ε < 1/2,
lim
n→∞
1
n
Sε0(ρˆn‖σˆn) = lim
n→∞
1
n
Sε∞(ρˆn‖σˆn) = S1(P̂‖Σ̂). (B.27)
To summarize, in order to prove the collapse of S(P̂‖Σ̂) and S(P̂‖Σ̂) to
S1(P̂‖Σ̂), it is necessary and sufficient to prove the quantum Stein’s lemma.
In other words, the quantum Stein’s lemma is regarded as a representation
of the quantum relative AEP (see also Appendix C for the classical case). In
fact, if P̂ is translation invariant and ergodic and Σ̂ is the Gibbs state of a
local and translation invariant Hamiltonian, then the quantum Stein’s lemma
(B.25) holds, which is equivalent to Theorem 7.10 of Section 7.3 (Theorem 3
of Ref. [125]).
The simplest case is i.i.d. with P̂ := {ρˆ⊗n} and Σ̂ := {σˆ⊗n}. In this case,
the quantum Stein’s lemma states that for any 0 < η < 1,
SηH(P̂‖Σ̂) = S1(ρˆ‖σˆ), (B.28)
which has been proved in Refs. [145, 146]. Given Proposition B.3, this is
equivalent to Theorem 7.7 (Theorem 2 of Ref. [59]).
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Appendix C
Classical asymptotic
equipartition properties
In this Appendix, we consider the classical asymptotic equipartition prop-
erties (AEP) of stochastic processes, as the classical counterpart of Sec-
tion 7.3. Specifically, we discuss the Shannon-McMillan theorem and the
classical Stein’s lemma.
Let {xl}l∈Z be a two-sided stochastic process, where xl ∈ B with B being
a finite set of alphabets. This is equivalent to a one-dimensional classical
spin system. Formally, the stochastic process is given by a measure µ over
K := BZ. We introduce a shift operator T such that (Tx)l := xl+1.
Let Xn := (x−l, x−l+1, · · · , xl) with n := 2l+ 1. We consider sequences of
probability distributions P̂ := {ρn(Xn)} and Σ̂ := {σn(Xn)}. The spectral
divergence rates of these sequences can be defined in completely parallel
manner to the quantum case discussed in Chapter 7. We sometimes loosely
identify {xl}l∈Z and P̂ .
In the classical case, we can directly show that if P̂ and Σ̂ satisfy a relative
version of the AEP: the lower and the upper divergence rates coincide and
further equal the KL divergence rate. We first define the AEP in the form
of convergence in probability.
Definition C.1 (Classical AEP) P̂ satisfies the AEP, if the Shannon en-
tropy rate S1(P̂ ) exists, and − 1n ln ρn(Xn) converges to S1(P̂ ) in probability
by sampling Xn according to ρn.
This definition is equivalent to a statement with typical set as described
in the following proposition, which can be shown in the same manner as in
Theorem 3.1.2 of Ref. [3].
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Proposition C.1 P̂ satisfies the AEP, if and only if for any 0 < ε < 1,
there exists a typical set Qεn ⊂ {Xn}, satisfying the following properties for
sufficiently large n:
(a) For any Xn ∈ Qεn, exp(−n(S1(P̂ )+ε)) ≤ ρn(Xn) ≤ exp(−n(S1(P̂ )−ε)).
(b) ρn[Q
ε
n] > 1 − ε, where ρn[Qεn] is the probability of Qεn according to the
distribution ρn.
(c) (1 − ε) exp(n(S1(P̂ ) − ε)) ≤ |Qεn| ≤ exp(n(S1(P̂ ) + ε)), where |Qεn| de-
scribes the number of elements of Qεn.
This formulation of the AEP clearly represents the meaning of “equipar-
tition”; Almost all events (i.e., events in the typical set) have almost the
same probability.
We next define the relative AEP, which is the classical counterpart of our
quantum formulation in Section 7.3.
Definition C.2 (Relative AEP) P̂ and Σ̂ satisfy the relative AEP, if the
KL divergence rate S1(P̂‖Σ̂) exists, and 1n ln ρn(Xn)σn(Xn) converges to S1(P̂‖Σ̂) in
probability by sampling Xn according to ρn.
The following proposition can be shown in the same manner as Theorem
11.8.2 of Ref. [3].
Proposition C.2 P̂ and Σ̂ satisfy the relative AEP, if and only if for any
0 < ε < 1, there exists a relative typical set Qεn ⊂ {Xn}, satisfying the
following properties for sufficiently large n:
(a) For any Xn ∈ Qεn,
exp(n(S1(P̂‖Σ̂)− ε)) ≤ ρn(Xn)
σn(Xn)
≤ exp(n(S1(P̂‖Σ̂) + ε)). (C.1)
(b) ρn[Q
ε
n] > 1− ε.
(c) (1− ε) exp(−n(S1(P̂‖Σ̂) + ε)) ≤ σn[Qεn] ≤ exp(−n(S1(P̂‖Σ̂)− ε)).
Here, ρn[Q
ε
n] and σn[Q
ε
n] represent the probability of Q
ε
n according to distri-
butions ρn and σn, respectively.
Next, to formulate the classical Shannon-McMillan theorem, we define
classical ergodicity as follows.
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Definition C.3 (Classical ergodicity) {xl}l∈Z is translation invariant if
µ is invariant under T . Moreover, a translation-invariant process {xl}l∈Z is
ergodic, if any subset of K that is invariant under T has measure 0 or 1.
The above definition is a special case of quantum ergodicity (Defini-
tion 7.8) for the situation where the algebra of observables is commutative,
which is highlighted by the following lemma.
Lemma C.1 A two-sided stochastic process is translation invariant and er-
godic, if and only if it is an extreme point of the set of translation-invariant
stochastic processes.
We now state the classical Shannon-McMillan(-Breiman) theorem. The
weaker statement with convergence in probability is enough for our purpose
in the following argument.
Theorem C.1 (Classical Shannon-McMillan theorem) If P̂ is trans-
lation invariant and ergodic, − 1
n
ln ρn(Xn) converges to S1(P̂ ) almost surely
(and thus in probability, implying the AEP).
In the case of i.i.d., the Shannon-McMillan theorem immediately follows
from the law of large numbers, because − ln ρ(Xn) = −
∑n
l=−n ln ρ(xl). In
general, the Birkhoff’s ergodic theorem plays a crucial role in the proof of
the Shannon-McMillan theorem (see, for example, Theorem 16.8.1 of [3]).
Theorem C.2 (Birkhoff’s ergodic theorem) Let f be a measurable func-
tion from K to R. If {xl}l∈Z is translation invariant and ergodic, then for
almost every ω ∈ K,
lim
n→∞
1
2n+ 1
n∑
l=−n
f(T lω) =
∫
dµ(ω)f(ω). (C.2)
The Shannon-McMillan theorem can be generalized to a relative version
(see, e.g., Ref. [173]), if P̂ is ergodic and Σ̂ is Markovian (of finite order).
Here, Σ̂ is Markovian of order m, if for any n the conditional probability
satisfies σ(xn|xn−1, xn−2, · · · ) = σ(xn|xn−1, · · · , xn−m) almost surely (e.g.,
Ref. [174]).
Proposition C.3 (Classical relative Shannon-McMillan theorem) If
P̂ is translation invariant and ergodic and Σ̂ is translation invariant and
Markovian (of finite order), then by sampling Xn according to ρn,
1
n
ln ρn(Xn)
σn(Xn)
converges to S1(P̂‖Σ̂) almost surely (and thus in probability, implying that
P̂ and Σ̂ satisfy the relative AEP).
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Proof. We only need to consider the term of lnσn(Xn). From the assump-
tion of Markovian, this term is decomposed into the sum of the logarithm
of conditional probabilities almost surely, except for the surface term that
does not contribute in the limit. We can then apply the Birkhoff’s ergodic
theorem. 
Now, the following is the classical counterpart of Theorem 7.10.
Proposition C.4 If P̂ and Σ̂ satisfy the relative AEP, we have
S(P̂‖Σ̂) = S(P̂‖Σ̂) = S1(P̂‖Σ̂). (C.3)
We remark that the Gibbs state of a local and translation-invariant Hamil-
tonian in one dimension is translation invariant and Markovian (of finite
order). This is essentially the Hammersley-Clifford theorem [175] (see also
Ref. [176]), and the case of infinite systems (as considered here) is proved in
Lemma 19 of Ref. [125].
We can directly prove Proposition C.4 from the definition of the informa-
tion spectrum (see Proposition 21 of Ref. [125]). Here, we instead present
a proof of the classical Stein’s lemma, from which Proposition C.4 follows
by using Proposition B.3. The following proof is a slight modification of
Theorem 11.8.3 of Ref. [3].
Proposition C.5 (Classical Stein’s lemma) If P̂ and Σ̂ satisfy the rela-
tive AEP, then for any 0 < η < 1,
SηH(P̂‖Σ̂) = S1(P̂‖Σ̂). (C.4)
Proof. We first note that the classical hypothesis testing divergence is given
by
SηH(ρn‖σn) := − ln
(
1
η
min
Qn:ρn[Qn]≥η
σn[Qn]
)
. (C.5)
Take 0 < ε < 1−η. Let Qεn be defined in Proposition C.2. From Proposition
C.2 (b), we have ρn[Q
ε
n] > 1 − ε > η, and thus Qεn is a candidate for the
minimization in Eq. (C.5). From this and Proposition C.2 (c), we obtain
SηH(ρn‖σn) ≥ − ln
(
1
η
σn[Q
ε
n]
)
≥ n
(
S1(P̂‖Σ̂)− ε
)
+ ln η. (C.6)
By taking the limit, SηH(P̂‖Σ̂) := limn→∞ 1nSηH(ρn‖σn) ≥ S1(P̂‖Σ̂)− ε. Since
ε > 0 can be taken arbitrarily small, we have
SηH(P̂‖Σ̂) ≥ S1(P̂‖Σ̂). (C.7)
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On the other hand, let Qn be the optimal candidate for the minimization in
Eq. (C.5) satisfying ρn[Qn] ≥ η. For any 0 < ε < η, we can show in the same
manner as Lemma 11.8.1 of Ref. [3] that
σn[Qn] ≥ σn[Qn ∩Qεn] ≥ ρn[Qn ∩Qεn] exp
(
−n(S1(P̂‖Σ̂) + ε)
)
(C.8)
≥ (ρn[Qn]− (1− ρn[Qεn])) exp
(
−n(S1(P̂‖Σ̂) + ε)
)
(C.9)
> (η − ε) exp
(
−n(S1(P̂‖Σ̂) + ε)
)
, (C.10)
where Qεn is defined in Proposition C.2 and we used (a) and (b) there. There-
fore,
SηH(ρn‖σn) = − ln
(
1
η
σn[Qn]
)
< n
(
S1(P̂‖Σ̂) + ε
)
+ ln
η
η − ε. (C.11)
By taking the limit, SηH(P̂‖Σ̂) ≤ S1(P̂‖Σ̂) + ε. Since ε > 0 can be taken
arbitrarily small, we have
SηH(P̂‖Σ̂) ≤ S1(P̂‖Σ̂). (C.12)
From inequalities (C.7) and (C.12), we obtain Eq. (C.4). 
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