Abstract-Established sensitivity results for hybrid discrete/continuous dynamic systems are generalized by relaxing smoothness assumptions on the functions governing the systems' continuous evolution and discrete event handling. The new results only require L-smoothness of these functions in the sense of Nesterov, instead of continuous differentiability. Parametric lexicographic derivatives for such a hybrid system provide useful local first-order sensitivity information, and are described as the unique solutions of auxiliary hybrid systems. This sensitivity analysis framework permits generalized derivative evaluation even for certain hybrid systems in which small changes in parameters can change the sequence of discrete modes visited. To handle parametric sensitivities of event times that are not known explicitly, conditions are provided under which a local inverse function or implicit function is L-smooth, with lexicographic derivatives that are described as the unique solutions of certain equation systems. These equation systems are readily solved when the functions involved are piecewise differentiable.
I. INTRODUCTION

H
YBRID discrete/continuous systems [1] - [7] represent dynamic systems that exhibit continuous evolution described by classical systems of differential equations, punctuated by well-defined discrete events. At these events, the underlying systems of differential equations may be switched, and the state variables of the system may be permitted to jump. These events permit intuitive modeling of discrete phenomena and qualitative changes in the underlying system. Applications of hybrid systems include mechanical systems featuring impact phenomena or dry friction [8] , [9] , flow systems with valves [10] , genetic regulatory networks treated under pseudo-steady state assumptions [11] , chemical processes that switch between discrete operating regimes [12] , electrical circuits containing diodes or transistors [2] , [7] , automotive control systems [13] , and systems with communicating distributed dynamic agents [14] . More abstract applications of hybrid systems emerge in [15] , as auxiliary dynamic systems that provide convex underestimators for the state variables of an underlying smooth dynamic system, for use in global optimization methods. The concept of a hybrid system has been extended to incorporate stochastic behavior [16] , [17] , and to admit infinite-dimensional inputs [18] , [19] , which permit explicit consideration of past behavior [20] .
The discrete transitions in hybrid systems are often used to model automatic switching; this motivates the deep, established connection between hybrid systems and control. As the examples in [21, Section 3.5] suggest, Pontryagin's Minimum Principle can imply that an optimal control exhibits discontinuities, and may be described by a hybrid system. Optimal control problem formulations have been devised [19] to promote switching controls, and hybrid systems have been employed [22] , [23] to describe switching between different control strategies. Moreover, an open-loop optimal control problem involving any of the systems mentioned in the previous paragraph will inherit this system's hybrid behavior. As noted in [24] , [25] , sliding mode control also introduces an inherent discrete character into a controlled dynamic system.
Local sensitivity analysis results have been obtained for certain hybrid systems [3] , [9] , [26] - [31] , in which the sequence of discrete modes encountered is fixed, the functions describing the continuous evolution of the system and the handling of discrete events are all continuously differentiable, and each event time is described as a well-defined continuously differentiable implicit function of the system parameters. The latter requirement is typically implied by a transversality condition [32] . These systems have state variables that are themselves continuously differentiable functions of the parameters (except possibly at event times), with parametric derivatives that are described as the states of an auxiliary hybrid system. This article extends the results of Galán et al. [3] (summarized in Section III-B below), by relaxing these results' requirements of continuous differentiability and thereby permitting nonsmooth dependence of state variables on system parameters. In this case, first-order local sensitivity information is provided using generalized derivatives.
Clarke's generalized Jacobian [33] is a generalized derivative that exhibits particularly useful theoretical and numerical properties, and is employed in several numerical methods. However, there is currently no general way to compute elements of the Clarke Jacobian for dynamic systems. Recent advances in nonsmooth analysis [34] - [36] have shown that Nesterov's lexicographic (L-)derivatives [37] may be evaluated for the unique solutions of parametric ordinary differential equations (ODEs) with right-hand side functions that are locally Lipschitz continuous but not necessarily differentiable everywhere. Indeed, to our knowledge, L-derivatives are the only generalized derivatives that have been expressed for such systems as the unique solutions of certain auxiliary ODEs. L-derivatives also contain useful local first-order sensitivity information; they have been shown in [34] , [37] to perform identically to elements of Clarke's generalized Jacobian in established numerical methods for solving nonsmooth equation systems (e.g. [38] - [40] ) and local optimization problems (e.g. [41] - [44] ). Moreover, any L-derivative of a differentiable function coincides with the classical (Fréchet) derivative, and any L-derivative of a convex function is a subgradient in the sense of convex analysis [37] .
Unlike the local sensitivity analysis results for hybrid systems mentioned above, the theory of [34] does not permit the system state to jump, but does not require any transversality conditions to be satisfied when the system state visits points of nondifferentiability in the ODE right-hand side function. The current article seeks to combine the benefits of both approaches, by considering a hybrid system as described in [3] , but with all continuous differentiability requirements relaxed. Under these relaxed requirements, the functions involved must be lexicographically (L-)smooth in the sense of Nesterov [37] , but need not be differentiable everywhere. Thus, as in [3] , discrete jumps in the system state are still permitted, provided that transversality conditions are satisfied. Moreover, unlike previous approaches, our approach also permits nondifferentability in the functions determining the continuous evolution of the system, the event times, and the system state jumps. Such an approach preserves continuity of state variables, which would be lost if the nonsmoothness were modeled using integer variables or disjunctive constraints. This preserved continuity permits the first general descriptions of subgradients for nonsmooth convex relaxations of ODEs in [15] , for example, and also permits local sensitivity analysis for certain hybrid systems that exhibit well-defined changes in the discrete mode sequence when system parameters are perturbed. This capability is potentially useful when describing dynamic systems with multiple safety mechanisms, valves, or diodes that activate automatically and independently (e.g. [10] , [24] ). As another benefit of this approach, any nonsmoothness in the functions describing the hybrid system is not required to satisfy any transversality condition. For example, the developed approach applies to a flow model of a valve [45] that describes transitions between choked flow and non-choked flow, even if the system state lingers at the transition between these flow regimes for a nonzero duration, and similarly applies when a sliding-mode control strategy is used on a dynamic model [46] of a bioreactor with an embedded nonsmooth optimal value problem that represents cellular metabolism.
To handle the hybrid systems described in the previous paragraph, this article develops sufficient conditions under which a local inverse function or implicit function is guaranteed to be L-smooth, and describes this function's L-derivatives. These Lderivatives are readily computed when the functions involved are piecewise differentiable in the sense of Scholtes [47] . Combining this theory with the theory of [34] , parametric L-derivatives are described for the hybrid systems considered, in terms of certain auxiliary hybrid systems. These L-derivatives are computed using the LD-derivative [35] , which is a variant of the L-derivative that satisfies intuitive calculus rules.
This article is structured as follows. Section II formulates the problem under consideration, and Section III summarizes established results concerning generalized derivatives and hybrid system sensitivity analysis. To handle discrete event times that are not known explicitly, Section IV presents sufficient conditions under which a local inverse function or a local implicit function will be L-smooth, and describes the corresponding LD-derivatives. Section V presents the main theorem of the article, in which L-derivatives are presented for the hybrid systems described above, and Section VI presents examples in which the developed theory is applied to various simple hybrid systems for illustration. Appendices A and B present proofs of the results in Sections IV and V, respectively.
II. PROBLEM FORMULATION
This article is concerned with a parametric hybrid discrete/continuous system described as a hybrid automaton according to the following assumption, which is adapted from Galán et al. [3] .
Assumption 1: Suppose that the following quantities and functions are known, with each function assumed to be Lipschitz continuous:
1) a discrete mode number n m ∈ N, 2) for each discrete mode index i ∈ {1, 2, . . . , n m }:
n p of permitted parameters, and some particular parameterp ∈ P , 5) an initial time function τ (1) : P → R, and some final timē τ f ∈ R for whichτ f > τ (1) (p) for each p ∈ P , and 6) an initial state function ξ (1) : P → X (1) . Consider the following parametric hybrid discrete/continuous system, defined for any parameter p ∈ P , over discrete mode indices i ∈ {1, . . . , n m − 1} and times t > τ (i) (p):
Suppose that, for each p ∈ P , there exists a unique solution
Intuitively, in the above assumption, the vector field f (i) describes the continuous evolution of the state variables x (i) when the discrete mode of the hybrid system is i. The discontinuity function g (i) describes an implicit event time τ (i+1) (p) at which the discrete mode advances from i to i + 1, and the transition function θ (i+1) initializes the state variables x (i+1) in the new discrete mode.
Note that direct dependence of the functions f (i) , g (i) , or θ (i) on time t or parameters p may be included by considering t and p to be auxiliary state variables, and considering the evolution of an augmented state variable vector z (i) (t, p) := (t, p, x (i) (t, p)). Discontinuities of f (i) with respect to t may also be handled in this framework by appending corresponding functions g (j ) and θ (j ) to represent every such discontinuity.
As summarized in Section III-B below, the main result of [3] shows that when the various functions in Assumption 1 are all continuously differentiable, then the state variables x (i) are also continuously differentiable with respect to the parameters p. Moreover, the corresponding parametric derivatives
∂ p (t,p) are then described as the unique solution of a certain auxiliary hybrid system. Roughly, the goal of this article is to describe meaningful generalized derivatives of the state variables x (i) with respect to parameters p when the various functions in Assumption 1 are no longer required to be differentiable. The considered generalized derivatives are Nesterov's lexicographic derivatives [37] , which are described in Section III-A below.
III. MATHEMATICAL BACKGROUND
This section summarizes relevant established results concerning generalized derivatives and the local sensitivity analysis of hybrid discrete/continuous systems. General notational conventions used in this article are as follows. Vectors in R n are denoted with lowercase, boldface letters (e.g. x). The Euclidean norm and inner product are referred to as · and ·, · , respectively. Matrices in R m ×n are denoted with uppercase, boldface letters (e.g. M, whose k th column is m (k ) ). The identity matrix in R n ×n and the zero matrix in R n ×p are denoted as I n ×n and 0 n ×p , respectively, and the zero vector in R n is denoted as 0 n . For notational compactness, a well-defined vertical block matrix (or vector): [ A B ] will frequently be denoted as (A, B).
A. Derivatives and Generalized Derivatives
This section describes the relevant generalized derivatives employed in the current article, and echoes the background presented in [34] , [35] . Given an open set X ⊂ R n , a function f : X → R m , some x ∈ X, and some d ∈ R n , the following limit, if it exists, is the directional derivative of f at x in the direction d:
.
Given open sets X ⊂ R n and Y ⊂ R m , and locally Lipschitz continuous functions g : X → Y and f : Y → R q , the composition f • g is locally Lipschitz continuous on X. If g and f are also directionally differentiable at x and g(x), respectively, then f • g is directionally differentiable at x [47, Theorem 3.1.1], and satisfies the chain rule:
Given an open set X ⊂ R n , if a function f : X → R m is (Fréchet) differentiable at x ∈ X, then the (Fréchet) derivative of f at x is denoted as Jf (x). f is continuously differentiable (C 1 ) if there exists a neighborhood N of x such that f is differentiable on N and the mapping y → Jf (y) is continuous at x. If f ≡ f : X → R is scalar-valued and differentiable at x ∈ X, then the gradient of f at x is ∇f (x) := (Jf (x))
T ∈ R n . The concept of lexicographic differentiation was introduced by Nesterov [37] , and effectively extends to all nonsmooth but locally Lipschitz continuous functions encountered in practice. Given an open set X ⊂ R n and a function f : X → R m , f is lexicographically (L-)smooth [37] at x ∈ X if it is Lipschitz continuous on some neighborhood of x and, for any p ∈ N and any matrix M = m (1) 
n ×p , all of the following directional derivatives exist:
The class of L-smooth functions includes all C 1 functions, all convex functions defined on open sets (such as the absolutevalue function), and all well-defined finite compositions of Lsmooth functions. If p = n and M ∈ R n ×n is nonsingular, then the function f (n )
x,M described above is linear. In this case, the
As demonstrated in our earlier work [34] , L-derivatives are elements of the plenary hull [48] of Clarke's generalized Jacobian [33] . Thus, as discussed in [34] , [35] , L-derivatives behave identically to certain elements of Clarke's generalized Jacobian in numerical methods for nonsmooth equation-solving and optimization problems, and contain useful local first-order sensitivity information for nonsmooth functions.
In calculations, it is more convenient to work with the lexicographic-directional (LD-)derivative, which was introduced in [35] . Given the L-smooth function f described above, for any M := m (1) · · · m (p) ∈ R n ×p , the LD-derivative of f at x ∈ X in the directions M is:
Whenever p = 1, the LD-derivative coincides with the directional derivative. LD-derivatives are related to Fréchet derivatives and L-derivatives as follows [35] . If M ∈ R n ×n is square and nonsingular, then f (
Proof: Choose a matrix B ∈ R n ×q for which the block matrix N := [ M B] ∈ R n ×(p+q ) has full row rank. The definition of the LD-derivative and [34, Lemma 2.1] yield:
x,N (m (1) ) · · · g (p+q ) x,N (m (p) ) . 
Noting that M may have a single column, this chain rule is a generalization of (5). Based on the above chain rule, a vector forward mode of automatic differentiation has been developed [35] to compute LD-derivatives for finite compositions of simple L-smooth functions efficiently. LD-derivatives have also been described by the authors [34] for solutions of parametric ordinary differential equations (ODEs) as the unique solutions of certain auxiliary ODE systems.
B. Parametric Derivatives for Conventional Hybrid Systems
The sensitivity analysis results of Galán et al. [3] apply to a parametric hybrid discrete/continuous system described by the following strengthened version of Assumption 1.
Assumption 2: Suppose that Assumption 1 holds, that τ (1) (p) =τ for each p ∈ P , that the functions ξ (1) , f (i) , g (i) , and θ (i) are each C 1 , and that the following transversality condition is satisfied for each i ∈ {1, . . . , n m − 1}:
The transversality condition ensures that each implicit event time τ (i) is C 1 atp. The assumptions of continuous differentiability will be relaxed in Section V.
Under Assumption 2, Galán et al. [3] show that the partial derivative
∂ p (t,p) exists whenever x (i) (t,p) is well-defined; this partial derivative is described as the unique solution of the following auxiliary hybrid system, for discrete mode indices i ∈ {1, 2, . . .} and times t ∈ (τ *
The arguments of x (i+1) and
∂ p in the last two equations above are (τ * (i+1) ,p) in each case, and are omitted for brevity.
Observe that the analysis of [3] cannot be used to describe any situations in which the state variables x (i) are nondifferentiable with respect to p.
IV. L-SMOOTHNESS OF INVERSE AND IMPLICIT FUNCTIONS
Under Assumption 2, Equation (6) guarantees that each implicit event time τ (i+1) is differentiable with respect to parameters p. However, this property may be lost if the differentiability requirements of Assumption 2 are relaxed. Indeed, the examples in Section VI illustrate situations in which τ (i+1) is nondifferentiable. While an implicit function theorem by Clarke [33] provides conditions under which τ (i+1) would be well-defined in a neighborhood ofp, existing theory and methods for computing particular generalized derivatives for such an implicit function are limited. Thus, with the goal of modifying (6) to account for nonsmoothness, this section provides conditions under which local inverse and implicit functions are guaranteed to be L-smooth, describes their LD-derivatives as the unique solutions of certain equation systems, and outlines computationally tractable numerical methods for solving these systems. The result is a new framework for first-order sensitivity analysis of nonsmooth local inverse and implicit functions, generalizing an earlier result by Scholtes [47, Theorem 3.2.3] that considers only directional derivatives.
The Mordukhovich coderivative has also been described for certain implicit functions [49] ; to our knowledge, the results of [47] , [49] , and this section are the only developed descriptions of generalized derivatives for nonsmooth implicit functions.
n is a Lipschitz homeomorphism on some open neighborhood N ⊂ Y ofŷ, and is L-smooth atŷ. Then, the corresponding local inverse function
Proof: See Appendix A. A sufficient condition for f being a local Lipschitz homeomorphism is as follows, with ∂f denoting Clarke's generalized Jacobian [33] 
n is L-smooth atŷ and ∂f (ŷ) contains no singular matrices, then [33, Theorem 7.1.1] demonstrates that f is a Lipschitz homeomorphism on some neighborhood ofŷ.
Theorem 2:
Given an open set W ⊂ R m × R n and a function h : W → R m , suppose that h(ŷ,ẑ) = 0 m for some (ŷ,ẑ) ∈ W , and that h is L-smooth at (ŷ,ẑ). Suppose, in addition, that the auxiliary mapping g :
is a Lipschitz homeomorphism on some neighborhood N ⊂ W of (ŷ,ẑ). Then, there exists a neighborhood N z ⊂ R n ofẑ and a Lipschitz continuous function η :
Proof: See Appendix A. As before, with ∂h denoting Clarke's generalized Jacobian [33] of h, if h is L-smooth at (ŷ,ẑ) and the set
contains no singular matrices, then [33, Corollary of Theorem 7.1.1] demonstrates that the auxiliary function g described in the statement of Theorem 2 is a Lipschitz homeomorphism on some neighborhood of (ŷ,ẑ). The remainder of this section considers approaches to solving the equation systems (7) and (8) in practice, to compute generalized derivatives for local inverse and implicit functions numerically. Observe that both of these equation systems have residual functions that may be discontinuous with respect to their N terms. Thus, even though these equation systems have unique solutions, these solutions may be difficult to identify in practice. However, as the proof of Theorem 1 suggests, if the first (k − 1) columns of the solution N of (7) are known, then, with
, n (k ) can be determined as the unique solution n of the following equation system. Here, e (k ) denotes the k th unit coordinate vector in R k .
This equation system has a residual function that is Lipschitz continuous, but may not be differentiable everywhere. Thus, the equation system (7) may be solved one column at a time, from left to right, using a numerical method for nonsmooth equation solving. The equation system (8) may be approached similarly. Moreover, if the relevant inverse or implicit functions are described in terms of functions f or h that are piecewise differentiable in the sense of Scholtes [47] , then the above theorems suggest an alternative class of tractable methods for computing the corresponding LD-derivatives. Piecewise differentiable functions are defined as follows.
Definition 1 (from [47] 
Let ∂ B g denote the B-subdifferential [38] of g. Any PC 1 function g is L-smooth, and satisfies ∂ L g(x) ⊂ ∂ B g(x) for each domain point x [35] . The following examples suggest approaches to furnishing a finite collection of selection functions, thus motivating the subsequent methods for solving the equation systems (7) and (8) when the functions f or h are PC 1 . Note that sufficient conditions for a PC 1 function to be a local Lipschitz homeomorphism are presented in [47] , [50] .
Example 1: Consider a finite composition f : X ⊂ R n → R m of simple PC 1 functions, such as continuously differentiable functions, the absolute-value function, and multivariate max and min functions. For any x ∈ X, a finite collection F f (x) may be furnished by considering the compositions of selection functions of the PC 1 functions used to define f that are active [47] at x. For example, consider the PC 1 function:
Since each absolute-value function has a y → −y branch and a y → y branch, the following collection of selection functions for f around any x ∈ R 2 is readily furnished:
Example 2: Consider a finite set Z ⊂ N, a C 1 mapping g (i) : R n → R for each i ∈ Z, and the function g : y ∈ R n → max{g (i) (y) : i ∈ Z}. The function g is continuous, and, for each y ∈ R n , there exists i ∈ Z for which g(y) = g (i) (y). Thus, the function g is PC 1 , and the collection {g (i) : i ∈ Z} is a finite collection of C 1 selection functions according to Definition 1. 
Thus, the following method solves the equation system (8) for N = η (ẑ; M): Observe that computational complexity of the method in Proposition 1 scales worst-case linearly with the number of selection functions in the provided collection F f (ŷ), and solving each required linear equation system requires at most 1 3 n 3 p floating-point operations (FLOPs) to leading order in n [51] . Similarly, the computational complexity of the method in Proposition 2 scales worst-case linearly with the number of selection functions in the provided collection F h (ŷ,ẑ), and solving each required linear system requires at most When the functions f and h are represented as finite compositions of simple L-smooth functions, the derivatives and partial derivatives required by the above methods can typically be computed using standard automatic differentiation techniques [52] , [53] , and the required LD-derivatives can be computed using a variant [35] of the vector forward mode of automatic differentiation.
V. GENERALIZED DERIVATIVES FOR HYBRID SYSTEMS
This section presents the main theorem of this article, which is a result in first-order local sensitivity analysis for parametric hybrid discrete/continuous systems satisfying a weaker version of Assumption 2. As formalized in the following assumption, the various functions defining the hybrid system are permitted to be L-smooth instead of C 1 ; this L-smoothness is leveraged by the main theorem to demonstrate L-smoothness of the state variables x (i) with respect to parameters p, and to describe corresponding LD-derivatives. This theorem depends on Theorem 2 to describe LD-derivatives of discrete event times τ (i) for which explicit expressions are generally unavailable.
Assumption 3: Suppose that Assumption 1 holds, that the functions τ (1) and ξ (1) are L-smooth atp, and that the functions f (i) , g (i) , and θ (i) are L-smooth on their respective domains. As a transversality condition, suppose that, for each i ∈ {1, . . . , n m − 1}, the composition g (i) • x (i) satisfies the assumptions of Theorem 2 at (τ (i+1) (p),p).
As in Section III-B, the transversality condition ensures that each implicit event time τ (i+1) (p) is defined and well-behaved for each p sufficiently close top.
Remark 1: While Assumption 3 nominally requires τ (i+1) (p) to be strictly greater than τ (i) (p) for each i and each p nearp, this assumption may be weakened to permit τ (i+1) (p) = τ (i) (p), provided that there exists a neighborhood N ofp such that τ (i+1) (p) ≥ τ (i) (p) for each p ∈ N , and such that τ (i+1) is still a well-defined L-smooth implicit function nearp. This observation permits handling of certain changes in the discrete mode sequence visited by the solution trajectory, in which small changes in parameters p can lead to the discrete index i being updated in an order other than i := 1, 2, . . .. This possibility is illustrated in Example 5.
Note that Galán et al. [3] permit each x (i+1) (τ (i+1) (p), p) to be described as an implicit function of x (i) (τ (i+1) (p), p), instead of being specified explicitly by the function θ (i+1) in (4). The results in this article are compatible with this approach; an implicit version of (4) can be handled using Theorem 2. For simplicity, we do not pursue this further.
Moreover, the results in this article remain valid if, in Assumption 3, the functions f (i) , g (i) , and θ (i+1) are not uniformly Lipschitz continuous. In fact, the local Lipschitz continuity implied by L-smoothness yields uniform Lipschitz continuity on some open superset of the domain points visited by the solution of the hybrid system with p :=p. Explicit consideration of these sets, however, would obscure the arguments underlying our developed results, and so we retain Lipschitz continuity in Assumption 3 for simplicity.
The following theorem is the main theorem of this article, and describes LD-derivatives of the hybrid system described by Assumption 3. Since L-derivatives may be obtained readily from LD-derivatives, this theorem provides a first-order local sensitivity result for nonsmooth hybrid systems. The proof of this theorem is presented in Appendix B. Various implications of this theorem are described at the end of the current section, and examples of its application are presented in Section VI.
Theorem 3: Suppose that Assumption 3 holds, or that its weakened version in Remark 1 holds instead. Then, for each j ∈ {1, . . . , n m } and eacht ∈ (τ (j ) (p), τ (j +1) (p)], the mappings τ (j ) and x (j ),t := x (j ) (t, ·) are L-smooth atp; for any M ∈ R n p ×p , the LD-derivative [x (j ),t ] (p; M) is the matrix A (j ) (t) ∈ R n ( j ) ×p defined uniquely by the following auxiliary hybrid system, over discrete mode indices i ∈ {1, . . . , n m − 1} and times t ∈ (τ * (i) , τ * (i+1) ]:
where each [τ (i+1) ] (p; M) is defined implicitly as the unique solution of (12). If, for some i ∈ {1, . . . , n m − 1},
if
In particular, if
Observe that the auxiliary hybrid system (9)-(13) described by Theorem 3 reduces to the classical hybrid sensitivities described in Section III-B when τ (1) is constant and the functions f (i) , g (i) , and θ (i) are each C 1 . Observe also that if M has a single column, then the auxiliary hybrid system (9)-(13) describes directional derivatives of the state variables x with respect to the parameters p.
As an incidental corollary of Theorem 3, observe that LDderivatives of each event time τ (i+1) atp are described by (12) (or by (14) , if applicable).
Theorem 3 does not apply to all hybrid systems; Assumption 3 requires that the discrete modes of the hybrid system, enumerated by the index i, are necessarily visited in the order i := 1, 2, 3, . . ., and requires each event time τ (i+1) to be a continuous (implicit) function of the parameters p. Nevertheless, Example 5 below suggests how varying discrete mode trajectories may also be accommodated in certain cases.
We conclude this section by noting that it would be difficult, if not impossible, to verify the transversality conditions in Assumption 3 that the composite functions g (i) • x (i) each satisfy the conditions of Theorem 2 at (τ (i+1) (p),p). By contrast, in the simpler hybrid system described in Section III-B, the corresponding transversality conditions can be verified during the evaluation of the derivative Jτ (i+1) (p). Note that the transversality conditions in Assumption 3 apply only to the discrete transitions described by the functions g (i) and θ (i+1) , and not to any nondifferentiabilities in the functions f (i) . If the latter were handled instead using the theory of [3] , then appropriate transversality conditions would need to be applied.
VI. EXAMPLES
The examples in this section illustrate hybrid systems for which, for various reasons, classical sensitivity analysis approaches [3] cannot be used to compute parametric derivatives for the state variables, or even to check if these derivatives exist. Theorem 3, however, permits evaluation of parametric LD-derivatives for the system state variables in each case. Each example adopts the notation of the problem formulation in Section II. In each of these examples, the requirement in Assumption 3 that each composition g (i) • x (i) satisfies the conditions of Theorem 2 at (τ * (i+1) ,p) can be verified to hold by direct computation.
Example 3: This example applies Theorem 3 to a hybrid system with a nondifferentiable discontinuity function. Consider an instance of the parametric hybrid discrete/continuous system described in Assumption 3, with n m := 2 discrete modes, n (i) := 2 state variables for each mode i ∈ {1, 2}, and n p := 2 parameters, and with the following function definitions. For each p ∈ R 2 and z ∈ R 2 , let:
Observe that p is simply the initial condition for the hybrid system; consider the particular initial conditionp := (1, 0). Set τ f := 3, and choose P ⊂ R 2 to be a sufficiently small neighborhood ofp to meet the existence and uniqueness conditions of Assumption 3. By inspection, this hybrid system has the following solution for p :=p:
(1) := x (1) (2, (1, 0)) = (e 2 , 2),
Observe that g (1) is nondifferentiable at x (1) ; it follows that established sensitivity theory [3] for hybrid systems is not applicable to this system at p := (1, 0). Nevertheless, the approach of this article applies. As in [54] , define a first-sign function fsign as follows:
The following LD-derivatives are then readily computed, with the absolute-value function in g (1) handled as in [35] . Given any matrix Q, let q i,j denote the (i, j)-entry of Q. The following expressions hold for each z ∈ R 2 and N ∈ R 2×p , with ρ * denoting fsign(n 2,1 , . . . , n 2,p ).
[f (1) ] (z; N) = [f (2) ] (z; N) = 1 0 0 0 N,
[θ (2) ] (z; N) = 1 2 N.
Thus, Theorem 3 implies that, for j = 1 andt ∈ (0, 2], and for j = 2 andt ∈ (2, 3], for any M ∈ R 2×p , the LD-derivative [x (j ),t ] ((1, 0); M) is the matrix A (j ) (t) described as follows. Here, v ∈ R p is the unique solution of the equation system (17) below.
A (1) 
Substituting this relationship into the definition of W yields:
Noting that both coefficients of (m 2,k − m 1,k ) in the above expression are positive, it follows immediately that σ * = fsign ([ −1 1]M) T ; v is then obtained by substituting this expression into (18) .
Observe that the expression for A (1) (t) above varies linearly with M; it follows that x (1) (t, ·) is differentiable atp for any fixed t ∈ [0, 2]. On the other hand, the intermediate quantity σ varies nonlinearly with M; by choosing M appropriately, the parameter σ * can be made to take any particular value in the set {−1, 0, +1}. Inspection of the above expression for A (2) then shows that x (2) (t, ·) is nondifferentiable atp for each t > 2. By inspection, and as guaranteed by Theorem 3, x (2) (t, ·) is nevertheless still L-smooth atp for each t > 2.
Example 4: This example applies Theorem 3 to a hybrid system that visits nondifferentiabilities of its ODE right-hand side function for a nonzero duration. Consider an instance of the parametric hybrid discrete/continuous system described in Assumption 3, with n m := 2 discrete modes, n (i) := 2 state variables for each mode i ∈ {1, 2}, and n p := 2 parameters, and with the following function definitions. For each p, z ∈ R 2 , let:
Again, p is simply the initial condition for the hybrid system; consider the particular initial conditionp := (0, 0). Setτ f := 3, and choose P ⊂ R 2 to be a sufficiently small neighborhood ofp to meet the existence and uniqueness conditions of Assumption 3. By inspection, this hybrid system has the following solution for p :=p:
Indeed, for any choice of a ∈ [0, 2), the hybrid system has the following solution for p := (ae a−2 , 0):
τ (2) (ae a−2 , 0) = 2 − a,
and has the following solution for p := (−ae a+2 , 0):
τ (2) (−ae a+2 , 0) = a + 2,
The above solution trajectories are illustrated in Fig. 1 for various values of a ∈ [0, 2). For each t ∈ [0, 2], f (1) is nondifferentiable at x (1) (t, (0, 0)); the sensitivity theory of [3] is therefore not applicable in this case. Observe that f (1) (x * (1) ) = (0, 1), that θ (2) is the identity mapping, and that f (2) (x (2) (2, (0, 0) )) = Jθ (2) 
the final claim of Theorem 3 is therefore applicable with i := 1. Defining the first-sign function as in Example 3, and handling the absolute-value function as in [35] , Equation (10) in Theorem 3 becomes the following ODE, when i := 1. Here, "a 1,k " refers Fig. 1 . Solution trajectories (solid red) for the hybrid system considered in Example 4, for various choices of a ∈ [0, 2) and p ∈ {(ae a −2 , 0), (−ae a + 2 , 0)}, the set {z ∈ R 2 : g (1) (z) = 0} on which a discrete event occurs (dashed blue), and the set on which f (1) is nondifferentiable (dash-dotted black).
to the (1, k)-element of A (1) 
(t).
dA (1) dt
Thus, the auxiliary hybrid system in A (j ) presented in Theorem 3 is readily solved by inspection. For j = 1 andt ∈ (0, 2], and for j = 2 andt ∈ (2, 3], for any M ∈ R 2×p , the LDderivative [x (j ),t ] (p; M) is the matrix A (j ) (t) described as follows:
Proceeding as in Example 4, observe that the intermediate quantity σ varies nonlinearly with M. Inspection of the above expression for A (1) then shows that x (1) (t, ·) is L-smooth but nondifferentiable atp for each t ∈ (0, 2]. A similar argument shows that x (2) (t, ·) is also L-smooth but nondifferentiable atp for each t > 2. Example 5: This example examines a hybrid system in which small perturbations in the system parameters can change the discrete mode sequence visited by the solution trajectory. This hybrid system is reformulated so as to satisfy Assumption 3, whereupon parametric LD-derivatives are obtained for its solution trajectory using Theorem 3.
Consider functions:
and
and consider the following hybrid discrete/continuous system with four discrete modes, indexed by I, A, B, and F, and with a parameter p ∈ R 2 chosen from a sufficiently small neighborhood ofp := (1, 0). The system's state variables are initialized in mode I with x I (0, p) = p. When in any mode J ∈ {I, A, B, F }, x(·, p) ≡ x J (·, p) evolves according to the ODE: t, p) ).
The system does not satisfy Assumption 3 directly; its transitions between discrete modes instead occur as follows. At each transition between discrete modes, there is no jump in the system's state variables. The discrete mode is changed from mode I at the least value of τ I > 0 for which
If g + (x I (τ I , p)) = 0, then the discrete mode changes from I to A at τ I ; otherwise, the discrete mode changes from I to B at τ I . Once the system is in discrete mode A, the mode is changed from A to F at the least value of τ A ≥ τ I for which g − (x A (τ A , p)) = 0. Once the system is in discrete mode B, the mode is changed from B to F at the least value of τ B ≥ τ I for which g + (x B (τ B , p)) = 0. Once the system enters mode F, there are no further changes to the discrete mode. The event times τ I , τ A , and τ B depend on p whenever they exist, and will thus be denoted as functions of p. The discrete mode structure of this hybrid system is illustrated in Fig. 2(a) . This hybrid system is, essentially, an ODE with a discontinuous right-hand side function, as considered in [55] .
At p :=p = (1, 0), it is readily verified that the hybrid system above has the following unique solution trajectory T , which is illustrated in Fig. 2(a) :
Observe that this trajectory visits the discrete modes in the order I → A → F , and that both g + (x I (τ I (1, 0), (1, 0))) = 0 and g − (x I (τ I (1, 0), (1, 0))) = 0. It is readily verified that, for all sufficiently small > 0, the solution trajectory with p :=p − ( , 0) = (1 − , 0) also visits the discrete modes in the order I → A → F , while the trajectory with p := (1 + , 0) instead visits the modes in the order I → B → F . Since small changes in parameters may change the sequence of visited discrete modes, conventional sensitivity analysis theory [3] cannot describe sensitivities of the solution trajectory for this particular system at p :=p. However, as noted in Section V, if Assumption 3 is relaxed to permit τ (i+1) (p) = τ (i) (p), then this assumption's admittance of nondifferentiable discontinuity functions g (i) can be exploited to provide the following alternative formulation for the above hybrid system. Unlike the original formulation, this reformulation exhibits a discrete mode sequence that is independent of p, provided that p is chosen from some sufficiently small neighborhood ofp. For each p ∈ R 2 , z ∈ R 2 , and i ∈ {2, 3, 4}, let:
The above reformulation may be handled using Theorem 3; the discrete mode structure for this reformulation is illustrated in Fig. 2(b) . In this figure, the level sets {z ∈ R 2 : g (i) (z) = 0} determining discrete transitions of state variables have been translated by small amounts for illustration; in fact {z ∈ R 2 :
Crucially, the discrete mode sequence is now invariant; for each choice of parameters p in some small neighborhood ofp, the trajectory begins evolving in mode i = 1, triggers the transition condition g (1) (x (1) ) = 0, evolves in mode i = 2, triggers the condition g (2) (x (2) ) = 0, and so forth; every such p yields a trajectory with the fixed discrete mode sequence i : 1 → 2 → 3 → 4. Note that at least one discrete mode will only be active for a negligible duration.
Observe that this reformulation has the following solution trajectory T atp. The trajectory T is analogous to T , and is illustrated in Fig. 2(b) .
x (4) (t, (1, 0)) = (e 2t−2 , 2e 4−2t ), ∀t ≥ 2.
According to Theorem 3, for each t ∈ (0, 2], x (1) (t, ·) is Lsmooth atp. Similarly, for each t > 2, x (4) (t, ·) is L-smooth at p. Since L-smoothness implies local Lipschitz continuity, the state variables of this hybrid system are thereby shown to be locally Lipschitz continuous atp for each fixed t = 2, even in the original formulation. Defining the first-sign function as in Example 3, the following expressions hold for each z ∈ R 2 and N ∈ R 2×p , with ρ Fig. 2 . Discrete modes for the hybrid system considered in Example 5: (a) the relationship between the continuous state x J (t, p) and discrete mode J ∈ {I, A, B, F } for the original formulation, the zero-level sets of g + (dash-dotted black) and g − (dashed blue), and the trajectory T (solid red), and (b) the relationship between the continuous state x (i ) (t, p) and discrete mode i ∈ {1, 2, 3, 4} for the modified formulation, the zero-level sets of g (1) (dashed blue), g (2) (solid green), and g (3) (dash-dotted black) at which discrete transitions are triggered, and the trajectory T (solid red).
denoting fsign(n 2,1 , . . . , n 2,p ):
[g (2) ] (x * (2) ; N) = (∇g (2) 
Thus, Theorem 3 implies that, for j = 1 andt ∈ (0, 2], and for j = 4 andt > 2, for any M ∈ R 2×p , the LD-derivative [x (j ),t ] (p; M) is the matrix A (j )(t) described as follows. Here, v, u, and w are the unique solutions of (20), (21), and (22) below. Though the matrices A (2) (2) and A (3) (2) below must be computed in order to compute A (4) (t), they do not represent LD-derivatives for the hybrid system. 
At this point, determination of the intermediate vector quantity w is the only obstacle to evaluating A (4) (t) by direct computation using the above expressions. An approach similar to the computation of v in Example 3 yields
where ζ * := fsign( −1 e 2 A (3) (2) T ). With w thus determined, A (4) (t) can be evaluated for any t ≥ 2 using the expressions above. In this example, there were no jumps in state variables. Suppose now that the original formulation permits jumps in state variables at its discrete events, with these jumps governed by a function θ + at the I → A and B → F transitions, and by a function θ − at the I → B and A → F transitions. To reflect the behavior of this system, the transition functions in the reformulated system would, by inspection of Fig. 2(b) , need to satisfy the following conditions: θ (2) ≡ θ + , θ (4) ≡ θ + , and θ (3) • θ (2) ≡ θ (4) • θ (3) ≡ θ − . Thus, there must exist a function θ (3) such that θ (3) • θ + ≡ θ + • θ (3) ≡ θ − . If this condition cannot be satisfied, then the approach of this example will not be applicable. Observe that this condition on θ (3) is trivially satisfied by the identity transformation when the state variables in the original system do not jump; in this case, θ + and θ − are both the identity transformation.
VII. CONCLUSIONS
Sufficient conditions have been presented for L-smoothness of local inverse functions and local implicit functions, and the corresponding LD-derivatives have been described as the unique solutions of the equation systems (7) and (8) . In the special case where these functions are described in terms of piecewise differentiable functions, numerical methods have been provided for efficient evaluation of these LD-derivatives.
Using the above results, Theorem 3 provides local first-order sensitivities in the form of parametric LD-derivatives, for the broad class of nonsmooth hybrid systems described by Assumption 3. In these systems, nonsmoothness may be present in any or all of the functions determining the continuous evolution, discrete event timing, and state variable jumps of the hybrid system. Theorem 3 requires the discrete mode sequence visited by the solution trajectory to be invariant under sufficiently small perturbations of the parameters. Nevertheless, Example 5 illustrates the possibility of reformulating certain hybrid systems violating this requirement, so that Assumption 3 and Theorem 3 apply to the equivalent reformulated system. Through such a reformulation, the original formulation is demonstrated a posteriori to have state variables that are locally Lipschitz continuous with respect to the system parameters at each fixed time that is not a discrete event. Future work will involve developing numerical methods to compute these sensitivities. We note that the developed approach may extend to other formulations of nonsmooth hybrid systems, such as certain nonlinear complementarity systems [56] or ODEs with discontinuous right-hand sides [55] . 
is a Lipschitz homeomorphism on R m , and such that [f
For the case in which k = 0, note that f is directionally differentiable atŷ. For convenience, as in [34] , consider an empty matrix ∅ n ×0 with n rows but no columns. Thus, [47, 
is a Lipschitz homeomorphism on R n , and that f −1 is Lipschitz continuous and
For the inductive step, suppose that, for some k ∈ {1, . . . , p}, there exists a matrix
is a Lipschitz homeomorphism on R n , and such that
Since f
is a homeomorphism, there exists a vec-
is directionally differentiable. Thus, by the inductive assumption and [47, Theorem 3.2.3] , with
n ×k , it follows that the mapping
is a Lipschitz homeomorphism. Moreover, by [47, Theorem 3.2.3] and (23), the inverse mapping f
It follows that f
exists and is equivalent to f
, which completes the inductive argument. Since M was chosen arbitrarily, the L-smoothness of f −1 atẑ is thereby demonstrated. By definition, the identity f (f −1 (z)) = z holds for all z in f (N ), which is open. Applying the chain rule for LD-derivatives to this identity, for any particular
is a solution N of (7). To show that (7) has no more than one solution, let N := n (1) · · · n (p) ∈ R n ×p be a solution of (7). Writing the columns of (7) separately yields
As the earlier inductive argument shows, f 
Using the definition of g, this system is equivalent to: ẑ) ; (N, P)) , P), and so P = M. Hence, this equation system is in turn equivalent to (8) , which therefore has a unique solution N. Applying the LD-derivative chain rule to the identity 0 m ≡ h(η(z), z) yields 0 m ×p = h ((ŷ,ẑ); (η (ẑ; M), M)), and so η (ẑ; M) is the unique matrix N which satisfies (8) .
Proof of Proposition 1: By Theorem 1, (7) has a unique solution N. So, it suffices to show that there exists φ ∈ F f (ŷ) satisfying the conditions of all three if-statements in the procedure in Proposition 1. Now, [47 
, and since any well-defined finite composition of PC 1 functions is itself PC 1 [47] , the auxiliary mapping g described in Theorem 2 is also PC 1 at (ŷ,ẑ). It follows from the proof of Theorem 2 that g is invertible on some neighborhood of (ŷ,ẑ), with an inverse g −1 that is L-smooth at
selection functions for h about (ŷ,ẑ) that are essentially active at (ŷ,ẑ) in the sense of Scholtes [47] , and thus map (ŷ,ẑ) to 0 m . For each ψ ∈ E h (ŷ,ẑ), define a C 1 mapping γ ψ : (y, z) → (ψ(y, z), z) on some neighborhood of (ŷ,ẑ). Thus,
(25) The definition of g implies that a collection of essentially active C 1 selection functions for g about (ŷ,ẑ) can be expressed as E g (ŷ,ẑ) := {γ ψ : ψ ∈ E h (ŷ,ẑ)}. Proposition 1 (with f := g) shows that Jγ ψ (ŷ,ẑ) is nonsingular for each ψ ∈ E h (ŷ,ẑ); (25) then implies that ∂ ψ ∂ y (ŷ,ẑ) is nonsingular for each ψ ∈ E h (ŷ,ẑ), and that
Moreover, proceeding as in the proof of Proposition 1,
Now, inspection of the proof of Theorem 2 shows that η ≡ π • g −1 • θ on some neighborhood ofẑ. Thus, the above results, Lemma 1, and the chain rule for LD-derivatives yield:
The remaining required results follow immediately.
APPENDIX B PROOF OF THEOREM 3
This appendix presents a proof of Theorem 3, preceded by several intermediate results that are used in the proof. Roughly, these intermediate results permit LD-derivatives to be propagated over the various steps involved in simulating the hybrid system described in Assumption 3: locating the events τ (i) (p), carrying out the transitions described by θ (i) , and resuming continuous evolution of the system following these transitions. These intermediate results are developed without considering the hybrid system in Assumption 3 explicitly; rather, it suffices to consider a simpler ODE with a right-hand side function f that is described by the following assumption.
Assumption 4: Let X ⊂ R n be an open set, and consider a function f : X → R n which is bounded, Lipschitz continuous, and directionally differentiable. Suppose that m f > 0 is a bound for f on X, and that k f > 0 is a Lipschitz constant for f on X.
Remark 2: Under Assumption 4, it follows from [55, §1, Theorem 2] that any solution of an ODE with f as its right-hand side function is unique.
The following lemma provides a variant of [34, Theorem 4.2] that considers the dependence of an ODE dependent variable x on the initial value τ of the independent variable t.
Lemma 2: Suppose that Assumption 4 holds. With x(·, τ, ξ) denoting any solution of the parametric ODE system:
suppose that there exists a solution {x(t,τ ,ξ) : t ∈ [τ ,τ f ]} ⊂ X for someτ ,τ f ∈ R withτ <τ f and someξ ∈ X. By Remark 2, this solution is unique. Under these assumptions, for each t ∈ [τ ,τ f ], the mapping x t ≡ x(t, ·, ·) is well-defined and Lipschitz continuous on a neighborhood of (τ ,ξ), with a Lipschitz constant that is independent of t. Moreover, x t is directionally differentiable at (τ ,ξ); for any α ∈ R and d ∈ R n , the mapping t → [ Suppose that f is directionally differentiable, but not necessarily L-smooth. Consider the following auxiliary ODE system, with a parameter c ∈ R n : dz dt (t, c) = f (z(t, c)), z(τ , c) = c.
Unlike (26), (29) has a fixed initial independent variable, and is therefore amenable to the treatment of [34] . Since the mapping t → x(t,τ ,ξ) evidently solves (29) The following identity is implied by the uniqueness of solutions of (26): it follows immediately that x t is L-smooth, and that, using the chain rule for LD-derivatives, 
