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Abstract. The aim of the research is the development and
testing of new methods to classify the quality of
metallographic samples of steels with high added value,
for example, grades X70 according API. In this paper, we
address the development of methods to classify the quality
of slab samples images with the main emphasis on the
quality of the image center called as a segregation area.
For this reason, we introduce an alternative method for
automated retrieval of the region of interest. In the first
step, the metallographic image is segmented using both
spectral method and thresholding. Then, the extracted
macrostructure of the metallographic image is
automatically analyzed by statistical methods. Finally,
the automatically extracted region of interest is compared
with the results of human experts.  A practical experience
with retrieval of non-homogeneous noised digital images
in an industrial environment is discussed as well.
Keywords
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1. Introduction
The center area of continuously cast products as billets,
blooms and slabs can be affected by several types of
defects. This area can be called as a segregation area.
During the steel solidification process, the liquid phase
becomes more concentrated with segregated elements.
This more and more concentrated liquid metal finally
solidified in the last place of the solidification of the cast
product.  As  a  result  of  this  process,  the  last  place  of  the
solidification is located at the centre area. For this reason,
the majority of these steel defects are located at the centre
area of the casting product.
There can be found a lot of parameters, which can
influence the segregation area, for example, the casting
speed, temperature and steel chemical composition.
Segregation modeling is a complex procedure. For
example, Beckermann provided a review with more than
150 references, including basic physical models, coupled
with microstructure-macro segmentation models and
direct numerical simulations [1].
Our research is focused on an automated analysis
of the metallographic macrostructures, especially on the
centre line segregation in continuously cast steel slabs [2]
[3]. Similarly to [4], our approach is based on image
analysis. In the past, the research of methods for
information retrieval in digital photographs of an
industrial environment was carried out. The aim was to
model the visual similarity of digital images in a
metallographic laboratory. For this reason, digital images
of metallographic samples were automatically retrieved
and classified using wavelets and the Latent Semantic
Indexing methods [5]. A detailed description of the
industrial technologies used, is given in [6].
Currently, we are dealing with methods of
machine analysis of digital photographs in industrial
metallography. The aim is to retrieve the region of
interest, which contains hardly visible objects located at
the central part of the analysed image sample. These
small but important dots, which are only hardly seen in
Fig. 2-5, represent the sample quality of the segregation
area.
More precisely, for the center scoring quality
estimation in metallography, it is interesting to retrieve a
single sub-region of the image, leaving other regions
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unchanged. This can be referred to as the region of
interest (ROI) retrieval [7], [8]. For this reason, the
problem of automated retrieval of the region of interest in
real metallographic images from the steel plant of
ArcelorMittal Ostrava a.s. (Ostrava, the Czech Republic)
is addressed in this paper. The objective is to monitor the
process quality in a steel plant. Thus, two different image
segmentation algorithms are used and compared in this
contribution. The first algorithm computes the histogram
of grey levels of the image and estimates an ideal
threshold for object recognition, while the second
algorithm is based on spectral segmentation. Then, the
extracted objects of the metallographic image sample are
automatically analyzed by statistical methods.
The  paper  is  structured  as  follows.  Section  2
describes the used image segmentation techniques. In
Section 3, an automated method for the region of interest
retrieval is presented. An experimental comparison of
these two approaches for image segmentation follows in
Section 4. In section 5, modifications of algorithms for
real industrial use are presented. Finally, Section 6 closes
the paper with final remarks.
2. Image Segmentation
In this paper we use a well known threshold based image
segmentation technique in comparison to a spectral
segmentation method [9]. We present industrial images
for which the threshold segmentation works well,
whereas the full automatic alternative spectral
segmentation fails. Moreover, we will see that, in our
case, the threshold method is significantly faster than the
spectral method.
The typical distribution of gray intensities
represented by a histogram of an input metallographic
digital  image  is  seen  on  Fig.  1.  It  is  easy  to  see  that  the
choice of an optimal threshold T,  is  crucial  for  a
successful image segmentation.
An obvious choice for the threshold T would be
one of the values marked by the red arrows in Fig. 1.
Indeed, only the left arrow, which represents a color
division between the “dark” and “gray” shade of black, is
our preferred threshold level. This is due to the center
scoring quality estimation being more sensitive to
“darker” colors, as the important central defects are
usually “darker” than the rest of the metallographic
sample. In other words, this threshold selection is based
on an a-priori known structure of the input image and on a
histogram matching procedure as described in [10].
In contrast to the left arrow, the arrow on the right
symbolizes a color division between the "gray" and
"white" colors, which mainly correspond to the sample
marking, which is not currently important in our central
defects recognition task.
Fig. 1: An example of histogram of input metallographic sample.
In order to segment the image correctly, the
morphological post-processing has to be done. Thus, the
morphological post-processing operations called “open
and fill” are necessary in order to eliminate the effects of
the heterogeneity of the image background and in order to
fill the image holes and close all extracted objects of the
image sample. The segmented image sample, with and
without post processing, is shown in Fig. 2. It is easy to
see the post-processing operations successfully filter
artificial objects located in the upper left image corner.
Fig. 2: Effects of the morphological post processing: The segmented
image without any morphological post-processing is located
up, whereas the original image with the morphological post
processing is located down.
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Fig. 3: Insufficient results of the spectral segmentation: Sample A (up)
and Sample B (down).
Figure 3 highlights, in red, an example of the
spectral segmentation failure of Sample B. The problems
with spectral segmentation occur probably due to the
presence of image noise in the industrial environment.
For calculations we used the default values of the spectral
segmentation algorithm [9].
Fig. 4: Results of the histogram segmentation: Sample A (up) and
Sample B (down).
On the other hand, Fig. 4 contains trouble free
results of the same samples segmented via the threshold
method. It is obvious that Sample A is segmented without
any problems while Sample B has some minor defects,
which are not important for the future analysis of the
center area.
In our case, the threshold segmentation method
seems to be superior in reference to the quality and the
speed efficiency of the algorithm. The comparison of
results, presented in Tab. 1, also indicates a possibility of
the real-time image segmentation for the threshold based
method.
All metallographic images here presented, are
acquired by the Canon EOS 550D digital camera
mounted on a tripod with a fixed distance to the metal
sample. The average digital image size is roughly 5 MB.
The picture resolution is around 4504Í3093, depending
on an automatic crop software procedure.
Tab.1: Comparison of computation time for histogram and spectral
segmentation.
Segmentation method Computation time (s)
Threshold 1,9
Spectral 69,9
3. Automated Region of Interest
Retrieval
In this section we present a simple, but an effective
method for the automated ROI detection. The method is
based on an average value obtained from a moving
window that moves down along the rows of an analyzed
image. In this way, we find a one-dimensional vector that
characterizes the rows of the colors of the image. An
example of this “sample mean vector” is plotted in Fig. 6.
In order to achieve a successful localization of the
ROI, there has to be done an intensity normalization
described in Eq. (1), which enables a better dark-white
contrast highlight as illustrated in Fig. 5:
imageinput
imageanofintensityaverage=I . (1)
The window’s height has been experimentally
estimated to be 100 pixels. This window dimension
enables an acceptably smooth graph of average values.
At the final step, we used an explicit knowledge of
the problem structure: All false positive matches located
too far from the image centre are automatically deleted.
As the region with central defects (dots) is already known,
detected defects are compared with their probability of
occurrence and are processed for a future evaluation. The
dots are filtered: dots of insignificant size, that is, where
the area of such dots is less than 4 pixels, are identified as
a noise. The remaining significant dots are counted and
measured. Especially, their size, position and area are
estimated and stored in a database.
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Fig. 5: Effects of the histogram normalization: The segmented image
with enhanced contrast by the histogram normalization is
located up, whereas the same image without any histogram
normalization is located down.
4. Results of the Automated Region
of Interest Retrieval
Figure 6 and Fig. 8 present mean values of each row of
Samples A and B. The information from these figures is
displayed in Fig. 7 (Sample A) and Fig. 9 (Sample B).
Here, blue lines represent the detected regions of interest.
As a result of the intermediate state of the ROI detection
algorithm, there are false positive matches (see blue lines
located close to peripheral areas of Fig. 7 and Fig. 9).
It is obvious that our needed ROI is located in the
center of the image. As a result of the final step of the ROI
algorithm, the false-positive hits are identified and
deleted. Finally, the final ROI of both samples have been
successfully detected (see red lines of Fig. 10). Because of
space limitations, the detected region of interest of
Sample A is not presented.
Although the metal sample B has some minor
residue from the segmentation, this residue does not have
a significant impact on the successful ROI localization. As
a result of ROI, this final automatically extracted region
of interest is consistent with an expert opinion.
Fig. 6: Metal-Sample A: Mean values of the each row in the analyzed
image. The detected local maxima are expressed by the red
circles.
Fig. 7: Metal-Sample A: Identification of region of interest.
Fig. 8: Metal-Sample B: Mean values of each row in analyzed image.
The detected local maxima are expressed by the red circles.
Fig. 9: Metal-Sample B: Identification of region of interest with
several false-positives.
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Fig. 10: Metal-Sample B: the final detected region of interested is
highlighted in red.
5. Industrial Experience
The current version of the detection algorithm relies on
the supplied image samples. Unfortunately, in the
industrial environment, digital images of these metal
samples were made in the past by two different digital
cameras, as well as illuminated by two different light
sources. For this reason, the region of interest detection
algorithm did not seem to be too successful in real
industrial conditions, because there was too much noise
for a reliable estimation of the right position of the
threshold in the detected region. The main complication
was caused by a non-homogeneous brightness of the
sample, which complicated the process of correctly
setting the "threshold" values for all parts of the central
region of interest. Consequently, different levels of
brightness on the metal-sample increased the frequency
of dark areas, which interfered with the visibility of the
central segregation. Fortunately, this problem has been
recently resolved by a new lighting system, which has
been successfully developed and installed at the
metallographic laboratory of the ArcelorMittal Ostrava
plc.
Another modification of the industrial application
is based on the removing of redundancy data from the
detected central region of interest (see Fig. 8). The whole
procedure is based on automated sub-region
decomposition, as illustrated in Fig. 11.
Fig. 11: An example of automated sub-region decomposition.
In order to attain a better signal-to-noise ratio, the
proposed algorithm for removing redundancy data from
the detected central region of interest can be summarized
as follows:
· An area of the same dimensions as a localized
central region is selected in the lower and upper
half of the sample.  These areas are denoted in
Fig. 9 as Lower and Upper reference windows.
· The histogram that represents the grayscale
distribution of pixels contained in the window is
computed for both reference windows. These two
histograms are then averaged.
· The area with the highest frequency is identified in
the average histogram (modus).
· Gray shades corresponding to the modus are
removed from the histogram of the central
window. In this way, the redundant information
located across the whole metal sample is removed
and the remaining central dots are exposed for
extraction.
· The dots location algorithm based on thresholding
is applied to the reduced histogram of the central
window (see the thresholding algorithm). Our
experiments indicate that these modifications
seem to be robust enough for the analyzed
industrial environment.
6. Conclusion
In this paper, we presented a comparison of two
algorithms for the automatic segmentation of real
metallographic images. We introduced a modification of
the histogram-based segmentation technique for
metallographic images and we described the method for
automated estimation of the region of interest. The
obtained results prove the high efficiency of the
histogram segmentation technique.
The central region with small defects that
influence the quality of the metal samples has been
successfully automatically detected. The classification
results obtained by the proposed methods are close to the
classification of human experts.
The obtained results are promising and indicate
that the proposed method for ROI can be used for a future
evaluation of a crosscut macro structure of the slab
samples. In order to achieve more precise evaluation
results, individual areas of a sample crosscut image should
be analyzed in detail. In our future research, we plan to
use techniques for the automated extraction of dots [2]
from the segmented region of interest. The detailed
analysis of extracted central defects will also be important
for the future connecting of metallurgical relations in
images [5] and process variables, which are hidden in
industrial databases.
The experimental metallography images have been
provided by the company ArcelorMittal Ostrava a.s.
(Ostrava, the Czech Republic).
DIGITAL IMAGE PROCESSING AND COMPUTER GRAPHICS VOLUME: 10 | NUMBER: 1 | 2012 | MARCH
© 2012 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 55
Acknowledgements
This work was supported by the Ministry of Industry and
Trade of the Czech Republic under the project no. FR—
TI1/432. This work was also supported by the European
Regional Development Fund in the IT4Innovations
Centre of Excellence project (CZ.1.05/1.1.00/02.0070).
References
[1] BECKERMANN, C. Modelling of macrosegregation:
Applications and future needs. International Materials
Reviews. 2002, vol. 47, iss. 5, p. 243-262. ISSN 0950-6608.
[2] KOTAS, P., P. PRAKS, V. ZELJKOVIC and L. VALEK.
Automated region of interest retrieval of metallographic
images for quality scoring estimation. In: Industry Applications
Society Annual Meeting (IAS), 2010 IEEE. IEEE, 2010, p. 1-4.
ISBN 978-142446395-4. ISSN 0197-2618. Available at:
http://dx.doi.org/10.1109/IAS.2010.5615510.
[3] ZELJKOVIC, V., P. PRAKS, R. VINCELETTE, C. TAMEZE
and L. VALEK. Automatic pattern classification of real
metallographic images. In: Industry Applications Society
Annual Meeting, 2009 IEEE IAS. IEEE, 2009, p. 1-4. ISBN
978-1-4244-3475-6. ISSN 0197-2618. Available at:
http://dx.doi.org/10.1109/IAS.2009.5324864.
[4] SIRGO, A. J., R. CAMPO, A. LOPEZ, A. DIAZ and L.
SANCHO. Measurement of centerline segregation in steel
slabs. In: Industry Applications Conference, 2006. 41st IAS
Annual Meeting. Conference Record of the 2006 IEEE. IEEE,
2006, p. 516-520. ISBN 1-4244-0364-2. ISSN  0197-2618.
Available at: http://dx.doi.org/10.1109/IAS.2006.256568.
[5] PRAKS, P., M. GRZEGORZEK, R. MORAVEC, L. VALEK
and E. IZQUIERDO. Wavelet and eigen-space feature
extraction for classification of metallography images. In:
Proceeding of the 2008 conference on Information Modelling
and Knowledge Bases XIX. IOS Amsterdam: Press Amsterdam,
2008, p. 190-199. ISBN 978-1-58603-812-0.
[6] VALEK, L., P. PETRISAKOVA, P. PRAKS, P. KOTAS and P.
JAGLA. The Quality Results of Slabs at Segregation Area. In:
Metal 2011. Brno, 2011, p. 137-142. ISBN 978-80-87294-24-6.
Available at:
http://www.metal2011.com/data/metal2011/sbornik/lists/papers
/878.pdf.
[7] OGER, M., P. BELHOMME, J. KLOSSA, J. J. MICHELS and
A. ELMOATAZ. Automated region of interest retrieval and
classification using spectral analysis, Diagnostic Pathology.
2009, vol. 3, iss. 1, p. 1-4. ISSN 1746-1596.
[8] SORSCHAG, R., R. MORZINGER and G. THALLINGER.
Automatic region of interest detection in tagged images, In:
Multimedia and Expo, 2009. ICME 2009. IEEE International
Conference. IEEE. 2009. p. 1612-1615. ISBN 978-1-4244-
4290-4. ISSN 1945-7871. Available at:
http://dx.doi.org/10.1109/ICME.2009.5202827.
[9] GRADY,  J.  L. Space-variant computer vision: A graph-
theoretic approach. Boston, 2004. Doctoral Dissertation.
Boston University. Supervisor L. E. Schwartz. p. 145.
[10] GONZALEZ, R. C. and R. E. WOODS. Digital Image
Processing. 2nd Edition. USA: Prentice Hall, 2002. ISBN 978-
0-20-118075-6.
About Authors
Petr KOTAS get his B.Sc. and M.Sc. in Applied
Mathematics at VSB-Technical University of Ostrava,
Czech Republic. Currently he is studying his Ph.D. in
Applied Mathematics at VSB-Technical University of
Ostrava. His areas of interest are image processing, linear
algebra, differential equations, and parallel computing.
Pavel PRAKS studied computer science and applied
mathematics at the VSB-Technical University of Ostrava,
the Czech Republic. He received from this university a
Ph.D. in computer science and applied mathematics in
2006. During 2007-2008, he spent more than one year in
Brussels, Belgium as a post-doctoral scholar at Service de
Metrologie Nucleaire, Universite Libre de Bruxelles.
During 2006-2008 he worked as a researcher at the Dept.
of Information and Knowledge Engineering, University
of Economics, Prague, the Czech Republic. At present he
works, part-time, as a researcher at IT4Innovations
Centre of Excellence and also at the Dept. of Applied
Mathematics, VSB-Technical University of Ostrava. He
also  works,  part-time,  as  a  lecturer  at  the  Dept.  of
Mathematics and Descriptive geometry, VSB-Technical
University of Ostrava. His current field of interest
includes industrial statistics and linear algebra for data-
mining tasks.
Vesna ZELJKOVIC received a B.Sc. in Electrical
Engineering in 1996, completed her M.Sc. in 1998 from
the University of Belgrade, and finally received her Ph.D.
in Electrical Engineering in 2004 from the University of
Novi Sad, Serbia. From 1996 to 2004 she was research
and teaching assistant at the University of Belgrade and
the University of Novi Sad, receiving a Ministry of
Science and Technology fellowship for prominent young
researchers. She has been a faculty member at Delaware
State University since January 2005. Dr. Vesna Zeljkovic
is currently Associate Professor at New York Institute of
Technology, Nanjing campus. She is a researcher in the
field of signal and image processing with more than ten
years experience in developing mathematical models and
novel algorithms for the analysis of 2D images that have
applications in video surveillance, analysis of complex
optical spectra, public health, industry application,
homeland security and national defense. She has more
than 50 scientific papers, one book and a book chapter
published in these fields and serves as a reviewer for peer
reviewed journals and proceedings. During her residence
in the USA, she participated in obtaining highly ranked
grants. Dr. Zeljkovic mentored and graduated two Ph.D.
students in 2009. She was awarded, by the US
Government in 2007, an EB-1 status as Outstanding
Professor and Researcher. Because of this award, she
received her US residence permit. Dr. Zeljkovic’s goal as
a scientist and researcher is to help in improving the
quality of human life in all aspects. Dr. Zeljkovic is a
member of IEEE.
Ladislav VALEK majored in Metallurgy at VSB-
Technical University of Ostrava, Czech Republic. He
DIGITAL IMAGE PROCESSING AND COMPUTER GRAPHICS VOLUME: 10 | NUMBER: 1 | 2012 | MARCH
© 2012 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 56
gained more theoretical experience in the field of
Metallurgy of Iron making and Steelmaking during his
doctorate study. The doctoral thesis was successfully
completed in 1997. Since leaving the university, he has
attained practical experience at the Research Dept. of
ArcelorMittal Ostrava a.s.  for the last fourteen years. He
has held several positions, from research/process
engineer to the head of various organization units.
Currently, he is managing one group in research
concerning liquid steel, billets and slab production. He
has contributed to, and successfully completed, several
grant projects with the financial support of grant
agencies. The results of his scientific works are published
continuously.
Vit VONDRAK is Associate Professor in the Department
of Applied Mathematics and Head of the Research
Programme of IT4Innovations at VSB-Technical
University of Ostrava, Czech Republic completed his
Ph.D. in Numerical Mathematics at Palacky University in
Olomouc, Czech Republic in 1993. During his scientific
career, he has focused on numerical solution of large
engineering problems like contact mechanics, design
optimization problems which include modeling in
biomechanics and hydrology. His work mainly
concentrates on the adaptation and development of
solving algorithms to parallel computing.
