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Abstract
Let (W,S) be a Weyl group and H its associated Hecke algebra. LetA= Z[u,u−1] be the Laurent
polynomial ring. Kazhdan and Lusztig [Representation of Coxeter groups and Hecke algebras,
Invent. Math. 53 (1979) 165–184] introduced two A-bases {Tw}w∈W and {Cw}w∈W for the Hecke
algebra H associated to W . Let Yw =∑yw ul(w)−l(y)Ty . Then {Yw}w∈W is also an A-base for
the Hecke algebra. In this paper we give an explicit expression for certain Kazhdan–Lusztig basis
elements Cw as A-linear combination of Yx’s in the Hecke algebra of type Dn. In fact, this gives
also an explicit expression for certain Kazhdan–Lusztig basis elements Cw as A-linear combination
of Tx ’s in the Hecke algebra of type Dn. Thus we describe also explicitly the Kazhdan–Lusztig
polynomials for certain elements of the Weyl group. We study also the joint relation among some
elements in W and some distinguished involutions with a-value n2 − 3n+ 3 in the Weyl group of
type Dn.
 2003 Elsevier Science (USA). All rights reserved.
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In [1] Kazhdan and Lusztig defined the concepts of left, right, and two-sided cells
for Weyl group (W,S), which play an important role in the representation theory of
its associated Hecke algebra. In [2] Lusztig defined a distinguished involution for the
Weyl group (W,S) and showed that each left (right) cell contains a unique distinguished
involution. In [3] Shi provided some methods for finding distinguished involutions of the
Weyl group (W,S). Let J ⊂ S. WJ is the subgroup of W generated by J . (w0)J is the
longest element in WJ . Then (w0)J is a distinguished involution with a-value l((w0)J ).
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the Weyl group W of type Dn, it is still difficult to determine the distinguished involutions
of the next lowest two-sided cell Ω with a-value n2 − 3n+ 3, for there is no such element
as (w0)J in the two-sided cell Ω .
Now let (W,S) be Weyl group of type Dn where S = {s1, s2, . . . , sn} is its Coxeter
generator set. Let w0 be the longest element of W . Let Ω be the two-sided cell which
contains the element s1w0 of W with a(s1w0) = n2 − 3n + 3. In this paper we show
that the element s1w0 is a distinguished involution of the two-sided cell Ω by applying
some formulas on the relations in the two bases of Hecke algebra of type Dn and
computing Kazhdan–Lusztig polynomial Pe,s1w0(u). Furthermore we also determine the
other distinguished involutions in the two-sided cell Ω .
The paper is organized as follows. In Section 1 we recall some general results on the two
bases of Hecke algebra, the relation ∼
L
(resp. ∼
R
, ∼
LR
), the left (resp. right, two-sided) cell,
the a-function, and distinguished involutions for Weyl groups. In Section 2 we describe
canonical expressions for the elements of W . In Section 3 we introduce new A-basis
elements Yw for the Hecke algebra H , where
Yw =
∑
yw
ul(w)−l(y)Ty,
and we will show Theorems 3.1–3.4 on the relations in two bases of the Hecke algebra of
Dn and give the joint relation among some elements in W . In Section 4 we determine all
distinguished involutions in the two-sided cell with a-value n2 − 3n+ 3 as a corollary of
Theorem 3.4.
1. Preliminaries
1.1. Let W = (W,S) be a Coxeter group with S as its Coxeter generator set. Let  be
the standard Bruhat order on W . For w ∈W , we denote by l(w) the length of w and let
L(w)= {s ∈ S | sw <w}, R(w)= {s ∈ S | ws <w}.
1.2. Let u be an indeterminate, and A = Z[u,u−1] the Laurent polynomial ring. The
Hecke algebra H associated to W is the A-algebra which, as an A-module, has two
A-bases {Tx}x∈W and {Cw}w∈W which satisfy the relations{
TxTx ′ = Txx ′ if l
(
xx ′
)= l(x)+ l(x ′),(
Ts − u−1
)
(Ts + u)= 0 if s ∈ S,
Cw =
∑
yw
ul(w)−l(y)Py,w
(
u−2
)
Ty,
where Py,w(u) ∈ Z[u] satisfies the conditions that Pw,w = 1; Py,w = 0 if y  w;
degPy,w  1 (lw) − l(y) − 1) if y < w. The Py,w’s are called Kazhdan–Lusztig2
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C′w in [1] with u= q−1/2.
We denote by µ(y,w) or µ(w,y) the coefficient of u(1/2)(l(w)−l(y)−1) in Py,w for y,w
with l(y) < l(w). If µ(y,w) = 0, then we say that y and w are joined and denote by y—w
this relation.
Lemma 1.3 [1, Lemma 2.6(vi)]. If W is a finite Weyl group and w0 is its longest element,
then Py,w0 = 1 for all y ∈W , i.e.,
Cw0 =
∑
y∈W
ul(w0)−l(y)Ty.
1.4. We have the following formulas: for any x ∈W and s ∈ S,
CsCx =
{
(u−1 + u)Cx if s ∈L(x),∑
y−x
sy<y
µ(x, y)Cy if s /∈L(x),
CxCs =
{
(u−1 + u)Cx if s ∈R(x),∑
y−x
sy<y
µ(x, y)Cy if s /∈R(x),
where the numbers of the elements y occurring on the right hand sides of the equalities are
finite.
1.5. Following Kazhdan and Lusztig [1], we introduce the preorders 
L
, 
R
, and 
LR
on W . For z,w ∈ W , we say z
L
w (resp. z
R
w) if there exists a sequence of elements
z0 = z, z1, . . . , zr = w in W such that zi−1—zi and L(zi−1)  L(zi) (resp. R(zi−1) 
R(zi)) for each i,1  i  r , and we say z 
LR
y if there exists a sequence of elements
z0 = z, z1, . . . , zr = y in W such that for each i , 1  i  r , either zi−1
L
zi or zi−1
R
zi .
Furthermore we write z∼
L
y (resp. z∼
R
y , z ∼
LR
y) if z
L
y
L
z (resp. z
R
y
R
z, z 
LR
y 
LR
z).
These are equivalence relations on W , and the equivalence classes of W with respect to
∼
L
(resp. ∼
R
, ∼
LR
) are called the left (resp. right, two-sided) cells of W . Kazhdan and Lusztig
showed that if x∼
L
y (resp. x∼
R
y), then R(x)=R(y) (resp. L(x)= L(y)) [1].
1.6. We need the function a :W → N ∪ {∞} defined in [4]. Lusztig showed some
properties of the a-function, which are given below.
Assume that (W,S) is crystallographic (cf. [4, 3.1]).
(1) If x 
LR
y , then a(x) a(y). In particular, if x ∼
LR
y , then a(x)= a(y) [4, 5.4].
(2) If x
L
y (resp. x
R
y) and a(x)= a(y), then x∼
L
y (resp. x∼
R
y) [2, 1.9(b)].
(3) Let x, y ∈W be such that x—y , R(x)  R(y) and L(x)  L(y). Then a(x) > a(y)
[4, 5.5].
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a(z)  0 holds for any z ∈ W [2, 1.3]. Let i(z) = l(z) − 2δ(z) − a(z) for z ∈ W . Then
i(z) 0. Define
Dm =
{
z ∈W | i(z)=m} for m 0.
It is obvious that if x ∈Dm, then x−1 ∈Dm. D0 is a finite set of involutions of W (Lusztig
called them the distinguished involutions). Each left (resp. right) cell of W contains a
unique element of D0.
1.8. Let s, t ∈ S be such that o(st), the order of st, is equal to 3, and let
DL(s, t) =
{
w ∈W | L(w) ∩ {s, t} has exactly one element},
DR(s, t) =
{
w ∈W |R(w) ∩ {s, t} has exactly one element}.
If w ∈DL(s, t) (resp. DR(s, t)), then exactly one of the elements sw, tw (resp. ws, wt) is
in DL(s, t) (resp. DR(s, t)). We denote this element by ∗w (resp. w∗). The transformation
w → ∗w (resp. w → w∗) in DL(s, t) (resp. DR(s, t)) is called a left (resp. right) star
operation on W . It is easy to see that w∼
L
∗w (resp. w∼
R
w∗). Moreover, if x∼
L
y (resp.
x∼
R
y), then x ∗ ∼
L
y∗ (resp. ∗x∼
R
∗y) [1].
Theorem 1.9 [5, 1.10]. Let d ∈ D0(Ω) and d ∈ DL(s, t) with o(st) = 3. Then (∗d)∗ =
∗(d∗) ∈D0(Ω).
2. The expression for elements in Weyl group of type Dn
Now let W = (W,S) be the Weyl group of type Dn with S = {s1, s2, . . . , sn} as its
generator set, where the generators satisfy the following relations: s2i = e for 1  i  n,
(sisi+1)3 = e for 0 < i < n− 1, (sn−2sn)3 = e, sn−1sn = snsn−1 and (sisj )2 = e for other
j = i ± 1.
If x ∈ W , we can write x = x1x2 · · ·xn−2xn−1 such that xi is the distinguished
representative element of the left coset xiWi , where Wi is the subgroup of W generated by
{si+1, si+2, . . . , sn−1, sn} for 1  i < n− 1. Clearly R(xj ) ⊆ {sj } for 1  j < n − 1 and
xn−1 = sn−1sn or sn−1 or sn or e where e is the identity element of W . In fact, we have that
xj = e or xj < sj sj+1 · · · sn−2sn−1snsn−2 · · · sj+1sj with R(xj )⊂ {sj } for 1 j  n− 2.
If we omit all e’s occurring in the above expression, then the expression is unique under
the above conditions. We also call it the canonical expression of x in the Weyl group W .
Theorem 2.1 [5, 2.4]. Let x = x1x2 · · ·xn−1 ∈W be canonical. Then set R(x) consists of
all such elements si ∈ S that the subscript i satisfies one of the following three conditions:
(a) 1 i  n− 2, xi = e and xi+1 = e,
(b) 1 i  n− 2, xi+1 = e, and
C.Cheng Dong, L.J. Chun / Journal of Algebra 265 (2003) 211–220 215(1) l(xi) > (xi+1) for l(xi+1) n− i − 2,
(2) xi = xi+1si or l(xi) > n− i if xi+1 = sn−1sn−2 · · · si+2si+1 or snsn−2 · · · si+2si+1,
(3) l(xi) > l(xi+1)+ 1 for l(xi+1) n− i ,
(c) if xn−1 = sn−1sn, then sn−1, sn ∈R(x); if xn−1 = sn−1 (resp., sn), then sn−1 (resp., sn)
∈ R(x).
Applying the above theorem one also can easily compute the set L(x) by L(x) =
R(x−1).
3. The relation in {Cw}w∈W and {Tw}w∈W of Hecke algebra of type Dn
3.1. Let (W,S) be a Weyl group. Let w ∈W and
Yw =
∑
yw
ul(w)−l(y)Ty.
Clearly {Yw}w∈W is also an A-base for the Hecke algebra H .
Lemma 3.1 [6, Lemma 3.1].
(1) If si /∈ L(w) and
Zw =
∑
yw, si /∈L(y)
ul(w)−l(y)Ty,
then CiZw = YsiW ;
(2) If si ∈ L(w) and
Z′w =
∑
yw, si∈L(y)
ul(w)−l(y)Ty,
then CiZ′w = u−1Yw ;
(3) If si /∈ L(w) and z is the only maximal element z with z < w and si ∈ L(z), then
CiYw = Ysiw + ul(w)−l(z)−1Yz;
(4) If si /∈ L(w), z1 and z2 are the only maximal elements z with z < w and si ∈ L(z),
z3 is the only maximal element z with z < z1, z < z2 and si ∈ L(z), then CiYw =
Ysiw + ul(w)−l(z1)−1Yz1 + ul(w)−l(z2)−1Yz2 − ul(w)−l(z3)−1Yz3 ;
(5) If si ∈ L(w), then CiYw = (u−1 + u)Yw .
For the sake of brevity, we denote the element si ∈ S by symbol i in the expressions
of elements of the Weyl group W of type Dn. Let zi = i(i − 1) · · ·21w{2,3,...,n−1,n} for
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For example, for n= 6,
z3 =
3 2 1
2 3 4 5 6 4 3 2
3 4 5 6 4 3
4 5 6 4
5 6
, z′3 =
3 4 5 6 4 3 2 1
2 3 4 5 6 4 3 2
3 4 5 6 4 3
4 5 6 4
5 6
It is easily checked by Theorem 2.1 that L(zi)= S − {si+1} for 1 i  n− 3, L(zn−2)=
S − {sn−1, sn}, L(zn−1)= S − {sn}, L(zn)= S − {sn−2}, R(zi)= S − {s1} for 1  i  n,
L(z′i )= S − {si−1} and R(z′i )= S − {s1} for 2 i  n− 2.
Corollary 3.1 [6, Lemma 3.2]. Let W be a Weyl group. Let
Cw =
∑
yw
fy,w(u)Ty,
where fy,w(u) ∈A. Then for y < w, we have y—w if and only if the lowest degree of the
non-zero terms of fy,w(u) is one.
Theorem 3.2. For 1 i  n− 1, Czi = Yzi where
Yzi =
∑
xzi
ul(zi)−l(x)Tx .
Proof. For 1  i  n − 1, we will show Czi = Yzi by induction on i . It is impossible
that s1y < w{2,3,...,n−1,n} for any y  w{2,3,...,n−1,n}. So, z1 = s1w{2,3,...,n−1,n} is the only
element z with z—w{2,3,...,n−1,n} and s1z  w{2,3,...,n−1,n}. Therefore C1Cw{2,3,...,n−1,n} =
Cz1 by the result in the Section1.4.
Since Cw{2,3,...,n−1,n} = Yw{2,3,...,n−1,n} by the result in Section 1.3,
C1Cw{2,3...,n−1,n} = C1Yw{2,3...,n−1,n} = Yz1
by Lemma 3.1(1). Thus Cz1 = Yz1 .
Suppose we have Czt = Yzt for 1  t  i − 1, i.e., Py,zi−1 = 1 for any y  zi−1 by
the result in 1.2. So elements y satisfying the condition y—zi−1 and y < zi−1 must be
elements y with y < zi−1 and l(y)= l(zi−1)−1. Let zi−1 = x1x2 · · ·xn−1 be the canonical
expression defined in Section 2.3 where
x1 = (i − 1)(i − 2) · · ·21,
xi = i(i + 1) · · · (n− 2)(n− 1)n(n− 2) · · · (i + 1)i for 2 i  n− 2
and xn−1 = (n− 1)n.
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and siy < y . It is trivial that zi—zi−1 and sizi < zi−1. Thus
CiCzi−1 = Czi +Czi−2 (3.2.1)
by the result in Section 1.4 where z0 = w{2,3,...,n−1,n}. It is easily checked by canonical
expression of elements that the element zi−2 is the only maximal element y with y < zi−1
and si ∈ L(y). By Lemma 3.1(3) and induction hypothesis we have
CiCzi−1 = CiYzi−1 = Yzi + Yzi−2 .
Thus we show Czi = Yzi for 1 i  n− 1 by induction hypothesis and (3.2.1). ✷
Applying this theorem for i = n− 1 we have
Czn−1 = Yzn−1 . (3.2.2)
Since sn−1 and sn are symmetric on the Coxeter diagram of type Dn, after interchanging
sn and sn−1 in the canonical expression of zn−1 we have
Csnzn−2 = Ysnzn−2 . (3.2.3)
In fact, zn−1 = (n − 1)(n − 2)(n − 3) · · ·321w{2,3,...,n−1,n} and snzn−2 = n(n − 2)(n −
3) · · ·321w{2,3,...,n−1,n}.
Corollary 3.2. Let y < zi for 1 i  n− 1. Then y—zi if and only if l(zi )= l(y)+ 1. And
when the equivalent conditions hold, we have µ(zi, y)= 1.
Proof. When y < zi and l(zi) = l(y)+ 1, it is obvious by Corollary 3.1 that zi—y and
µ(zi, y)= 1. ✷
Theorem 3.3. Czn = Yzn + uYzn−3 .
Proof. Since Czn−1 = Yzn−1 by Theorem 3.2, i.e., Py,zn−1 = 1 for any y < zn−1 by the
result in Section 1.2. So elements y satisfying the condition y—zn−1 and y < zn−1 must
be elements y with y < zn−1 and l(y)= l(zn−1)− 1. It is easily checked that the element
y = zn is the only element y with y—zn−1 and sny < y . Thus
CnCzn−1 = Czn (3.3.1)
by the result in Section 1.4. It is easily checked by canonical expression of elements that
the element zn−3 is the only maximal element y with y < zn−1 and sn ∈ L(y). Since
l(zn−1)− l(zn−3)= 2, we have CnCzn−1 = Czn = Yzn + uYzn−3 by Lemma 3.1(3). ✷
Corollary 3.3. Let y < zn. Then y—zn if and only if either l(zn)= l(y)+ 1 or y = zn−3.
And when the equivalent conditions hold, we have µ(zn, y)= 1.
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lowest degree of the non-zero terms of fzn−3,zn (u) in Czn =
∑
yzn fy,zn (u)Ty is one. By
Corollary 3.1, we have zn—zn−3 and µ(zn, zn−3)= 1. For y < zn and l(zn)= l(y)+ 1 it
is obvious by Corollary 3.1 that zn—y and µ(zn, y)= 1. ✷
Theorem 3.4. For 2 i  n− 2
Cz′i = Yz′i + uYzi−2 . (3.4.1)
Proof. For 2  i  n − 2, we will show (3.4.1) by descending induction on i . Since
Czn = Yzn + uYzn−3 by Theorem 3.3, Py,zn is determined for any y < zn. It is easy to
check that z′n−2, zn−1 and snzn−2 are the only elements y with y—zn and sn−2y < y . Thus
by the result in Section 1.4 we have
Cn−2Czn = Cz′n−2 +Czn−1 +Csnzn−2 . (3.4.2)
Since both zn−1 and snzn−2 are the only maximal elements y with y < zn and sn−2 ∈L(y).
And zn−2 is the only maximal element y with y < zn−1, y < snzn−2 and sn−2 ∈L(y). Thus
applying Lemma 3.1(4) we have
Cn−2Yzn = Yz′n−2 + Yzn−1 + Ysnzn−2 − uYzn−2 . (3.4.3)
Since l(zn−3)− l(zn−4) = 1 and zn−4 is the only maximal element y with y < zn−3 and
sn−2 ∈L(y), applying Lemma 3.1(3) we have
Cn−2Yzn−3 = Yzn−2 + Yzn−4 . (3.4.4)
By (3.2.2), (3.2.3), (3.4.2)–(3.4.4) we have Cz′
n−2 = Yz′n−2 + uYzn−4 . Thus we show (3.4.1)
for i = n− 2. Suppose we have Cz′t = Yz′t + uYzt−2 for i + 1  t  n− 2, i.e., Py,z′i+1 is
determined by the result in Section 1.2 for any y < z′i+1. We find that zi and z′i+2 are the
only elements y with y—z′i+1 and siy < y . Thus by the result in Section 1.4 we have
CiCz′
i+1 = Cz′i +Cz′i+2 . (3.4.5)
Since z′i+2 is the only maximal element y with y < z′i+1 and si ∈L(y), we have
CiYz′i+1 = Yz′i + Yz′i+2 (3.4.6)
by the result in Section 1.4. Since zi−2(z0 =w{2,3,...,n−1,n}) is the only maximal element y
with y < zi−1 and si ∈ L(y), applying Lemma 3.1(3) we have
CiYzi−1 = Yzi + Yzi−2 . (3.4.7)
By induction hypothesis and (3.4.5)–(3.4.7) we have
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Thus we show that the conclusion of the theorem is true for 2 i  n− 2. ✷
Corollary 3.4.
(1) The element z′2 = s1w0 in the Weyl group of type Dn is a distinguished involution with
a-value n2 − 3n+ 3 where w0 is the longest element of W .
(2) Let y < z′i for 2  i  n − 2. Then y—z′i if and only if either l(z′i ) = l(y) + 1 or
y = zi−2. And when the equivalent conditions hold, we have µ(z′i , y)= 1.
Proof. (1) Let (w0)J1 be the longest element in the subgroup WJ1 of W generated by
J1 = {s2, s3, . . . , sn−1, sn}. It is easily checked by the definition in Section 1.5 that
(w0)J1 ∼
L
z1 = s1(w0)J1 ∼
L
z2 = s2z1∼
L
· · ·∼
L
zn−3∼
L
zn−2
<
L
zn−1∼
L
zn∼
L
z′n−2∼
L
· · ·∼
L
z′2 <
L
w0,
i.e., (w0)J1 <
L
z′2 <
L
w0. Thus we have by the result in Section 1.6 that
a
(
(w0)J1
) = l((w0)J1)= (n− 1)(n− 2)= n2 − 3n+ 2 < a(z′2)< a(w0)
= n(n− 1)= n2 − n.
Since w0 is contained in the lowest two-sided cell corresponding to the partition (12n) of
2n, the element z′2 is contained in the next lowest two-sided cell Ω corresponding to the
partition (22,12n−4) of 2n. The dual partition of the partition (22,12n−4) is (2n− 2,2). By
the formula in [7]
a(Ω)= 1
4
∑
i
[
λ∗2i−1
(
λ∗2i−1 − 2
)+ (λ∗2i)2]
we have
a
(
z′2
)= 1
4
[
(2n− 2)(2n− 4)+ 22]= n2 − 3n+ 3.
From Theorem 3.4 we have Cz′2 = Yz′2 + uYw{2,3,...,n−1,n} . Applying the result in
Section 1.2 we have Pe,z′2 = 1+un−2. Since l(z′2)= n(n−1)−1 and a(z′2)= n2−3n+3,
l(z′2)− a(z′2)− 2δ(z′2)= 0, i.e., the element z′2 = s1w0 is a distinguished involution by the
result in Section 1.7.
The proof of (2) is similar to that of Corollary 3.3. ✷
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The element s1w0 = z′2 is a distinguished involution with a-value n2 − 3n + 3 by
Corollary 3.4. We have s2w0 = (∗(s1w0))∗ with respect to the pair {s1, s2}. Applying
Theorem 1.9 the element s2w0 is also a distinguished involution. Similarly we have siw0 =
(∗(si−1w0))∗ for 2  i  n− 2 with respect to the pair {si−1, si}. Applying Theorem 1.9
the element siw0 is a distinguished involution for 2  i  n − 2. For n even sn−1w0 =
(∗(sn−2w0))∗ with respect to the pair {sn−2, sn−1} and snw0 = (∗(sn−2w0))∗ with respect
to the pair {sn−2, sn}. Thus when n is even, the elements siw0 are all distinguished
involutions with a-value n2 − 3n+ 3. When n is odd, snsn−2w0sn = (∗(sn−2w0))∗ with
respect to the pair {sn−2, sn} and sn−1sn−2w0sn−1 = (∗(sn−2w0))∗ with respect to the pair
{sn−2, sn−1}. So when n is odd, for 1 i  n−2, siw0, sn−1sn−2w0sn−1 and snsn−2snw0sn
are all the distinguished involutions with a-value n2 − 3n + 3. Therefore we find all
distinguished involutions with a-value n2 − 3n+ 3 in the Weyl group of type Dn.
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