In this paper, we study anisotropic scattering and light propagation models applicable to diffuse optical tomography. We propose a model for anisotropic scattering in the radiative transfer framework and derive the corresponding anisotropic diffusion model. To verify the anisotropic diffusion model, we consider the case of a simple anisotropic scattering model also presentable within the diffusion approximation. For numerical computations, we present a three-dimensional ͑3D͒ anisotropic Monte Carlo model and 2D finite element and boundary element solutions of the anisotropic diffusion model, and compare the results of the simulations.
I. INTRODUCTION
Optical tomography ͓1͔ is a relatively new and developing noninvasive medical imaging modality. In optical tomography, measurements of scattered and transmitted near-infrared light on the surface of the body are used for reconstruction of the internal distribution of optical properties inside the body. The strong scattering of near-infrared light in most human tissues renders the related inverse problem of the estimation of the optical properties a highly involved one, requiring advanced modeling and reconstruction techniques. One point in theoretical developments toward a more succesful estimation is the investigation of light propagation models that can be used to predict boundary measurements more faithfully.
Several human tissue types have properties that depend not only on location but also on direction. One example is the white matter of the brain, where the orientation of the axon fiber bundles gives rise to directionally dependent diffusion properties of water. Another example of structural anisotropy is the muscle fibers. Anisotropic light propagation has been measured in chicken breast tissue ͓2͔ and human skin ͓3͔ and dentin ͓4͔; hence there is good reason to believe that such structural anisotropy is seen in the optical regime. Proper modeling and understanding of the effects of anisotropy may provide valuable information for imaging and reconstruction in optical tomography.
A commonly used model for light propagation in optical tomography is the isotropic diffusion equation, which can be derived from the equation of radiative transfer under certain conditions often met in biological tissue. To handle anisotropic media, in ͓5͔, an anisotropic form of the diffusion equation was derived and used to investigate the effects of anisotropy on image reconstruction. Another diffusionlike approach to model anisotropic light propagation presented in ͓6͔ was based on the continuous-time random walk model.
In this paper, we consider in more detail an anisotropic scattering and light propagation model based on the radiative transfer equation. We present a possible model for anisotropic scattering applicable in the radiative transfer framework and then derive the corresponding anisotropic diffusion approximation. In our numerical experiments, the anisotropic diffusion equation is solved using both finite element and boundary element methods, and the results compared to a Monte Carlo simulation based on the radiative transfer equation and the anisotropic scattering model.
II. SCATTERING AND LIGHT PROPAGATION MODELS

A. Radiative transfer equation
In optical tomography light propagation is generally modeled using the radiative transfer equation ͑RTE͒ ͓7͔, also known as the Boltzmann equation. For time dependent problems, this is written
⌰͑ŝ,ŝЈ,r͒͑r,ŝЈ,t ͒dŝЈϩq͑ r,ŝ,t ͒, ͑1͒ where a and s are the absorption and scattering coefficients, respectively, (r,ŝ,t) is the radiance at position r with direction of propagation ŝ, c is the speed of light, q denotes the source term, and ⌰ is the phase function for the scattering. In operator form we write this as
or the differential scattering kernel ⌰ represents the probability density of a particle scattering from direction ŝЈ into ŝ. In isotropic media, it is assumed to be stationary-i.e., dependent only on the angle between incoming direction ŝЈ and outgoing direction ŝ. Then we can write ⌰ iso ͑ ŝ,ŝЈ,r͒ϵ⌰͑ŝ•ŝЈ,r͒.
In anisotropic media this is no longer the case. The question then arises as to the appropriate form for ⌰(ŝ,ŝЈ,r).
B. Scattering phase function
Properties of the scattering phase function
The following properties of the phase function are apparent on physical grounds: ͑1͒ the probability density of scattering cannot be negative,
͑2͒ there is reciprocity of light propagation, ⌰͑ŝ,ŝЈ͒ϭ⌰͑ϪŝЈ,Ϫŝ͒, ͑4͒
and ͑3͒ the probability of scattering over the sphere is unity regardless of the incoming radiation direction,
Isotropic scattering
In the isotropic case a convenient model for ⌰ iso is the Henyey-Greenstein function ͓8͔
which has the useful property that its Legendre expansion is given by powers of the parameter g:
and ͑using an addition theorem for Legendre polynomials͒ we have the expansion
where Y l,m are the spherical harmonics. Here g(Ϫ1,1) serves as a measure of the forward scattering bias, with g ϭ0 corresponding to uniform scattering.
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The two-dimensional analog of this function is
Note that H 2 is not simply the integral over the azimuthal direction of H 3 . H 2 has a Fourier series representation ͓rather than the Legendre series of Eq. ͑7͔͒:
Anisotropic scattering
As a model of the anisotropic case consider the case of an infinite cylinder oriented along the z axis ͓3͔. If we assume that the direction of scattering is unchanged in z we have the model
This has the requisite properties ͑3͒-͑5͒. We might also choose a proper ͑symmetric͒ function Z(,Ј) such that
in place of the ␦ function in Eq. ͑11͒. Figure 1 illustrates this model for anisotropic scattering.
By writing the spherical harmonics
where P l m (x) are the associated normalized Legendre polynomials, it is easily verified that
so we have the biharmonic expansion 1 The factor g is frequently termed the anisotropy factor when considering the directionally independent scattering case. However, we will use the term bias factor to avoid confusion. The component of light parallel to the axis is preserved in the scattering, whereas the perpendicular component is randomly oriented, forming a cone shape for the possible scattering directions.
C. Diffusion approximation
Isotropic diffusion approximation
A standard approximation method for the RTE is to expand the radiance and the source term q in Eq. ͑1͒ into spherical harmonics and truncate the series. The spherical harmonics expansions can be written as
Inserting the isotropic scattering phase function ͑8͒ in the operator S in Eq. ͑2͒ yields the expansion
For the diffusion model the spherical harmonics expansion is taken only up to first order. For , truncating the series ͑13͒ at lϭ1 yields after some manipulation
ŝЈ͑r,ŝЈ,t ͒dŝЈ.
͑16͒
Similarly, the first order approximations for Eqs. ͑14͒ and ͑15͒ are obtained by truncating the series at lϭ1. Next, introducing some standard notation, the photon density is defined as ⌽͑r,t ͒ϭ ͵ S 2 ͑r,ŝ,t͒dŝ ͑17͒ and the photon current as
while the corresponding source terms are the isotropic and dipole terms
q͑r,ŝ,t ͒dŝ, ͑19͒
By integrating the RTE ͑1͒ and the RTE multiplied by ŝ over S 2 and using the first order approximations for the radiance and the source term q and the notation in Eqs. ͑17͒-͑20͒, we arrive after some lengthy calculations at a set of coupled equations:
ٌ⌽͑r,t ͒ϭQ 1 ͑ r,t ͒.
͑22͒
Equations ͑21͒ and ͑22͒ are termed the P1 approximation.
To get a single second order partial differential equation we make two more simplifications, assuming that ‫ץ‬J/‫ץ‬t is negligible in Eq. ͑22͒ ͑or, alternatively, proportional to J) and that the anisotropic source terms are zero, i.e., Q 1 ϭ0. Then
JϭϪDٌ⌽, ͑23͒
where the diffusion coefficient is defined by 
Anisotropic diffusion approximation
Utilizing Eq. ͑12͒ we have
The diffusion equation results from the termination of this series at lϭ1. Employing the standard derivation, we get the anisotropic diffusion equation
where the diffusion tensor is given by
We can also consider the case where we imagine a mixture of oriented fibers with density f s and isotropic scatterers with density (1Ϫ f ) s ͑where f is a fraction 0р f р1).
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Let the latter have bias g 0 . The resulting diffusion tensor will be
To obtain the case where the fibres are oriented along another direction ŝ 1 ϭ(,) we only need to rotate the tensor:
D→RD R
T .
Frequency domain
A common experimental method is to modulate the intensity of the light source with a radio-frequency signal. For a source function modulated with angular frequency the diffusion equation can be written in the frequency domain by taking a Fourier transform of the time domain diffusion equation ͑26͒:
where ⌽(r;) is the complex density arising from the intensity modulated part Q 0 (r;) of the source term.
Source and boundary conditions
In this work, we use the so called collimated source approximation ͓9͔, where the light source is modeled with a collimated pencil beam perpendicular to the surface. In this approximation, we write the source term as a point source below the surface: Q 0 (r;)ϭQ 0 ()␦(rϪr s ), where r s is the source position. For the boundary condition, we assume that the inward directed current at each point on the boundary is zero. Within the diffusion approximation, this assumption leads to a so-called Robin boundary condition:
where n is the outward unit vector normal to the surface and the refractive index is assumed to be 1. The boundary data consist of measured outward flux ⌫ out ϭϪn •Dٌ⌽ at points r m , the optode locations, on the boundary ‫ץ‬⍀. Using the boundary condition ͑28͒, the outward flux within the diffusion approximation is simply ⌫ out (r m )ϭ 1 2 ⌽(r m ).
III. NUMERICAL EXPERIMENTS
In our numerical experiments, we compare the results from a Monte Carlo simulation based on the radiative transfer model and from the finite element ͑FEM͒ and boundary element ͑BEM͒ methods based on the diffusion model. The Monte Carlo simulations were performed in a threedimensional ͑3D͒ cylinder oriented parallel to the z axis, with a cross section as depicted in Fig. 2 , and the FEM and BEM simulations in an equivalent 2D circle. The photons are incident on the domain at the position ϭ0°on the boundary, and measured all around the boundary of the domain.
The outer-and innermost layers ⍀ 1 and ⍀ 3 in the circle are isotropic, and the middle layer ⍀ 2 is anisotropic with the direction of anisotropy parallel to the x axis as illustrated by the horizontal stripes. In the isotropic layers the scattering is assumed to be uniform, i.e., the forward scattering bias is assumed to have a value gϭ0. The anisotropic layer is assumed to consist of a mixture of oriented fibers ͑density f, direction of scattering unchanged͒ and isotropic scatterers ͓density (1Ϫ f ), bias g 0 ϭ0]. The parameter values used in the simulations are listed in Table I .
A. Monte Carlo simulation
In the Monte Carlo simulation, the propagation of a photon or a photon package is simulated through the medium. This is done by following the photon's path and sequentially modeling each event the photon undergoes during its travel in the medium.
The anisotropic Monte Carlo simulation code used here was based on an isotropic code ͓10͔ and proceeds in the following way. First, a photon package is launched into the domain perpendicular to the boundary at the source position. Subsequently, at each step, part ͓1Ϫexp(Ϫ a l)͔ of the package is absorbed, where l is the propagation length. The propagation length is drawn from an exponential distribution with mean proportional to the scattering coefficient. In the isotropic medium, the new propagation direction is drawn from a uniform probability distribution in solid angle. In the anisotropic medium, an anisotropic scattering event takes place with probability f; otherwise an isotropic scattering event is modeled as in the isotropic layers. In the anisotropic scattering, the x component of the direction vector is preserved and only the yz components are redrawn from a uniform distribution.
In the Monte Carlo simulation, the source was assumed to be located at a single point (Ϫ15,0,0) on the boundary. However, to compare the results with the 2D diffusion computations, the detectors were modeled as line detectors parallel to the axis of the cylinder on the boundary of the cylinder, and the detected light was recorded as a function of the boundary position angle only. The phase shift and the complex intensity of the package on the boundary were calculated based on the path length of the package. The aperture of the cylinder in the z direction was 5 mm, and photons exiting from the ends of the cylinder were recorded as lost.
B. Finite element method
For implementing the finite element method, we use the so-called Galerkin formulation. First, we write the variational formulation of the diffusion equation ͑27͒. By multiplying Eq. ͑27͒ by a test function , integrating by parts over ⍀, and using the Gauss and Green's theorems, we arrive at the weak formulation of the diffusion equation: Find ⌽ such that
, where H 1 (⍀) is a predefined function space ͑Sobolev space͒ for the test functions. In Eq. ͑29͒, the Robin boundary condition ͑28͒ and the collimated source condition have been taken into account.
In the finite element approximation, the domain ⍀ is divided into finite elements and the solution is approximated by nodal-based basis functions,
where N n is the number of nodes in the finite element mesh. By choosing the test function in Eq. ͑29͒ to be one of the basis functions, we arrive at the matrix equation A␣ϭ␤, where A is the N n ϫN n symmetric matrix with entries
and ␤ is an N n -vector ␤ j ϭQ 0 j (r s ).
In two dimensions, we write the diffusion tensor D as
where R(r) is a 2ϫ2 real orthogonal matrix, and
In the isotropic case we have simply b 1 iso ϭb 2 iso ϭgϭ0. In the anisotropic case considered here, we have b 1
The representation ͑32͒ can also be interpreted as an eigenvalue decomposition of the diffusion tensor. The eigenvalues j , jϭ1,2, present the strength of the anisotropy, and the direction of anisotropy is confined in the matrix R.
C. Boundary element method
In the BEM formulation, we assume that the body ⍀ is divided into nested subdomains ⍀ i , 1рiрn, where ⍀ 1 is the outermost one. Each subdomain is characterized by constant material parameters. Let D i and a,i denote the diffusion tensor and absorption coefficient in ⍀ i . We denote
, where the branch of the square root is chosen so that Re k i Ͼ0. The Green's functions G i corresponding to each subdomain are defined as solutions of the equations
with the asymptotics
By a change of variables r→rϭD i Ϫ1/2 r, one can verify that G i can be written as
where K 0 is the modified Bessel function of the second kind, ͉D i ͉ϭdet(D i ), and the shorthand notation
where the source term Q i ϭQ 0 ␦ i,1 is nonzero only for i ϭ1. If ⌫ i is the interface between ⍀ i and ⍀ iϩ1 , 1рiрn Ϫ1, the subsolutions ⌽ i must satisfy the interface conditions
where we used the abbreviated notation
for the conormal derivatives. Here, n denotes the exterior unit vector normal to the surface ⌫ i or ⌫ iϪ1 . On the exterior surface of the body, denoted by ⌫ 0 , we have the Robin boundary condition ͓cf. Eq. ͑28͔͒
By applying a second Green's theorem in ⍀ i , we obtain the representation
where it is understood that ⌫ n ϭл and the source term q i is
To obtain the boundary integral equations, let r approach first the outer boundary ⌫ iϪ1 . By using the properties of the layer potential operators ͓11͔ and the notation introduced earlier, we obtain
Observe that above the first integral is singular while the second one has a continuous kernel. Similarly, letting the variable r approach the inner interface ⌫ i , we arrive at the equation
͑37͒
The extra function C i Ϯ (r), arises due to singularities on the boundary. However, as shown in ͓12,13͔, this term does not need to be calculated explicitly and can be obtained indirectly by utilizing some simple physical considerations. In particular, we have C i ϩ (r)ϭC i Ϫ (r)ϭ 1 2 when the observation point lies on a smooth surface, which is the case considered here.
Using Eq. ͑34͒ to trivially eliminate one unknown, Eqs. ͑36͒ and ͑37͒ constitute a system of 2nϪ1 coupled integral equations for the 2nϪ1 unknown functions 0 , . . . , nϪ1 , 1 , . . . , nϪ1 . Solving for these functions, the representation formula ͑35͒ yields the field ⌽.
Similar to the FEM, the BEM equations are solved by discretizing each surface ⌫ i into P i elements with N i vertices, but here both i and i are approximated by the nodal basis functions ͑restricted to ⌫ i )
The result is a system of dense unsymmetric block matrices which are solved using a preconditioned GMRES solver.
D. Connection between 2D and 3D models
Consider the diffusion equation ͑27͒ and the boundary condition ͑28͒ in the case that the body ⍀ʚR 3 is a long cylinder. We assume that it is long enough to justify an infinitely long cylinder as a model, i.e., ⍀ϭUϫR, where UʚR 2 is the horizontal intersection of the cylinder. Let us assume that the source Q 0 ϭQ 0 (x,y,z) is restricted to a finite section of the cylinder, i.e., Q 0 (x,y,z)ϭ0 for ͉z͉ large. Then the field ⌽ satisfies
Assume further that DϭD(x,y) and a ϭ a (x,y), (x,y) D, i.e., the material parameters are constants along the cylinder. Let us factor the tensor D as
Further, by writing and further, by using the fact that w is independent of z,
where the function u is
Let us define the vertically averaged field,
By integrating Eq. ͑27͒ over the vertical axis and using the decomposition ͑40͒, we may argue first that
by the boundary conditions ͑39͒. Hence, we see that ⌽ av must satisfy
in U, where Q 0,av ϭQ 0,av (x,y) is the averaged source
In particular, if the original source is a point source at (x,y,z)ϭ(x 0 ,y 0 ,h), i.e., Q 0 ϭQ 0 ()␦(xϪx 0 )␦(yϪy 0 )␦(z Ϫh) we have Q 0,av (x,y)ϭQ 0 ()␦(xϪx 0 )␦(yϪy 0 ), i.e., the source Q 0,av is a point source in the 2D model as well. To make the 2D boundary data compatible with the 3D data, we need to integrate the boundary data along the cylinder. In particular, if we model the 3D data collection by vertical line detectors, they correspond to 2D point detectors.
E. Results
Figures 3 and 4 show the results calculated with Monte Carlo ͑MC͒ simulation (10 9 photons͒, the FEM, and the BEM. Figure 3 plots the amplitude ͑using a logarithmic scale͒ and Fig. 4 the phase angle of the complex photon 
ANISOTROPIC EFFECTS IN HIGHLY SCATTERING MEDIA
PHYSICAL REVIEW E 68, 031908 ͑2003͒ density measured on the boundary. Because of the different source models and intensities, the amplitude was scaled for the MC and BEM curves using the FEM/MC and FEM/BEM ratios, respectively, calculated at the boundary position angle ϭ45°, as the scaling factors. Figures 5 and 6 show internal maps of the same quantities. Figure 5 plots the internal amplitude field and Fig. 6 the internal phase field of the body calculated using the FEM.
To demonstrate the effect of the strength of the anisotropy on data, the FEM calculation was performed using different values for the fraction f in the anisotropic region. Figures 7 and 8 demonstrate the effect of varying f on boundary data.
IV. CONCLUSIONS
In this paper we have proposed a model for anisotropic scattering that can be applied using the radiative transfer model. By deriving the diffusion approximation using this scattering model, we obtained the corresponding anisotropic diffusion model and were able to compare the radiative transfer and the diffusion models in the anisotropic case. Numerical examples were calculated using a relatively simple case for the anisotropy. Based on the results, the diffusion model is able to describe the anisotropic behavior relatively well, provided that the anisotropy considered is simple enough to be presented within the diffusion framework.
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