Simplicial decompositions of graphs—Some uniqueness results  by Diestel, Reinhard
JOURNAL OF COMBINATORIAL THEORY, Series B 42, 133-145 (1987) 
Simplicial Decompositions of Graphs- 
Some Uniqueness Results 
REINHARD DIESTEL 
Uniwrsity qf Cambridge, Department of Pure Mathenlatics. 
16 Mill Lane, Cambridge CB2 ISB. England 
Communicated by the Editor.7 
Received April 1, 1985 
A simplicial decomposition of a graph G is the recursively defined analog to writing 
G as the union of two proper subgraphs overlapping in a complete graph (a “sim- 
plex”). We consider simplicial decompositions into primes, i.e., into graphs that 
cannot be decomposed further in this way. Such decompositions can be used for 
characterizing suitable graph properties c!? by giving a list of .%’ of possible primes of 
their members GEM, together with an explicit rule stating how exactly one must 
assemble the elements of g to obtain the members of Q. For such characterizations 
results are needed asserting the independence of the factors as well as of the “sim- 
plices of attachment” from the decomposition chosen. We prove such uniqueness 
results by characterizing both prime factors and simplices of attachment without 
reference to any particular decomposition. The paper is self-contained, and its first 
part can also be read as a general but brief introduction to the theory of simplicial 
decompositions as such. h: 1987 Academic Press, Inc. 
INTRODUCTION 
Let G be a graph, CJ > 0 an ordinal, and B, induced subgraphs of G for 
each i < 0. The family (B,), <~ is said to form a (reduced) simplicial decom- 
position of G if 
0) G= ‘Jj.ca Bj., 
(ii) (Uj.cP B,) n B, =: S, is a complete graph for each ~(0 <p < c), 
(iii) no S, contains B, or any other B,(O d A < p < a). 
For any x E V(G), Hc G and p < CJ we denote by 2.r the minimal 
Iti for which XEB;., set .4(H) := {3.,jx~Hj, and write HI, for 
ffC{x~ W~)IL<P}~ (= LA.<, B, n H). Note that GI, is an induced sub- 
graph of G, for every p d g. 
A graph will be called prime if it has no simplicial decomposition into 
more than one subgraph. A prime induced subgraph H of G is maximally 
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prime in G if H is not properly contained in any prime induced subgraph of 
G. (As a general rule, all prime subgraphs we consider will be induced.) If 
each member of a given simplicial decomposition of G is prime, we call it a 
prime decomposition and its members the prime factors of G. By a theorem 
of Halin [S], every graph not containing any infinite complete subgraphs 
has a prime decomposition, and its prime factors are independent of the 
decomposition chosen. 
We shall adopt the custom in this field of calling complete graphs 
simplices, and the S,‘s in the above definition simplices of attachment. A 
subgraph H of G will be called attached to a subgraph H’ of G\H if every 
vertex of H sends an edge to H’. More generally we shall say that H is 
attached in G if H is attached to some component of G\H; otherwise H is 
unattached in G. 
Since factors in a simplical decomposition of G are by definition induced 
subgraphs, vertices belonging to a common prime factor are never 
separated by a simplex in G (cf. Corollary 1.2). Conversely we shall call 
vertices of G (simplicially) close (in G) if no simplex separates them in G, 
no matter whether G has a prime decomposition or not. For B c G, the 
subgraph of G induced by all those vertices of G that are simplicially close 
to every vertex of B will be called the simplicial neighbourhood of B in G. If 
B is induced and prime, this is precisely the union of all prime induced sub- 
graphs B’ of G containing B (cf. Corollary 1.2 and Proposition 1.3). 
Let 99 be a class of graphs, and let 6? be the class of possible prime fac- 
tors of its members. If 98 is contained in 9, we call B the simplicial base of 
g+xcept that when 9 is monotone decreasing, i.e., when H c G E 9 implies 
HE $9, we restrict the base of 9 to prime factors of maximal elements of 
9 (G E 99 is called maximal in Y if G v e $9 for any new edge e). 
Simplicial decompositions can be very useful for characterizations of 
graph properties that are compatible with separation along a simplex. For 
suppose we are given a class 9 of graphs, and we can show that 69 has a 
base W. If we can then 
(i) determine the base .B and 
(ii) assess how exactly the elements of .%? are to be assembled in 
order to give the graphs in 9, 
we have acquired a fair amount of knowledge about the structure of the 
members of 9. 
The first time simplicial decompositions were used in this way was by 
Wagner [7] in the proof of his so-called Equivalence Theorem: Wagner 
characterized the class 9(HK5) of all graphs not contracting to a complete 
graph of order 5 by determining its (“homomorphism”) base 9, and 
showed (assuming the 4CC) that all elements of 99 could be 4-coloured. A 
more recent example of a characterization by this method is found in [a]. 
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For the first step in characterizing a graph property 9 by simplicial 
decompositions, the determination of the base, it is not enough to know in 
principle that the set of prime factors of each GE $? is unique, i.e., indepen- 
dent of the decomposition chosen. For since we want to determine the fac- 
tors of G explicitly, we must be abie to distinguish them from other induced 
subgraphs of $!I, i.e., we need a general theorem identifying the prime fac- 
tors of a given graph. Such a theorem will be given in Section 1 
(Theorem 1.9), which is largely based on results of Halin [4]. 
For the second step in a characterization by simplicial decompositions, 
the assembling of the graphs in 3 from the elements of the base g!, it is 
important to be able to identify the simphces of attachment in a graph 
among other complete subgraphs, without reference to any fixed decom- 
position. This is because the usual way of determining the elements of +? 
among all graphs composed of prime factors from g is to specify which 
simplices S c GI ~c may be used as simplices of attachment for a “new” factor 
B p+lt were Gl, is any graph in 9 simplicially composed of factors 
B,EB(A<PL), and B,+, is any element of 9. In Section 2 we shall prove 
that in a graph G without infinite simplices the simplices of attachment are 
unique, i.e., independent of the decomposition chosen; a characterization 
will be given that identities them as the “relative cuts” among all complete 
subgraphs. (A relative cut is a minimal subgraph separating two fixed ver- 
tices.) For arbitrary graphs we obtain the only slightly weaker (and essen- 
tially best possible) result that not the simplices of attachment themselves 
but their “monotone limits” are unique, and they coincide with the 
monotone limits of simplices that are relative cuts. So, in particular, every 
simplex of attachment in an arbitrary graph G is the monotone limit of 
relative cuts of G. 
The proof of this last result (Theorem 2.5) reveals some interesting 
structural properties concerning the separating simplices in a graph with a 
prime decomposition. 
1. THE PRIME FACTORS 
Let us call a graph H c G colzveX in G if H contains every induced path 
in G whose endvertices are in H. Equivalently, H is convex in G if and only 
if, for every x E G\H, G[x + H] n H is a simplex. (For X, Y c V(G), 
X n Y = @, we write G [X + Y] to denote the subgraph of G induced by all 
those vertices u for which G contains an X-v path whose interior avoids 
Y.) Note also that H c G is convex in G if and only if, for every T c V(H) 
and U, W c V( H)\T, T separates U from W in H iff T separates U from W 
in G. Finally, if H is convex in G and H’ c H, then H’ is convex in H iff H’ 
is convex in G. 
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For any induced subgraph B of G, the intersection H of all convex sub- 
graphs of G containing B is again convex; H will be called the convex hull 
of B in G. 
PROPOSITION 1.1 [4]. if(B,),,, is a simplicial decomposition of a graph 
G, then every B, and each Gl i is convex in G (,LL, T < G). 
ProoJ: Let P be a chordless path connecting vertices x,y E G/, in G. 
Since P is finite, A(P) has a maximum t*. Now r* 2 r would imply that P 
has at least two nonconsecutive vertices in S,, and therefore a chord. 
Hence r* <r and P c GI,, showing the convexity of G/,. 
Similarly if X, y E B,, then any induced x-y path P c G is contained in 
GI P+ i. Moreover, P cannot meet GJ,,\S,, because then P would have two 
nonconsecutive vertices in S,. Hence P c BIL, i.e. B, is convex. 1 
COROLLARY 1.2 [4]. A graph G is prime ifJ’it has no separating simplex. 
Proof: If G has a separating simplex, we can clearly decompose G into 
at least two factors. Conversely, any simplex of attachment S, of G 
separates not only GI,, , but also G, because GI,, , is convex. 1 
PROPOSITION 1.3. If the verticces of an induced subgraph B of G are 
pairwise close in G, then the convex hull H of B is prime. 
Proof: Suppose H is not prime, and let SC H be a simplex separating 
vertices ,x,J’ E H (in H). As H is convex, S also separates x and y in G, so B 
meets at most one component C of H\S. But then H’ := H[C u S] is a 
convex subgraph of G containing B, contradicting the definition of H by 
the fact that H\H’ # @. i 
COROLLARY 1.4 141. (i) Maximally prime szlbgraphs are convex. 
(ii) A maximally prime and attached s&graph is a simplex. 1 
PROPOSITION 1.5. The simplicial neighbourhood of a .&graph is convex. 
ProoJ: Let G be a graph, B c G, let H be the simplicial neighbourhood 
of B in G, and let P = x, ,..., x,, be a chordless H - H path in G, n 3 3 (thus 
-Yl 3 X,,E H, x2 ,..., x,-, EG\H, and x,.Y~EE(G)* (i,j> = (1, n)-). We have 
to show that xix, is an edge of G. Consider x2. Since x2 E G\H, x2 is 
separated by a simplex S from some vertex y of B. As x2 is adjacent to .Y, 
and X, is not separated by any simplex from y, xi must be contained in S. 
Since P is chordless, this means that no inner vertex of P can be in S. Thus 
unless x, E S, x, will be in the component of G\S that contains .x2 and 
therefore be separated from y by S, a contradiction. Hence x,, E S, i.e., x, 
and x, are adjacent. 1 
DECOMPOSITIONS OFGRAPHS 137 
Let us call H minimally convex in G if H is convex in G and H is not the 
union of two proper subgraphs H’, H” c H that are convex in G (or, 
equivalently, in H). As the minimal convexity of H does not depend on G 
(as long as H is convex in G), we may omit special reference to G and 
think of H as being (minimally) convex in an arbitrary graph. 
PROPOSITION 1.6. A convex graph G is minimally convex iff every convex 
proper subgraph of G is a simplex and G is not isomorphic to a K’i_ (a com- 
plete graph from which one edge has been deleted). 
ProoJ: Suppose first that G is minimally convex. Then G cannot be a 
K’: , for this is the union of two simplices (intersecting in a simplex). Let H 
be a convex proper subgraph of G and C a component of G\H. By the con- 
vexity of H, S := G[C -+ H] n H is a simplex. If H\S # @, then G[C -+ S] 
is a convex proper subgraph of G. But also G\C is convex and properly 
contained in G, and the union of these two graphs is G, contradicting our 
assumption that G is minimally convex. Hence H = S, i.e. H is a simplex as 
required. 
Suppose now that every convex proper subgraph of G is a simplex, and 
that G= H’u H” where H’ and H” are convex proper subgraphs of G. 
Then H’ and H” are simplices. We have to show that G is a K’F , i.e., that 
both G\H’ and G\H” have order 1. But if, say, G\H’ has distinct vertices x 
and y, then G\(x) is still convex but no simplex, contradicting our 
assumption. 1 
PROPOSITION 1.7. Let B be convex in G. Then the following statements 
are equivalent: 
(i) B is minimally convex; 
(ii) B is prime; 
(iii) B is maximally prime or an attached simplex. 
ProoJ: If B is minimally convex, then B is easily seen to be prime by 
Propositions 1.1 and 1.6. 
Suppose now that B is prime, let B’I B be maximally prime in G, and 
suppose that B’\B # 0. Since B is convex, S := G[B’\B + B] n B is a sim- 
plex, which is attached in G (to G[B’\B + B]\B). Moreover, S= B, 
because any vertex in B\S would be separated by S from B’\B, con- 
tradicting the assumption that B’ is prime, 
Suppose finally that B is not minimally convex in G. Then B is clearly 
not a simplex. Since a KY is not prime, we may assume that B has a con- 
vex proper subgraph H that is not a simplex (by Proposition 1.6). Then, 
for any x E B\H, G[x ---f H] n H is a separating simplex of B, i.e., B is not 
(maximally) prime. 1 
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We can now characterize the prime factors of a graph G as follows. 
THEOREM 1.8. Let G be a graph that has a prime decomposition 
F = (BJ.1 1.<cr) and let B be an induced subgraph of G. 
(i) Unless B is an infinite simplex, B is a factor in B if and only ij’B 
is maximally prime in G. 
(ii) Unless B is a simplex, B is a j’actor in F if and only if B is 
minimally convex in G. 
(If B is an infinite simplex, it may be a factor in one decomposition and not 
in another; an example will be given in Sec. 2.) 
ProoJ (i) Suppose first that B is a factor in .Y, say B = B,. Let B’ 3 B 
be an induced subgraph of G such that B’\B # @, and let x E B’\B. If 
i, < p then S, separates x from B\S,, so B’ is not prime. Similarly, if 
i, > ,U then S,Y separates x from B\S,+ so again B’ is not prime. 
Suppose now that B is maximally prime in G. Note that if X, y, z E B with 
A, 6 I,), < &, then x, y E S).. (because x and y are close to z), so x and y are 
adjacent. If A(B) has no maximum, this implies that B is an infinite sim- 
plex, whereas if A(B) does have a maximal element A*, say, we have 
B c Bi,, implying B = B,, 
(ii) If B is a factor in 9 then B is minimally convex by 
Propositions 1.1 and 1.7. If B is minimally convex but not a simplex, then 
B is maximally prime by Proposition 1.7, and therefore a factor in 9 
by (i). I 
Note that in the proof of Theorem 1.8 we used the assumption that B is 
not a simplex (not an infinite simplex, resp.) only in one direction. The 
other direction holds unconditionally: 
COROLLARY 1.9. Prime factors are maximally prime and minimally con- 
vex. 
Once the prime factors of a given graph G are determined (and it is 
known that a prime decomposition of G exists), the question arises in 
which order the factors can be assembled to give a prime decomposition 
(B,)j.<o of G. This order is clearly not arbitrary; as an immediate restric- 
tion, the convexity of the G/,‘s requires that each S, separates B,\S, from 
GI,\S,, not only in GI,, I but also in G. A simple example of this is shown 
in Fig. 1, where (T,, T,, T,, T4) is a prime decomposition of G but no 
decomposition of G begins with (T,, T,,...). 
The general question of arranging prime factors in a suitable order is 
closely related to the difficult and deep problem for which graphs a prime 
decomposition exists. This problem is still unsolved, although some 
progress has recently been made [3]. 
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FIGUKE 1 
If G has no infinite simplex, however, the said convexity restriction is the 
only condition that has to be met in order to assemble the prime factors 
of G: 
THEOREM 1.10. Let G he a graph Hithout infinite simplices, and let 
(B,), < ~ be a well-ordering of prime factors of G. Then (BL), < -e can be exten- 
ded to a prime decomposition (B;,);, ~ of G ifand only ifs,, := B,, n Uj.< ,, B, 
separates B,\S, from U j. < i, Bj.\S,, in G, for all p < t. 
The proof of Theorem 1.10 is a trivial adaption of Halin’s proof of the 
existence of prime decompositions for graphs without infinite sim- 
plices [S]. 
2. THE SIMPLICES OF ATTACHMENT 
This section contains the two main results of this paper: a uniqueness 
theorem and characterization of the simplices of attachment in graphs 
without infinite simplices, and an only slightly weaker general result for 
arbitrary graphs G. 
Let us start by proving a sufficient condition for a simplex SC G to be a 
simplex of attachment (in any given decompositions of G). 
Call a spanned subgraph T of G a relative cut of G if G\T has vertices .Y 
and y that are separated in G by T but by no proper subset of V(T). Thus 
T is a relative cut of G iff T is attached to at least two components of G\T. 
LEMMA 2.1. Let (BijLCO be a prime decomposition of a graph G and 
S c G a simplex that is a relative cut of G. Then S = S, for some 2 < C. 
Proof: We use transfinite induction on (T. If c= 1 then G = B,; as B, is 
prime there is nothing to show. Let us therefore assume that 0 > 1, and 
that the assertion holds for smaller values of (T. 
Suppose that S is a relative cut in G with respect to vertices x and y, 
with /2, d i,,., say. Since Bib is prime, s cannot be in Bi,, so A., < I.,.. 
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For every SE S we have /2, <A.,., since otherwise the convexity of 61 j,, 
would imply that S\{s} separates x and y in G, contradicting the 
minimaiity of S as an x-y separator. Therefore SC Cl ;,.+, , so by the 
induction hypothesis jV, + 1 = u (note that by the convexity of GI j,, + , , S is 
also a minimal x - y separator in GI ;., + , ). 
If SI S,\ we are done, for since S,, also separates .Y and y in G, this 
implies by the minimality of S that S = S,!. Assume therefore that S,\\S is 
not empty, and let z E Sj,I\S. 
Then S must separate I from X, for otherwise S would separate z from y, 
contradicting the fact that B,! is prime. But S is even a minimal x-z 
separator, since any proper subsimplex of S separating .Y and z would by 
the same argument also separate x from y, contradicting the minimality 
of s. 
By the induction hypothesis we therefore have S= S, for some 
A<i,.< cr. 1 
COROLLARY 2.2. If a graph G contains a simplex S that is maximally 
prime in G and also a relative cut of G, then G has no prime decomposition. 
ProoJ: In any prime decomposition (B,),, < ~ of G, S would have to be a 
simplex of attachment. But if, say, S = S;, then B, is a prime induced sub- 
graph of G properly containing S. 1 
EXAMPLE. Let S= S[s,, s2 ,... ] be an infinite simplex, P = P[x,, x2 ,... ] 
and Q= Q[vI,vz,...] one-way infinite paths, and let H, be the graph 
obtained from the disjoint union of P, Q and S by drawing the edges xis, 
and yisi for every i, Jo N, j < i (Fig. 2). 
a 
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S is maximally prime in H, and a relative cut with respect to x, and JJ~, 
so H, has no prime decomposition. 
The fact that graphs without prime decompositions exist was first dis- 
covered by Halin, who gave an example similar to H, [IS]. As for coun- 
table graphs, there are indications that H, is indeed essentially the only 
graph without a prime decomposition [3]. 
In order to prove the uniqueness of the simplices of attachment for all 
prime decompositions of a graph G, the obvious step would be to try to 
show the converse of Lemma 2.1, i.e., that every simplex of attachment S in 
any decomposition (Bj,)j.<a of G is a relative cut. 
If /1(S) has a maximum, this is indeed so: 
LEMMA 2.3. Let (B,);.,, be a prime decomposition of a graph G. Then a 
simplex of attachment S,, of G is a relative cut if A(S,,) has a maximal 
element A*. 
ProoJ Every s E S, with A, < A* is adjacent to each s* E S,, with I.,, = A* 
and hence contained in S,,,. We therefore have S, c B,,. Since B,, and B, 
are prime, S, is attached to B,,,\S, as well as to B,\S,, and hence a 
relative cut. 1 
However, the following example shows that in genera1 a simplex of 
attachment need not be a relative cut. 
Let H, be obtained from the graph H, of Fig. 2 by deleting the edges of 
P, and H, from H, by contracting Q to one vertex q. Then S is the last 
simplex of attachment in the decomposition 
(H,C-y, 5 s,l, HzC-xzr s1,s,l, H,Cx,, sl,..., s,l,...; H,IISu (q}l) 
of Hz. But S is no relative cut of H,, because {q) is the only component of 
H2\S to which S is attached. And indeed, our graph H2 is also an example 
of a graph that has a prime decomposition but whose set of simplices of 
attachment depends on the decomposition chosen: in the decomposition 
S is not a simplex of attachment. (Similarly, the graph H,\{ q} has one 
decomposition in which its-maximally prime-subgraph S is a factor, and 
another in which it is not; cf. Theorem 1.8) 
If we ban infinite simplices, however-as it is done anyhow in Halin’s 
theorem on the existence of prime decompositions-Lemmas 2.1 and 2.3 
imply the following result. 
THEOREM 2.4. Let G be a graph not containing an infinite simplex, and 
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let (B?,)?.<c be any prime decomposition of G. Then a simplex S c G is a sim- 
plex of attachment if and only ij” S is a relative cut of G. 
As we have seen, the simplices of attachment of a graph are in general 
not necessarily independent of its prime decomposition. In the second 
decomposition of the example H2 given above, however, the “inconsistent” 
simplex S plays a role differing only very slightly from that of a simplex of 
attachment-and arbitrarily large finite subgraphs of S are in fact used as 
simplices of attachment. 
In our last theorem we show that this example is nevertheless essentially 
worst possible. We prove that, in any graph G that has a prime decom- 
position, the suprema of nested sequences of simplices of attachment are 
independent of the decomposition chosen, and they coincide with the 
suprema of simplices that are relative cuts in G. In particular, if S is a sim- 
plex of attachment in some prime decomposition of G, then S is the 
supremum of a nested sequence of relative cuts-and hence of simplices of 
attachment in any other decomposition of G. 
To be a little more precise, let us call a graph H the monotone limit of a 
well-ordered family (H,) j. < ~ of induced subgraphs H, of H if 
(i) H is the union of all H,, 1. <g, and 
(ii) (Hj.),-co is monotone increasing, i.e., H, c H, whenever 
i<p<<. 
Note that we do not require H, to be properly contained in H, if i <p, so 
in particular H is the monotone limit of (H,), < ~ if H, = H for all 2. 
THEOREM 2.5. If a graph G has a prime decomposition, then the 
monotone limits oj’its simplices of attachment are independent of the decom- 
position chosen and coincide with the monotone limits of simplices that are 
relative cuts of G. In particular, every simplex of attachment in any prime 
decomposition of G is the monotone limit of relative cuts. 
Proof Let (BJ,,<, be a fixed prime decomposition of G, and let SC G 
be the monotone limit of a family F of simplices of attachment. We have 
to find a family F’ of relative cuts of G whose monotone limit is S. Let C 
denote the set of all components of G\S, write 
S(C) := G[C+ S] n S, 
1(C) :=min /i(C), 
s(C):=min {tdalJ,,<t for every SES(C)} 
for C E %“, and let 
T:= u Sn\S. 
At A(S) 
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The following observation shows that, as soon as the first vertex of a 
component C E $? appears, every subsequent s E S has a vertex of C in its 
simplex of attachment, until 1, exceeds A(S(C)). 
Let C E %‘. Then S, n C # @ for every 1, E A(S) satisfying 
;1( C) < A < r(C). (1) 
Suppose S, has no vertex in C, then Sj. separates Cl, from B,\SI in 
GI 2 + 1’ But S1 does not separate Cl j. from B,\S, in G, because S, does not 
separate C, and S(C)\Sl j. # @ (by A< r(C)). This contradicts the convexity 
of Gl,+,. Let us set 
97, := {CE%‘jCn T#Qr}, 
%?;' := {CEV\%y 13.(C)EA(S)), 
%::= {CE~ls(C)=Si.(c)}> 
%? is the disjoint union of +Zi and W2, (2) 
and 
A(C) < T(C), for all CE Vi. (3) 
Let us first check (3), and then show (2). If CE%“,, then S has a vertex s 
with Sj., A C# 0. Clearly /z(C) < /l,s. But since B,$ is prime, B,> n S is 
attached to B,? n C. Therefore s E S(C), giving Iti,, < t(C) as desired. If 
CEVY, the same argument gives @ # Bj.o, n SC S(C), so again 
3”(C) < T(C). 
Let us now show (2). Since clearly t(C) <1.(C) for every CE %$, (3) 
implies that %Y, n ?Zs = 0. Now let CE V?, and suppose that C$ $&. By 
definition of /z(C), Snco is contained in S, and therefore in S(C) (again 
because B,(,, is prime). Hence C’$9& implies that S(C) & Sj.cc,; let 
s E s(c)\si(C). By the convexity of GI j.((.)+ 1, s cannot be in S/i.,c,; 
therefore A, 3 A(C). If s can be chosen such that A,, > 1.(C), we have 
S,, n C # @ by (1 ), giving C E V’, . If 1, = A(C) for all s E S(C)\S,,,,, 
however, we have C E %“; (note that in this case C cannot be in W, , again 
by (1)). This completes the proof of (2 ). 
Let us show that 
S(C) = S/7(C), for every C E VI. (4) 
Suppose lirst that CE W,. Let SE Slr(c.J be given, put A := %,, and pick 
t E Tn C. If A, < A, then B, n C # 0 by (l), so s E S(C). If 3., > 2, however, 
then s and t are both in S, for some p E A(S), p > AI (by definition of T), so 
s and t are adjacent. 
Suppose now that CE V’;‘. Then z(C) = i,(C) + 1 (by (1) and C$ W, ). But 
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every s E St j.(c) is adjacent to the vertices s’ E S with 2,. = /2(C) and therefore 
in S?.(C). Hence SI r(c.l c Bj.(,,, implying SI i(c) c S(C). 
A simplex of attachment can of course never have vertices in different 
components of G\S. (1) therefore implies that, measured by the yardstick 
of S(C), the components C E 9? are created in a rather orderly fashion, one 
after another. Restricted to +?r, this order coincides with the natural order 
of the nested simplices S/r,c). 
To make this more precise, let us write Cd C’ (for C, C’ E Vi) if C’ 
appears after C, i.e., if n(C) < 2( C’). Then 
< defines a linear order on Vr, and the following statements 
are equivalent for C, C’ E W, : (5) 
(i) c < C’, 
(ii) t(C) < 4C’), 
(iii) SK-& S(C’). 
To see the antisymmetry of 6, note that each prime factor Bj,(c, meets 
C, and is therefore disjoint from every other component of G\S. Hence 
J(C) = A( C’) can only hold if C = C’. 
In order to show the equivalence of (i), (ii) and (iii), it suffices to check 
the implications (i) -+ (ii) + (iii); then (iii) + (i) holds, because < is linear. 
So let C, C’ E ‘#i satisfy C < C’, and suppose that I.( C’) < z(C). Let s E S be 
such that 2, is minimal in n(S) with 1( C’) < A,. Then 1.(C) < 2,s < r(C), SO 
B, n C# @ by (1). But the same argument also gives B,$ n C’# 0: 
triiially if 1(C’) = d,,, and by (1) if /z(C’) < 1, (note that jU, < r(C’) holds by 
(3) and the definition of s). Thus B,,, is separated by the simplex B,~ n S, a 
contradiction. Therefore t(C) < A( C’), as claimed. The implication 
(ii) + (iii) follows from (3) and (4). This completes the proof of (5). 
If neither ?Z, nor /i(S) has a maximal element, we let 
By (4), F’ is well-ordered and monotone increasing. By (5) and the 
assumption that %?r has no maximum, each S(C) is properly contained in S 
and therefore a relative cut of G. 
It remains to be shown that F’ covers S, i.e., that S c lJ C’t %, S(C). Let 
s E S be given, and let p E n(S) be such that 2, < v (using our assumption 
that n(S) has no maximum). Then B,, n SC S,, so S\B,$ # @. Let C be 
the component of G\S containing B,$\S. Then CE %‘,, and s E S(C). 
Therefore 9’ is as desired. 
Suppose now that ‘27, has a maximal element C* or that /i(S) has a 
maximum A*. Then (3) and the definition of r(C) imply 
3s*ES:vCECkl,:i”(C)d~,,*. (6) 
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Let us set 
9’:= (S;E~l/*ESj, and B,#SJ, 
A’:= {I”<0 j S,EF’j. 
8’ is well-ordered and monotone increasing because B is, and 9;’ covers 
S, because if B, = S then Sj. is certainly not the maximal element of 9”. 
Thus all we have to show is that every S, E 9’ is a relative cut of G. 
Let 1 be an arbitrary element of A’. Since no prime factor of G can be 
properly contained in S and Bj. # S, we have B,\S # Qr; let C, denote the 
component of G\S that contains B,\S. Then A(C,) = 1.; for if A(C,) < %, i.e., 
if C,I j. # a, then S, separates Bj. n C from C,I ;,, contrary to the fact that 
S, c S. Hence {C, / 1, E A’} c ‘&, because S* ES, implies A > A,* (cf. (6) and 
(2)). Thus every S,(A E A’) is a relative cut, unless Sj. = S (and i = max A’). 
Let us therefore assume that S= S,, EF’, and show that S must be a 
relative cut of G. If A(S) has a maximum, this follows from Lemma 2.3; 
suppose therefore that A(S) has no maximum. Then, by assumption, %?, has 
a maximal element C*. Now if S has a vertex s with A,> t(C*), then 
Bj,y\S = @ (by the maximality of C*) and therefore B,, = S c B,, a con- 
tradiction. Hence z(C*) > ?,,Y for every s E S, i.e., S= S(C*) by (4). Thus S is 
attached to both C, and C*, and therefore a relative cut. 1 
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