Abstract. This paper presents an efficient discontinuous Galerkin method to simulate wave propagation in heterogeneous media with sub-cell variations. This method is based on a weightadjusted discontinuous Galerkin method (WADG), which achieves high order accuracy for arbitrary heterogeneous media [7] . However, the computational cost of WADG grows rapidly with the order of approximation. In this work, we propose a Bernstein-Bézier weight-adjusted discontinuous Galerkin method (BBWADG), which takes advantage of the sparse structure of matrices under the Bernstein basis to reduce the overall computational complexity from
1. Introduction. Efficient and accurate simulations of wave propagation are central to applications in seismology, where heterogeneities arise from the presence of different geological structures in the subsurface. Accurate and efficient numerical methods for wave problems are becoming more and more important as the demand for solutions of large-scale problems increases. This paper presents an efficient discontinuous Galerkin (DG) method for wave equations in heterogeneous media with sub-cell variations. DG methods combine advantages of the finite volume method and the finite element method, which providing high order accuracy and addressing complex geometries through the use of unstructured meshes. These methods are straightforward to parallelize and can be accelerated by taking advantage of high performance architectures such as Graphics Processing Units (GPUs) [21] .
High order methods are especially attractive for wave propagation problems. The simulation of wave propagation is observed to be more robust to grid distortion at high orders than at low orders [11, 24] , and numerical dispersion and dissipation errors are small for high order approximations [1] . The goal of this work is to address two issues related to high order DG methods for wave propagation: computational cost at high orders and accurate resolution of heterogeneous media. Nodal DG methods, which are popular implementions of DG for wave propagation problems [16] , have a high computational complexity with respect to the order of approximation. We aim to reduce this computational complexity using Bernstein polynomials [13] .
Bernstein polynomials have been previously utilized by Ainsworth at el. [2] and Kirby [19] to reduce computational costs associated with high order continuous finite element methods on simplices. More recent work has exploited properties of Bernstein polynomials for DG methods. For example, Kirby introduced a fast algorithm in [20] to invert the local mass matrix in DG schemes by exploiting a recursive block structure under a Bernstein basis.
In [3] , Arnold et al. pointed out that the Bernstein basis leads to an explicit geometric decomposition of the polynomial space on a simplex in the sense that, Bernstein polynomials restricted to a face are only determined by basis functions as-sociated to that face. This implies that jumps across faces between elements can be easily computed in terms of their Bernstein coefficients, which suggests that Bernstein polynomials are a reasonable alternative to nodal basis functions for simplicial DG methods. Chan and Warburton take advantage of this fact in [9] to construct a Bernstein-Bézier discontinuous Galerkin (BBDG) method with the same structure as a nodal DG method. However, in contrast to the approach of Kirby [20] , BBDG adopts the "strong" DG formulation, which avoids explicitly introducing a mass matrix inverse and instead takes advantage of the intrinsic structure of the Bernstein derivative and lift matrices. BBDG exploits the facts that, in d dimensions, the derivative matrix is sparse with no more than d + 1 nonzeros per row, and that the lift operator can be applied in a way which involves only sparse degree elevation matrices. Utilizing this structure within the derivative and lift matrices, the right-hand side of BBDG can be evaluated in O(N d ) operations, while nodal DG methods generally possess a computational complexity of O(N 2d ). Another separate challenge in the simulation of wave propagation is media heterogeneity. High order finite difference methods are widely used [30] in practice, but face challenges for complex geometries and non-smooth media [29] . The spectral element method (SEM) [22] provides one alternative to explicit high order finite difference methods. SEM produces a diagonal global mass matrix, making it well-suited for explicit time-stepping, and can accommodate both complex geometries (through unstructured meshes) and discontinuous media. However, SEM is restricted to quadrilateral and hexahedral meshes, which are less geometrically flexible than tetrahedral meshes. Several modifications have been proposed to extend SEM to triangular and tetrahedral meshes, but they require non-standard approximation spaces and do not support arbitrarily high order approximations [10] .
An alternative to triangular and tetrahedral SEM are high order DG methods. High order DG methods can accommodate unstructured triangular and tetrahedral meshes, and naturally result in a block-diagonal global mass matrix, making them amenable to explicit time-stepping schemes and complex geometries. However, in most DG implementations for heterogeneous media, the discretization is based on the assumption that wavespeed is piecewise constant over each element [8] .
Fewer DG methods address the case when wavespeed varies within an element. Castro et al. [5] addressed sub-element variations in wavespeed by recasting the wave equation as a new linear hyperbolic PDE with variable coefficients and source terms, which are non-zero in the presence of sub-element variations in wavespeed. However, this method introduces additional source terms and stiffness matrices with variable coefficients, resulting in a more complex formulation. Additionally, semi-discrete energy stability is not guaranteed.
Mercerat and Glinsky [26] proposed instead replacing the mass matrix by a weighted mass matrix, where the wavespeed acts as a weight function. The weighted mass matrix is obtained by introducing a set of quadrature points for the material approximation and computing integrals for entries of the mass matrix through quadrature rules. This modification does not require new stiffness matrices or source terms, and can be shown to be energy stable and high order accurate. However, because the wavespeed varies from element to element, each local weighted mass matrix is different. Thus, one needs to store inverses of weighted mass matrices over each element for time-explicit schemes, which significantly increases storage costs. Because GPUs have limited memory, these high storage costs restrict the problem sizes that can be run on a single GPU. Moreover, increased storage costs lead to more data movement, which is becoming increasingly expansive compared to the cost of floating point operations [31] .
To address these high storage costs, a weight-adjusted DG (WADG) method was proposed in [7] by introducing a weight-adjusted inner product to approximate the weighted L 2 inner product. This approach retains energy stability, and the resulting weight-adjusted mass matrix possesses an inverse which can be applied in a low-storage manner. Since WADG only modifies the local mass matrix, it maintains much of the structure of DG methods and is able to reuse existing DG implementations. The main step of WADG is a quadrature-based polynomial L 2 projection. However, the implementation of the quadrature-based L 2 projection in WADG requires O(N 2d ) operations, while complexity of BBDG is only O(N d ). Hence, combining BBDG with WADG would result in the cost of the quadrature-based L 2 projection dominating the implementation at high polynomial degrees.
The goal of this work is to reduce the computational complexity of WADG at high orders of approximation, which we do using Bernstein bases. We develop an efficient algorithm to implement the polynomial L 2 projection in terms of Bernstein coefficients, which leads to a Bernstein-Bézier WADG (BBWADG) method. The main idea is to decompose the projection operator into a combination of degree elevation operators. Due to the sparsity of the one-degree elevation matrices, the L 2 projection can be applied in O(N d+1 ) operations, reducing the complexity of right-hand evaluation from O(N 6 ) to O(N 4 ) in three dimensions. The paper is organized as follows. In Section 3, we review the DG discretization of the first order acoustic and elastic wave equations in heterogeneous media. In Section 4, we introduce a weight-adjusted DG method and the corresponding DG discretizations. In Section 5, we introduce a Bernstein-Bézier DG method and its fast implementation. In Section 6, we propose a Bernstein-Bézier weight-adjusted DG method, based on an algorithm to efficiently apply the polynomial L 2 projection under the Bernstein basis. In Section 7, we present numerical experiments which validate theoretical complexity of BBWADG.
Mathematical notation.
We assume the physical domain Ω is well approximated by a triangulation Ω h consisting of K non-overlapping elements D k . In two dimensions, we define the reference triangle as
In three dimensions, the reference tetrahedron is defined as follows
We assume that each element D k is the image of the reference element D under an affine mapping
where x = (x, y, z) are physical coordinates on the kth element and x = (r, s, t) are coordinates on the reference element. Over each element D k , we define the approxi-
where V h D is a polynomial approximation space of degree N on the reference element. For triangle and tetrahedron, V h D is defined as follows
The global approximation space is taken to be the direct sum of
In three dimensions, Bernstein polynomials on a tetrahedron are expressed using barycentric coordinates. The barycentric coordinates for the reference tetrahedron are given as
The degree N Bernstein basis is simply as a scaling of the barycentric monomials
For simplicity, we introduce the multi-index α = (α 0 , . . . , α d ) to denote the tuple of barycentric indices (i, j, k, l). We define the order of a multi-index as
We take α ≤ β, to mean that α j ≤ β j , ∀j = 0, . . . , d.
Discontinuous Galerkin methods for wave problems.
In the following sections, we introduce DG discretization of the acoustic and elastic wave equations in Section 3.1 and Section 3.2, respectively, and in Section 3.3, we present these DG discretizations in matrix form.
3.1. DG discretization of the acoustic wave equation. We consider a first order formulation of the acoustic wave equation given as
where p is the acoustic pressure, u ∈ R d is the vector of velocities in each coordinate direction, and ρ and c are the density and the wavespeed, respectively. We assume that (3.1) is posed over time τ ∈ [0, T ) on the physical domain Ω with boundary ∂Ω. We assume that the wavespeed is bounded by
We define the jump across element interfaces as
where p + , u + and p, u are the neighboring and local traces of the solution over each interface, respectively. We denote the average across an element interface as
We discretize the acoustic wave equation (3.1) in space using a discontinuous Galerkin method, which is given over each element D k by
where φ, ψ are test functions, p k h * and u k h * are numerical fluxes, and n is the outward unit normal vector on D k . We choose the penalty fluxes
and the corresponding semi-discrete formulation is given as follows
where τ p , τ u ≥ 0 are penalty parameters.
DG discretization of the elastic wave equation.
We use a first order velocity-stress system for the elastic wave equation, which involves the velocity v and the symmetric stress tensor S ∈ R d×d [17] . Let ρ be the density, C be the symmetric matrix form of constitutive tensor relating stress and strain and σ be a vector consisting of unique entries of S. Then the elastic wave equations can be written as
In three dimensions, the matrices A i are given as
For isotropic media, C is given by
where µ, λ are Lamé parameters. We note that A i are fixed and do not depend on the form of C.
Following the same derivation as in the acoustic case, a DG formulation for the elastic wave equations can be given as follows:
3.3. Discrete formulation. We define the mass matrix M and the face mass matrix M f on D as
where f D is a face of the reference element D and
is an N th degree polynomial basis on D. We now introduce the mass matrix M k and the face mass matrix
where
We can map the operators on D k to the reference operators
k is the determinant of the volume Jacobian and J k f is the determinant of the face Jacobian for f . We define the weighted mass matrix
The stiffness matrices on D k are defined as
Through direct computation, we have
where S 1 , S 2 , S 3 are stiffness matrices on D with respect to reference coordinates r, s and t, respectively. Then, the semi-discrete formulation (3.3) on the element D k can be written as where p and U i are degrees of freedom for p and u i , and G k is the matrix of geometric factors r x , s x , t x , etc. Inverting M k 1/c 2 and M produces a system of ODEs that can be solved by time-explicit methods.
Similarly, for the elastic wave equation, we have the discrete formulation
where V , Σ are constructed by concatenating Σ i , V i into single vectors, respectively. Here, M k ρI and M k C −1 are matrix-weighted mass matrices. For a general matrixweight W ∈ R m×n , the matrix-weighted mass matrix M W is given by
and w ij is the (i, j) entry of W .
Weight-adjusted discontinuous Galerkin methods.
A weight-adjusted discontinuous Galerkin (WADG) is proposed in [6, 7] , which is energy stable and high order accurate for sufficiently regular functions. WADG approximates the weighted mass matrix on D k by a weight-adjusted approximation M k w given by
Plugging above expressions into (3.5), we obtain the semi-discrete WADG discretization of the acoustic wave equations on element D k dp dτ
where D i = M −1 S i are derivative operators with respect to reference coordinates r, s, t, and L f = M −1 M f are lift operators over faces. For the elastic wave equations, the matrix-valued weighted mass matrix can be approximated by
which yield a WADG discretization for the elastic wave equation as follows
In practice, we can apply M k 1/w and M k in a matrix-free fashion using sufficiently accurate quadrature rules. Let x i , w i denote the quadrature points and weights on the reference element.
We define the interpolation matrix V q as
whose columns consist of values of basis functions at quadrature points. On each element D k , we have
where Φ k x are quadrature points on D k . Thus, the inverse of the weight-adjusted mass matrix can be applied as follows
is a quadrature-based polynomial L 2 projection operator on the reference element. Since P q , V q and M are all reference operators, the application of (4.3) requires only O N d storage for values of the weight function at quadrature points for each element. In contrast, the storage of the weighted mass matrix inverses requires O N 2d storage on each element. For example, in three dimensions, the number of quadrature points on one element, scales with O(N p ) = O(N 3 ), while size of the weighted mass matrix inverse is
5. Bernstein-Bézier DG methods. In this section, we review how to use Bernstein-Bézier polynomial bases to construct efficient high order DG methods.
For nodal DG methods, the numerical fluxes can be easily determined using the difference between values at face nodes on two neighboring elements. It is observed that Bernstein polynomials share a geometrical decomposition with vertex, edge, face and interior nodes in the sense that edge basis functions vanish at vertices, face basis functions vanish at vertices and edges, and interior basis functions vanish at vertices, edges, and faces [13] . Hence, the value of a Bernstein polynomial on one face is determined by basis functions associated with that face only.
The jumps of polynomial solutions under a Bernstein basis across element interfaces can be computed similarly using node-to-node connectivity maps and degrees of freedom corresponding to face points on two neighboring elements. Thus, the Bernstein basis can be directly incorporated into an existing nodal DG implementation. For BBDG, we assume that the wavespeed is constant over an element. can be written as
where e j is the jth canonical vector [19] . This property can be used to construct degree elevation matrices under the Bernstein basis. Let E 
The degree elevation matrix E N N −i between arbitrary degrees can be expressed as the product of one-degree elevation matrices
We also refer to the transpose of the degree elevation operator E N N −1
T as the degree reduction operator.
Derivative matrices under a Bernstein basis.
Evaluating the DG formulation (4.1) requires applying spatial derivative operators. This step can be accelerated by observing that differentiating Bernstein polynomials is a sparse operation.
We now consider the derivative operators under the Bernstein basis. Let p be an N th degree Bernstein polynomial as follows
Differentiating it with respect to λ i and applying degree elevation (5.1) yields
This can be used to construct sparse derivative matrices under a Bernstein basis. Now, let D i be the derivative operators with respect to ith barycentric coordinate, the non-zero entries of D i in three dimensions are explicitly given in [9] . Each row of the derivative matrices under the Bernstein basis has at most d + 1 non-zeros, so these derivative matrices can be applied efficiently as sparse matrices in O(N d ) operations. In contrast, nodal derivative operators are dense matrices with size N p × N p . Thus, applying these nodal operators requires O(N 2d ) operations. f p are associated with the layer of equispaced nodes in the direction normal to the face, and so on. In [9] , it was observed that the lift matrix for a single face f possesses the following structure
where 1 , . . . , N and L 0 are given as
The matrix L 0 can be applied with an asymptotic cost of O(N d−1 ) as it has dimensions of N 
A fast Bernstein implementation of weight-adjusted DG methods.
In WADG, the application of quadrature-based polynomial L 2 projection requires O(N 2d ) operations. However, using BBDG, the derivative operators D i and lift operators L f can be applied in an optimal O(N d ) operations. Hence, if we naively combine BBDG and WADG directly to solve wave problems in heterogeneous media, the computational cost of the projection step in WADG will dominate.
To address this, we propose a Bernstein-Bézier weight-adjusted discontinuous Galerkin (BBWADG) method. We show that, under a Bernstein basis, the polynomial L 2 projection operator can be decomposed into a combination of one-degree elevation matrices, which are sparse under a Bernstein basis. We combine this with a polynomial approximation of the wavespeed and a fast method for Bernstein polynomial multiplication to reduce the complexity of WADG from
This section is separated into three parts: in Section 6.1, we explain how to compute the product of two Bernstein polynomials as a higher degree Bernstein polynomial; in Section 6.2, we prove that the polynomial L 2 projection operator under a Bernstein basis can be written as an expression involving only one-degree elevation matrices; in Section 6.3, we present a GPU-accelerated algorithm to implement the polynomial L 2 projection under a Bernstein basis.
6.1. Bernstein polynomial multiplication. In BBWADG, we assume a polynomial weight function w ∈ P M , such that, for u ∈ P N , the product wu ∈ P M +N using polynomial multiplication. When applying WADG using quadrature, the approximate multiplication of polynomials is done by directly multiplying function values at quadrature points. The polynomial multiplication of two Bernstein polynomials wu can be performed efficiently for a fixed polynomial approximation of the weight function. Let B 
which is a Bernstein basis function of degree N + M up to a scaling. This observation can be used to efficiently compute the product of two Bernstein polynomials. Let f (x) and g(x) be two Bernstein polynomials of degree N and M respectively with representations
is a Bernstein polynomial of degree N + M . We first consider the case of M = 1 such that g(x) is a linear polynomial. Let e j denote the canonical vector such that g(
ej (x). Then, the product of f, g is
Let γ be a multi-index and c γ denote the coefficient of B N +1 γ in the expression for h in (6.2). Then c γ can be computed as
where we set the coefficient to be zero if the corresponding multi-index γ − e j has negative components. Hence, for the case M = 1, the Bernstein coefficients of h(x) can be expressed as a linear combination of at most d + 1 products of coefficients for f (x) and coefficients for g(x). This, in turn, can be efficiently computed using sparse matrix operations as illustrated in Fig. 1 . We now consider the product h(x) = f (x)g(x) where f (x) ∈ P N , g(x) ∈ P M for arbitrary M . Then, we have the following
Hence, the coefficient c γ of B N +M γ in h can be computed as
As in (6.4), the coefficient is set to be zero if the corresponding multi-index γ − β has negative components. Hence, c γ can be written as a combination of at most M p products of coefficients from f and h, where M p is the dimension of the M th degree polynomial space. The multiplication of two arbitrary Bernstein polynomials can again be implemented efficiently through sparse matrix multiplications. Moreover, the operational complexity of Bernstein polynomial multiplication is
which attains the optimal complexity of O(N d ) for a fixed M .
Bernstein polynomial L
2 projection. WADG also requires applying the polynomial L 2 projection operator to project wu ∈ P M +N to P N . In d dimensions, this step involves O(N 2d ) operations using quadrature, which will dominate the O(N d ) cost of BBDG for N large. We will reduce the computational complexity of this projection step using an efficient implementation of the projection operator under the Bernstein basis. This implementation relies on a representation of the polynomial projection matrix in terms of sparse one-degree elevation operators.
Our constructive proof for this sparse decomposition of the polynomial L 2 projection operator is based on two observations. The first observation is that the polynomial L 2 projection operator is rectangular diagonal under a modal basis. These modal basis functions [27, 12, 23, 28] are hierarchical and L 2 orthogonal such that
where γ and σ are d-dimensional multi-indices. The second observation is that the outer product of the degree elevation matrix and its transpose is also diagonal under a modal basis. We wish to represent the polynomial L 2 projection matrix as a linear combination of these outer products. We recall some results from [9] , which will be used in our proof.
Lemma 6.1 (Lemma 3 in [9] ). Suppose p ∈ P N ( D). Let T be the transformation matrix mapping model coefficients to Bernstein coefficients such that
where L γ , B N α are modal and Bernstein polynomials, respectively. Define D as 
where N p , (N − i) p are the dimensions of the space of polynomials of total degree N and N − i, respectively.
Corollary 6.2 (Corollary 4 in [9]). Under a transformation to a modal basis, E
T is diagonal, with entries
denote the Bernstein L 2 projection operator from the polynomial space of degree N + M to the polynomial space of degree N . By transforming to the modal basis and arranging hierarchical modal basis functions in order of ascending order |γ|, we observe that the projection operator should be a diagonal rectangular matrix with diagonal entries equal to one. In other word
where T N , T N +M are basis transformation matrices between Bernstein and modal bases of degree N and degree N + M respectively. For 0 ≤ j ≤ N , we have the following
We define matrices B j and C as follows
By Lemma 6.1, we know that C is a rectangular diagonal matrix with nonzero diagonal entries. Moreover, its diagonal entries C γ,γ , C β,β are equal if their corresponding basis function L γ and L β are of same degree (i.e. |γ| = |β|). Similarly, by Corollary 6.2, the matrices B j are all diagonal. Furthermore, each diagonal entry (B j ) γ,γ is nonzero if |γ| ≤ (N − j), and is zero if |γ| > (N − j).
Next, we present a key lemma which can be used to derive an expression for P N +M N in terms of sparse degree elevation matrices. 
where β i |γ| are some constants. Proof. For 1 ≤ n ≤ N + 1, we will use a proof by induction on n to show that (6.5) holds. We can easily check that
For n = 1, we choose c 0 = λ
Therefore, Lemma 6.3 holds for n = 1 with β
Now we use induction and assume that for ∀k < n , the sum
where β k−1 |γ| are some constants. Then, for k = n, we know that
Now we can choose
, which implies that (6.5) holds for k = n. Therefore, by induction, we have proved Lemma 6.3.
This lemma is motivated by the observation that applying B j to C zeros out diagonal entries of the product B j C corresponding to basis functions L γ with |γ| > (N − j). Using Lemma 6.3 and setting n = N + 1, we immediately have
for an appropriate choice of c j . Because B j are diagonal matrices and C is a rectangular diagonal matrix, the matrix in (6.7) is diagonal rectangular with all diagonal entries to be one. As a result, the polynomial L 2 projection matrix P N +M N under a modal basis can be written as
Inverting the basis transformation matrices T −1 N , T N +M yields the following theorem: Theorem 6.4. There exist c j , 0 ≤ j ≤ N , such that, the Bernstein polynomial L 2 projection matrix can be written as
are Bernstein degree elevation matrices.
These coefficient c j can be computed from (6.6) in the proof of Lemma 6.3. It is difficult to evaluate (6.8) in a low-complexity fashion because the degree elevation matrices E N N −j lose sparsity as j increases. However, the degree elevation matrix between arbitrary degrees can be written as the product of sparse one-degree elevation operators
If we plug such sparse expressions (6.9) into (6.8), then P M +N N yields a "telescoping form" involving sparse one-degree elevation matrices (6.10)
All matrices involved in (6.10) can be applied in a sparse manner, and this telescoping expression can be implemented in parallel on GPUs.
GPU algorithm and computational complexity of
. In this section, we present a GPU-accelerated algorithm for Bernstein polynomial multiplication and L 2 projection. In Bernstein polynomial multiplication, we assume that h(x) = f (x)g(x), where f (x), g(x) are Bernstein polynomials of degree N and degree M , respectively. In the following numerical experiments, we assume M = 1, which implies the weight function is a piecewise linear polynomial. From (6.2), we observe that each coefficient of h(x) is a linear combination of at most d + 1 products of coefficients from f and g as follows
where coefficients a γ−ej and b j are defined in (6.1). In our implementation, we store the coefficients j in a row of a matrix H corresponding to the multi-index γ. As shown in (6.11), each thread will load non-zero entries in a row of H along with the corresponding coefficients b j and a γ−ej , compute one of the coefficients c γ , and store the result into shared memory.
For M = 1, the L 2 projection as expression (6.10), simplifies to
In our algorithm (see Fig. 2 ), we apply degree elevation or reduction matrices and accumulate results during each step simultaneously. The application of one-degree elevation or reduction matrices can be done in a sparse manner by storing the nonzero column values and indices for each row of E T , respectively. We separate the implementation of the projection operator into two parts: the first part applies the one-degree reduction matrices in a "downward" sweep, while the second applies the one-degree elevation matrices in an "upward" sweep. We now describe how to apply the matrix P N +1 N to some vector p. In the first step, we set p s = p, then compute the product of E T with the vector p s . The resulting output vector q s will be stored in another shared memory array and transfered to p s after all threads complete their computation. At the same time, q s will be scaled by the constant c j and stored in thread-local register memory.
For the second part, we compute the product of E i i−1 and the vector p s in shared memory, and accumulate results with the values in register memory during each step. More specifically, each thread computes the dot product of a sparse row of E i i−1 with p s , and the result will be added to the corresponding value in register memory. After the accumulation, the values in register memory will be transfered to p s in shared memory, which will be used in the next step.
In our algorithm, the multiplication of two Bernstein polynomials can be im- 7. Numerical results. In this section, we examine the accuracy and performance of BBWADG compared with WADG. To better distinguish our method from WADG, we refer to WADG as the full-quadrature weight-adjusted discontinuous Galerkin method because of the quadrature-based L 2 projection involved. This section is divided into three parts: in Section 7.1, we discuss accuracy of BBWADG using the method of manufactured solutions; in Section 7.2, we present runtime comparisons between BBWADG and WADG; in Section 7.3, we present results which quantify the computational efficiency of BBWADG.
7.1. Convergence to manufactured solutions. In this section, we investigate the convergence of BBWADG to manufactured solutions. In two dimensions, we assume that the pressure p(x, y, τ ) is of the form (7.1) p (x, y, τ ) = sin (πx) sin (πy) cos (πτ ) .
We take the corresponding velocity vector as follows
Because this is not a solution of the acoustic wave equation in heterogeneous media, we utilize the method of manufactured solutions and add a source term f (x, y, τ ) for which p(x, y, τ ) is a solution. Plugging p, u into (3.1), we obtain the source term f
π sin(πx) sin(πy) sin(πτ ) + 2π sin(πx) sin(πy) sin(πτ )
π sin(πx) sin(πy) sin(πτ ). 7.1.2. Convergence for wavespeed different frequencies. In this experiment, we present numerical results for wavespeeds
with different frequencies. This experiment is intended to show how the error depends on the regularity of c 2 . We compute L 2 errors on a fixed mesh for various choices of k, choose N = 7 and a uniform mesh with h = 0.0625 for 2D experiments, and choose N = 6 and a uniform mesh with h = 0.0833 for 3D experiments.
From Fig. 5 , we observe that, for a fixed M , the accuracy of the method depends on the regularity of c 2 : the more regular c 2 is (or the lower k is), the lower the error. We note that this is independent of approximation error, as the solution remains the same for all k. In this section, we choose M = 1 for all experiments and present computational results comparing the runtimes of BBWADG and WADG for both the acoustic and elastic wave equations. In Section 6, we showed that the computational complexity of BBWADG is O(N d+1 ). In this section, we will verify that this complexity is observed in practice. All results are run on an Nvidia GTX 980 GPU, and the solvers are implemented in the Open Concurrent Compute Abstraction framework (OCCA) [25] for clarity and portability.
Computational implementation.
A time-explicit DG scheme consists of the evaluation of the right hand side and the solution update. Its implementation is typically divided into three kernels.
• A volume kernel, which evaluates contributions to the right hand side resulting from volume terms in (4.1). Specifically, the volume kernel evaluates derivatives of local solutions over each element. • A surface kernel, which evaluates numerical fluxes and contributions to the right hand side resulting from the surface terms in (4.1). More specifically, the surface kernel computes numerical fluxes and applies the lift matrix.
• An update kernel, which updates the solution in time. We use a low-storage 4th order Runge-Kutta method [4] in this thesis. We adopt the same volume and surface kernels from [9] . BBWADG and WADG are implemented within the update kernel by modifying the right hand side computed in the volume and surface kernels.
Acoustic wave equations.
In this experiment, we apply both BB-WADG and WADG to (3.1) and choose c 2 (x, y, z) = 1 + 1 2 sin(kπx) sin(kπy) sin(kπz).
The numerical results are given in Fig. 6 . From Fig. 6 , we observe that for low orders (N ≤ 3), BBWADG is more expensive than WADG. However, runtime of the WADG update kernel increases more rapidly with N , displaying an asymptotic complexity of O(N 6 ). On the other hand, the runtime of the BBWADG update kernel increases more slowly and displays a complexity From Table 1 , we find that for N = 7, the BBWADG update kernel can achieve a 3.5 times speedup over the WADG update kernel, and for N = 8, there is an unexpected over 20 times speedup. This phenomenon is a result of differences in quadrature between N = 7 and N = 8. We choose a tetrahedron quadrature from Xiao and Gimbutas [32] for N ≤ 7. However, because optimized quadrature points are not available for N > 7, we utilize a collapsed coordinate quadrature [18] for N > 7 (see Fig. 7 ). Since the construction of quadrature points is different, one cannot fairly compare results of degrees N ≤ 7 with degrees N > 7.
Elastic wave equation.
In this experiment, we apply both BBWADG and WADG to (3.4) and choose an isotropic media with material coefficients ρ = 1, λ = 1, µ = 1 + 1 2 cos(3πx) cos(3πy) cos(3πz), if z ≥ 0, ρ = 1, λ = 2, µ = 2 + 1 2 cos(3πx) cos(3πy) cos(3πz), if z < 0.
The numerical results are given in Fig. 8 . We observe that the runtime behaves similarly to acoustic case. The runtime of the BBWADG update kernel increases roughly as O(N 4 ), with about a 2.5 times speedup achieved for N = 7. However, the runtime appears to increase more rapidly than O(N 4 ) at large N . This is possibly due to GPU occupancy effects, as the elastic wave kernels utilize more register memory than the acoustic kernels. This is due to the fact that the WADG L 2 projection must be applied for each of the six components of the elastic stress with each component requiring storage of (N +1) floating point values per thread. This significantly increases the use of thread local memory compared to the acoustic wave equation, where only a single scalar component is stored. This additional storage can be decreased by processing a smaller number of components simultaneously.
8. Performance analysis. In this section, we present computational results for BBWADG and WADG. The following figures Fig. 9 and Fig. 10 show the profiled computational performance and bandwidth of the BBWADG and WADG update kernels. From Fig. 9 , we observe that the bandwidth of the WADG update kernel decreases steadily as N increases. In comparison, the BBWADG update kernel sustains a nearconstant bandwidth as N increases. From Fig. 10 , we can see that, for all N , the BBWADG update kernel achieves a lower computational performance compared to the WADG update kernel. These results are similar to those achieved for BBDG with piecewise constant wavespeeds [9] .
9. Conclusion and future work. In this paper, we present a Bernstein-Bézier discontinuous Galerkin (BBWADG) method, which is both energy stable and high order accurate, to simulate wave propagation in heterogeneous media. BBWADG reduces the computational cost of the update kernel from O(N 2d ) to O(N d+1 ) in d dimensions, and BBWADG adopts the volume and surface kernels in BBDG, both of which can be applied in O(N d ) operations. Thus, the total computational complexity of BBWADG is O(N d+1 ) per timestep. Due to its low computational complexity, the Bernstein-Bézier weight-adjusted discontinuous Galerkin method offers advantages in simulating wave propagation in heterogeneous media using higher order approximations. These properties make BB-
