We define and study a family of generalized non-intersection exponents for planar Brownian motion: For each A ⊂ C we define an exponent ξ(A) describing the decay of a non-intersection probability. Each of these exponents corresponds to a geometrically defined subset of the Brownian curve with dimension 2 − ξ(A). As a consequence of this and continuity of ξ(A) as a function of A, we prove the almost sure existence of pivoting points on a planar Brownian path.
Introduction
Theoretical physicists have conjectured for more than twenty years that conformal invariance plays an important role in understanding the behaviour of critical two-dimensional models of statistical physics. They justify by a mathematically non-rigorous argument involving renormalization, that in the scaling limit these models behave in a conformally invariant way; they have then been able to classify them via a real-valued parameter corresponding to the central charge of the associated Virasoro algebra, and to predict the exact value of critical exponents that describe the behaviour of these systems. Different models (for instance, self-avoiding walks and percolation) with the same central charge have the same exponents.
Recently, Schramm ([20] ) introduced a family of new mathematical objects that give insight into these conjectures. These are random, set-valued, increasing processes (K t ) t 0 which he named Stochastic Loewner Evolution processes. For each positive number κ, there exists one such process of parameter κ, denoted SLE κ . He proved that for various models, if they have a conformally invariant scaling limit, then this limit can be interpreted in terms of one of the SLE κ 's -the parameter κ would then be related to the central charge of the model. One can then interpret the conjectures of the theoretical physicists in terms of properties of SLE.
In particular, Lawler, Schramm and Werner ( [14, 15] ) showed that for one specific value of the parameter κ (namely κ = 6) which conjecturally corresponded to the scaling limit of percolation cluster interfaces, the SLE 6 has the remarkable restriction property which relates its critical exponents to the so-called intersection exponents of planar Brownian motions. This led ( [14, 15, 16, 17] ) to the derivation of the exact value of the intersection exponents between planar Brownian paths. Furthermore, it was later shown ( [24] ) that, in fact, the outer boundary of a planar Brownian curve has exactly the same law as that of an SLE 6 . In other words, the geometry of critical two-dimensional percolation clusters in their scaling limit should be exactly that of a planar Brownian outer frontier.
In a very recent paper, Smirnov ([21] ) showed that critical site percolation in the triangular lattice is conformally invariant in the scaling limit, so that the geometry of critical two-dimensional percolation cluster boundaries, in their scaling limit, is identical to that of a planar Brownian outer frontier.
Before all these recent developments, geometric properties of planar Brownian paths had already been the subject of numerous studies (see e.g. [19] for references). In particular, the Hausdorff dimension of various geometrically defined subsets of the planar Brownian curve had been determined. For instance, Evans ([5] ) showed that the Hausdorff dimension of the set of two-sided cone points of angle θ (i.e. points B t such that both B [0,t] and B [t,1] are contained in the same cone of angle θ with endpoint at B t ) is 2 − 2π/θ. In a series of papers (see e.g. the review in [11] ), Lawler proved that the dimension of various important subsets of the planar Brownian curve can be related to Brownian intersection exponents. In particular ( [9] ), he showed that the dimension of the set C of cut points (i.e. points 
(for independent Brownian paths B 1 and B 2 starting respectively from 1 and −1, T 1 R and T 2 R standing for their respective hitting times of the circle C(0, R)).
In order to derive such results, and in particular the more difficult lower bound d 2 − ξ, the strategy is first to refine the estimate (1) to p R R −ξ (we shall use this notation to denote the existence of two positive constants c and c such that cR −ξ p R c R −ξ ), then to derive second-moment estimates and finally to use these estimates to construct a random measure of finite r-energy supported on C, for all r < 2 − ξ. The determination of the values of the critical exponents via SLE 6 ( [14, 15] ) then implies that the dimension of C is 3/4. Similarly ( [8] ), the Hausdorff dimension of the outer frontier of a Brownian path can be interpreted in terms of another critical exponent, and the determination of this exponent using SLE 6 then implies (see [13] for a review) that this dimension is 4/3 as conjectured by Mandelbrot.
In the present paper we define and study a family of generalizations of the Brownian intersection exponent ξ parameterized by subsets of the complex plane. For each A ⊂ C, we define an exponent ξ(A) as follows. Let B 1 and B 2 be two independent planar Brownian paths starting from uniformly distributed points on the unit circle. Then ξ(A) is defined by p R (A) = P(B 
(with the notation E 1 .E 2 = {xy : x ∈ E 1 , y ∈ E 2 }). Note that the case A = {1} corresponds to the usual intersection exponent. In Section 1 we first show that for a wide class of sets A p R (A) R −ξ(A) .
In Section 2 we study regularity properties of the mapping A → ξ(A). In particular we prove its uniform continuity (with respect to the Hausdorff metric) on certain families of sets. One important tool for this result is the fact that the constants implicit in (3) can in fact be taken uniform over these families of sets.
In Section 3 we associate to each set A a geometrically defined subset E A of the planar Brownian curve:
Using the strong approximation and continuity of the mapping A → ξ(A), we then show that the Hausdorff dimension of this subset of the planar Brownian curve is almost surely 2−ξ(A) when ξ(A) 2 (and is 0 when ξ(A) > 2). For example, when A = {e iθ , 0 θ α} the corresponding subset C α of the Brownian curve is the set of (local) pivoting points, i.e. points around which one half of the path can rotate by any angle smaller than α without intersecting the other half. When A ⊂ A , then E A ⊂ E A . In particular, if A contains 1, then E A is a subset of the set of (local) cut points and therefore the shape of the path in a neighbourhood of such a point is the same as that of the Brownian frontier in the neighbourhood of a cut-point. This shows in particular that (at least some of) the exponents ξ(A) also describe the Hausdorff dimension of sets of exceptional points of the scaling limit of critical percolation clusters.
In Section 4 we derive some bounds on the exponents ξ(A) for small sets A, by a technique similar to that used by Werner ([23] ) to estimate disconnection exponents. In particular, for small α, we show that the exponent ξ(C α ) is strictly smaller than 2, which implies the existence of pivoting points of any angle less than α 0 > 0 on the planar Brownian curve. We then briefly present results of simulations which suggest that the maximal angle α 0 is close to 3π/4.
It is actually easy to define other "generalized" exponents in a similar fashion, by studying non-intersection properties between Brownian motions and some of their images under isometries and scalings, i.e. one can view A as a subset of the linear group GL 2 (R). One can also consider non-intersection properties between B and its image f(B) by a conformal map. For instance it is easy to see using the function z → z 2 that the exponent describing the non-intersection between B and −B is in fact twice the disconnection exponent. The methods of the present paper can then be adapted to such situations.
Similarly, one could extend the definitions to higher dimensions (the cases d 4 can also be interesting if the set A is sufficiently large), but conformal invariance then cannot be used, so that some of the tools in the present paper do not apply.
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Notations
Throughout this paper, we will use the following notations for the asymptotic behaviour of positive functions (and sequences, with the same meaning):
= 1 -and f and g are said to be equivalent;
• f ≈ g if log f ∼ log g, i.e. if lim t→∞ log f(t) log g(t) = 1 -f and g are then logarithmically equivalent;
• f g if f/g is bounded above and below, i.e. if there exist two positive finite constants c and C such that for all t, cg(t) f(t) Cg(t) -which we call strong approximation of f by g.
Generalized intersection exponents 1.Definition of the exponents Proposition and Definition :
Let A be a non-empty subset of the complex plane and B 1 , B 2 be two independent Brownian paths starting uniformly on the unit circle C(0, 1); define the hitting time T i R of C(0, R) by B i and let τ i n = T i exp(n) ,
q n (A) = P(E n ) and p R (A) = P(E log R ).
Then, assuming the existence of positive constants c and C such that p R (A) cR −C , there exists a real number ξ(A) such that, when R → ∞,
/ / This is a standard sub-multiplicativity argument. If B is a Brownian path starting on C(0, 1) with any law µ, then the law of B τ 1 (B) on the circle C(0, e) has a density (relative to the Lebesgue measure) bounded and bounded away from zero by universal constants (i.e. independently of µ). Combining this remark with the Markov property at the hitting times of the circle of radius e n shows that:
∀m, n 1 q m+n cq n q m−1 .
Hence the family (cq n−1 ) is sub-multiplicative, and using Proposition 7 we have q n ≈ e −ξn , with ξ ∈ (0, ∞), as well as a lower bound q n c −2 e −ξ(n+1) . / / Remarks: For some choices of A there is an easy geometric interpretation of the event E n (A): ξ({1}) is the classical intersection exponent; if A = (0, ∞), the E n (A) is the event that the paths stay in different wedges.
If A is such that no lower bound p R (A) cR −C holds, we let ξ(A) = ∞. However, in most of the results presented here, we will restrict ourselves to a class of sets A for which it is easy to derive such lower bounds: Definition :
A non-empty subset A of the complex plane is said to be nice if it is contained in the intersection of an annulus {r < |z| < R} (with 0 < r < R < ∞) with a wedge of angle strictly less than 2π and vertex at 0.
Indeed, let A be such a set and let α < 2π be the angle of a wedge containing A: B 1 and AB 2 will not intersect provided each path remains in a well-chosen wedge of angle (2π − α)/2, and then it is standard to derive the following bound:
The fact that A be contained in an annulus will be needed in the following proof. The only usual case where this does not hold is when A is a wedge itself; but in this case a direct study is possible, based on the derivation of cone exponents in [5] and the exact value of ξ is then known (cf. next section for details). We will often consider the case where A is a subset of the unit circle. For such sets, A is nice if and only ifĀ ∂U (it is in fact easy to prove that for A ⊂ ∂U, ξ(A) = ∞ if and only ifĀ = ∂U).
Strong approximation
This whole subsection will be dedicated to the refinement of p R ≈ R −ξ into p R R −ξ . This is not anecdotal, since this"strong"approximation will be needed on several occasions later.
Theorem 1 :
For every nice A, p R (A) R −ξ(A) , i.e. there exist positive constants c(A) < C(A) such that cR
Moreover, the constants c(A) and C(A) can be taken uniformly on a collection A of subsets of the plane, provided the elements of A are contained in the same nice set.
/ / Note that since A ∈ A is nice, the exponents ξ(A) exist and are uniformly bounded for A ∈ A. The sub-additivity argument showed that q n ce −ξ(A).(n+1) , which implies readily the lower bound in the theorem. It is more difficult to derive the upper bound. By Proposition 7, it will be sufficient to find a finite constant c − (A) (that can be bounded uniformly for A ∈ A) such that ∀n, n q n+n c − q n q n .
In order to make the proof more readable, it is carried out here for a fixed A; however it is easy to see that, at each step, the constants can be taken uniformly for all A contained in some fixed nice set A 0 . Moreover, we shall first assume that A 0 is a subset of the unit circle: We briefly indicate at the end of the proof what are the few modifications needed to adapt it to the general case.
The basic method is adapted from Lawler's proof for non-intersection exponents in [10] , with some technical simplifications made possible using the absence of the λ exponent. The main idea is to obtain a weak independence between the behaviour of the paths before and after they reach radius e n . The first step is an estimate concerning the probability that the paths are "well separated" when they reach radius e n (more precisely, that they remain in two separated wedges between radius e n−1 and radius e n ). Let F n stands for the σ-field generated by both paths up to radius e n (so that for instance E n is in F n ).
Lemma (Technical) :
Let η > 0 and α < 2π − η such that A is contained in a wedge of angle less than α. Define
)] and the following events:
and U n = U 1 n ∩ U 2 n . Then:
∃c, β > 0 ∀ε > 0 ∀r ∈ 3 2 , 3 P(E n+r , U n+r |F n , E n , δ n ε) cε β .
/ / / The proof is easy and uses only simple estimates on Brownian Motion in a wedge, we omit the details. / / / we now prove that paths conditioned not to intersect up to radius e n+2 have a good chance to be well separated at this radius, uniformly with respect to their behaviour up to radius e n :
Lemma (End-separation) :
There exists c > 0 such that, for every n > 0:
(in other words, the essential lower bound of P(U n+2 |E n+2 , F n ), as an F n -measurable function, is not less than c).
/ / / The technical lemma states that start-separation occurs if the starting points are sufficiently far from each other; more precisely, applying it for r = 2, we obtain for all ε > 0:
Hence, what is to be proved is that two paths conditioned not to intersect have a positive probability to be far from each other after a relatively short time. To prove this fact, one has to use conditioning on the value of δ n . Fix k > 0, and assume that 2 −(k+1) δ n < 2 −k ; let τ k be the smallest r such that one of the following happens: either δ n+r 2 −k , or E n+r does not hold. It is easy to use scaling to prove that for some λ > 0,
meaning that with positive probability (independent of k and n) the paths separate or meet before reaching radius e n+2 −k . Hence, by the strong Markov property applied k 2 times, this leads to
The technical lemma states that P(E n+2 |δ n 2 −(k+1) ) c2 −βk : combining both estimates then leads to
Consider now a generic starting configuration at radius e n , satisfying E n and hence δ n > 0. Fix also k 0 > 0 and introduce the radii τ k (for k 0 k < ∞) defined by
(so that τ k = 0 as long as 2 −k δ). Equation (8) can be rewritten (using the fact that the technical lemma is valid for all r 3/2) as
Fix k 0 such that
and sum this estimate for k 0 k < ∞: this leads to
In particular, if k 0 is taken large enough, this probability is greater than 1/2, and we obtain
It is then sufficient to combine this and Equation (6) to get
and is can be seen that the obtained constant does not depend on the configuration at radius e n -provided E n is satisfied. / / /
The first consequence of the end-separation lemma is P(E n , U n ) q n ; but it is easy to see, using estimates on Brownian motion in wedges again and the strong Markov property, that
(with c independent of n), and combining both estimates leads to q n+1 cq n , i.e. q n+1 q n . Now ifq n stands for the upper bound for the nonintersection probabilities, namelȳ
the previous remark concerning the law of W τ 1 (W) can be used to prove that q n cq n−1 : hence,q n q n . Now that we know that paths conditioned not to intersect have a good chance to exit a disk at a large distance from each other, what remains to be proved is that paths starting from distant points on C(0, e n ) remain well separated for a sufficiently long time and become (in a sense to be specified later) independent from their behaviour before radius e n .
Lemma (Start-separation) :
Let α and η be as in the technical lemma, η = η/2 and α = (2π + α)/2; introduce
Then there exists c > 0 such that, for all n 2 and uniformly on all pairs (x, y) satisfying U 0 (i.e., both having modulus 1 and such that U 0 holds when B 1
q n (x, y) cq n .
/ / / Introduce the following ("forbidden") sets:
For all n we have
∩ K 2 = ∅}. For the rest of the proof we shall fix n, and condition the paths by their starting points; introduce the following stopping times (for positive values of k):
and S 2 k , T 2 k similarly, replacing all occurrences of B 1 by AB 2 and K 1 by K 2 . We shall also use the notation N i for the number of crossings by B 1 (resp. AB 2 ) between K i and C(0, 3), defined as
With those notations, J i n = J i 1 ∩ {N i = 0} and a.s. N i < ∞. Moreover, uniformly on the starting points considered here (satisfying the condition U 0 ), we have P(J i 1 ) c > 0 by the technical lemma, where c depends only on η.
First, we split the event E n according to the value of, say, N 2 : we write
By the Beurling estimate, on {N 2 k}, the probability that B 1
and AB 2
do not intersect is bounded by some universal constant λ < 1 (which can even be chosen independent of A), independently of B 1 and the two remaining parts of B 2 . By the strong Markov property at time T 2 k , when N 2 = k the probability that AB 2 after T 2
= ∅, N 2 = 0) (i.e. the path after T 2 k when N 2 = k is the same as the entire path when N 2 = 0). Introducing those two estimates in the sum leads to
Doing this decomposition again according to N 1 (with the same constant λ < 1) we then obtain
This, and the previous remark that P(J i n |N i = 0) is bounded below by a constant provided that the starting points satisfy U 0 , gives:
Conditioning on B 2 shows that the map
is harmonic and does not vanish on the complement of A. Moreover, its supremum on the unit circle is equal toq n by definition: Applying the Harnack principle then proves that f is bounded below by cq n on the set of x satisfying U 0 , which completes the proof. / / / Another estimate can be obtained using the very same proof: Only keeping the conditions involving disks and relaxing those involving wedges, we obtain
where c does not depend on the initial positions B 1 0 and B 2 0 , nor on n (it clearly depends on η, though, and a closer look at the proof shows that we can ensure c > η β as η → 0, for some β > 0). This estimate will be needed in the derivation of Hausdorff dimensions, cf. Section 3.
We now have all the needed estimates to derive the lower bound in the sub-additivity condition, and hence the conclusion of the theorem. Take two paths with independent starting points uniformly distributed on the unit circle and killed at radius e m+n , conditioned not to intersect between radii 1 and e n . This happens with probability q n . With large probability (i.e. with a positive probability, independent of m and n) the paths up to radius e n end up "well separated" in the sense of the end-separation lemma. In particular, the points where they reach radius e n , after suitable rescaling, satisfy the hypothesis of the start-separation lemma: Hence with probability greater that cq m , the paths between radii e n and e m+n remain separated up to radius e n+1 , do not reach radius (1 − η)e n anymore and do not intersect up to radius e m+n . Under those conditions, it is easy to see that the paths do not meet at all. So q m+n cq m q n for some positive c, and we get the conclusion.
Some adaptations are needed if A is included in an annulus, say {r < |z| < R} with r < 1 < R. First, replace all occurrences of e by e 0 , with e 0 chosen larger than 10R/r, and in the start-separation lemma, replace B(0, 1 − η) by B(0, r/2R) in the definition of the J n . As long as r and R are fixed, this changes nothing to the proof, except that the constants we obtain will then depend on R/r -which itself is bounded provided A remains a subset of some fixed nice set.
A more serious problem arises if the complement of A is not connected (i.e., if A has holes), since the natural domain of the function f (as defined by Equation (11)) is itself not connected. However, since A is nice, its complement has exactly one unbounded component, and it is easy to see that if x is not in this component then f(x) vanishes for n 1. Hence, nothing changes (as far as non-intersection properties are concerned) when A is replaced by the complement of the infinite component of its complement ) β . This estimate is related to a strong convergence result on the law of paths conditioned by B 1 ∩ AB 2 = ∅. However, proving this result would be much more involved (cf. [18] for the proof in the case A = {1}).
We first list a few simple properties of the function A → ξ(A). For p ∈ Z and A ⊂ C, introduce A p = {z p , z ∈ A} and let A * = {z, z ∈ A}. Proposition 1 :
Is these statements, all sets are assumed to be non-empty but do not need to be nice:
(iv). ξ has the following property: if n 1 then ξ e 2ikπ/n A = nξ(A n ).
/ / (i): This is a trivial consequence of p R (A) p R (A ).
(ii): Applying the scaling property with factor |λ| to B 2 proves that one can suppose |λ| = 1; in which case we have p R (A) = p R (λA) (because the starting points are uniformly distributed on the unit circle).
(iii): Simply exchange B 1 and B 2 for A −1 , and say that the complex conjugate of a Brownian path is still a Brownian path to get A * .
(iv): This is a consequence of the analyticity of the mapping z → z n (hence the fact that ((W t ) n ) is a Brownian path if W is one) together with the remark that the existence of s, t > 0 and z ∈ A n with (B 1 s ) n = z(B 2 t ) n is equivalent to the existence of z in e 2ikπ/n A with B 1 t = z B 2 t -note that the mapping also has an influence on R, hence the factor n. / /
We now turn our attention toward regularity properties of the function A → ξ(A) -the following result being a key step toward the derivation of dimensions in the next section. Introduce the Hausdorff distance between compact subsets of the plane (cf. Section 5 for details). It will be convenient here to define neighbourhoods by V r (A) = {xe z , x ∈ A, |z| < r} instead of the usual A + B(0, r) -leading to the logarithmic Hausdorff distance. The (logarithmic) Hausdorff topology is the metric topology derived from this distance. Proposition 2 :
ξ is continuous on the collection of nice sets, endowed with the logarithmic Hausdorff topology. For any nice set A 0 , ξ is uniformly continuous in {A :
/ / The proof relies on the uniformity of the strong approximation in Theorem 1: fix a nice set A 0 and assume all sets considered here are subsets of A 0 . The constants c, c − and c + appearing during the proof may only depend on A 0 .
First, fix R > 1 and condition all events by B 2
-i.e. fix the second path. For all A ⊂ A 0 , let
for all ε > 0 introduce the stopping time
) < ε}.
On this event, the strong Markov property shows that B 1 Sε+· is a Brownian path starting ε-close to AB 2 . By Beurling's theorem, the probability that they do not meet before radius R + 1 is smaller than the corresponding probability for a path near a half line; hence,
so that, considering the whole path,
Apply the Bayes formula:
since we know that P(E R+1 ) c − (R + 1) −ξ(A) with ξ(A) ξ(A 0 ) we finally obtain
From now on, we shall assume that ε is sufficiently small to make the obtained bound smaller that 1. Taking the complement leads to
= ∅: from this and the previous equation it follows that, as long as A and A remain subsets of A 0 ,
We can apply the estimates on p R we derived in Theorem 1 -i.e.
and taking the logarithm of each side of the inequality leads to
hence after suitable transformations:
Fix η > 0, and choose R such that c/ log R < η/2. It is then possible to take ε sufficiently small so that | log(1 − cR ξ(A 0 ) √ ε)| < (η log R)/2; for d H (A, A ) < ε/R we then have ξ(A ) ξ(A)+η, hence by symmetry |ξ(A )− ξ(A)| η. This proves that ξ is uniformly continuous on P c (A 0 ), for all A 0 , hence continuous on the family of nice sets. / / Remark 1: Equation (13) allows the derivation of an explicit modulus of continuity for ξ inside A 0 , of the form
is not known, this does not provide numerical bounds for ξ.
Remark 2: Inside a nice set, the usual and logarithmic Hausdorff topologies are equivalent, so the introduction of "exponential neighbourhoods" in Proposition 2 can seem artificial; however, it leads to constants that do not vary when A is multiplied by some constant (as in Proposition 1, point (ii)), hence uniform continuity holds on the collection of nice sets contained in a fixed wedge and in some annulus {r < |z| < cr} for fixed cwhich is wrong for the usual Hausdorff topology, as a consequence of the homogeneity of ξ applied for small |λ|.
Note that uniform continuity cannot hold on the family of nice sets contained in a given annulus since ξ would then be bounded (by a compactness argument), which it is not: the exponent associated to a circle is infinite.
3 Hausdorff dimension of the corresponding subsets of the path
Conformally invariant subsets of the Brownian path
It is well-known that the Brownian path is invariant in law under conformal transformations; in this section, we study subsets of the Brownian curve that are also invariant under conformal maps. A first example is the set of so-called Brownian cut-points, i.e. points B t such that B [0,t) and B (t,1] are disjoint; these points form a set of Hausdorff dimension 2 − ξ({1}) = 3/4. Related to those are local cut-points, i.e. points such that there exists ε > 0 satisfying B [t−ε,t) ∩ B (t,t+ε] = ∅ -the dimension is the same as for global cut-points. Other examples are given by Lawler in [11] : in particular the set of pioneer points (such that B t lies on the frontier of the infinite component of the complement of B [0,t] ), related to the disconnection exponent η 1 ; frontier points (points of the boundary of the infinite component of the complement of B [0, 1] ), related to the disconnection exponent for two paths in the plane. Another exceptional subset of the path is the set of cone points (such that B [0,t] is contained in a cone of endpoint B t ), related to the cone exponents (studied in [19] for example).
We will use the exponents introduced in the previous sections to describe a family of exceptional sets, indexed by a subset A of the complex plane, having dimension 2 − ξ(A), and that are invariant under conformal transformations, as follows. Fix a Brownian path B [0,1] , a subset A of the complex plane, and introduce the following times for all t ∈ (0, 1) and r > 0:
T r (t) = Inf{s > t : |B s − B t | = r}, S r (t) = Sup{s < t : |B s − B t | = r}.
Definition :
If 0 < ε < R and t ∈ (0, 1), let
and introduce E
Then, letting ε go to 0:
define E R A , E A andẼ A accordingly. We shall also use the notation T A = {t : B t ∈ E A }, for the set of A-exceptional times, andT A = {t : B t ∈Ẽ A }, for the set of A-strongly exceptional times.
Note that, since 0 is polar for planar Brownian motion, Z is well-defined for almost any t. For A = {1}, E A is the set of local cut-points; more generally, B t is in E A if, and only if, for some ε > 0, we have
so the setup looks similar to the definition of the exponent ξ(A). It is easy to see that for all fixed t > 0, a.s. Z t = C * andZ t = C, so that for A = ∅, P(t ∈ T A ) = 0, leading to E(µ(T A )) = 0 i.e. µ(T A ) = 0 almost surely -hence the term "exceptional points".
The set E A of A-exceptional points is generally not conformally invariant. However, it is the case for strongly exceptional points:
Let Φ be a conformal map on a neighbourhood Ω of 0, with Φ(0) = 0, and let B Ω be B stopped at its first hitting of ∂Ω. By conformal invariance of planar Brownian motion, Φ(B Ω ) is a Brownian path stopped at its first hitting of ∂Φ(Ω). Moreover, we haveẼ
/ / We prove thatZ is invariant. It is sufficient to prove the following characterization:
as conformal maps conserve the limits of such quotients. Such a sequence is easily constructed using the very definition ofZ. / / Note that nothing in the preceding uses the fact that B be a Brownian path, except for the remark about P(t ∈ T A ). The remaining of the present section is dedicated to deriving the Hausdorff dimension of E A andẼ A . It will be more convenient to work in the time set, so introduce
The scaling property of Brownian motion can then be used to show, as in [9, lemmas 3.14-3.16], that Theorem 1 implies the following, provided A is nice:
Second moments
Fix R > 0. The purpose of this subsection is to give an estimate of the probability that two times t and t are A-exceptional times, i.e. are both in T . To get an upper bound
on this probability, the idea will be to dissociate the microscopic and macroscopic scales, giving respectively the first and second factor in the following estimate:
If t < t are two times, introduce the "mesoscopic" scale d = |t − t|, and separate the following three cases:
• If d > 2R (long-range interaction), the events E t := {t ∈ T
[ε,R] A
} and E t are independent, leading to the right second-order moment;
• If R/2 d 2R (medium-range interaction), the trivial bound P(E x , E y ) C(2ε/d) ξ(A) (obtained by forgetting what happens after radius d/2) gives the needed contribution.
• If d < R/2 (short-range interaction), a little more work is required. Introduce the following times:T
First, E t and E t imply two independent events:
as in [9] , it can be proved that
δ is stochastically dominated by the sum of (d/2) 1/2 and a Gaussian variable N (0, d) (accounting for the behaviour of B between the timesT d/2 (t) andS d/2 (t )). Moreover, conditionally to the value of δ, the joint distribution of B at times S 2δ (t) and
is absolutely continuous with respect to the Lebesgue measure on C(0, 2δ) 2 , and its density is bounded above and below by absolute constants. Lastly, E t and E t imply that
and (still conditionally on δ) the probability of this event is bounded above by C.(2δ) ξ(A) by Theorem 1. But the previous remark on the law of δ shows that
hence finally the correct estimate:
So in the case of exceptional points defined locally, bounds on second moments are not difficult to derive (and this "scale separation" construction can be used in various setups). In contrast, if the whole path was to influence every single point, interactions would not be that easy to classify.
Hausdorff dimensions
The main result of this section is the following: Theorem 2 :
Let (B t ) t∈[0,1] be a planar Brownian path. If A is any nice subset of the complex plane such that ξ(A) ≤ 2, then almost surely
In particular, both subsets are a.s. non-empty and dense in the path if ξ(A) < 2. If ξ(A) > 2, E A (B) =Ẽ A (B) = ∅ almost surely.
/ / The first step in the proof is the statement of a zero-one law:
The dimension of the set of all A-exceptional points (resp. of A-strong exceptional points) has an almost sure value. More precisely, there exist
Moreover, the following holds with probability 1 (and the same forẼ A also):
/ / / The proof is the same in both cases; we perform it here for δ A .
Introduce the following random variables in [0, 2]:
The scaling property, associated with the Markov property, shows that these three variables have the same law; basic properties of the Hausdorff dimension imply that Z Z − ∨ Z + ; and locality proves that Z − and Z + are independent. 0 Z − Z 2 with the same mean value: from here follows that P(Z − = Z) = 1. By the same argument P(Z + = Z) = 1, hence P(Z − = Z + ) = 1; Z − and Z + being independent, this is only possible if they are deterministic: thus giving the existence of δ A as their common almost sure value. Now if 0 s < t 1 the dimension of E A (B [s,t] ) is (almost surely) δ A . This holds at the same time for all rational s, t; then it suffices to note that dim H (E A (B I )) is increasing in I to extend the equality to all s < t. / / / From this lemma follows that as soon as E A has positive dimension it is dense in the path.
For convenience we will prove the result in the time set, i.e. we shall compute the dimension of T A ; it is known that planar Brownian motion doubles Hausdorff dimensions (i.e. with probability 1, for any Borel subset
Moreover, to avoid problems near 0 and 1 we shall suppose that B is defined for t ∈ R -this will not change T A since the definition is local.
First step: lower bound. Fix R > 0 and let A n be the following set:
For shorter notations, let s = ξ(A)/2; moreover, assume from now on that s ∈ (0, 1) (if s 1 there is nothing to prove, and since A = ∅ we have s > 0 anyway). From the previous estimates for first-and second-moments, we obtain
Introduce the (random) measure µ n having density 2 sn 1 An with respect to the Lebesgue measure. It is not hard to derive the following estimates:
Hence, µ n has finite expectation and finite variance, independent of n: there exists ε > 0 satisfying P( µ n > ε) > ε for all positive n. Consequently, it is possible, with positive probability, to extract a subsequence (µ n k ) such that, for all k, µ n k ε. By a compactness argument, another extraction leads to a converging subsequence, the limit µ of which satisfies µ ε. µ is supported on the intersection of the A n , this intersection is non-empty: hence P( A n = ∅) > 0.
Introduce then the notion of r-energy of a measure: if ν is some mass measure supported on a metric space X, let
It is known that if X supports a mass measure of finite r-energy, then its Hausdorff dimension is not less than r (cf. [6] ). Let then r ∈ (0, 1 − s): a calculation analogous to the derivation of (16) leads to
Performing another subsequence extraction, it is possible to obtain µ supported on A n and having finite r-energy: hence
By definition T A is the increasing union, for R going to 0, of n A n (R): hence for all r < 1 − s we have P(dim H (T A ) r) > 0. Combining this and the zero-one result (Lemma 1) then proves that almost surely dim H (T A ) 1 − s.
Second step: upper bound. This step is usually the easier one, but in the present case a complication arises due to the fact that the "non-intersection" event we consider at B t depends on the position of B t -which is not the case for instance in the case of cut-points [11] . This explains why we need one more argument, namely the continuity of ξ : A → ξ(A).
Fix a nice set A, ε > 0, R > 0 and a sequence (λ n ) n 0 of positive numbers, tending slowly to 0 (in the following sense: for all positive η, 2 −ηn = o(λ n ) -for instance, take λ n = 1/n). Now suppose some time t is in A n . With positive probability, the following happens:
(the first three conditions are a consequence of scaling, and the fourth one is the start-separation lemma, more precisely the weakened version of it as stated in equation (12)). Introduce A ηn = {az : a ∈ A, z ∈ B(1, η n ): we have
It is easy to see that under the previous conditions, if t ∈ T A ηn , then every t ∈ [t − λ n 2 −n , t + λ n 2 −n ] is in A n , as soon as η n > 18λ n /(1 − ε). From now on we shall assume that this holds, and that η n → 0. Putting these estimates together, we obtain the following (where l is the Lebesgue measure on R): for all interval I,
The Markov inequality then states that
and E(l(A n ∩ I)) 2 −nξ(A)/2 l(I). From this and (19) follows that
By continuity of ξ, for large n we have |ξ(A ηn )−ξ(A)| < ε; by the hypothesis on λ n , still for large n we have λ n 2 −εn/2 . Hence for large n:
Cover the interval [0, 1] with the I n k = [k2 −n , (k + 1)2 −n ], and let X n be the number of such intervals intersecting A n . Then
By another application of the Markov inequality,
Hence by the Borel-Cantelli theorem, for sufficiently large n, A n is covered by at most 2 n[1−ξ(A)/2+2ε] intervals of length 2 −n -and this implies that dim H ( A n ) 1 − ξ(A)/2 + 2ε. Letting ε tend to 0 then leads to (a.s.) dim H ( A n ) 1 − ξ(A)/2. This is true for all R > 0, hence remains true in the limit R → 0: together with the first step of the proof this gives (a.s.
Then,Ẽ A is contained in E A and besides it contains every E A η for positive η (with the previous notations): another use of the continuity of ξ then gives
As a consequence, we get a second result:
If A is any nice subset of the complex plane, then the set of globally A-exceptional points, i.e. points B t satisfying
has Hausdorff dimension 2 − ξ(A) -and in particular it is a.s. non-empty for ξ(A) < 2, and a.s. empty for ξ(A) > 2.
/ / Again, extend B to (B t ) t∈R defined on the entire real line. The set T 1 A of A-exceptional times up to the scale R = 1 (as was introduced previously) in [0, 1] is exactly the set of globally exceptional points. Therefore, the previous proof can be applied directly. The upper bound is immediate: since every globally exceptional point is locally exceptional we have dim
The lower bound requires a little more work, indeed we do not have a zero-one law for the dimension of T 1 A . It can be seen that in fact Equation (17) can be refined, the proof being exactly the same, into the following (with the same notations as previously):
where C may only depend on A. Hence, with the same constant and for all λ > 1:
one can then perform the subsequence extraction (cf. proof of Theorem 2) in a way which ensures that, for all r, P µ > 0 and E r (µ)
with c > 0 and λ > 1 independent of r. Moreover, E r (µ) being a nondecreasing function of r (since the set [0, 1] is of diameter 1), we finally obtain, with positive probability, a mass measure µ supported on T A satisfying
Hence, with positive probability, dim H (T A ) 1 − s = 1 − ξ(A)/2, and combining this to the previous paragraph leads to
It is then possible to conclude using the same method as in [9, pp. 8-9] . / /
A remark about critical cases
In cases where ξ(A) = 2, the previous theorem is not sufficient to decide whether Aexceptional points exist. We shall see in the next paragraph that ξ((−∞, 0)) = ξ((0, ∞)) = 2. In fact these two cases are very different: Proposition 4 : Almost surely, E A is empty for A = (0, ∞) and non-empty (with Hausdorff dimension 0 though) for A = (−∞, 0). / / The second point is easier: if t is such that (B t ) is maximal in the path, then B [0,1] lies inside a half-plane whose border goes through B t . Since a.s. B t is the only point having this real part, this proves that (B s − B t )/(B s − B t ) is never in (−∞, 0), which is precisely what we wanted.
The first point is more problematic. The method used to derive the value of ξ for a wedge with end-point at the origin (cf. next paragraph) allows to prove the following: Let α and β be in (0, 2π), then the probability that, given independent paths B 1 and B 2 starting from the unit circle, there exist two wedges of angles α and β, and containing respectively B 1 and B 2 up to radius R, decreases as
Hence, as soon as π/α + π/β is greater than 2, there is a.s. no point B t on the path such that B [0,t] lies in a wedge of angle α and B [t,1] lies in a wedge of angle β (there is no "asymmetric two-sided cone point" of those angles on the path). For all α ∈ (0, π), introduce α 1 = 2π − α and α 2 as the biggest angle in (0, 2π] satisfying π/α + π/α 2 2. Note that α 2 > α 1 : denote then
Note that π/α + π/β(α) > 2 and β(α) + α > 2π for all α ∈ (0, π). From this follows that, almost surely, for all α ∈ (0, π) ∩ Q, there is no asymmetric cone point with angles α and β(α). Let now A = (0, ∞) and suppose there is a point B t in E A . That is, there exist two half-lines starting from B t whose reunion separates B [0,t] from B [t,1] . Then we are in one of two cases:
• Either these half-lines form a straight line, i.e. there is a straight line cutting the path. This cannot happen, as recently proved by Bass and Burdzy [2] -and the proof is very difficult.
• Or there are disjoint wedges of angles α ∈ (0, π) and 2π − α, each containing one part of the path. Then, there exists α 0 ∈ Q such that α 0 > α and β(α 0 ) > 2π − α, and B t is an asymmetric cone point with angles α 0 and β(α 0 ). We just saw that such a point cannot exist. (ii). Letting W α be a wedge of angle 0 α < 2π:
/ / (i): The value of ξ({1}) = 5/4 has recently been derived by Lawler, Schramm and Werner [15] , and the proof is far beyond the scope of this paper. The result for all n is then a straightforward consequence of Proposition 1, point (iv).
(ii): Suppose A = W α is centered around the positive axis, so that A = {re iθ , r > 0, |θ| < α/2}; introduce the symmetrical wedges W β = {re iθ , r > 0, |θ − π| < β/2}. If B 1 stays in W π−α/2 and B 2 remains in W π−α/2 , then B 1 ∩ AB 2 = ∅: The probability of staying in a wedge of angle β until radius R being strongly approximated by R −π/β (the exponent is obtained through the gambler's ruin estimate combined with the analyticity of the exponential function; the strong approximation is true but in fact not needed here, cf.
[5]), we get a lower bound:
. Now remark that the condition B 1 ∩AB 2 = ∅ means that the complement of the paths contains an "hourglass", i.e. the union of two disjoint wedges of angle α/2. So introduce η > 0 and a (finite) family (S i ) 1 i N of hourglasses with angles α/2 − η, such that any hourglass with angle α/2 contains one of the S i . If q R (i) is the probability that the paths are separated from each other by S i , then p R (W α ) q R (i). Noticing that if β i and β i are the angles of the wedges forming the complement of S i , we obtain as previously q R (i) R −π/β i −π/β i , and optimizing this under the constraint β i + β i = 2π − (α − 2η) -where the greatest value is for β = β -we finally get the following estimate:
From this follows that ξ(W α ) 4π/(2π + 2η − α), and letting η go to 0 then gives the conclusion -at least for α > 0. But in fact the same method still applies for α 0: simply inflate the complement of the hourglass instead of introducing angle α/2 − η, the fact that the wedges to consider may overlap does not change anything to the proof. / / Remark: If we denote A α = {ze iθ , z ∈ A, |θ| α/2} (that is, A "thickened" by an angle α), then it can easily be proved that
where h A is continuous (until the angle α 0 2π when ξ(A α ) tends to infinity), nondecreasing, and satisfies h A (0) = 2πξ(A); in the wedge case, h is constant.
An upper bound for the exponent
From continuity of ξ and the exact value ξ({1}) = 5/4 < 2, one can deduce that there are "pivoting points" of any sufficiently small angle on the Brownian path (that is, points around which one half of the path can rotate of a small angle without intersecting the other half -the associated A being C α = {e iθ , θ ∈ [0, α]}). The following proposition gives a (bad but) quantitative bound for such values of α -without usage of the exact value for α = 0:
For all positive α, we have the following upper bound:
/ / The proof is adapted from [22] , where an upper bound for the classical disconnection exponent for one path, i.e. ξ(1, 0), was obtained. The method is the following: First, estimate the extremal length of a strip bounded by Lipschitz functions; then describe a sufficiently large subset of E R , using such strips, and use the previous estimate to derive a bound for P(E R ).
Lemma :
Let f be a continuous, M-Lipschitz function on R, satisfying f(x) + f(−x) = 2f(0) for all x, and let β > 0. Introduce the strip of width β and length 2r around f as
let W be a planar Brownian path starting at if(0), and denote A β f (r) the event that the point x + iy where W first reaches ∂B β f (r) satisfies |x| = r (i.e. W exits B by one of the vertical parts of its boundary). Then
/ / / This is an easy consequence of the following estimate, which can be found in [1] and is a consequence of Proposition 9: If L is the extremal distance between both vertical parts of ∂B in B, then
using this together with the classical estimate for Brownian motion in a strip provides the right estimate. / / / For the rest of this proof, we shall consider paths in the logarithmic space, denoted by the letter W; the actual path B is obtained from W by applying the exponential map -conformal invariance of Brownian motion then proves that B is a Brownian path. Let f be a function such as in the lemma: it is clear that if W 1 remains in B π f (r) and W 2 stays in B π f+π (r), then B 1 and B 2 do not intersect up to the first time they reach radius e r or e −r . Together with the fact that P(A π f (r)) = P(A π f+π (r)), this leads to P(E R ({1})) (P(A π f (log R))/2) 2 , hence using the lemma:
Doing the same with strips of width β = π − α/2 (for which it can be seen that B 1 and B 2 can rotate around 0 by an angle at least α/2 in each direction) leads to
hence, letting f = 0, a first bound on the exponent:
(this is also a direct consequence of C α ⊂ W α and the exact value of ξ(W α ), which happens to be precisely the upper bound we just obtained). Note that the bound is never less than 2, hence we proved nothing useful yet.
We now want to consider families of strips. Keep β = π − α/2 and fix γ > 0; let U N = {±1} N and for u ∈ U N let f u be constructed as follows:
• f u (0) = 0, and for 1 n N, f u (nγ) = β 2 n k=1 u k ;
• f is affine on each [nγ, (n+1)γ], satisfies f u (x) = f u (Nγ) for all x > Nγ and f u (−x) = −f u (x) for all x.
Then for u = u the intersection of B 
for all N, where R = e Nγ . Then using P(E R (C α )) R −ξ(Cα) , noticing that all the terms of the sum are equal (there are 2 N of them) and applying a logarithm:
Divide by Nγ and let N go to infinity to obtain
This is true for all γ > 0; the optimal value is γ = πβ/ log 2, leading to
which is precisely what we wanted. / / Remark: The same proof gives a bound on ξ(A) if A is included in a small ball centered at 1, as a function of the radius. But since it does not make use of the value of ξ({1}), no modulus of continuity for ξ can be obtained this way. Cf. however equation (23) for another bound, which does provide such a modulus but is not quantitative.
As a consequence of this bound, we obtain the following Theorem 4 :
For all α < log 2 2/2π, the following holds: With probability 1, the set of local pivoting points of angle α on a planar Brownian path is non-empty and has a positive Hausdorff dimension. Remark: The bound given in the theorem (log 2 2/2π 0.076) is certainly not the best one; simulations suggest that there are pivoting points of any angle less than 3π/4 2.356 -cf. next subsection for details and figure 1 for a picture of a pivot of angle π/2. In particular, the maximal angle is conjectured to be greater than 2π/3, and this seems to indicate that a discrete analogue of (local) pivoting points will appear on the exploration process of a critical percolation cluster on the triangular lattice [20, 21] . 
Conjectured and experimental values
Some exact values of ξ(A) are known, cf. subsection 2. However, heuristic arguments seem to indicate that the formula giving the exponent for wedges is close to apply in other cases such as notably the "weak pivot" exponent, namely:
for all θ ∈ [0, π] -corresponding to a continuous version of Proposition 1, point (iv). This is confirmed by simulations, at least for θ = π/2 and θ = arctg(3/4) (cf. table 1), based on the following Conjecture Let A be a bounded, non-empty subset of Z 2 \ {0}; let B 1 and B 2 be independent Brownian paths starting respectively from 0 and 1, and S 1 and S 2 be independent standard random walks starting respectively from 0 and (a, 0) with a sufficiently large (so as not to make the probability in the formula equal to 0). Then,
/ / There is no known direct proof of the existence of a non-intersection exponent for random walks, the only way to obtain the desired behaviour is coupling with Brownian motion -cf. [12] . The present generalization can certainly be obtained in a similar way, note however that walks appear that are not standard simple random walks but take steps in {a, ia, −a, −ia} for some a ∈ C ∩ Z 2 ; exponents for such walks are the same as for SRW's (cf. [3] ), but strong approximation in not yet proved. / /
The most severe restriction is the assumption that A ⊂ Z 2 \{0}, in particular simulations cannot (yet) be performed if A is connected, except for very special cases such as wedges (where the exact exponent is known). However homogeneity can sometimes be used when A ∈ Q 2 (as for A = {5, 4 + 3i} which has the same exponent as {1, e iθ } for θ = arctg (3/4) 5 Appendix
Sub-additivity
The following proposition is well known and included here only for completeness (note however that the bounds are not asymptotic and that the constants are exactly known, which is needed to derive continuity of ξ). A proof can be found e.g. in [4, Lemma 6.1.11].
Proposition 7 (Sub-additivity) : Let f : [1, ∞) → (0, ∞) be some function such that:
• f is bounded and bounded away from 0 on any [0, l], l > 0;
• There exist ε, A, c and C in (0, ∞) such that for all t 1, ct −A f(t) Ct −ε ;
• There exist 0 c − c + ∞, at least one of which finite and positive, such that ∀t, t ∈ [1, ∞) c − f(t)f(t ) f(tt ) c + f(t)f(t ).
Then, there is a ξ > 0 such that f(t) ≈ t −ξ . Moreover, for all t 1, c −1
In particular, if both c − and c + are in (0, ∞) we get strong approximation: f(t) t −ξ .
Extremal distance
Many of the known estimates for exponents (apart from cases where the exact value in known -such as the exponent of a cone here, and the intersection exponents in the halfplane in [14] ) come from the corresponding estimates for Brownian paths in rectangles, using conformal invariance. The introduction of extremal distance generalizes the notion of aspect ratio of a rectangle and hence provides a natural parameter in this process.
Theorem and Definition :
Let / / For the proof of this result, and much more about conformal maps and related topics (including the proofs of Propositions 8 and 9), cf. [1] . / / Examples: The extremal distance between both sides of length a in an a×b rectangle is b/a. By the analyticity of the logarithm in C\(−∞, 0], if Ω = {ρe iθ : r < ρ < R, 0 < θ < α} with 0 < r < R < ∞ and 0 < α < 2π, then the extremal distance in Ω between both circle arcs is α −1 log(R/r). Finally, if L is the extremal distance in Ω between two connected parts ∂ 1 and ∂ 2 of ∂Ω, then the extremal distance between the two components of ∂Ω \ (∂ 1 ∪ ∂ 2 ) is L −1 .
Proposition 8 :
Let ρ : Ω → [0, ∞) be a continuous function, and denote A ρ (Ω) = Ω ρ 2 and for any continuous arc γ in Ω, L ρ (γ) = γ ρ(z)| dz| (this defines the Riemannian metric associated with ρ). Then we have, thus giving a justification to the term extremal length, the following characterization of d Ω :
(where γ : ∂ 1 ∂ 2 means that γ is a continuous path in Ω with first and second endpoints respectively in ∂ 1 and ∂ 2 ). In many cases, it is sufficient to apply this with a finite family of ρ's to obtain a fairly good lower bound for d Ω -usually even ρ = 1, i.e. taking the Euclidean metric, is sufficient. Another estimate for d Ω is the following: Proposition 9 :
Let L be a positive real number and f 1 , f 2 : [0, L] → R be two continuous functions such that for all t in [0, L] we have f 1 (t) < f 2 (t). Introduce Ω = {x + iy : 0 < x < L, f 1 (x) < y < f 2 (x)}, and let ∂ 1 and ∂ 2 stand for the vertical components of ∂Ω. Then:
.
Moreover, if f 1 has a continuous derivative and f 2 = f 1 + a, then
Some topological tools
In this section, all sets considered will be assumed non-empty.
Definition :
If A is a subset of the set C of complex numbers (or of any Banach space), note We need the following standard property about the Hausdorff topology on the subsets of some fixed set, describing the compact case: Proposition 10 :
Let K be a compact subset of C. Then the set P c (K) of all (non-empty) closed subsets of K, equipped with the topology induced by the Hausdorff distance, is compact. Remark: It is still true (and the proof is basically the same) that for any complete space E the set P c (E) is complete. Moreover, if E is locally compact, so is P c (E). However, it is generally not bounded, hence not compact.
