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Abstract
Let T be a skew-symmetric Toeplitz matrix with entries in a finite field. For all
positive integers n let Tn be the upper n n corner of T, with nullity mn  mTn. The
sequence fmn : n 2 Ng satisfies a unimodality property and is eventually periodic if
the entries of T satisfy a periodicity condition. We compute the maximum value and the
period of the nullity sequence for Toeplitz matrices of finite bandwidth. This sequence
satisfies a certain symmetry condition about its maximal values. These results apply to
give some information about the ranks of general skew-symmetric Toeplitz matrices
with eventually periodic entries. Ó 1999 Elsevier Science Inc. All rights reserved.
1. Introduction
Following the terminology of [6], an n n matrix Tn with entries in a field F
is called centrosymmetric if it is symmetric with respect to its main and sec-
ondary diagonals. A matrix is called skew centrosymmetric if it is symmetric
with respect to its secondary diagonal and skew-symmetric with respect to its
main diagonal. In this paper we study some properties of the ranks of matrices
of the latter type. We shall refer to these matrices as finite skew-symmetric
Toeplitz matrices, since they may be realized as corners of infinite ones. In
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particular, if F is a finite field and fan : n 2 Zg is a sequence in F, then one
may form an infinite skew-symmetric Toeplitz matrix T 
a0 ÿa1 ÿa2 ÿa3 . . .
a1 a0 ÿa1 ÿa2 . . .
a2 a1 a0 ÿa1 . . .
..
.
264 1:1
which is uniquely defined by its first column, and hence by the terms of the
sequence fang. If F has characteristic other than 2, then a0  0. In the char-
acteristic 2 case we impose the condition a0  0. For each n 2 N, let Tn be the
upper left n n corner of T .
Previously R.T. Powers and one of the authors observed that if fTn : n 2 Ng
is the sequence of n n corners of a skew-symmetric Toeplitz matrix T over the
field F2 of two elements, and if mn is the nullity of Tn, then the sequence
fmn : n 2 Ng satisfies a certain unimodality property, [8, Theorem 6.6]. This
property proved useful in the classification of a family of shift endomorphisms
on the hyperfinite II1 factor, [8–10]. In [1, Theorem 2.7], K. Culler and one of the
authors proved that skew symmetric Toeplitz matrices over general finite fields
satisfy similar unimodality properties. This result led to a combinatorial way to
determine the number of n n skew-symmetric Toeplitz matrices of any spec-
ified rank, for any n 2 N. In the next section we consider skew-symmetric
Toeplitz matrices of finite bandwidth. If fTn : n 2 Ng is the corresponding se-
quence of matrix corners of T we show that fmn : n 2 Ng is a periodic sequence,
and we determine its period, Theorem 2.10 (cf. [10, Theorem 6.2]. If T has fi-
nitely non-zero initial row a0;ÿa1;ÿa2; . . . ; and ÿakÿ1 is the last non-zero entry
of this sequence, then we show in Theorem 2.10 that the maximum nullity of the
Tn’s is k ÿ 1. In addition, we show in Theorem 2.18 that for any n such that
mn  k ÿ 1, and for any non-negative integer r6 n; mnr  mnÿr. This symmetry
result is established by appealing to some well-known properties of linear re-
curring sequences [2,4,5]. In combination with the unimodality properties of the
nullity sequence and knowledge of its period, the symmetry property often
suces in making a complete determination of the values of the nullity sequence
(see Section 4).
In the third section of this paper we apply the results obtained on skew-
symmetric Toeplitz matrices of finite bandwidth to analyze the nullity se-
quences associated with skew-symmetric Toeplitz matrices defined by an
eventually periodic sequence fan : n 2 Ng of elements of the field. Some of the
techniques used in establishing these results are taken from [10].
2. Finite bandwidth Toeplitz matrices
We begin this section by introducing some notation and reviewing some of
the results which have already been established for the ranks of sequences of
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skew-symmetric Toeplitz matrices, [1,8–10]. We also require some results from
the theory of linear recurring sequences [2,4,5,11].
In this and succeeding sections we shall always use the term kernel of a
matrix M to refer to the right kernel of M , i.e., if M is an m n matrix then
kerM  fv 2 F n : Mv  0g.
Definition 2.1. Let T be a skew-symmetric Toeplitz matrix over a finite field F.
The signature of T is the sequence fan : n 2 Zg consisting of the entries in the
first column of T in (1.1).
As mentioned above, we shall always assume in the case where F has
characteristic 2 that a0  0.
Proposition 2.2 ([7, Theorem IV.1, Theorem IV.11]). Let T be a skew-sym-
metric Toeplitz matrix over a finite field F with signature fan : n 2 Zg. For each
n 2 N let qn be the rank of Tn and let mn be its nullity. Then qn is even. For each
n 2 N, either mn1  mn  1 or mn1  mn ÿ 1.
Proposition 2.3 ([1, Theorem 2.6]). Assume the same hypotheses as above. If
qn < qn1 and An1 does not have full rank (i.e., if qn1 < n 1 then
qn1 < qn2.
As a corollary to the preceding two results we have the following
unimodality property for the nullity sequences of skew-symmetric Toeplitz
matrices.
Corollary 2.4 (cf. [1, Theorem 2.7], [8, Theorem 5.4]). If T is a skew-symmetric
Toeplitz matrix over a finite field then one of the following two conditions must
hold:
(i) There is a sequence fmig of positive integers such that the nullity sequence
mn  mTn; n 2 N, is a concatenation of the strings 1; 2; . . . ;mi ÿ 1;mi;
mi ÿ 1; . . . ; 2; 1; 0.
(ii) There are finitely many positive integers m1; . . . ;mj such that mn; n 2 N
consists of the concatenation of the strings 1; 2; . . . ;mi ÿ 1; mi;mi ÿ 1; . . . ; 2; 1; 0
for i  1; 2; . . . ; j; followed by the sequence 1; 2; . . .
In Proposition 2.9 we show that condition (ii) holds if and only if the sig-
nature sequence for T satisfies a certain periodicity condition. The following
result gives more precise information about the kernels of the sequence of
matrices Tn; n 2 N. We shall need the following terminology.
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Definition 2.5. The flip ~v of a vector v  v0; v1; . . . ; vnÿ1 is the vector
vnÿ1; vnÿ2; . . . ; v0. The transpose of a row vector v will be denoted by v0.
Proposition 2.6 ([1, Lemma 2.8], [10, Theorem 3.4]). Let T be a skew-sym-
metric Toeplitz matrix over a finite field F. Let mn  mTn be the nullity of Tn,
n 2 N.
(i) If mn  0 then kerTn1 is spanned by a single vector r  r0; r1; . . . ; rn0
satisfying ~r  cr for some c 2 F , and r0 6 0.
(ii) If mn  0 and if there is a p such that mnj  j for j  1; 2; . . . ; p; then for
j  1; 2; . . . ; p; kerTnj is spanned by the j vectors r0; . . . ; rn; 0; . . . ; 00,
0; r0; . . . ; rn; 0; . . . ; 00; . . . ; 0; . . . ; 0; r0; . . . ; rn0.
(iii) Suppose mn  0 and p is a positive integer such that mnj  j for
j  1; 2; . . . ; p and mnpj  p ÿ j for j  1; 2; . . . ; p. Consider the p vectors
spanning kerTnp as in (ii). Then for j  1; . . . ; p ÿ 1; kerTnpj is spanned by
the p ÿ j vectors obtained by deleting the first j vectors in the set of p vectors
above, and appending j 0’s to the remaining p ÿ j vectors.
Proof. (i) and (ii) follow directly from [1, Lemma 2.8]. It is not dicult to show
that if (ii) holds then the p ÿ j vectors in the statement of condition (iii) lie in
kerTnpj so that (iii) follows by Corollary 2.4 (ii). 
Definition 2.7. For any n 2 N, let c  c0; c1; . . . ; cnÿ1 be any vector in F n. If
m P n and r  r0; . . . ; rmÿ1 2 F m, then c annihilates r if
Pnÿ1
i0 cirij  0 for
j  0; . . . ;mÿ n. Similarly, c annihilates a sequence frq : q 2 Zg ifPnÿ1
i0 cirij  0 for all j 2 Z.
We recall [4, Theorem 6.11] that a sequence fbn : n 2 Zg in a finite field is
periodic if and only if there is a vector (called a key in the literature on linear
recurring sequences) s  s0; . . . ; sq with s0 6 0 such that bn1 
Pq
i0 sqÿibnÿi
for n > q: Setting sq1  ÿ1 it is straightforward to prove the following.
Proposition 2.8 ([4, Theorem 6.11]). A sequence fbn : n 2 Zg in a finite field is
eventually periodic if and only if there is a non-trivial vector s  s0; . . . ; sm which
annihilates the sequence. It is periodic if and only if s can be chosen such that
s0 6 0.
Proposition 2.9. Let T be a skew-symmetric Toeplitz matrix over a finite field F
with signature fan : n 2 Zg. For each n 2 N let mn be the nullity of Tn. Consider
the doubly-infinite sequence fan : n 2 Zg given by . . . ; a2; a1; a0;ÿa1;ÿa2; . . .
This sequence is periodic if and only if there is an n 2 Z such that mnj  j for all
j 2 N. If the doubly-infinite sequence is not periodic, there is a sequence of (not
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necessarily distinct) positive integers fpm : m 2 Ng such that the sequence
fmn : n 2 Ng consists of the concatenation of the strings of the form
1; 2; . . . ; pm ÿ 1; pm; pm ÿ 1; . . . ; 1; 0; for 16m6 r.
Proof. Suppose fan : n 2 Zg is periodic. Let p be a positive integer
such that am  am p for all m 2 Z. Let q > p; and suppose
k0; . . . ; kqÿ10 2 kerAq. Then clearly Aq1k0; . . . ; kqÿ1; 00  0; . . . ; 0; c0, for
some c 2 F ; but using the periodicity of famg the first n entries of the
last row aq; aqÿ1; . . . ; a1; a0  aÿq; aÿq 1; . . . ; aÿ1; a0 are the same
as aÿq p; aÿq p  1; . . . ; aÿ1 p; which coincides with the
qÿ p  1st row of An. Hence c  0; so k0; . . . ; kqÿ1; 00 2 kerAq1, and
therefore mq1 P mq. But then mq1  mq  1 by Proposition 2.2. Then there is an
n such that mnj  j for all j 2 N. Conversely suppose mnj  j for some
n 2 Z and all j 2 N. Then by [1, Lemma 2.4] there is a vector
k  k0; . . . ; kn0 2 kerAn1 such that k0 6 0, such that kn; . . . ; k00  ~k  ck
for some c 2 F , and such that kj 2 kerAnj, where kj is the vector
k0; . . . ; kn; 0; . . . ; 00 obtained by appending jÿ 1 0’s to k. Since kj 2 kerAnj
it follows that
P
kiaÿm i  0; for m  0; . . . ; n j. Since kn 6 0 the se-
quence, . . . ; aÿ1; a0; a1; . . . ; an is periodic by Proposition 2.8. Since
aÿn  ÿan, then also aÿn; . . . ; aÿ1; a0; a1; a2; . . . ; is periodic.
Since the sequence, . . . ; aÿ1; a0; a1; . . . ; an is annihilated by
k0; . . . ; kn; aÿn; . . . ; aÿ1; a0; a1; . . . ; is annihilated by ~k. Since ~k  ck,
the sequence aÿn; . . . ; aÿ1; a0, a1; . . . ; is annihilated by k. Since the
doubly-infinite sequence, . . . ; aÿ1; a0; a1; . . . ; is annihilated by k, the
sequence is periodic.
The second conclusion of the proposition follows from combining the first
conclusion with Corollary 2.3. 
A weaker version of the following theorem was proved [10] in the special
case in which F is the field of 2 elements. The theorem was then applied in that
paper to obtain some results on the classification of endomorphisms of von
Neumann algebras. Here we show that the original result remains valid for all
finite fields, and we replace the original proof with a more elementary one.
It will be helpful to sharpen the results of Proposition 2.9. Recall that if F is
a finite field and b  b0; b1; . . . ; bmÿ1 and s  s0; s1; . . . ; smÿ1 are vectors with
entries in F, then one constructs a linear recurring sequence fsn : n 2 Zg via
the recurrence relation
snm  bmÿ1snmÿ1  bmÿ2snmÿ2      b0sn; n 2 N: 2:1
By Proposition 2.8 the sequence is ultimately periodic, and if b0 6 0, the
sequence is in fact periodic. In this case the companion matrix
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B 
0 1 0    0 0
0 0 1    0 0



0 0    0 1
b0 b1 . . . bmÿ2 bmÿ1
2666666664
3777777775
;
is invertible. Since B has entries in a finite field, B has finite order, i.e., there is
an s 2 N such that Bs  I , the identity matrix. The order of B is a multiple of
the period of any sequence fsn : n 2 Zg generated as above, [4, Theorem 6.16,
Theorem 6.17].
The sequence fsn : n 2 Zg whose m initial values are 0; 0; . . . ; 0; 1 is called
the impulse response sequence. Its period coincides with the order of B, [4,
Theorem 6.17]. Hence the period of any linear recurring sequence generated as
in (2.1) divides the period of the impulse response sequence.
Theorem 2.10 (cf. [10, Theorem 6.2]). Let T be a non-zero finite band skew-
symmetric Toeplitz matrix over a finite field F with signature d0; d1; . . . ; where
d0  0. Suppose k 2 N is such that dkÿ1 6 0; and dn  0 for n P k: For each
n 2 N let mn be the nullity of the n n corner matrix Tn of T. Then the nullity
sequence fmn : n 2 Ng is periodic. Its period is equal to the order of the invertible
matrix C below (where cj  dj=dkÿ1 for j  0; 1; . . . ; k ÿ 1):
0 1 0    0 0 0    0 0
0 0 1    0 0 0    0 0





0 0 0    0 0 0    0 1
ckÿ1 ckÿ2 ckÿ3    c1 c0 ÿ c1    ÿ ckÿ3 ÿ ckÿ2
26666666666664
37777777777775
:
For each n 2 N; mn6 k ÿ 1 and mn  k ÿ 1 if and only if n  jsÿ k  1; for some
j 2 N, where s is the order of the matrix C.
The proof will be obtained by combining the results of the following lem-
mas:
Lemma 2.11. Assume the same hypotheses as above. Then mn6 k ÿ 1 for all
n 2 N.
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Proof. Suppose there is a positive integer n such that mn P k. By Corollary 2.4
there are two possible cases: either (i) mj  j for 16 j6 k, or (ii) there is a
positive integer m such that mmj  j for j  0; . . . ; k. In the first case each of the
j j matrices Tj has rank 0, for j  1; 2; . . . ; k. Hence d1  d2      dkÿ1  0,
a contradiction. In the second case there is by Proposition 2.6 a vector
r0; . . . ; rm0 2 kerTm1 such that r0 6 0 and such that 0; . . . ; 0;
r0; . . . ; rm0 2 kerTmk. Multiplying this vector on the left by Tm1 yields a
vector with first term ÿdkÿ1r0, a contradiction since dkÿ1 6 0. This contradic-
tion yields the lemma. 
Lemma 2.12. The matrix C in the statement of the theorem is invertible with
period s P 2k ÿ 2.
Proof. C is invertible since ckÿ1  1. Note that for 06 r6 2k ÿ 3 the first non-
zero entry of the vector Cr0; . . . ; 0; 10 is a 1 in the 2k ÿ 2ÿ r position and so all
of these vectors are distinct. Hence Cr 6 I for l6 r6 2k ÿ 3. 
Lemma 2.13. If n > 2k ÿ 2 then mn  k ÿ 1 if and only if n  jsÿ k  1, for
j 2 N.
Proof. Let s0  0; . . . ; 0; 10 2 F 2kÿ2. If m is any multiple of s, then Cm  I , so
sm  Cms0  s0 and therefore there is an a 2 F such that smÿ1  a; 0; . . . ; 00.
Since sm  Csmÿ1; smÿ1 6 0, so a 6 0. For j  0; . . . ;mÿ 1, let yj be the last
entry of sj, then by appending these entries to the entries of s0 one obtains the
first m 2k ÿ 2 entries of the impulse response sequence corresponding to the
key ckÿ1; . . . ; c1; c0;ÿc1; . . . ;ÿckÿ2, namely, 0; . . . ; 0; y0; . . . ; ymÿ1. It follows
from the form of smÿ1 and sm that ymÿ2k2  a and yj  0 for
mÿ 2k  2 < j < m. Consider the vector y  y0; . . . ; ymÿ2k20 of length
mÿ 2k  3. We claim that ~y  ay. To see this note that the string of entries
0; . . . ; 0; y0; . . . ; ymÿ1 is constructed so that it is annihilated by the vector
c  ckÿ1; . . . ; c1; c0;ÿc1; . . . ;ÿckÿ1 (recall ckÿ1  1). In particular, taking v to
be the first 2k ÿ 1 elements of the string we see, recalling y0  1, that
ÿckÿ2y0 ÿ ckÿ1y1  0  ÿckÿ2 ÿ y1, so y1  ÿckÿ2. By setting v to be the last
2k ÿ 1 elements of the string we find that ckÿ1ymÿ2k1  ckÿ2ymÿ2k2  0 
ymÿ2k1  ackÿ2, so that ymÿ2k1  ÿackÿ2  ay1. Comparing next the product of
c with the pair of vectors 0; . . . ; 0; y0; y1; y2 and ymÿ2k; ymÿ2k1; ymÿ2k2; 0; . . . ; 0,
and given that each of these products is 0, one sees that y2  aymÿ2k. Continuing
in this fashion establishes the claim.
The remarks about products in the previous paragraph show that the k ÿ 1
vectors y0; . . . ; ymÿ2k2; 0; . . . ; 0, 0; y0; . . . ; ymÿ2k2; 0; . . . ; 0, 0; . . . ; 0; y0; . . . ;
ymÿ2k2 all lie in the right kernel of T2pkÿ1. Thus m2pkÿ1 P k ÿ 1, so by Lemma
2.11, mmÿk1  k ÿ 1. Hence mq  k ÿ 1 for q of the form
mÿ k  1  jsÿ k  1, for any j 2 N.
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We show next that mq  k ÿ 1 only if q  jsÿ k  1 for some positive integer
j. Suppose mq  k ÿ 1. Since mq is the maximum value of the nullity sequence,
Corollary 2.4 implies that mqÿk2; . . . ; mq are 1; 2; . . . ; k ÿ 1, respectively. By
Proposition 2.6 there is a vector of the form z0; . . . ; zqÿk1; 0; . . . ; 00 in kerTq,
with z0 6 0. It follows that the vector 0; . . . ; 0; z0; . . . ; zqÿk1; 0; . . . ; 00, obtained
by adding k ÿ 2 0’s to the beginning of the preceding vector, is annihilated by
c. Using the proposition we may assume, without loss of generality, that z0  1,
and therefore it is clear from the previous discussion that 0; . . . ; 0; z0; z1; . . . ; is
the initial part of the impulse response sequence. It then follows, as in the
previous paragraph, that q  jsÿ k  1 for some j 2 N. 
Lemma 2.14. The nullity sequence fmn : n 2 Ng is eventually periodic with period
s and preperiod p06 2k ÿ 2.
Proof. For n > 2k ÿ 2 let Bn be the matrix consisting of the first k ÿ 1 rows of
Tn, let Dn be the matrix consisting of the last k ÿ 1 rows of Tn, and let En be the
matrix consisting of the remaining rows of Tn. Let y0; . . . ; y2kÿ3 be arbitrary
elements of F. Set y  y0; . . . ; y2kÿ30. Define y2kÿ2; . . . ; ysnÿ1 recursively by
setting
yr; yr1; . . . ; yr2kÿ30  Cry0; . . . ; y2kÿ30 2:2
for 06 r6 s nÿ 2k  2. Set y  y0; . . . ; ynÿ10 and y^  y0; . . . ; ysnÿ10. Since y
and y^ share the same first 2k ÿ 2 elements it follows that y 2 kerBn if and only
if y^ 2 kerBsn. By (2.2) y 2 kerEn and y^ 2 kerEsn. Since CS  I , the last
2k ÿ 2 entries of y and of y^ are the same, so it follows that y 2 ker Dn if and
only if y^ 2 kerDsn. Hence y 2 kerTn if and only if y^ 2 kerTsn, so mn  msn
for n > 2k ÿ 2. On the other hand, the preceding lemma shows that the period
of the eventually periodic part of the nullity sequence cannot be less than s.

Lemma 2.15. If mn  0 for some n 2 f1; 2; . . . ; 2k ÿ 3g, then msn  0.
Proof. If n6 k then
Tn 
d0 ÿ d1 ÿ d2    ÿ dnÿ1
d1 d0 ÿ d1    ÿ dnÿ2



dnÿ1 dnÿ2 dnÿ3    d0
26666664
37777775
and if n > k then
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Tn 
d0 ÿ d1 ÿ d2    ÿ dkÿ1 0 0    0
d1 d0 ÿ d1    ÿ dkÿ2 ÿ dkÿ1 0 0



dkÿ1 dkÿ2 dkÿ3    d0    ÿdkÿ1 0    0



0 0 0    0 dkÿ1    d0    ÿ dkÿ1



0 0 0    0 dkÿ1    d0
26666666666666666666666664
37777777777777777777777775
:
In either case, the lower right n n corner of Tsn coincides with Tn. Suppose
mn  0 but msn  null Tsn > 0 with non-trivial vector y0; . . . ; ysnÿ10 2
kerTsn. Adding k ÿ 1 0’s to this vector yields the vector y  0; . . . ; 0;
y0; . . . ; ysnÿ10 which is annihilated by d dkÿ1; . . . ; d1; d0;ÿd1; . . . ;ÿdkÿ1; and
therefore also by c. Then if y^  0; . . . ; 0; y0; . . . ; ykÿ20 is the vector consisting of
the first 2k ÿ 2 entries of y it follows that ykÿ2r is the last entry of the vector
Cry^. Since C has period s; Csy^  y^, so the terms of y comprise the beginning of
a bitstream which is periodic and whose period divides s. It follows, since y
begins with k ÿ 1 0’s, that ysÿk1  ysÿk2      ysÿ1  0. Since
y0; . . . ; ysnÿ10 2 kerTsn, this vector is of course in the kernel of the matrix
consisting of the last n rows of Tsn. But since 0  ysÿk1      ysÿ1, it follows
that ys; . . . ; ysnÿ10 lies in the kernel of the lower right n n matrix of Tsn, i.e.,
ys; . . . ; ysnÿ10 2 kerTn. Since Tn has trivial kernel, ys      ysnÿ1  0. Then
ysÿk1  ysÿk2      ys  ys1      ysnÿ1  0. Hence the last n k ÿ 1
entries of any vector in kerTsn are all 0. By Corollary 2.4 and Proposition
2.6, msn < msnÿ1 <    < ms <    < msÿk1. Since msn > 0 by assumption,
msÿk1 P k, contradicting Lemma 2.11. By contradiction, msn  0. 
Lemma 2.16. If mm > 0 then kerTm contains a non-trivial vector v such that
~v  av, for some a 2 F .
Proof. [1]2 kerT1, so we may suppose m > 1. By Proposition 2.2,
mm  mmÿ1  1. First suppose mmÿ1 < mm. If mmÿ1  0 then mm  1 and kerTm is
spanned by a vector v satisfying the conclusion of the lemma, by Proposition
2.6. If 0 < mmÿ1 < mm there is a positive integer n < m, and a non-trivial vector
k  k0; . . . ; knÿ10 2 F n, such that (i) k0 6 0, (ii) ~k  bk for some b 2 F, and (iii)
both k0; . . . ; knÿ1; 0; . . . ; 00 and 0; . . . ; 0; k0; . . . ; knÿ10 lie in the kernel of Tm.
Hence 0; . . . ; 0; knÿ1; . . . ; k0 is in kerTm, so the sum v of this vector with
k0; . . . ; knÿ1; 0; . . . ; 0 satisfies the conclusion of the lemma.
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Next suppose mmÿ1 > mm. If mm  1, then by Proposition 2.6 a single vector of
the desired form spans kerTm. If mmÿ1 > mm > 1 then again by the proposition
there is an n, a vector k as above, and q; r 2 N such that
q < n r; q r  n  m; and 0q; k0; . . . ; knÿ1; 0r, and its flip lie in kerTm,
where 0r denotes a vector consisting of r 0’s. The sum of the two vectors is a
non-trivial flip-symmetric vector in kerTm. 
Lemma 2.17. Suppose 06 n6 2k ÿ 3. If mn > 0 then msn > 0.
Proof. Suppose n 2 f0; . . . ; 2k ÿ 3g and mn > 0. By the preceding lemma there
is a non-trivial vector y0; . . . ; ynÿ10 in the kernel of Tn such that
ynÿ1; . . . ; y00  ay0; . . . ; ynÿ10, some a 2 F . Let y  y0; . . . ; ynÿ1; 0; . . . ; 00
 y0; . . . ; ynÿ1; yn; . . . ; ynkÿ20 be the vector obtained by appending k ÿ 1 0’s to
y0; . . . ; ynÿ10. Since y0; . . . ; ynÿ10 2 kerTn, y lies in the right kernel of the
matrix consisting of the first n rows of Tnkÿ1, namely,
d0 ÿd1 ÿd2    ÿdkÿ1 0 0 0    0
d1 d0 ÿd1    ÿdkÿ2 ÿdkÿ1 0 0    0
d2 d1 d0    ÿdkÿ3 ÿdkÿ2 ÿdkÿ1 0    0


dnÿ2 dnÿ3    d0 ÿd1 ÿd2    ÿdkÿ1 0
dnÿ1 dnÿ2 dnÿ3    d1 d0 ÿd1    ÿdkÿ1
2666666664
3777777775
;
(taking dm  0 if m P k. One can recursively obtain entries ynkÿ1; . . . ; ysnÿ1
so that y0; . . . ; ysnÿ10 lies in the kernel of the matrix consisting of all but the
last k ÿ 1 rows of Tns, namely,
d0 ÿ d1    ÿ dkÿ1 0     0
d1 d0    ÿ dkÿ2 ÿ dkÿ1 0    0



dkÿ1 dkÿ2    d0    ÿ dkÿ1
0 dkÿ1    d0 ÿ dkÿ1
 
 

0 0    0 dkÿ1 dkÿ2    d1 d0 ÿ d1    ÿ dkÿ1
266666666666666664
377777777777777775
:
This is done by choosing ynkÿ1 so that y0; . . . ; ynkÿ10 has scalar product 0 with
dn; . . . ; d1; d0;ÿd1; . . . ;ÿdkÿ1, then choosing ynk so that the vector
y0; . . . ; ynk0 has product 0 with dn1; . . . ; d1; d0;ÿd1; . . . ;ÿdkÿ1, and so on. It
follows, as in the proof of Lemma 2.13, that 0; . . . ; 0; y0; . . . ; ysnÿ1 is the be-
ginning of a periodic sequence whose period is a divisor of s. In particular the
last n k ÿ 1 elements of this string agree with the first n k ÿ 1 elements,
namely 0; . . . ; 0; y0; . . . ; ynÿ1, which is the same as 0; . . . ; 0; aÿ1ynÿ1;
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aÿ1ynÿ2; . . . ; aÿ1y0. It follows that since y0; . . . ; ynÿ10 lies in the kernel of
Tn; y0; . . . ; ysnÿ10 lies in the kernel of the matrix consisting of the last n rows
of Tsn. Hence y0; . . . ; ysnÿ10 2 kerTsn: Since y0; . . . ; ynÿ10 is non-trivial, so
of course is y0; . . . ; ysnÿ10, and therefore msn > 0. 
Proof of theorem. It follows from the two preceding lemmas that if
06 n6 2k ÿ 3 that mn  msn: Combining this with Lemma 2.14 gives the
result. 
Theorem 2.18. Assume the same hypotheses as above. If q  jsÿ k  1 for some
positive integer j, then for any non-negative integer r6 q, mqr  mqÿr.
Proof. For any n P 2k ÿ 1 let Zn be the matrix obtained from Tn by deleting its
last k ÿ 1 rows. Since dkÿ1 6 0; Zn has maximal rank and therefore has nullity
k ÿ 1. Following the proof of Lemma 2.13 it is not dicult to show that if
0; 0; . . . ; 0; y0; y1; . . . is the impulse response sequence corresponding to
ckÿ1; . . . ; c1; c0;ÿc1; . . . ;ÿckÿ2 (so that y0  1 and is preceded by 2k ÿ 3 0’s),
the kernel of Zn is spanned by the k ÿ 1 vectors y0n  y0; . . . ; ynÿ10; y1n 
0; y0; . . . ; ynÿ20; y2n  0; 0; y0; . . . ; ynÿ30; . . . ; ykÿ2n  0; . . . ; 0; y0; . . . ;
ynÿk10. Fix q  2sÿ k  1 then by Theorem 2.10, mq  k ÿ 1 and therefore
kerTq  kerZq, so that y0q; . . . ; ykÿ2q span the kernel of Tq. Let
v0q; . . . ; vkÿ2q be the vectors of length 2k ÿ 2 obtained by taking last 2k ÿ 2
entries of y0q; . . . ; ykÿ2q, respectively. Observe from the form of the last
k ÿ 1 rows of Tq that v0q; . . . ; vkÿ1q span the kernel of the matrix
D 
dkÿ1    d1 d0 ÿ d1 . . . ÿ dkÿ2
0 dkÿ1 d2 d1 d0 . . . ÿ dkÿ3
..
.
. .
. ..
. ..
. ..
.
. .
. ..
.
0 . . . dkÿ1 dkÿ2 dkÿ3 . . . d0
266664
377775:
Note that for any n P 2k ÿ 1 a vector P aiyin lies in the kernel of Tn if and
only if
P
aivin is in kerD. Note also that for i  0; 1; . . . ; k ÿ 2 and for any
r 2 f0; 1; 2; . . . ; sÿ 1g, viq r  Crviq (respectively, viqÿ r  Cÿrviq.
Hence
P
aiyiq r 2 kerTqr if and only if there are bi 2 F ; i  0; . . . ; k ÿ 2,
such that
P
aiCrviq 
P
biviq. Taking Cÿr of this equation shows
that
P
aiyiq r 2 kerTqr if and only if there are bi such
that
P
biC
ÿrviq 
P
biviqÿ r 
P
aiviq 2 kerD, or equivalently, such
that
P
biyiqÿ r 2 kerTqÿr. Hence dimkerTqr  dimkerTqÿr, i.e.,
mqr  mqÿr for q  2sÿ k  1 and r  0; 1; . . . ; sÿ 1. One can then use the
periodicity of the nullity sequence, Theorem 2.10, to conclude that mqr  mqÿr
for all q  jsÿ k  1, j 2 N, and all r  0; . . . ; q. 
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3. Toeplitz matrices with eventually periodic signatures
We apply the results of the preceding section on the nullity sequences of
Toeplitz matrices of finite bandwidth to obtain analogous results on the nullity
sequences of certain skew-symmetric Toeplitz matrices over finite fields. More
precisely, let A be a skew-symmetric Toeplitz matrix over a finite field whose
signature sequence (see Definition 2.1) a  a0; a1; . . . ; is eventually periodic.
We show in Theorem 3.7 that the nullity sequence fmAn : n 2 Ng, where
mAn is the nullity of the n n corner matrix of A, is eventually periodic. This
is done by associating with A a certain skew-symmetric Toeplitz matrix T over
F of finite bandwidth. We prove in Theorem 3.7 that the period of the even-
tually periodic part of the nullity sequence for A divides the period of the
nullity sequence for T.
Definition 3.1. For a fixed positive integer n, for i; j 2 f1; . . . ; ng; i 6 j, and for
fixed l 2 F ; Enijl is the elementary matrix with l in the i; j position, 1’s
along the main diagonal, and 0’s elsewhere.
We shall omit the superscript for Enijl since the size of the matrices will be
clear from the context in which they are used. By trivial calculations it follows
that if M is an n n matrix, EijlM is obtained from M by adding l times row
j to row i, and MEijl by adding l times column i to column j. The inverse of
Eijl is Eijÿl, and its transpose is Ejil. Hence if S is a skew-symmetric
n n matrix then so is EjilSEijl. In particular, the latter matrix has 0
diagonal.
Definition 3.2 ([7, Chapter IV ]). A pair B;C of n n matrices with entries in a
finite field F are said to be congruent if B  U 0CU for some invertible matrix U
(where U 0 is the transpose of U).
Remark 3.3. It is clear that congruence is an equivalence relation. It is also
obvious that congruent matrices have the same rank. It is dicult in general to
determine when two matrices of the same rank are congruent [7].
In what follows we shall fix fan : n 2 Zg, an eventually periodic sequence in
F, and we denote by fan : n 2 Zg the doubly-infinite sequence
f. . . ; a1; a0;ÿa1; . . . ; g cited in Proposition 2.9. The following result is an easy
consequence of that proposition.
Lemma 3.4. Suppose fan : n 2 Zg is a sequence in F such that fan : n 2 Zg is
periodic. Let A be the skew-symmetric Toeplitz matrix having fan : n 2 Zg as
its signature sequence. Then there is a positive integer m such that for n P m; An
is congruent to the n n matrix with corner Amÿ1 and with 0’s everywhere else.
60 G.L. Price, G.H. Truitt / Linear Algebra and its Applications 294 (1999) 49–66
Proof. By Proposition 2.8 there is a non-trivial vector which annihilates
fan : n 2 Zg. It will be convenient to write the annihilating vector as the flip
~x  xmÿ1; . . . ; x0 of a vector x  x0; . . . ; xmÿ1. We may assume that x0  1 and
that xmÿ1 is non-zero. For each n P m, let En  Enÿm1;nxmÿ1   Enÿ1;nx1.
Then E0nAnEn is an n n matrix with Anÿ1 in the upper left corner and with
last row and column all 0. Continuing one sees that E0m   E0nAnEn   Em is the
n n matrix with Amÿ1 in the upper left corner and 0’s elsewhere. 
Lemma 3.5. Suppose fan : n 2 Zg is eventually periodic but fan : n 2 zg is not
periodic. Then there is an m 2 N, a vector x  x0; . . . ; xmÿ1 2 F m, with x0  1
and xmÿ1 6 0, and an integer k > 1 such that the flip ~x of x annihilates the
sequence fak ÿ m 1; ak ÿ m 2; ak ÿ m 3; . . . ; g but not fak ÿ m;
ak ÿ m 1; . . .g.
Proof. Since fan : n 2 Zg is eventually periodic but fan : n 2 Zg (the se-
quence, . . . ; a2; a1; a0;ÿa1;ÿa2; . . . ;  is not periodic there is an r 2 Z such that
the sequence ar  1; ar  2; . . . ; is periodic but ar; ar  1; . . . ; is not. Let
x  x0; . . . ; xmÿ1 be a vector whose flip ~x  xmÿ1; . . . ; x00 annihilates the for-
mer sequence. By Proposition 2.8 we may assume the leading entry xmÿ1 6 0.
We may also assume that ~x has been chosen to have minimal length among all
non-trivial vectors annihilating the sequence, so that, in particular x0 6 0. We
may assume x0  1. We shall show that r > ÿm 2. For otherwise the se-
quence G  faÿm 2; aÿm 3; . . . ; g would be periodic. Then consider
the infinite matrix
B 
ÿa1 a0 a1    amÿ2
ÿa2 ÿ a1 a0    amÿ3
ÿa3 ÿ a2 ÿ a1    amÿ4
..
.
266666
377777:
Since ~x annihilates G, its flip x lies in the kernel of B. Suppose
y  y0; . . . ; ymÿ10 6 x is another non-trivial vector in kerB. Replacing y with
a linear combination of x and y, if necessary, we may assume that y0  0. Since
y 2 kerB it follows that there is a p P ÿ m 2 such that ~y annihilates
ap; ap  1; . . . Since y0  0 there is a non-trivial vector z of shorter length
than ~x which annihilates ap; ap  1; . . . Since z annihilates
ap; ap  1; . . . ; it also annihilates aÿm 2; aÿm 3; . . . ; contradicting
the minimality of the length of x. Hence x spans the kernel of B. Hence B has
nullity 1. If K is the matrix obtained from B by removing its first column, then
by the minimality of m; K must have full rank. Let A be the skew-symmetric
Toeplitz matrix with signature fan : n 2 Zg. Note that A0mÿ1 is the matrix
consisting of the first mÿ 1 rows of K. We claim that A0mÿ1 has full rank. To
see this, note that by the symmetry of B it follows that since x 2 kerB, the
vector xmÿ1; . . . ; x0 lies in the left kernel of B. Since that is the case, and since
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both xmÿ1 and x0 are non-zero, it follows that row m is a linear combination of
rows 1 through mÿ 1 of B, that row m 1 is a linear combination of rows 2
through m of B, and so on, so that rows m;m 1; . . . ; of B are linear combi-
nations of rows 1 through mÿ 1 of B. Hence rows m;m 1; . . . ; of K are linear
combinations of rows 1 through mÿ 1 of K. Hence mÿ 1  rankK
 rankA0mÿ1  rankAmÿ1. Hence Amÿ1 has nullity mAmÿ1  0. Hence
mAm  1, by Proposition 2.2. Since x 2 kerB; x lies in the kernel of the
matrix consisting of all but the first row of A0m. Since mA0m 
mA0m  1; x 2 kerA0m. By the symmetry of A0m, then since x 2 kerA0m;
~x 2 kerA0m. Since mA0m  1; x and its flip ~x are scalar multiples of each
other. Therefore, since ~x annihilates aÿm 2; aÿm 3; . . . ; it must actu-
ally annihilate fan : n 2 Zg (see the proof of Proposition 2.9). Hence the
latter sequence is periodic, by an obvious generalization of Proposition 2.8 to
doubly-infinite sequences. But this sequence is not periodic, by hypothesis. By
this contradiction we conclude that r > ÿm 2. Hence there is a non-negative
integer k which satisfies the last statement of the proposition. 
Lemma 3.6. Suppose fan : n 2 Zg is an eventually periodic sequence with
a0  0. Suppose fan : n 2 Zg is not periodic. Let A be the skew-symmetric
Toeplitz matrix whose signature is fan : n 2 Zg. Then there are positive integers
m; k; and elements e1; . . . ; ekÿ1; d1; . . . ; dkÿ1 of F, with dkÿ1 6 0, such that, for any
n > m 2k;An is congruent to the n n matrix Bn below.
Proof. Let k;m; x be as in preceding lemma. Fix n > m. Let e0; . . . ; ekÿ1 2 F
satisfy aÿm 1; . . . ; aÿ1; a0  ~x  ÿe0; aÿm 2; . . . ; aÿ1; a0;
a1  ~x  ÿe1; . . . ; aÿm k; . . . ; ak ÿ 1  ~x  ÿekÿ1. By the preceding
lemma ekÿ1 6 0; but for j > k;ÿej  aÿm j; . . . ; ajÿ 1  x  0. Since
x0  1 it follows from these equations that if En  Enÿm1;nxmÿ1
  Enÿ1;nx1; AnEn has last column
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0; . . . ; 0;ÿekÿ1; . . . ;ÿe1;ÿe00
and therefore
E0nAnEn 
For i 2 N let di 
Pmÿ1
j0 xjeij. Since eq  0 for q P k; dq  0 for q P k. Also
dkÿ1  x0ekÿ1  ekÿ1 6 0. If Enÿ1  Enÿm;nÿ1xmÿ1   Enÿ2;nÿ1x1, then
E0nÿ1E
0
nAnEnEnÿ1 
Continuing in this fashion, one sees that if E0m   E0nAnEn   Em has the
form of the matrix in the statement of the theorem, where
Eq  Eqÿm1;qxmÿ1   Eqÿ1;qx1; for q  m;m 1; . . . ; n: 
Theorem 3.7. Assume the hypotheses and notation of the preceding lemma. Let T
be the skew-symmetric Toeplitz matrix with signature sequence
d0; d1; . . . ; dkÿ1; 0; . . .0. Then the nullity sequence fmnA : n 2 Ng of A is
eventually periodic. Its period is a divisor of the period of fmn T  : n 2 Zg.
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Proof. By Theorem 2.10 fmnT  : n 2 Zg is periodic. Let s be its period. We
shall show that mnA  mnsA for n > m 2k ÿ 1. For such n, let Dn be the
matrix consisting of all but the first m k ÿ 2 rows of the matrix Bn in the
preceding lemma. Since dkÿ1 6 0;Dn has nullity m k ÿ 1. Following the proof
of Lemma 2.13, it is not dicult to show that if we write a vector y in the kernel
of Dn as yn; . . . ; y00, then the vector x  ynÿm1; . . . ; y0; 0; 0; . . . ; 0 (with k ÿ 1
0’ s appended to the end of y, and mÿ 1 entries deleted from the beginning of
y), is annihilated by dkÿ1; . . . ; d1; d0;ÿd1; . . . ; dkÿ1. Also from the proof of the
lemma it follows that there is a linear one to one correspondence between
vectors y 2 kerDn as above and vectors y^ 2 Dns where the last n 1 ele-
ments of y^ are the same as y^ and if x^ is to obtained by appending k ÿ 1 0’s to
the end of y^, then x^ is annihilated by dkÿ1; . . . ; d1; d0;ÿd1; . . . ; dkÿ1. It follows
from the periodicity results in Lemma 2.14 that the first m 2k ÿ 1 elements of
y coincide with the first m 2k ÿ 1 elements of y^. Since y^ 2 kerAn (respec-
tively, y^ 2 kerAns if and only if the first m 2k ÿ 1 elements of y^ (re-
spectively, y^) form a vector which are annihilated by the matrix consisting of
the first m 2k ÿ 1 rows of Bn (respectively, Bns) in the statement of the
preceding lemma, it follows that y lies in the kernel of Bn if and only if y^ lies in
the kernel of Bns. Hence Bn and Bns have the same nullity. Since congruence
preserves nullity, An and Ans have the same nullity, i.e., mnA  mnsA.

4. Examples
We illustrate the results on nullity sequences in the two preceding sections by
applying those results to the following examples.
Example 4.1. Let F be any finite field. Fix k 2 N and let fdn : n 2 Zg be
the sequence in F where dkÿ1  1 and dj  0 for j 6 k ÿ 1. Then the
2k ÿ 2  2k ÿ 2 matrix C in Theorem 2.10 is the permutation matrix
0 1 0 0    0 0
0 0 1 0    0 0
..
.
0 0 0 0    0 1
1 0 0 0    0 0
266664
377775;
which has order 2k ÿ 2. Let T be the skew-symmetric Toeplitz matrix having
fdng as it signature, as in Definition 2.1. By Theorem 2.10 the nullity sequence
fmnT g is periodic with period 2k ÿ 2. By the same theorem mnT 6 k ÿ 1 for
all n 2 N, and mnT   k ÿ 1 for infinitely many n. Hence by Corollary 2.4 the
string 1; 2; . . . ; k ÿ 2; k ÿ 1; k ÿ 2; . . . 2; 1; 0 appears infinitely often in the nullity
sequence for T. But this string is of length 2k ÿ 2, and since the period of the
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sequence is 2k ÿ 2, the nullity sequence simply consists of infinitely many
copies of this string.
Example 4.2. Suppose F  F2 and fdn : n 2 Zg is the sequence
0; 1; 0; 1; 0; 0; 0; . . . Then k  4 and C is the 6 6 matrix
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 1 0 1 0
2666664
3777775;
which has order 8. According to Theorem 2.10, mn6 3 and mn  3 for n of the
form 8jÿ 3; j 2 N. It then follows from the periodicity of the nullity sequence
and the unimodality property of Corollary 2.4 that the sequence just consists of
infinitely many copies of the string 10123210.
Example 4.3. Consider the periodic bitstream fan : n 2 Zg in F  F2, of
period 31, consisting of infinitely many copies of the pattern
0100100001010111011000111110011. Let A be the skew-symmetric Toeplitz
matrix having this bitstream as its signature (Definition 2.1). A straightforward
calculation shows that fan : n 2 Zg is annihilated (see Definitions 2.5 and 2.7)
by the vector v  1; 0; 0; 1; 0; 1 2 F 6. (No non-trivial vector in F 5 annihilates
the sequence, however, since a sequence annihilated by any non-trivial vector
w 2 F n has period of length at most than 2nÿ1 ÿ 1 [4, Theorem 6.7].) Using v as
in Lemma 3.6 to obtain matrices congruent to An, for suciently large n, and
applying Theorem 3.7, one observes that the period of the eventually periodic
part of fmnAg, divides the period of fmnT g, where T is the skew-symmetric
Toeplitz matrix with signature 0001000000; . . . From Example 4.1, fmnT g has
period 6 and consists of infinitely many copies of the pattern 123210. Then by
Theorem 3.7 fmnAg is eventually periodic with period length dividing 6. By
the first paragraph of the proof of that theorem, in fact, one sees that fmnAg
must be periodic for n > 12 (since v 2 F 6  F m and since k  4, using the
notation of that proof). Therefore by computing mnA for n  1; 2; . . . ; 18, one
concludes that nullity sequence of A is 10101210101210101210; . . . ; with the
pattern 101210 continued forever. Hence this sequence is eventually periodic
with preperiod 2 and period length 6. Note that although the nullity sequences for
A and for T have the same period, the patterns of their nullity sequences dier.
Example 4.4. Consider the bitstream fan : n 2 Zg in F2 of period 7 consisting
of the pattern 0100111 repeated forever, and let A be the corresponding skew-
symmetric Toeplitz matrix. Note that the bitstream is annihilated by
1; 0; 0; 1; 1; 1 2 F 6.
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Following the proof of Lemma 3.6 one associates with A the skew-sym-
metric Toeplitz matrix T with signature 01010000; . . . By Example 4.2 the
nullity sequence for T has period 8. Hence the nullity sequence for A must
have periodic part with period length dividing 8, by Theorem 3.7. In fact one
can apply the proof of Lemma 3.6 and Theorem 3.7 as in the previous example
to conclude that the nullity sequence for A consists of the pattern 10 repeated
forever.
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