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A bstract
Cloud Computing (CC) is often referred to in discussions on Green 
Cloud Computing (GCC) as a more energy efficient approach to the 
provision of computational and data storage services. Without new 
and efficient energy conservation approaches, energy consumption is 
likely to become the main bottleneck for the growth of the Internet. 
The core principle of the ’’Coal Free =  Green Energy” or ”Green 
Cloud” is to perform all cloud computing services in as energetical­
ly / economically efficient way as possible. A zero carbon approach is 
the target from using renewable (green) energy sources e.g. sun, wind, 
tide power. However, while we believe that renewable energy can help 
mitigate the impact of IT and cloud computing, we are far off being 
able to use renewable sources as the primary energy supply for the 
entire Internet and its associated data centres.
Currently provision of public clouds is focused on mega-data centres 
that are maintained by a small number of large, predominantly US- 
based companies. Yet this model is not without flaws. These include 
vendor lock in, and dependency on services provided by an organi­
sation which may be operating in a different economic and political 
context to that of consumers of these services.
In this thesis the state-of-the-art in cloud computing was reviewed. 
It is hypothesised that when the energy consumed in the Internet 
infrastructure is taken into account, alternative cloud scenarios to 
the use of mega-scale data-centres may be more appropriate. This 
thesis focuses on modelling energy consumption at a total systems
level, and how to achieve a good balance of the energy consumption 
between computation usage and communication usage in the cloud 
computing model. Consumption both within data centres and the 
network traffic between consumers and providers are studied using 
mathematical modelling techniques.
Contents
Contents v
List of Figures x
List o f Tables xii
N om enclature xii
1 Introduction 1
1.1 Problem Description and M o tiv a tio n ...............................................  2
1.2 Digital Ecosystem ...............................................   4
1.3 Related W o rk ..................  6
1.4 Contribution of the D issertation..................     9
1.5 The Structure of this Thesis  ...............................................  11
1.6 Methodology  .....................     13
1.6.1 Model fo rm u la tio n ..........................   13
1.6.2 Simplified P ro b le m ..................................................................... 14
1.6.3 Optimization m odel.......................................................   14
1.6.4 Solution and R e s u l ts .................................................................  15
1.7 Optimization modelling language and s o lv e r ................................... 15
1.7.1 A M P L .................................................................   15
1.7.2 C P L E X ..............................    16
1.8 Data c o lle c tio n ......................................................................................  16
1.9 S u m m a ry ................................................................................................ 16
C O N TENTS
2 Cloud Com puting Energy Efficiency 18
2.1 Cloud C om puting..........................................................................   19
2.1.1 Segmentation by Function:........................................................  20
2.1.1.1 Software as a Service (S aaS ).....................................  20
2.1.1.2 Platform as a Service.................   21
2.1.1.3 Infrastructure as a S erv ice.......................................  21
2.1.2 Cloud Computing Business M odel............................................ 22
2.1.2.1 Public Cloud  ................................................ : 22
2.1.2.2 Private C lo u d  ..............................................  22
2.1.2.3 Hybrid Cloud  .................   23
2.1.2.4 Cloud Computing Comm unity................................  23
2.2 Industry Players............................................................................   25
2.2.1 Amazon.com ............................................................................... 25
2.2.2 B T ........................................................................................................25
2.2.3 C oog le ........................................  26
2.2.4 I B M ...............................................................................................  28
2.2.5 Microsoft ........................................................................  28
2.3 Energy Consumption of Data Centres  ..................   29
2.3.1 Power Usage Effectiveness ( P U E ) ...........................................  33
2.3.2 Internet of T hings........................................................................  35
2.3.3 ICT and Energy Consum ption.................................................. 35
2.3.4 Creen Data C entres .................................   37
2.4 Energy Consumption of the Internet ................................................ 38
2.4.1 Data Centres - Clean Power AND Microgrids .  ..............  40
2.5 Renewable Energy Sources (R E S)........................................................ 43
2.5.1 Solar Energy ............................................................................... 44
2.5.2 Wind E n e r g y          . 45
2.5.3 Ceothermal E n erg y .....................................................................  46
2.5.4 Tidal/wave - Hydroelectric E n e r g y ........................................  46
2.5.5 B io m ass .......................    47
2.5.6 Biogas ,.............................................    . 47
2.5.7 Use of Renewable Energy in Data Centres .     . 48
2.6 Virtual Private Cloud (VPC) Energy C o n su m p tio n ...................... 50
VI
CONTENTS
2.6.1 Smart G r i d ................................................................................  51
2.7 Internet CO2 em issions.........................................................................  53
2.7.1 D em aterialisation......................................................................  56
2.7.2 Cloud Computing: Risks and O p p o rtu n itie s    . . 57
2.7.3 Lessons from Digital Ecosystems .........................................  59
2.7.4 Proposed Concept for Resilient Cloud C om pu ting ............  61
2.8 S u m m a ry .........................................    63
O p tim isa tion  Techniques for C loud In fra s tru c tu re s  64
3.1 Technical Background ......................................................   64
3.2 Optimization Techniques......................................................................  67
3.2.1 Non-Linear P ro g ram m in g ..................................   68
3.2.2 Mathematical M o d e l ................................................................ 68
3.2.3 Graph Theory . .  ......................................................  69
3.2.4 Network F lo w ............................................................................  71
3.2.5 Multi-Commodity Network Flow Problem  ............  71
3.2.6 Internet Energy Consumption  ............................................  73
3.2.7 Description of the Optimization P ro b lem ............................  74
3.2.8 Network Topology Formulation .  ...................................... 74
3.2.9 Im plem entation.....................................   75
3.2.10 Optimization Problem S ta te m e n t.........................................  76
3.3 S u m m a ry .........................   78
G reen  C loud C om puting  C om m unity  79
4.1 Virtual Private Cloud .  ...................................................................... 81
4.1.1 Service Level Agreements (S L A s).........................................  82
4.2 Creen Federation of IDCs (Internet Data C en tres).........................  84
4.3 Mathematical Optimisation Model ................................................... 88
4.3.1 Optimization Problem .  ...............   88
4.3.2 Parameters And Design V ariab les..................   91
4.3.3 Set of C onstraints............................  91
4.4 R esu lts......................  93
4.5 S u m m a ry ............................................    97
Vll
C O NTENTS
5 Green Cloud R outing 99
5.1 Energy Saving M o d e ls ............................................................................. 100
5.2 Mathematical B ackground ..................................................  101
5.2.1 Link Utilization Lu{i,j) of edge i j ...............................................104
5.2.2 Node Utilization  .................................   104
5.2.3 Flow-path AND fiow-link - arc-path or link-path .....................107
5.3 Network Energy C onsum ption...............................  110
5.3.1 Energy Consumption of Transport Network L a y e r ..................112
5.3.2 Design Parameters and V a ria b le s ...............................................118
5.3.3 Set of C onstraints............................................................................ 118
5.4 Optimization Framework P ro p o se d .......................................................121
5.4.1 Data Centres’ CO2 M o d e l ............................................................122
5.5 Model Evaluation and D iscussion .......................................................   125
5.6 S u m m a ry ................................................................    131
6 Optim al Green V irtual Cloud M igration 133
6.1 In troduction ............................................................  134
6.1.1 Potential Energy Savings Of Hybrid Cloud Infrastructures 136
6.2 Related W o r k   ............................  137
6.3 Virtual Private Cloud (VPC)  '. . . . 138
6.3.1 Network V irtualisation .................................................................. 140
6.3.2 Virtual Private Network (V P N ) ........................... ...................141
6.3.3 Overlay N etw orks............................................................................ 143
6.4 Optimal Green Data Center L o ca tion ......................................  145
6.4.1 Green Cloud Computing (G C C ).................................................. 148
6.5 Energy Consumption Model for Migration of Virtual Machines . . 151
6.5.1 Virtual Machines’ (VMs) Power C onsum ption ........................ 152
6.5.2 Model Parameters .................................  157
6.6 Results - Discussion  ..................  157
6.7 S u m m a ry ............................    166
7 Conclusions and
Future Work 168
vm
CONTENTS
7.1 Summary and Conclusions......................  168
7.2 Future O u tlo o k ......................................................................................   170
A ppendix
A
AM PL M odel File and D ata file 177
A ppendix
B
Chapter 5
AM PL M odel File and D ata file 187
A ppendix
C
AM PL M odel File and D ata file 206
References 220
IX
List of Figures
1.1 From Ecological Systems, Digital Systems to Digital Ecosystems . 4
1.2 ICT Carbon Footprint Emissions (Source: (Webb et al., 2008)) . . 6
1.3 Cloud Computing - Architecture T opo logy ...................................  8
1.4 A Schematic Figure of the Modelling Process employed in this thesis 13
2.1 ’’Cloud Pyramids” Functions............................................................. 20
2.2 Cloud Computing - Business M o d e l................................................ 22
2.3 Google Data Centre - Source: Google blogs  ..............................  26
2.4 Cloud Computing p e rsp ec tiv e .......................................................... 27
2.5 Greenhouse Gas (GHG) emissions by 2020 ........................................ 29
2.6 Data centres power consumptions  ..........................................   30
2.7 streams of big d a t a ............................................................................. 32
2.8 Power Usage Effectiveness ( P U E ) ...................................................  34
2.9 Google Power Usage Effectiveness (PUE) Com prehensive.........  34
2.10 Cloud Computing Infrastructure - Wavelength Division Multiplexed 
(WDM) V ie w ...................   36
2.11 Cloud Computing Network Topology Source (Bianzino et ah, 2012) 38
2.12 Renewable Energy Capacity Source (“UK Future Energy Scenar- 
ios”,2 0 1 1 ).......................................................................................  41
2.13 World-Wide Renewable Energy Consumption
42
2.14 Solar Panels on a Microsoft B u ild in g ................................................. 44
2.15 This 49.3 megawatt biomass power plant in the United Kingdom 
will be fully integrated with its surroundings on the banks of the 
River T e e s ..........................................................................   48
LIST OF FIGURES
2.16 Smart Grid - data centres consum ption...............    51
2.17 Renewable Energy Consumption - Wind Energy Fluctuations . . .  53
2.18 World-Wide Carbon Footprint Em issions..................................  56
2.19 Cloud Computing - Digital Ecosystem V ie w ............................ 62
3.1 AMPL functional diagram (“Czech Technical University in Prague
Faculty of Electrical Engineering Bachelor Thesis Modelling lan­
guages for optimization” , 2 0 1 0 ) ......................   65
3.2 Examples of Coloured G ra p h s .....................................................  70
4.1 Cloud Computing Community-based m odel...............................  89
4.2 Community-based Cloud Power C o n su m p tio n ........................  94
4.3 Total Power Consumption for Large and Medium-sized Data Centres 97
5.1 Cloud Computing Network M o d el.................................................109
5.2 Power Consumption Download from Data centres Vs. Optical Net­
work U n its ................................... 117
5.3 National Science Foundation network N S F N E T .......................122
5.4 Cloud Computing M o d e l.................................................................124
5.5 Traffic Matrix (Mbps) of the NSFNET network - Source (Caria et
al., 2012) .  .............................................     126
5.6 Cloud Energy C onsum ption .......................................................... 127
5.7 NSFnet Network Nodes Traffic.....................................   128
5.8 Energy Consumption and Traffic Load Distribution  ...................... 129
5.9 Overall COg em issio n s ...............    130
5.10 Overall CO2 em issio n s...............................................  131
6.1 VPCs Connected Securely and Spanned over the Internet . . . . .  140
6.2 Data Centre T o p o lo g y .....................................  143
6.3 Multiprotocol Label-Switching (MPLS) Architecture ...................... 144
6.4 Virtual machines migration green model  ................................150
6.5 Total Carbon Footprint Emissions Vs Jobs/minutes ...................... 161
6.6 Optimal Allocation of VMs Energy Consum ptions............... ....... 163
6.7 Infrastructure as a Service (laaS) Computing C a p a c ity .......... 164
6.8 Total Carbon Footprint Emissions ...................................................... 165
XI
List of Tables
4.1 Data Centres Configurations................................................................  87
4.2 Summary of N otation .............................................................................  92
5.1 Cloud Computing Abbreviations...............................  108
5.2 Multi-commodity P a ra m e te r s ..........................................................  . 109
5.3 Summary of Notation  ............................................................................. 119
5.4 Model Formulation Parameters .............................................................. 123
5.5 Intput Data Parameters  ................................. 124
5.6 Model Evaluation M e tr ic s ..............................................................  126
5.7 Core network energy consum ption.......................................................... 127
6.1 Cloud Computing Providers - Instance Types M etric s .........................153
Xll
Chapter 1
Introduction
Information and communication technology (ICT) has been extensively used to 
monitor energy use in a variety of applications. However the use of ICT itself 
has led to huge increases in energy consumption. Today, we are witnessing a rise 
of energy consumption, customer increase, more on-demand services using cloud 
architectures, mobile Internet, a diffusion of broadband access, and a growing 
number of services offered by Internet Service Providers (ISP). Consequently 
energy efficiency is quickly becoming a high-priority issue for the Internet. Energy 
efficiency is defined as the ratio of the useful traffic carried by a network and the 
total energy required to support that traffic over a year (Bolla et al., 2011).
Cloud computing provides the opportunity to access and rely on green data 
centres on the basis of clean energy availability as ”follow-the-green” data centers. 
A further issue is that although large scale data centres can be extensively opti­
mised for efficiency in energy consumption, and could be sited close to sources of 
renewable energy, this is not necessarily the most energy efficient solution at total 
system level. A potential disadvantage is that the energy consumption of data 
traffic between consumers and the data centre can be significant. Medium-sized 
data centres can be nearly as energy efficient. It is possible that localising data 
centres could provide efficiencies in energy consumed in the supporting network. 
In addition, federations of regional data centres may provide support for ’’bursts” 
in resource consumption without any one data centre needing to invest in signif­
icant over-capacity (Sabry & Krause, 2013a). This thesis offers an optimization 
approach for different three models based on the development of Mixed Inte-
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ger linear programming (MILP) models that minimizes the energy consumption 
of the Internet and the cloud computing infrastructure. The model maximizes 
the utility of computing resource and minimizes the energy consumption of using 
computing resources. However this would ignore the network energy consumption 
and its impact on the overall CO2 emissions. Unless this is taken into account 
the extra data traffic due to accessing of data could then cause an increase in 
brown energy consumption and eventually lead to an unintended increase in car­
bon footprint emissions. In addition, this thesis argues that favouring a move to 
localisation of data centres is not only consistent with the philosophy of Digital 
Ecosystems (DEs), but also offers significant potential for enhancing Service Level 
Agreements (SLAs) and reducing energy consumption (Sabry & Krause, 2013a).
1.1 Problem  D escription and M otivation
Does Green ICT =  Cloud?
Specifically: Does Heavy centralisation = >  High Energy Consumption In 
Transportation Of Resources?
What if data centres of Amazon, Google, which offering cloud computing ser­
vices crash? Is catastrophe a possibility?
In order to answer these questions, we need to:
• Take a whole systems approach to the comparison of energy consumption
Analyse a range of scenarios from heavily centralised cloud to the use of 
regional data centres
As cloud computing model becomes more prevalent, the energy consumption 
of the transmission and switching networks as well as data processing and data 
storage will increase. The analysis of energy consumption in cloud computing con­
siders public, private and community cloud computing business models (Baliga 
et ah, 2011).
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Going green is both about reducing the energy consumption and looking into 
the possibility of relying on the renewable energy resources to provide the re­
quired amount which attains the demanded power consumption. But renewable 
energy production is intermittent and varies with weather conditions. This helps 
reduce the dependency on fossil fuels for household energy use, which is a huge 
contributor to the world’s CO2 footprint. We could take advantage of the full 
range of available green energy sources which include wind energy, solar energy, 
tidal energy and bio-generation.
”Going green” , reducing CO2 , means that data centres should run the power 
supply using green energy sources.
In summary, four main problems are crucial for Internet energy consumption 
in order to minimise total power requirements of the network while preserving 
quality requirements:
• The green routing problem of finding the best available path to carry the 
workload from the user side to its destination (data centres)
• The power control problem of allocating the power in each data centre to 
send web services (e.g. data, video, voice) to the clients
• Optimal use of renewable energy resources (Green Energy)
• The scheduling problem of determining available green energy resources 
(solar, tide, etc..) between data centres and grid network
Even though the technical problems are challenging, the corresponding math­
ematical modelling and optimisation problems are crucial. Since the correspond­
ing optimisation problems are non-linear and non-convex, there is no guarantee 
that an optimal solution will be found. At best, it is only possible to find local 
minimisers (Clark, 2007a).
In order to solve the mathematical problem, this thesis builds some computa­
tional models upon those advances. It presents numerical solutions for different 
network topologies (depending on the number of nodes (data centres) and links 
as well as size of the services).
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1.2 D igital Ecosystem
There is no doubt that this definition of Digital Ecosystem (DE) has become 
popular and well known to all researchers in this field. This definition is derived 
from the similarity between the Digital Ecosystem and the Ecology system in a 
number of properties.
Digital Ecosystems are characterized by ’’open and loosely coupled systems 
where persons, systems or agents interact and collaborate in a self-organized 
manner” (Dorloff, 2010).
Facebook is a good current example of the modern digital ecosystem social 
networking application, dominant and widespread among a huge number of users 
in the Internet. The purpose of the Digital Ecosystem Figure 1.1 is to enable 
users to communicate via the Internet and to achieve full benefits of an integrated 
picture, and to achieve adjustment and full extensibility in the event of any change 
or modification.
This extensibility is given to this application to enable a large force of co­
existence and survival as in ecology; since all species and varieties of living crea­
tures live in perfect harmony. This thesis predicts in the next generation of 
technology significant cooperation between all the different environments and 
multi-technological systems in both wired and wireless forms (e.g. iPad, iPhone, 
mobiles etc.).
Figure 1.1: From Ecological Systems, Digital Systems to Digital Ecosystems
Digital Ecosystem aims to achieve fair competition based on full cooperation
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between all the agents and the social players in the environment. The main aims 
of cooperation and coalition of all agents is to live in a sustainable environment. 
Digital Ecosystem is much more concern about the future of the ICT and im­
pact of the technology in all areas of economic and business application. Digital 
Ecosystem studies the effect of social application and technology (Facebook as 
an example) on social behaviour and community integrity. We are facing a huge 
technology boom as well as various applications in the fields of technology. And 
do not forget the challenges of this technology in terms of competition between 
them and each other in order to achieve higher profit of survival and enduring 
stability for a long time. Therefore, it is necessary to set up a mechanism gov­
erning this competition in terms of form, content and competition which ensures 
overall stability and absolute balance for this technology.
This thesis takes a fairly broad definition of a Digital Ecosystem as: ”An 
interactive system established between a set of active agents and an environment 
within which they engage in common activities.”
As well as proposing that definition (Krause et ah, 2009) it also has been 
argued that the long-term survival of a digital ecosystem could be threatened 
if the (digital) environment is subject to heavily centralised command and con­
trol. The cloud computing paradigm is emerging as a dominant feature in any 
digital ecosystem’s infrastructure. However, this almost by definition favours the 
dominance of a small number of ’’keystones” . In contrast, we have argued in 
(Craig-Wood et al., 2010) that smaller scale data centres can be just as energy 
efficient as large scale data centres.
This thesis starts by discussing some of the risks to DEs as self-organising 
systems that arise through the increasing use of cloud technologies as part of 
their environment. The tremendous benefits that are accruing are of course ac­
knowledged. A contention is that by taking an ecosystem perspective on cloud 
computing we see a strong coupling emerging between keystones such as Amazon, 
Google, Microsoft, Apple, and the rest of the active agents in the ecosystems they 
support.
After a discussion of the issues around the current rather weak SLAs that 
current cloud providers offer, in Chapter 4 it is argued that the DE movement 
would be better supported by a more resilient cloud model that involves federa-
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Figure 1.2: ICT Carbon Footprint Emissions (Source: (Webb et a l ,  2008))
tions of medium-sized data centres, augmenting the keystones. Up to this point 
in the Chapter 4 the argument is largely qualitative. However, it is important 
to provide stronger analytical arguments. As a first step in this direction, an 
optimisation model which indicates that strategic use of local medium-sized data 
centres can produce a more energy efficient infrastructure for DEs than a sparse 
network of keystone data centres is introduced (Sabry & Krause, 2013a).
1.3 R elated Work
Energy consumption is a major concern nowadays not only because of the envi­
ronmental issues but also owing to economical ones. The current Internet infras­
tructure wastes a lot of energy because network elements are always working at 
full capacity even with a low traffic demand. This energy waste of the Internet can 
be reduced by allowing some network elements to enter to energy saving-modes. 
However, it may lead to a decrease in network performance.
According to the report in (Webb et a l ,  2008), the energy consumption of 
ICT is about 7% of the total energy consumption of developed countries. The 
worlds’computer servers consume 0.5% of the entire electricity usage.
” Green energy” is a renewable energy source, such as solar or wind power, 
which has less environmental impact, and will be replenished naturally. In con­
trast, ’’Brown energy” is considered as non-renewable energy which produces large 
carbon footprints and can not be replenished in a short period of time (Figure 
1.2).
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Power grid electricity varies over time. So, it is worthwhile to consider the 
volatilities of the energy consumption in any optimization modelling. The elec­
tricity system is undergoing fundamental changes. The (political) focus on re­
duction of carbon emissions leads to increased demand for energy efficiency, sub­
stitution of fossil fuels with electricity, and replacement of traditional electricity 
production with renewables. As a result demand for electricity and thus for power 
transportation capacities is expected to increase. These developments make elec­
tricity transmission and distribution infrastructure a critical element in transition 
towards sustainability. Creating a regulatory environment with suitable economic 
incentives for making efficient use of the existing infrastructure and building new 
capacities is a major issue which needs to be resolved. Information technolo­
gies and the availability of data will play an increasingly important role, both in 
managing the electricity system as well as the consumption of electricity. This is 
especially true in determining the optimal allocation of capacities and resources 
and in defining the trade-off between better usage of the infrastructure in place 
versus the creation of new capacities. Thus the combination of electricity net­
works and ICT is an important link in the chain to sustainability.
In order to tackle these challenges, this thesis will consider the virtual ma­
chine migration, shortest paths (e.g. Dijkstra’s Algorithm), and minimum energy 
consumption (minimized flow). Chapter 6. Chapter 5 studies routing techniques 
(e.g. multi-commodity flows). Figure 1.3 shows the whole traffic journey from the 
user over the Internet in the cloud computing topology model. The cloud com­
puting access segment consumes more than half of the total energy consumption 
associated with communication networks. Its goals are:
• To decide which green links to use in the optimal path, as the off links 
implies green routing which reduces the energy consumption through the 
network connections
• To maximise the quality of service (QoS) e.g. minimizing delay time
So far, many individual efforts have been made in order to solve each one 
of these problems. For instance, routing problems based on single or multi­
commodity flow assignment have been studied by different research groups. In
1. Introduction
Data C enter
Figure 1.3: Cloud Computing - Architecture Topology
(Cianfrani et a l , 2010) the Open Shortest Path First (OSPF) protocol was 
proposed for green routers. Each router computes its own Shortest Path Tree 
(SPT) by applying the Dijkstra Algorithm. The algorithm Energy-Aware Rout­
ing (EAR), defines two sets of routers, exporters and importers. The EAR al­
gorithm is a solution that addresses the problem of energy efficiency over the IP 
networks without taking into account QoS constraints.
But in (Ho & Cheung, 2010) considered the network connectivity and QoS 
through the proposed General Distributed Routing Protocol for Power Saving 
(GDRP-PS) and achieved a reduction of approximately 18% in the total energy 
consumption of the network.
In (Chiaraviglio et ah, 2009) it is explored the possibility of switching off not 
only network links but also network nodes. The goal of the proposed algorithm 
is to find the minimum set of routers and links that must be powered on so that 
the total energy consumption of the network can be reduced.
The heuristic algorithm Dijkstra-based Power-aware Routing Algorithm (DPRA) 
is proposed in (Garroppo et ah, 2011) which partitions the traffic demand a  from 
the source node to the destination node. Then the next step computes the path 
that consumes the minimum power for the dedicated traffic demand.
Green-Game provides an efficient way of choosing which network elements 
to be turned off. The higher ranked network node through the packet delivery 
process, will most likely be the most used ones. By using this me asure it will 
be possible to reduce the impact of the energy saving mechanism in the network 
performance (Bianzino et ah, 2011).
Some research treated each date separately for rescheduling electricity loads.
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rather than allowing energy consumption to be rescheduled over multi-day pe­
riods (Fripp, 2012). Electricity loads vary over time, as does the availability of 
hydroelectric, wind and solar power, all due in large part to variations in the 
weather. To account for any correlation between loads and the availability of 
renewable resources, each date modelled in Switch is matched to a specific his­
torical date. Then, loads, wind, solar and hydroelectric availability during the 
simulated date are derived from the conditions that occurred during the matching 
historical date.
A proposal has been made for a green data centre architecture (Mangrove) 
which aims to integrate vertically the data centres through unified construction 
and operation, including the building facilities which achieve the Next Generation 
Green Internet Data Centre (Green IDG) (Miyoshi et ah, 2012).
Cloud computing technology disperses traffic across a network which reduces 
the maximum utilization ratio of links within the network. Traffic can flow over 
a path with wider bandwidth and the congestion ratio can be reduced. MRC 
(Multiple Routing Configurations) is a recent routing method that uses multi­
topologies (Hashimoto & Ishizaki, 2012). In this method, a network is split into 
multiple configurations and the network part, through which traffic passes, is 
controlled by the metrics used for routing.
It is not clear how much the Internet components consumes. But, we believe 
that the global Internet consumes a massive energy. This consumption is due to 
both equipment for the transmission of information, and to data centres that store 
information. It is really difficult to measure the power consumption of Internet 
Service Providers (ISPs) as well as private corporate networks. However, the data 
traffic going through the network elements is good metric to measure the power 
consumption in (watts).
1.4 C ontribution of the D issertation
For higher transmission data, we need more transmission power to keep the QoS 
performance at a satisfied level. Network energy consumption could grow sub­
stantially as access rates increase. In this sense, there is a intrinsic contradiction
1. Introduction
on energy consumption allocation between data centres computation and com­
munication. To minimize the total energy consumption of the cloud computing 
model, we need a dynamic balance of the energy consumption between computa­
tion usage and communication usage, which could be adaptive.
A main problem in this kind of network is low to establish an efficient use of 
the power involved in the communication between network devices. This thesis 
presents three different topological views of energy consumption in the cloud 
computing model.
First view: Minimizing Internet energy consumption means making some in­
frastructure changes from the current conventional cloud computing and data 
centres model which relies on the mega-trend and big players rather than on 
moving and distribute the data and applications on set of regional medium-sized 
data centres close to the users sites. The energy of network link is varying from 
the type of service the user access the Internet and and cloud computing (i.e. 
SaaS, PaaS, and laaS). This is could also potentially lead to a huge reduction of 
carbon footprint emissions (Sabry & Krause, 2013b).
Second view: To replace or mitigate the brown energy sources by green, renew­
able energy resources with guarantee of high performance and availability, QoS 
(Quality of Services) taking into consideration the intermittence of the green en­
ergy sources and its unavailability in some regions. The goal is to maximize usage 
of all available green energy and minimize CO2 emissions. There is a need for 
better planning of electricity generation capacity expansion to meet power de­
mand, for Internet routers and data centres, as well as overall reduction in CO2  
emissions.
Third view: The hybrid view is to achieve all of the above mentioned models 
together in one model by integrating green energy with each network elements 
(data centres, routers, etc...). This satisfies the the decentralization concept. Op­
portunities for improved energy efficiency include improved energy management, 
such as shifting workloads among data centres around the world throughout the 
day, optimizing power delivery.
The regional data centres reduce energy consumption by reducing the number 
of hops and the distance from the source to the destination (Dong et ah, 2011b).
A little attention has been devoted to integrating the using of green energy
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with grid power in data centres (Gomez et ah, 2011).
This thesis will explore a number of approaches to developing ’’digital ecosys­
tems” research into addressing some of the key research questions emerging in 
the cloud computing domain. The approach of this thesis is to build an energy 
consumption model over cloud computing. Models are based on mathematical 
methods for optimizing energy consumption under constraints. The optimization 
problem is solved with the AMPL/CPLEX {IBM Support Portal, 2011) tool. The 
aim of these models is to provide an analytical tool that can be used to explore 
different aspects of the network in terms of energy-reduction.
The utilization of simulation tools is an important phase prior to the software 
development for evaluating and testing software progrmmes.
The access to the cloud computing infrastructure incurs huge amount of 
money, but the simulation tools offer a significant benefits. The users can test 
their services repeatedly free of cost (Calheiros et ah, 2009).
Recently announced plans for tighter auditing of the carbon footprint of busi­
nesses in the UK adds an additional imperative to the development of such a 
modelling environment. The main objective function for all the developed mod­
els in this thesis is to minimise the total energy consumptions through the cloud 
computing infrastructure.
1.5 The Structure of this Thesis
The main goal of this work is to understand means of reducing the transmission 
and processing energy consumption of cloud computing models. In this disser­
tation, three different mathematical models which represent a cloud computing 
network to solve the routing, scheduling, data centre power control and virtual 
machine migration are set out.
In Chapter 2, an introduction to the cloud computing network systems is 
given. A description of the energy consumption model for both data centres and 
the Internet is presented. At the same time, an introduction to very important 
concepts such as Renewable Energy Sources (RES) and Virtual Private Cloud
11
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(VPC) is offered.
In Chapter 3, a brief introduction to non-linear programming, graph and 
network flow theory is made. In this chapter description of the software and the 
solvers that will be used in order to solve the mathematical problems presented 
in Chapters 4, 5 and 6 is provided.
The first model presented in Chapter 5 is about community cloud with the 
concept of the medium-sized data centres. In this chapter the numerical results 
of experiments obtained with the application of the computational program for 
this mathematical model are presented. In Chapter 4 the mathematical model, 
for using green sources, which considers the scheduling and power control op­
timisation problem in data centres by using the renewable energy resources is 
presented. In this model the power control optimisation problem without violat­
ing the access layer requirements and quality indicators is discussed. Workload 
flow, scheduling and energy consumption for the data centres and minimising 
the energy consumptions overall the cloud system are discussed. In this model 
energy consumptions for the data transmission are considered and computational 
solutions to the non-linear programming problem, results of the experiments for 
different initial conditions and results for models are presented. In Chapter 6 the 
model of virtual machines migration between green data centres on the basis of 
clean energy availability is presented. In Chapter 7 conclusions and suggested 
ideas for future research are put forward. At the end of this thesis there are two 
appendices for the model and data flies used to solve the optimisation problems 
presented in Chapters. 4,5 and 6.
The body of this dissertation. Chapters 2 through 6, is written with the 
intention of enabling readers to read selected chapters without having to read 
the entire dissertation. A concise and factual summary (maximum length 300 
words) at the beginning of each chapter is also a ’’stand alone” feature. Chapters 
are presented in order of increasing complexity. Readers without a background 
in cloud computing are encouraged to read through in numerical order.
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1.6 M ethodology
Here how the process of creating an optimization model to find out the Internet 
energy consumption in cloud computing models is described. This process is 
called ” model formation” and comprises a simplification of the real world problem 
to facilitate a mathematical expressions. Realistic sizes of real world optimization 
problems are almost always too large and too complex to be solved by hand and 
therefore it is necessary to utilize an optimization software package. In order to 
obtain a result from the optimization model it must be fed with reasonable data. 
Data in this project originates from the various, different, published scientific 
resources.
1.6.1 M odel form ulation
Formulating an optimization model can be very difficult if the real world problem 
in question is large and complex. It is therefore important to approach the prob­
lem in a structured way. The modelling process used in the proposed models, is 
schematically illustrated in Figure 1.4.
Real Problem
Simplified
Problem
Optimization
Model Evaluation
Solution
R esult
Figure 1.4: A Schematic Figure of the Modelling Process employed in this thesis
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1.6.2 Sim plified P rob lem
Almost all real world problems need simplifications when formulating a mathe­
matical optimization model, which is illustrated by the box Simplified Problem 
in Figure 1.4. As mentioned earlier, some parts of the real world problem can be 
very difficult to quantify and if these parts are crucial it could be worth allocating 
extra time and effort to figure out whether and how to include them. If they are 
not worth the trouble, suitable simplifications are necessary in order to make the 
simplified problem reflecting reality satisfactory. When making simplifications it 
is important to understand how they might affect the final result. The simplified 
problem will not be good enough to represent the real problem if too many sim­
plifications are made. How many and what simplifications that are acceptable 
varies for every problem and problems needs to be evaluated from case to case. 
In this phase of the problem definition it is appropriate to ask whether or not 
mathematical optimization is the best approach. The modelling verification has 
taken place continuously throughout the whole models and the simplified problem 
has been reformulated numerous times until a satisfying version was composed. 
This iterative process of redefining the problem definition is illustrated by arrows 
between Evaluation and Real Problem in Figure 1.4.
1.6.3 O ptim ization  m odel
When all relevant components are identified and all simplifications are made the 
optimization model can be created. This part of the modelling process is rep­
resented by the box Optimization Model in Figure 1.4. During this phase all 
information in the simplified problem is formulated mathematically and coded to 
create an optimization program. This phase can also be conducted in parallel to 
the second phase where the simplified problem is defined. The difficulties of the 
problem might not be fully understood until the mathematical formulation of the 
problem is created. Further simplifications might be needed to make the opti­
mization model ready for the solution phase. This iterative process is illustrated 
by arrows between Optimization Model and Evaluation in Figure 1.4.
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1.6.4 Solu tion  and R esu lts
When a solution is obtained from the solver it must be evaluated and compared 
to the real world problem. This is shown as arrows pointing from Solution to 
Evaluation and Real Problem to Evaluation in Figure 1.4. If the solution does 
not seem to be accurate the optimization model needs to be reformulated and 
resolved. This process is iterative and will result in a model that more and more 
reflects reality. The improvement of the model stops when solution obtained is 
considered to be accurate or fit for purpose. Eventually a final result is obtained 
which is illustrated by an arrow pointing from Evaluation to Result in Figure 1.4.
1.7 O ptim ization m odelling language and solver
The mathematical formulation of the problem is programmed using a modelling 
language called A Mathematical Programming Language (AMPL) (IBM, 2010). 
The program created using AMPL is solved by the optimization software package 
CPLEX.
1.7.1 A M P L
AMPL is structured in such way that the optimization model is divided into three 
different parts, a data part, a model part, and a command part. This is accom­
plished by the creation of three files with the extension .dat, .mod, and .run, 
respectively. In the model file the sets, parameters, variables, and constraints of 
the optimization model are defined. The data representing the sets and parame­
ters is stated in the data file. For example, if a set S is defined in the model file, 
the data S  = {1; 2; 3} is defined in the data file. This creates a good structure and 
a big and complex problem is then easier to handle. The command file expresses 
how to execute the model and data files. The command file can for example 
include logical operators, instruct the solver how to solve the problem, and state 
how to display the result. AMPL supports many different types of optimization 
models.
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1.7.2 C P L E X
There are many commercial solvers available on the market, such as Ipopt {Ipopt, 
2011), Lancelot (Lancelot home page, 2011), Mosek (Home, 2011), Pennon (PEN­
NON, 2011), Loqo (LOQO, 2012) and more. CPLEX is a software implemented 
in the C programming language and was initially named after the simplex method 
which is a method for solving integer, linear, and quadratic models. Linear and 
integer models are described in Chapters. 4,5,6.
1.8 D ata collection
The results obtained from the solution of an optimization model depend on the 
data fed into the model. The quality of the data is therefore crucial for the usabil­
ity of results from the model. This implies tha t not only the simplified version of 
the real world problem must be carefully evaluated. The data collected from the 
real world problem must also be evaluated to determine how consistent the data 
is with the real world problem. To obtain satisfying results the data collection 
must be stringent. Different sources and methods were used for collecting the 
data depending on the type of the data. The two categories of data required by 
this thesis were sets and parameters.
1.9 Summary
Cloud computing can facilitate more energy-efiicient use of computing power. 
Energy consumption in transmission represents a significant proportion of total 
energy consumption for cloud computing storage services (Srimathi et ah, 2012).
The cloud computing can consume more energy than conventional computing 
where each user performs all computing on their own personal computer. The 
cloud computing is not always the greenest computing technology (Baliga et ah, 
2011), However we could take advantage of the full range of green (renewable 
energy sources).
In the next chapter, an extensive overview of cloud computing and some of the 
energy issues is given, also brief description of the different energy consumption
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of Internet and data centres, and concepts that are going to be used in the 
mathematical model presented in Chapters. 4,5,6 are introduced including a 
brief description of the characteristics of each aspect that is considered.
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Chapter 2 
Cloud Com puting Energy 
EfRciency
The Internet and data centres consume a huge amount of energy, mostly pro­
duced from fossil fuels. This translates into a large carbon footprint. Energy 
consumption is associated with the data centres’ geographical locations. Carbon 
dioxide is one of the main greenhouse gases (CHS) widely blamed for climate 
change. Reducing greenhouse gas emissions is becoming one of the most chal­
lenging global issues. Increase in the concentration of carbon dioxide (CO2 ) in the 
atmosphere is primarily attributed to fossil fuel burning (Ruth et ah, 2011). The 
data centres, networking, cloud computing resources should reduce their carbon 
footprint in order to have a positive imgae impact for the cloiid computing service 
providers and the customers. This thesis reviews the effectiveness of possible CO2 
mitigation for the ’’brown energy” , non-renewable energy in the Internet and find 
out the need for the Internet energy consumption reduction.
In this thesis a cloud computing network-based model of energy consumption 
in different cloud computing model scenarios and use these models to estimate the 
energy consumption of the Internet is presented. The models include the energy 
consumption of data centres, core, metro and edges network. Moreover, the 
model takes into account the energy consumption in switching and transmission 
equipments.
In this chapter an extensive overview of cloud computing and some of the
18
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energy issues is given, also brief description of the different energy consumption 
of Internet and data centres, and concepts that are going to be used in the 
mathematical model presented in Chapters. 4,5,6 are introduced including a 
brief description of the characteristics of each aspect that is considered. The 
concepts defined are renewable energy, smart grid, the internet of things, quality 
of service and the data centres’ energy consumptions. The user is considered as a 
device and in the mathematical concepts both user and device will be considered 
as nodes.
2.1 Cloud C om puting
Cloud computing refers to the situation where hardware, software and network 
infrastructure is deployed as a utility. So, the user can access a shared pool of 
resources e.g. servers, storage, services, etc. on-demand. This model offers dy­
namically virtualised resources as services over the internet, or an Intranet. This 
collection of pools of computer components, storage, and infrastructure resources 
potentially provides a cost reduction pay-as-you-go (Stavinoha, 2010).
Cloud computing, unified computing and green ICT are changing the way 
companies build data centres today. A lot more criteria now goes into data centre 
design in order to ensure that new data centres are as ’’green” as possible with 
sufficient power usage. Cloud computing is a ’’natural evolution of virtualisation 
and utility computing” that will lead to energy-efficient benefits.
Data Centres are considered as huge pools of computer resources which host 
all the virtual applications and massive data. The providers of this service are 
the mega-trend players e.g Google, Yahoo and Amazon. It is a flexible technology 
with ease for the user to host their application perfectly and use the latest tech­
nology cheaply. However development is not without challenges and obstacles 
such as energy consumption of data migration to the cloud, security measures 
and data protection legislation. Service providers such as Amazon deliver access 
to the infrastructure, software application which is into data centres (Computing 
et ah, 2011). Cloud computing is divided into two different classifications:
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2.1.1 Segm en tation  by Function:
A robust ecosystem of solutions providers is emerging around cloud computing. 
A list of the most active players in the fast-emerging cloud ecosystem, who pro­
vide the cloud computing services, which are SaaS (Software as a Service), PaaS 
(Platform as a Service) and laaS (Infrastructure as a Service), as shown in Figure
2.1 will be provided.
Platform
Figure 2.1: ’’Cloud Pyramids” Functions
2.1.1.1 Software as a Service (SaaS)
Software as a service (SaaS) platform usually offers software utilities hosted on 
the cloud data centres and accessible through Internet (Lee & Zomaya, 2012). 
This kind of cloud application relies heavily on communication networks. Clients 
are connected to the cloud for long periods of time. Indeed, in the case of an 
online word-processing application such as Google documents for instance clients 
constantly modify their documents which are sent to the Cloud and saved using 
encrypted transmission protocols. As SaaS platforms become more and more 
popular, this recurrent data exchange between the clients and the Cloud infras­
tructures will weigh on communication networks and Internet providers.
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This is the most widely-known of cloud computing. It eliminates customer 
worries about application servers, storage, and application development (Shriwas 
et ah, 2010).
The service provided makes use of the provider’s applications accessible through 
a web browser. Typical examples of such services include Google Apps, Sales- 
force, iCloud, Google Apps, and Skype. Pay-as-you-go is the common concept 
definition when you define the cloud computing. Some researchers look at as 
a service/utility (e.g. water, electricity, etc..). The customer essentially could 
access all the information daily through the browser form laptop, IPhone or PC 
(Armbrust et ah, 2009).
In this thesis, energy consumption of entire SaaS platforms from users to 
clouds including networks is examined. More discussions are found in Chapters. 
4, 5, 6. This architecture design takes into account storage and computing node 
location to optimize network utilization and to reduce energy consumption.
2.1.1.2 Platform  as a Service
The service provided consists in the deployment of consumer-created applications 
on the provider’s infrastructure and the use of programming languages and tools 
supported by the platform. Google App Engine is an example for PaaS which 
enables users to deploy and dynamically scale Python and Java based-Web ap­
plications. The consumer doesn’t  manage or control the infrastructure or storage 
and only has control over applications deployed (Shukla & Kumar Singh, 2012)
2.1.1.3 Infrastructure as a Service
The laaS model has been identified as the most potential model for cloud comput­
ing. This service layer provides basic infrastructure components such as CPUs, 
memory, storage, and bandwidth, which allows the consumer to deploy and run 
any software, operating systems and/or applications. The consumer doesn’t  man­
age and control the infrastructure. Amazon’s Elastic Compute Cloud (EC2) is 
a prominent example and one of the cloud providers which offer the services 
under laaS model. Amazon delivers access to the infrastructure, the software 
application which is hosted into data centres (Computing et ah, 2011).
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'  , Hybrid Cloud
P u b lic
E x te r n a l
P r iv a te  C lo u d
Cloud
On P rem ises/In te rna l
Figure 2.2: Cloud Computing - Business Model 
2.1 .2  C loud C om p uting  B u sin ess M odel
Figure 2.2 shows the different types of cloud computing deployment models e.g 
private, public, and hybrid/ community.
2.1.2.1 Public Cloud
The cloud infrastructure is shared as ’’pay-as-you-go” to the public run by utility 
providers. It offers low-cost services, but it may not provide much needed assur­
ances of security. The public cloud providers’ best examples are Amazon EC2 
and Microsoft Azure. This model transfers the cost from a capital expenditure 
to an operational expense and most public clouds leverage a worldwide network 
of data centres.
2.1.2.2 Private Cloud
This is the infrastructure operated solely for a business or an organization. It 
is owned, operated, and under control of the company that uses it (Mell et ah, 
2011). The users can access the services and the applications in the cloud through 
the Internet using the keyboard and the mouse or via the IPad. The data centres 
running these applications by creating a VM instance remotely and relatively 
far away from the users locations, which have a potential to reduce the clients’ 
carbon footprint. However the data centre for a private cloud could be located 
on the same site as most of its users, think of a University Campus for example. 
Moving everything to the cloud causes a great impact and an overhead on energy
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transmissions, and that requires enlarging bandwidth of the access links from the 
users to the data centres to support reduction of transmission energy consump­
tion. This may not be such an issue for the private cloud. The great concern for 
the private cloud is the security issue. It may be managed by the organization or 
a third party and may exist on the premises or off premises. Private clouds are 
most attractive to enterprises large enough to achieve economies of scale in-house 
and where infrastructure is paramount (Miyamoto et ah, 2010).
2.1.2.3 Hybrid Cloud
This term refers to the merging of a public cloud and a private cloud. The cloud 
is composed of least two clouds, private and community or public. In this model 
the service providers can utilize third party Cloud Providers (CPs) in a full or 
partial manner, thus increasing the flexibility of computing.
The cloud computing user has the elasticity to access the various services and 
resources provided by the aggregation of the public and private cloud. The hybrid 
cloud model allows on-demand the use of private systems (computers, clusters, 
and grids), aggregating the cloud resources as users need (Bittencourt & Madeira, 
2011). The hybrid system is composed of a private cloud with the possibility 
of accessing a public cloud computing infrastructure. The typical hybrid cloud 
connects a private data centre to a portion of a public cloud through a virtual 
private network (VPN) and adopts the concept of virtual private cloud (VPC). 
It can potentially scale up the computing pool of a private cloud on demand. In 
hybrid cloud, as in Figure 2.2, the network consists of medium and large-sized 
data centres as well as third party data centres, represented by the public cloud, 
e.g Amazon EC2, Google, etc.
2.1.2.4 Cloud Com puting Community
The Cloud Computing Community (C3) is a green cloud computing paradigm 
which attains the principles of Digital Ecosystems (DEs), and sustainability. It 
is not owned or controlled by any specific service provider. It , is an alternative 
way to mitigate the reliance on the mega-trend service providers companies and 
to reduce the total energy consumption and the carbon footprint emissions by
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sharing heavy intensive-data among communities (Marinos & Briscoe, 2009). The 
community-based model enables the cloud users to share ownership infrastruc­
ture, self-management by uploading, adding and sharing their contents without 
dependence on cloud vendors, such as Google, Amazon, or Microsoft. The Cloud 
Computing Community means an organization, Small Medium-sized Enterprise 
(SMEs) companies that holds fully utilized some computing and memory re­
sources, or data centre could provide some services on-demand. The data centre 
size of the ’’community cloud” is of the small-sized or medium-sized type and the 
energy consumption is less than tha t of the large-sized or public cloud provider 
(Saovapakhiran & Devetsikiotis, 2011).
The ” community cloud” could provide a self-sustaining scalable resource pro­
vision model e.g. YouTube with their user-base accomplishing the resource 
provision they require. Also it provide a better QoS and small CO2 emissions 
than mega-trend service providers (Saovapakhiran & Devetsikiotis, 2011)(Sabry 
& Krause, 2013b).
Further to the discussion on resilient cloud computing in section 2.7.4, the 
user of resilient cloud computing must be able to choice any time to choose and 
change providers in case of a new partnership, or government regulations. At this 
point we should make sure about how the data migration will be done efficiently. 
This concept will not be applied unless there is flexibility to the open cloud work 
with provider groups in the cloud based on clusters of medium sized data centres, 
which leads to speed and agility (Sabry & Krause, 2013b).
Cloud computing topology is first abstracted as nodes, data centres, routers 
and network elements, and links, notably backbone links and links to external 
networks. Then the total energy consumption for the resource usage of a service 
is formulated including the server energy consumption in data centres, internal 
and external, and link energy consumption for data transfer. Routing is the pro­
cess by which the network determines what path(s) the messages should take 
through the network. Then by means of minimizing the energy consumption, the 
model will determine the necessary number of turn on servers, server location 
and request-routing scheme such that the service can serve all the client requests
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efficiently and in a way that minimizes total energy consumption for data centres.
The cloud computing community or hybrid cloud comprise geographically sep­
arate public and private clouds. A typical community cloud network architecture 
consists of about 3 to 5 large data centres and 5 to 10 local medium-sized data 
centres. Figure. 2.2 depicts schematically the structure of the hybrid cloud net­
work model. Third party sites host the public functional elements of the cloud 
network. This includes service nodes, servers and external network connectivity. 
They can be compared with data centres and are interconnected via a backbone.
2.2 Industry Players
A robust ecosystem of solutions providers is emerging around cloud computing. 
Here this thesis will expand the list of the most active players in the fast-emerging 
cloud ecosystem who provide cloud computing services as mentioned before (SaaS, 
PaaS, laaS, etc). Brand-name companies such as Google, Amazon, IBM and 
Backspace are extremely popular data centre players.
2.2.1 A m azon .com
Amazon is one of the pioneers in cloud computing, which offers pay-as-you-go 
access to virtual servers and data storage space. It is considered one of the largest 
online business product sellers. Elastic Compute Cloud (EC2) is the Amazon Web 
Services (AWS) which offers a collection of various services on-demand. Amazon, 
like other cloud computing players such as IBM and Google offers services to 
the universities by using the SimpleDB, a database Web service (Marston et ah,
2011).
2.2.2 B T
British Telecom began in the early nineteenth century following the first commer­
cial telegraph service. These days it is one of the world’s leading communications 
companies operating in over 170 countries around the world. BT believes that 
the cloud could be the most important business development since the Internet.
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I t’s not just another technology fad. BT offers a cloud with potential to help save 
up 30% of running costs, making people more productive and giving a customers 
a better service (Services, 2010).
2.2.3 G oogle
Google’s App Engine h offers client organizations access to Google’s cloud-based 
platform that provides tools to build and host web applications. It also provides a 
reliable platform-as-a-service (PaaS) market. Google offers as SaaS a dependable, 
secure web-based office tools e.g. Google Docs, Gmail, Google Calendar.
Figure 2.3; Google Data Centre - Source: Google blogs
Last year Google claimed Gmail is up to 80 times more energy-efficient than 
running traditional in-house email service. Now the company has calculated that 
a typical organisation can achieve energy savings of 65-85% by migrating whole 
documents, spreadsheets, email and other applications to Google Apps (Miettinen 
& Nurminen, 2010).
Gloud-based service providers like Google aggregate demand across thousands
i Google App Engine^
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of people, substantially increasing many servers are used, so fewer are needed. 
The net result is a 70-90% reduction in the direct energy used. See Figure 2.4.
In addition, almost every unit of energy that a server consumes ends up as 
heat, causing air-conditioning systems to work harder than they otherwise would. 
In many situations each watt of direct power consumption needs 1.5 additional 
watts of cooling. But Googles’ data centres need just 0.13 watts of cooling for each 
watt of direct power. The company estimates that overall using Google apps will 
see energy costs for server-cooling decrease by 70-90% {Google Renewable Energy,
2012).
But these savings are not free. Using cloud-based services results in some 
additional energy consumption from the use of Google servers and an increase 
in traffic on the Internet. The analysis suggests a net increase of 23% in energy 
consumption for office computing migrating to the cloud.
Servers
Cooling
Option 1: traditional solution
Large num ber o f servers with low  
utilization and (often) sub-optim al 
efficiency
Inefficient, sm all scale cooling  
w ithout in -house professionals
Option 2: cloud-based solution
Energy impact 
of the cloud
Smaller num ber o f cloud servers  
with high utilization and efficiency
Advanced, continuously 
optim ized, and highly efficient 
cooling system s
♦
♦
Network
Significant network traffic Small increase in network traffic
Figure 2.4: Gloud Gomputing perspective
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Google claims the company’s cloud solutions can reduce energy use and car­
bon emissions by more than 30% for large deployments and 90% for small de­
ployments.
Opportunities for improved energy efficiency include improved energy manage­
ment, such as shifting workloads among data centres around the world throughout 
the day, optimizing power-delivery.
The Internet requires a significant amount of energy. For example, in order 
for one website to be online a server is running 24/7. Such extensive electrical 
energy is necessary to successfully run and maintain data centres’ servers. Yet 
Google’s data centre electricity use is about 0.01% of total worldwide electricity 
use and less than 1% of global data centre electricity use in 2010 (Koomey & Ph,
2011).
2.2 .4  IB M
IBM provides cloud computing services called Blue Cloud, which offer companies 
access to tools that allow them to manage large scale applications and database 
via IBM’s Cloud. It is spending over $400 million on two cloud computing facil­
ities and is also expanding the number of researchers in the area of cloud com­
puting. The cloud provides secure workload and a highly service management 
solutions (Marston et ah, 2011).
2.2 .5  M icrosoft
Microsoft Windows Azure  ^ is a cloud cooperating system PaaS (Platform as a 
Service) which enables clients to access most online services e.g. SQL,SharePoint, 
and Microsoft’s Dynamic CRM. Azure is the backbone of applications that runs 
on the cloud and the developers could easily build and deploy all the running ap­
plications. Windows Server Hyper-V is a Private cloud technology providing the 
lifeblood of powerful delivered services in terms of infrastructure and applications.
 ^jMicrosoft Cloudy
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2.3 Energy Consum ption of D ata Centres
As community concerns about global energy consumption grow, the power con­
sumption ot the Internet is becoming an issue of increasing importance. Although 
the Information and Communication Technology (ICT) sector is not one of the 
main contributors to energy consumption, it still contributes more than 2% of 
the carbon footprint (In, 2011). On the other hand, it is estimated that the use 
of ICT could decrease the Greenhouse Gas (GHG) emissions by 8% (Combiner,
2011). Figure 2.5 shows the total CHGs emissions by 2020. We are looking 
for green computing and green networking, where the emphasis is ultimately on 
making ICT itself more energy-efficient.
ICT reduction potential; 9.1 G tC 02e
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Figure 2.5: Greenhouse Gas (GHG) emissions by 2020
As the role of ICT is becoming of essential importance in addressing better 
energy efficiency in the energy production and distribution sector, as well as fos­
tering energy-awareness in transportation, manufacturing and services, it would 
be odd if ICT did not apply the same concepts to itself. ’’Green ICT” is looking 
for contributions pertaining to the application of ICT for energy-awareness in 
other sectors, like Smart Grids, Smart Cities, smart vehicles and transportation 
technologies, as well as to green computing and green networking, where the em-
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phasis is ultimately on making ICT itself more energy-efficient.
According to Cartner, the average server uses 65% of its power while just 
sitting idle. Virtualisation helps reduce the number of servers used, decreasing 
power consumption. As the focus is now on decreasing energy consumption, 
increasing access to data will become highly important. This includes monitoring 
energy consumption and learning how to dynamically move workloads to the data 
centres.
Data centres consumed 330 Billion kWh in 2007, and are predicted to consume 
1,012 Billion kWh by 2020; a three-fold increase in 13 years {Greenpeace, 2013). 
ICT is in the top 10% of electricity consumers (Koomey & Ph, 2011). Yet in the 
data centres only a small part is used for useful computing. Figure 2.6.
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Figure 2.6: Data centres power consumptions
These data centres support many businesses and need to operate 24/7. So, 
what are the best ways to decrease energy consumption in data centres? In fact, 
it is not the energy consumption that is the problem. Rather, it is the GHG 
emissions that are associated with the energy production. In this thesis how we 
can minimise carbon emissions through the strategic use of renewable energy is
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explored.
Greenpeace says data centres increasingly requires energy capacity of close to 
100 MW of power, which is the equivalent power to about 80,000 U.S. homes 
{Greenpeace report, 2013).
Three data centres int North Carolina consume different energy consumptions. 
Apple’s data centre is estimated to require 100 MW. Googles’ data centre is 
estimated to require between 60 MW to 100 MW. Facebook is estimated to be 
smaller, with a capacity of 40 MW (Rao et ah, 2011).
A large coal plant, or even a really large solar thermal plant, can produce 500 
MW of power. So a 100 MW data centre would consume a significant portion of 
the output of a large power plant.
According to recent reports most of the data centres are using energy, fossil 
fuels and nuclear power, which has catastrophic impact on the health of our 
societies and the global environment (Cook & Van Horn, 2011) (Power et ah,
2011). Scientists warn we must pay attention to this and treat it seriously because 
CO2 emissions may peak in 2015.
The Internet access or the amount of information created and replicated will 
be dominated by 1.2 billion mobile broadband users (Gomez et ah, 2011). Much 
of that digital information is housed in data centres consume huge amount of 
electrical energy. This means the carbon footprint of mobile communications 
could increase far too much. Power hot only costs money, it also generates heat 
that forces companies to spend more cash on cooling.
How can we reduce the CO2 of data centres? Green cloud data centres should 
dramatically improve energy efficiency and reduce carbon emissions.
Running the internet uses upwards of 406 terawatts per year, assuming 20.3 
petawatts as the world’s annual electrical energy consumption {GleanTechnica,
2012) {Data Genter Knowledge, 2011).
One of the biggest challenges involves big data and how to manage huge 
datasets and extract business value from it. Figure 2.7 depicts some of the streams 
of big data.
The adoption of renewable power sources, such as solar panels and wind gen­
erators, could play a significant role in future data centres. However, reduction 
of the need for fossil fuels and for connection to the electrical grid is practically
31
2. Literature R eview
From Science Projects to Social Networks to Smart Technology
y
YoujB
MORE
DEVICES faaàsœk
I
MORE
CONTENT
l |
g
G o d e
f
MORE
APPLICATIONS
I  vmwore
MORE
ON-DEMAND
ACCESS
'’«^Finding Answers where there are yet to be Questions.
Source: IDC's Digital Universe Study, sponsored by EMC, June 2011
Figure 2.7: streams of big data
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possible only if data centres consumption is reduced to a few hundreds of Watts.
Although it could be difficult to power data centres using combination of 
brown power generators but it is really a potential to obtain an energy reduction 
up to 60% and up to 35% in CAPEX or capital expenses (Chatzipapas et ah,
2011).
2.3.1 Pow er U sage E ffectiveness (P U E )
The Green Grid consortium has established a power usage effectiveness (PUE) 
measurement to define and track data centre efficiency. The PUE, Figure 2.8 is a 
ratio of the total power consumption divided by IT power consumption, measures 
the energy efficiency of the electrical and cooling infrastructure supporting the 
IT loads. Google, Figure 2.9, has made tracking its power usage effectiveness a 
ratio of the total energy used to run a data centre to the amount used for its 
servers one of its key measurements.
Traditional data centre design and construction process is increasingly incor­
porating efficient and eco-friendly technologies, with some of the newest designs 
approaching a PUE of 1.0. A typical PUE is around 2.0 and the ideal PUE would 
be 1.0 (Dong et ah, 2011c). For example, the National Renewable Energy Labo­
ratory (NREL) recently constructed a net-zero energy office and data centre with 
a design target PUE of 1.1, and a measured PUE between 1.07 and 1.14 (Tufo 
et ah, 2011). A lot of companies are continuing to achieve a PUE 1.1 or less. 
For instance, the new Capgemini data centre called ’’Merlin” has a power usage 
effectiveness, or PUE of around 1.1 {Capgemini UK, 2013).
Improving the energy efficiency of the core internet is perhaps more chal­
lenging. For example, the current Internet infrastructure wastes a lot of energy 
because many of the network elements are always working at their full capacity 
even with a low traffic demand. This energy waste of the Internet could poten­
tially be reduced by allowing some network elements to enter into energy saving 
modes. However, this may lead to a decrease in the network performance.
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2.3.2 In ternet o f T hings
In the developed world, the Internet of things where networks connect cars, ma­
chines or electrical equipment rather than people, is a robust communications 
infrastructure. By 2015, by several industry estimates, over 5.5 billion mobile 
devices will be connected to the World Wide Web (WWW) (Gomez et ah, 2011). 
The ’’Internet of Things” , can help reduce energy consumption.
The power consumption of the Internet is 4% of electricity consumption in 
broadband enabled countries, e.g. backbone networks such as core routers and 
fibre (Baliga et ah, 2010). The world is home to about 750 million each of desktops 
and laptops, 1 billion smart-phones, 100 million servers, 1 million routers and 
router-like devices, 100 million LAN devices, 5 million cell towers, 75 million 
telecoms switches, 1.5 billion km of fibre optic cabling, and 3.5 billion km of 
copper cabling for global telecommunications. It is estimated that the Internet 
consumes between 170 and 307 GW, which is equal to between 1.1% and 1.9% of 
the 16 TW used worldwide (Raghavan & Ma, 2011).
Everything from transferring a file to another device to parsing the data uses 
heavy networking infrastructure. This raises questions of network consumption 
at each stage. I t’s even worse with video. How can we build an efficient network 
that keeps up with the spiralling demand, while controlling or reducing energy 
consumption and equipment cost?
2.3.3 IC T  and E nergy C onsum ption
Several studies have shown that the IGT sector is responsible for an estimated 2% 
- 10% of global energy consumption. Additionally, the ICT sector also produces 
from 2% to 3% of total emissions of greenhouse gases. The IGT were just under 
1 billion tonnes of GO2 emission (Gomez et ah, 2011).
In turn about 2-3% of the world-wide energy consumption is for IGT, which 
causes about 3% of the total CO2 emissions, paradoxically the ICT useful to the 
human race is potentially harmful for the environment.
W ithout new and efficient energy conservation approaches energy consump­
tion is likely to become the main bottleneck for the growth of the Internet. 
Nowadays telecommunications, mobile Internet and many wire and wireless ap­
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plications dominate the world of ICT. As the volume of data transmitted over 
the Internet grows with widespread use of smart-phones and the development of 
cloud services, the Internet uses wavelength division multiplexed (WDM) fibre- 
optic transmission systems that can carry 100 Gbps per wavelength Figure 2.10. 
These multiple transmissions can be modelled as a multi-commodity network flow 
problem.
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Figure 2.10: Cloud Gomputing Infrastructure - Wavelength Division Multiplexed 
(WDM) View
A natural approach to reducing energy consumption of existing networks is 
to try and switch of IP ports and links during periods of low traffic. These are 
referred to as ”Switch-Off schemes” (Caria et al., 2012). The problem with these 
is that whilst decreasing energy consumption, they typically lead to instabilities 
in the IP routing service. In addition the reduced connectivity, as might be 
expected, leads to decreased resilience. G aria et al (Caria et ah, 2012) propose a 
Switch-Off scheme in an IP-over-WDM network where ’’the network is designed 
so that the essential IP connectivity is maintained during low traffic periods 
while dynamic circuits are switched on in the optical layer to boost network 
capacity during periods of high traffic demand” . IP over WDM is used as the 
transport medium where the virtual cloud network is reconfigured periodically
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to enable power savings (Kantarci & Mouftah, 2012). For example, in an IP 
over Wavelength Division Multiplexing (WDM) network, the bus-LSP can be 
composed of a unique optical lambda connection between an ingress and an egress 
equipment with all equipment in the path having the possibility of add/dropping 
packets into/from this connection. The energy consumption in this model is 
computed as bus-LSP (bus-Label Switched Path). Complexity is defined as the 
total number of Label Switched Paths (LSPs), which are simultaneously active. 
Switching on optical links during peak network loads can address some of the 
challenges associated with switching off IP ports and links during low traffic 
periods.
2 .3 .4  G reen D a ta  C entres
Nowadays there is great interest in green data centres. In this area the research 
community is being challenged to rethink data centre strategies in terms of energy 
efficiency. Data centres are a significant part of ICT and their considerable CO2 
emissions are damaging both to the planet. A green data centre is a repository for 
the storage. The operation of a green data centre includes advanced technologies 
and strategies. Here are some examples
• Minimizing the carbon footprints emissions
• The use of renewable energy technologies
Building and certifying a green data centre or other facility can be expensive 
in the short term, but long-term cost savings can be realized on operations and 
maintenance. Data centres consume US electricity at a rate that is doubling every 
5 years and presently at 2%, as mentioned earlier in this section. The expense of 
generating and delivering this energy has become a national concern. So, there is 
significant potential for energy-efficiency improvements in data centres. Energy- 
efficiency strategies could be implemented in ways that do not compromise data 
centre availability, performance or network security, and which are essential for 
these strategies to be accepted by the market (Agency, 2007).
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2.4 Energy C onsum ption of the Internet
Surfing for hours on the Internet consumes a lot of electricity and is harmful to the 
environment. The Internet and data centres consume a huge amount of energy 
which is mostly produced from fossil fuels. This translates into large carbon 
footprint emissions. In cloud computing both the data storage and the data 
processing happen outside of the client devices, with multimedia data, image, 
audio, video, text, being transferred between the data centres and the user site.
Energy consumption is associated with the data centres’ geographical loca­
tions. A trade off happens between the efficiency gains of centralised data centres 
and the corresponding increasing energy consumption used in the transmission of 
data. Thus storing content closer to the users, decreases transport energy whilst 
increasing the storage energy requirements.
Estimates of energy consumption for the Internet predict a 300% increase, 
as access speeds are likely to increase as new video, and voice are added to the 
Internet, from 10 Mbps to 100 Mbps, as shown in Figure 2.11 (Baliga et ah, 
2007^
Internet 4 ^ C o r e  ^ p B ack t> one  A ccess  ^ ^ M e tro
Figure 2.11; Cloud Computing Network Topology - Source (Bianzino et ah, 2012)
In this thesis, an optimisation strategy to manage energy consumption is
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proposed. The goal is to develop a design framework that minimises the energy 
consumption of multiple data centres in cloud computing.
Total global CO2 emissions are estimated to grow to about 1430 million tons 
by 2020 (Greenpeace, 2013). Green computing is growing as a study of how to 
consume less energy while providing the same quality of service. The Internet 
uses more electricity than the entire auto industry’s production of cars and trucks 
combined (Evans & Annunziata, 2012). If the Internet were a country, it would 
rank fifth in the world for the amount of energy it consumes and the carbon diox­
ide it emits (David & Mackay, 2009). We have to take into account everything 
from the embodied energy of Internet-connected devices like smart phones, lap­
tops, e-readers, desktops, cables and wires and of course the servers themselves, 
as well as the energy consumption of the servers and devices and more. The 
power of cloud computing is mainly supplied by the power of the data centres 
with its massive number of installed servers. The energy consumption of the 
data centre consists of the energy consumption of processors, memory, storage 
and bandwidth. The energy consumption of the the bandwidth incurs during 
data transfer.
However, on the positive side, a little boost in the Internet’s energy consump­
tion could mean a big reduction in energy consumption in planes, trains and 
cars. If 25 percent of all business trips were replaced with video conferencing, 
virtual meeting or teleconferencing it could save the equivalent of 285 GW total 
(Raghavan &; Ma, 2011). Gonsumers should use the Internet wherever possi­
ble to circumvent high-energy activities, such as transportation. This is an area 
where some of the biggest savings can be made as transportation is the largest 
component of a westerner’s carbon footprint (David & Mackay, 2009).
Video-conferencing uses audio and video telecommunications to bring people 
at different sites together for a meeting. This can be as simple as a conversa­
tion between two people in private offices (point-to-point) or involve several sites 
(multi-point) with more than one person in large rooms at different sites. Besides 
the audio and visual transmission of meeting activities, videoconferencing can 
be used to share documents, computer-displayed information, and whiteboards. 
Gollaborative video-conferencing is highly recommended as a cloud computing 
service. Users will integrate it more easily into their environments, including
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audio, video and shared applications (Rodriguez et ah, 2009). The IEEE online 
conference on green communication is a good example of video conferencing^.
According to data centre expert Jonathan Koomey of Stanford University, 
there are now more than 500,000 data centres worldwide, hosting more than 32 
million individual servers (Koomey & Ph, 2011).
Server farms now account for roughly 1.5 percent of global electricity use, or 
about 300 billion kilowatt-hours of electricity per year. The energy consumption 
of these data centres make the Internet a larger emitter of greenhouse gases (230 
million metric tons). Google’s data centres use two billion kilowatt-hours per year 
as the world searches for the latest article on server energy use. That makes the 
Internet extreme an even larger emitter of greenhouse gases {Wired Enterprise,
2012).
Alcatel-Lucent has alleged tha t the Internet could consume as much as 10 
percent of global energy supply by 2020. Rapid growth in the capacity and reach 
of the Internet could result in the energy consumption of the Internet increasing to 
five to ten percent of the world’s electricity supply by the year 2020 if immediate 
action is not taken {Power Utilities | Alcatel-Lucent, 2011).
The Internet can eliminate lots of more resource-intensive processes like pay­
ing bills by mail or driving to the store just to see if they have a certain product. 
Although it can help us eliminate energy consumption in many ways, the Internet 
itself isn’t a very efficient machine. Storing data in the cloud frees up lots of paper 
and file space, but the cloud is actually a series of massive, well-protected telecom­
munications and data storage systems. In order for any favourite websites to be 
continuously available 24/7 these machines require huge amounts of electricity 
and air conditioning, and tha t means they have a massive carbon footprint.
2.4.1 D a ta  C entres - C lean Pow er A N D  M icrogrids
Data centres consume large amounts of power and this consumption will only 
grow as more web services are put in the cloud. Dirty power from sources like 
coal is cheap, readily available, and provides power 24/7. So it appears a perfect
 ^ihttp://www.ieee-greencom.org/index.htmh
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fit for data centres. The grid supplies electricity when there is not enough green 
power to meet the load.
By 2020 35 percent of the UK’s energy could be provided by renewable sources, 
a government commissioned report has concluded {GOV. UK,2013), (“UK Future 
Energy Scenarios” , 2011).
Figure 2.12 shows how much of the renewable energy is provided in the na­
tional grid accordring to the annual electricity demand, which is between 24 
and 37 TWh. There is more renewable embedded generation, especially in the 
biomass, in onshore wind and tidal and wave categories. Figure 2.13 shows only 
13% of world-wide energy consumption is based on renewable energy.
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Figure 2.12: Renewable Energy Capacity Source (“UK Future Energy Scenarios” . 
2011)
Renewable Energy Sources (RES), like solar and wind power, are more ex­
pensive right now in many regions, are only readily available in certain locations, 
and only provide power when the sun shines or the wind blows. One of the only 
clean power sources th a t’s cheap and provides base-load power (24/7 power) is 
hydro electric power from dams. Clearly the big Internet players who are building 
their own data centres are looking for ways to reduce energy consumption of data 
centres and servers.
The Internet giants are also studying deeply to find out new forms of clean 
power to add to their data centres mixes, to both help them control their energy 
sources and also to reduce their carbon footprint. Google has invested billions in
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Figure 2.13: World-Wide Renewable Energy Consumption
Source Intergovernmental Panel on Climate Change 2012, based on 2008 data
clean energy projects, while Apple has started building a solar farm at its data 
centres in North Carolina.
Facebook claimed its data centres and operations used 532 million kilowatt 
hours of energy, and emitted 285,000 metric tons of CO2 equivalent in 2011. In 
addition, about 23 percent of the energy that Facebook’s facilities consumed came 
from renewable energy including hydro, solar and wind power, with most of the 
rest due coming from fossil fuels such as coal and natural gas {Facebook Analysis,
2013). Facebook has said it is really looking forward to be fully powered by clean 
and renewable energy. Apple is pledging to have some of its new data centres 
powered by 100 percent clean power, through direct consumption and also clean 
power purchasing. Facebook is looking to source 25 percent of its energy for data 
centres from clean power by 2015, which is just slightly better than it is now, and 
shows how hard it is for data centres operators to find cheap and clean power. 
Coogle consumed 2 billion kilowatt hours of energy in 2010 and is aiming to have 
a third of their data centre power come directly from clean energy by 2012. Apple 
aims at 100% clean power by building massive clean power plants next to data 
centres {Locations Google Data Genters, 2012), (Baliga et ah, 2011).
Both Facebook and Coogle are using outside air for cooling in their newest 
data centres, and specifically building data centres in cool regions like Sweden 
and Finland to be able to do so {Facebook Analysis, 2013).
So, does the notion of a data centre powered by on-site clean energy and
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paired with a micro-grid, represent the future of data centres?
For example locating or building one or more data centres on a plot of land 
close to the natural gas power plant which could be built on it (a gas hub is a few 
miles away), in a sunny climate that would enable an on-site solar panel farm, as 
well might be one answer to this problem {Cleantech Analysis, 2012). These local 
clean energy sources could be connected in a micro-grid that could add uptime 
security for a data centre, as well as reduce efficiency losses from transmission.
A micro-grid is basically an electrical network that can help in the case of 
an event like a power outage from the greater grid. The micro-grid could be 
self-sufficient for a period of time because it produces its own power and could 
have on-site storage. The site also has unusual access to all of the necessary fibre 
and power lines needed to create a world class data centre park. It also has a 
cool and dry climate that can deliver outside air for cooling, which reduces the 
need to use power-hungry chillers for cooling. The data centres could also use 
the greater grid access points to receive power during necessary times.
2.5 Renewable Energy Sources (RES)
Renewable energy, ’’green sources” , seem more vulnerable compared with conven­
tional forms of brown energy. Many forms of renewable energy are vulnerable to 
variations in climate, due to their intermittence as is the case with hydro-power, 
bio-fuels, wind and solar power. This would have an adverse effect on renewable 
energy production.
Renewable energy is the energy that comes from sources that are always avail­
able in the natural world and cannot be exhausted. With either wind or solar 
power alone it is only possible to reduce about 60% carbon emissions. However, 
if both resources are available that would achieve emission cuts of around 90%. 
So, choosing the right mix of both wind and solar power, as a synergies, than 
by using either resource alone would be the prefered option, since they generate 
power at complementary times (Fripp, 2012).
We should be full of aware of the renewable energies’ sources and thinking 
about the future situation in the face of climate change. It is important to study
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carefully sites of renewable energies in the face of the challenge of climate change. 
The following are examples of renewable energy and their resources:
2.5.1 Solar E nergy
This is the energy produced by the sun whether it is in the form of solar electricity 
from photovoltaic panels or in the form of heat to warm water or air space. Each 
solar cell with area 300 m^ generates energy 40-80 kW (Dong et ah, 2011c).
Solar energy is a renewable resource which may be used to heat mobile phones, 
ipods and other small appliances. Any people in the world still have no access 
to electricity. For most of them, solar panels, as shown in Figure 2.14, would 
be their cheapest electricity source. Solar panels are better for the environment 
than traditional forms of energy. They do not pollute the air with carbon dioxide 
or any bad emissions. It can help combat global warming. Thus solar energy is 
green, clean and affordable. Solar energy comes from the sun itself and reaches 
the whole earth. The energy radiated is enough to supply all our needs. It would 
be a great to leap forward to have net zero-energy data centres powered by the 
solar energy.
Figure 2.14: Solar Panels on a Microsoft Building
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Innovations in solar energy and wind turbines may have brought environmen­
tal changes on a global scale, but at a more personal level, i t ’s the Internet that 
has made users more ecologically responsible.
Selecting geographical locations for the data centres close to the equator could 
also be a good choice due to the continuous availability of wind and solar energy 
(Akoush et ah, 2011).
A solar panel rated at one kilowatt of capacity will produce one kilowatt-hour 
of energy if the sun shines on it steadily for an hour. Megawatt, kilowatt, and 
watt express power or capacity, while megawatt-hour, kilowatt-hour, and watt- 
hour measure energy. A kilowatt is a thousand watts, a megawatt is a million 
watts or a thousand kilowatts (Matters, 2010).
2.5 .2  W ind  E nergy
This is the energy produced from the natural movement of the wind, also consid­
ered a form of solar energy because wind is created by differences in the amount 
of heat that the sun sends to different parts of the earth.
Wind power is a viable option for meeting a substantial portion of growing 
demand for electricity. Community stakeholders of the wind energy are schools, 
universities, farmers, and data centres. Wind energy will provide 20% of U.S. 
electricity by 2030. Turbine technology has enabled wind energy to become a 
viable power source in today’s energy market. Google Inc’s energy unit has 
entered into a deal to buy wind power from ’’NextEra Energy Inc” to power data 
centres for the next 20 years.
Google has invested in a wind farm superhighway, a transmission network 
involving an undersea cable located off the East Coast of the United States. 
The wind power potential there could produce 6,000 megawatts of energy {Open 
Compute Project, 2013). Also, Google are currently using renewable energy to 
power over 30% of their operations, and it continues to look for ways to increase 
use of clean energy. This includes trying new, innovative technology at their 
offices and buying green power near their data centres {Google Renewable Energy,
2012).
Google has been investing and researching in areas such as wind power in order
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to find a cheaper and renewable energy source to replace brown energy. Google 
optimistically claims wind power will provide power for several data centres.
2.5 .3  G eotherm al E nergy
This is the energy from heat generated deep inside the Earth from items like 
hot rocks, hot water and steam, ince the water under the Earth’s surface is 
constantly replenished, and the Earth’s core will continue to generate heat indef­
initely. Geothermal power is ultimately clean and renewable ( Geothermal Power 
Systems, 2013).
There is no country on the planet with cleaner electricity than Iceland. It 
generates 100 percent from renewable sources, about 75 % from hydro-power, and 
25 % geothermal. Building a data centre that minimizes use of fossil fuels is one 
of the massive tasks facing the IT industry. A data centre is capable of supporting 
as much as 200,000 to 250,000 square feet of computing and technical space with 
more than 100 megawatts of power and 8-terabit-per-second connectivity to the 
United States and Europe. Energy in Iceland will cost less than half as much as 
power in the UK, while access to separate geothermal and hydroelectric power 
sources will guard against power outages {Verne Global, 2012).
Greenqloud based in Iceland and one of the top 250 Players in the cloud 
Gomputing Ecosystem, uses all the nearly-free green geothermal energy to power 
its data centres. So the question is, should we put all the world’s data centres in 
Iceland? However, cannot be ignored the energy used in transportation data to 
and from Iceland.
2.5 .4  T id a l/ w ave - H yd roelectric  E nergy
Tidal energy is the energy produced when ocean tides or waves change or move 
across the ocean or sea. Hydroelectric energy is produced from moving or falling 
water. Ocean waters cover over 70% of the earth and present significant opportu­
nities for renewable energy systems. Ocean energy has the highest capacity factor 
of all renewable energy, which is important for electric grid reliability. There are
1,jhttp://  greenqloud.com/^
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an abundance of river, and ocean locations America, Europe, Asia, and Australia 
which are good places to get a high benefit from this energy. Data centres which 
are anchored in a water body  ^ get energy from the natural motion of the water, 
and turn it into electricity and pumping power for cooling pumps to carry heat 
away from servers in the data centre. Since 2009 Google and Microsoft, have 
experimented with servers in cargo containers, sending them out to sea on ocean­
going barges like a navy of data centres. Gargo containers help data centres to 
go green {Data Center Knowledge, 2013).
2.5.5 B iom ass
Biomass energy comes from materials that were once living like plants or some 
types of garbage, biological material derived from living, or recently living organ­
isms.
Biomass is a renewable, available throughout the UK Figure 2.15, that can 
deliver a significant reduction in GOg carbon emissions when compared with 
brown energy (Consultants, 2000). Google officially built a data centre in Finland 
powered by biomass technology.
2.5 .6  B iogas
Biogas comes from the decomposition of organic waste and is carbon emission 
free. But with natural gas prices at some of the lowest in history, biogas is a far 
more expensive choice. That can’t be seen as an economic choice at all.
Apple says it is planning to use biogas to power the fuel cells at its data 
centres as is eBay, albeit it likely indirectly. The biogas will probably get injected 
into a natural gas line, not directly into the fuel cells, while natural gas, a fossil 
fuel can more easily be used instead (Power et al., 2011).
 ^jhttp: / /newenergynews.blogspot .co.uk/2008/09/ocean-energy-to-power-googles-sea- 
going.htmh
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Figure 2.15; This 49.3 megawatt biomass power plant in the United Kingdom 
will be fully integrated with its surroundings on the banks of the River Tees
2.5 .7  U se o f R enew able E nergy in D ata  C entres
Energy efficiency (E2) is the design criterion of the network and service architec­
tures, which provide a communication infrastructure where the energy consump­
tion is minimized.
The continued use of fossil fuels, and the climate change that this contributes 
to, has significant social consequences, especially for much of the developing 
world. The reduction of harmful emissions from fossil fuels in order to make 
us more self sufficient is essential to modern society. In the UK the Scottish 
Highlands and Welsh mountains have the highest winds in the UK ( Wind Energy 
Planning, 2010). Renewable Energy (RE), such as solar and wind power, is one 
of the mitigation strategies to reduce CO2 emissions.
So to what extent can green energy, i.e. solar, geothermal, or wind, power the 
Internet and the data centres?
A large percentage of the data centres that house computer servers rely on 
non-renewable energy sources to power their cloud computing.
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By 2014 Facebook will build its first renewable data centre. The electricity 
to run it will come from renewable sources, mostly hydro, and because it will be 
located so close to the Arctic circle, about 100 kilometres south of it, the cooling 
requirements will mostly be met simply by local weather. The site will need 120 
MW of energy, fully derived from hydro-power. Yahoo also uses solar and hydro 
energy for the majority of its data centres {TreeHugger, 2012).
The power consumption of the data centres ranges from 75 W /sqft for small 
to medium-sized enterprises to 150-200 W /sqft for typical service providers. The 
trends predict an increase to 200-300 W /sqft (Dong et ah, 2011b). The power 
consumption of a typical data centre is 150-200W/sqft. One square meter silicon 
solar cell can produce about 0.28 kW of power.
Nodes located in the core network typically consume more energy than the 
nodes that are on the edges. It is increasingly argued that node locations should 
be powered by green sources (Dong et ah, 2011a).
As another example, Yahoo’s Chicken Coop data centre has a capacity of
50.000 servers, a power usage effectiveness (PUE) rating of 1.08, powered by 
renewable energy. Yahoo claims this the most energy efficient data centre it has 
built {Environmental Leader, 2010).
Microsoft has begun to point to an increased amount renewable electricity 
supply in its own operations, including a recent contract to buy wind power for 
its new energy efficient data centre in Dublin {TechNet Blogs, 2011).
Facebook Prineville says a solar energy installation generates an estimated
204.000 kilowatt hours per year, providing electricity to the data centre. If we 
are committed to using renewable energy, like wind and solar, as much as possible. 
So why don’t we build clean energy sources right on the data centres? The places 
with the best renewable power potential are generally not the same places where 
a data centre can most efficiently and reliably serve its users. And while the data 
centres operate 24/7, most renewable energy sources do not. So we need to plug 
in to the grid, and the grid is not currently very green. Are there ways to make 
the grid greener so that more of the energy used is from renewable sources?
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2.6 V irtual Private Cloud (V PC ) Energy Con­
sum ption
In the light of dwindling fossil fuel supplies, developed countries have undertaken 
significant sustainable energy initiatives, such as large scale wind and solar pro­
duction facilities. The principal issue with many renewable energy sources is tha t 
the production levels can vary greatly based on weather conditions. Also there 
is a great variance in the level of production from country to country depending 
on each country’s energy policy.
Green Computing is the set of procedures that increase the efficiency of com­
puting resources e.g. data centres to reduce the energy consumption and the 
CO2 impact of their utilization. Reducing energy consumption has been an es­
sential technique for data centres’ resources. Creen IT procedures can potentially 
significantly reduce power consumption and resulting carbon footprint emissions.
The Internet continues to grow, with a high demand for high network elements 
e.g. switches and routers’ capacity, high transmission rates, and fast processing 
speeds. The main part of energy consumption in data centres comes from com­
putation processing, disk storage, network, and cooling systems. Data centres 
must minimize energy consumption and the carbon footprint emissions without 
violating Service Level Agreements, 8LAs.
The optimization problem of Internet Infrastructure for carbon footprint re­
duction is very important for energy efficiency and cost reduction of routers, 
servers and data centres. The objective is fulfilled by minimizing the energy con­
sumption and carbon footprint. In a VPC environment when the carbon footprint 
is optimized, the energy is not necessary optimized (Moghaddam et ah, 2011).
The Internet’s energy consumption causes a series of problems, both environ­
mental and social. On the other hand, provisioning of the cloud services needs 
to be handled carefully since energy consumption of the transport network, as 
well as the energy consumed by the data centres, is expected to increase. The 
energy consumption for the network is related to layout complexity. The power 
consumption of the overall network including the end-users as well as the power 
consumption of each type of equipment such as routers, interfaces, network cards 
over time.
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Data centre consolidation is one way to reduce power consumption by consol­
idating several servers to one physical node as VMs, and as a result reducing the 
amount of the hardware in use. Virtualisation allows a single physical machine 
to be split into several virtual machines (VMs). Through the use of VMs, we 
can decrease energy consumption costs through server consolidation and better 
utilization of computational resources (Tordsson et a i , 2012).
2.6.1 Sm art Grid
Smart Grid =  next-generation power grid or intelligent power grid as in Figure 
2.16. This requires intelligent grids and real-time information - a data grid is 
placed over the electricity grid. One of the challenges for New Generation Net­
works (NGN) is reduction of energy consumption, in particular Internet and data 
centres (Chatzipapas et a i, 2011).
;
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Figure 2.16: Smart Grid - data centres consumption
Cloud computing is increasingly becoming an essential component for Internet 
service provision, yet at the same time its energy consumption has become a key 
environmental and economic concern. The distributed nature of cloud computing 
infrastructures means that their components are spread across wide areas, and 
powered by different energy sources. The presence of smart sensors which could 
be both integrated into the Smart Grid and connected to the Internet, would
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offer the unique possibility of making complete measurements of all the cloud re­
sources computing, storage and especially networking resources problems which 
have previously been intractable, as well as of the availability of energy sources 
(Pratt et ah, 2010). Unlike in traditional electrical distribution networks, where 
power can only be moved and scheduled in very limited ways. Smart Grids dy­
namically and effectively adapt supply to demand (Pratt et al., 2010), (Koomey & 
Ph, 2011). This recent technology offers the unique chance to monitor the energy 
consumption in real-time of entire and distributed infrastructures through their 
smart sensors, to reduce energy use through their smart actuators, and to act 
as the bridge enabling hitherto impossible joint energy production/ consumption 
synergies.
Most of the energy-efficient cloud frameworks proposed in the literature do 
not consider electricity availability and renewable energy in their models. This is 
a major drawback because significant amounts of electricity are lost during trans­
port and storage. Moreover, most of the work on energy-efficient management of 
data centres does not consider networking resources as they go beyond the limits 
of the data centres, and thus are not entirely managed by one provider and their 
consumption is not accessible to the Gloud manager. Yet, the intrinsic energy 
consumption of a cloud computing service, such as a Google request for instance 
includes transporting the request to a data centre, computing the request and 
transporting the answer back to the user. Taking into account only the comput­
ing energy consumption leads to proposing optimization algorithms that do not 
optimize the overall energy consumption, but only the consumption of one data 
centre. Making Smart Grids and Gloud managers collaborate could solve these 
issues and lead to great energy savings.
The smart grid facilitate the integration of renewable energy sources into the 
grid. Alternatively, smart micro-grids fuelled by renewable energy resources are 
becoming a popular green approach. Google has installed 9 MW h/day of PV at 
its headquarters (Yu et ah, 2011).
However, renewable energy sources are highly intermittent in nature. Fig­
ure 2.17 shows the energy fluctuations from wind farms which may affect the
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interconnected grid. Therefore, the stochastic characteristics of renewable energy 
sources should be carefully considered. The intermittent energy produced by the 
photovoltaic panel and the limited energy stored in the battery are the most im­
portant resources in the micro grid above. The fact that there is limited energy 
produced by the intermittent renewable energy sources at a specific time must 
not be forgotten.
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Figure 2.17: Renewable Energy Consumption - Wind Energy Fluctuations
As concerns about climate change grow, there is increasing interest in integrat­
ing green energy resources into the power grid. These renewable energy sources, 
such as solar, might be highly intermittent in nature or even uncontrollable, a 
significant challenge for grid reliability (Bu et ah, 2011).
2.7 Internet CO 2 em issions
Climate change and energy consumption drives all ICT as a whole towards more 
energy-efficient technology. The collection of Internet infrastructure and the at­
tached devices are a large user of electrical energy and therefore of course are no 
exception regarding this trend.
Energy consumption and implicit CO2 emissions of computing and data cen­
tres have increased drastically over recent years and are expected to increase even
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further. As renewable energy sources become available, it is becoming possible 
for the power supply of the data centres, routers, to be a mix of green-energy 
and brown-energy. The question then is, how is the non-renewable energy con­
sumption affected by the maximum output power of renewable energy sources 
and the number of nodes tha t use renewable energy, and how should we select 
the location of nodes where renewable energy is deployed?
In practice, 228 grams of CO2 approximately are produced by a network 
component that consumes 1 kWh of traditional electricity power (Dong et ah, 
2011c).
To lower the carbon emission in the Internet, we propose to replace some 
of the non-renewable energy sources and use the green sources instead. So, the 
challenge is to select the optimum location of the data centres powered by renew­
able energy, taking into account that remotely located data centres may increase 
energy consumption in the network infrastructure itself.
The carbon footprint are the total greenhouse gas emissions (GHG) or the 
amount of carbon dioxide caused directly through the journey of of the services 
request from the clients or users to the data centres and vise versa. As the 
carbon footprint calculations is a difficult process; especially the upstream or 
downstream, we focus here on the Internet’s hardware: data centres, servers, 
routers (Gombiner, 2011).
No one can imagine how much energy consumption when the user make a 
single through Google as an example which is 7 gm of GO2 . It is estimated 
tha t viewing pictures or video emits 0.2 grams of GO2 per second (Ahamad Sz 
Ravikanth, 2012). The process of this search requires working of multiple servers 
at a time to satisfy the QoS issues but at the same time it generates a huge massive 
of GHG which increased proportionally with more data centres consumption and 
all of these emissions into the atmosphere. All tha t drives our thinking regarding 
use of renewable energy resources which are green. In the future, the number of 
Internet users will increase and everything related to this service will also increase, 
such as the number of servers, routes, data centres, transmission high-bandwidth. 
All that will required to be powered by electricity generated from coal or fossil 
fuels which emits its emissions to the environment.
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Thus an increasing number of companies are moving their resources into 
clouds, managed by themselves or a third party. This will thus reduce the energy 
bill of a company if the cloud is managed by a third-party off-premise, but it 
is not necessarily implied that power consumption is reduced, as the processing 
resources are located in another location.
What is happening in the cloud computing is that the big players companies 
which host the mega-trend data centres have shifted energy consumption to their 
locations instead of the users’ locations. So, the problem has not been solved at all 
and still exists and is even increased. This contradiction comes from the massive 
amount of energy consumption which is required to power the huge amount of 
servers and data centres. Therefore energy consumption is relocated but not 
reduced (Buchanan et ah, 2011). One of the main reasons why cloud computing 
is considered as green is because of the new thinking of relying on renewable 
energy resources such as wind and solar power, but the elasticity that it offers 
has not made any tangible improvements in that respect.
There is a huge need to rely on green resources. However, there are still a lot 
of issues. Concerns cause some resistance toward this dependence, such as:
•  The green energy sources such as solar and wind power typically suffer 
from unpredictable or limited availability. In general, they are described as 
intermittent power sources, i.e available at some time and not available at 
the other times
• The long distance between the data centres locations and the green sources 
supply, and the lack of transmission facilities between those sites. That 
would require a long-time for building a new grid power supply through a 
channel of communications. As long as the distance increases, the trans­
mission losses will increase (Van Heddeghem et ah, 2011)
If we look at the emissions of GHGs in Figure 2.18 where do these come from? 
It is fairly obvious that electricity although a very efficient energy source, is afso 
one of the main contributors to GHGs. So, this is one of the gaps between the 
sustainability and electricity which needs to be bridged efficiently. It is really 
well-known that production of electricity is actually a major source of GHGs too.
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World CO2 emissions by sector in 2010
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Figure 2.18: World-Wide Carbon Footprint Emissions
So, It is cost-effective to ’follow the sun’, which means locating data centres 
nearing to the renewable energy sites, rather than to transmitting energy from 
the grid network and facing a lot of consequences such as energy loss, mentioned 
above.
One must look at the energy consumption of the Internet as a potential way 
to reduce carbon footprint emission. We have think about different optimization 
methods to minimize the GHG emissions through using the renewable energy 
resources (solar, wind, etc...) efficiently, or by proposing solutions through a 
building mathematical and apply the optimization analysis to reduce all the en­
ergy consumption overall the Internet from including the data centres and the 
energy transmissions.
2.7.1 D em ateria lisa tion
Dematerialisation is one of the five main principles. Mitchell defined on how fCT 
can contribute to reduce environmental impact, where the physical have been 
replaced by the virtual (Mitchell, 2005).
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This is one of the major opportunities for reduction of GHG emissions. In­
creased use of simple and convenient online activities like video-conferencing and 
online learning can reduce GO2 emissions and deliver significant energy-savings.
There are some examples of dematerialisation, where physical goods like first- 
class mail, movies, newspapers, songs, GDs, books, income tax filings, checks, 
and atoms are shifted to the Internet (bits). Savings due to dematerialisation are 
siginificant. The manufacture of 100 tons of paper requires over 3000 kWh, and 
reading a newspaper from the newsstand represents as much as 140 times the 
GO2 required as reading it online (Ruth et ah, 2011).
The digital world leads to a dematerialization effect in the physical world. 
Instead of mailing pieces of paper, we can use e-mail. Instead of meeting face 
to face, we can use videoconferencing. By using the Internet as a primary news 
source, online banking, e-commerce, downloading and/or streaming media (music 
and video), e-education, digital photography and e-mail are possible. All these 
have significant energy reduction potential.
As a dematerialization example, Apple uses data centres for its iGloud service, 
which allows users to store music, photos and documents on the Internet where 
they can be accessed from several devices.
It is often argued, as we do here, that energy-efficiency should be evaluated in 
a holistic way. A range of aspects of any network need to be taken into account 
in any proposed metric. Energy-efficiency of a network and the devices therein 
can be assessed using measures of energy per sent data unit e.g. in the unit of 
joule/bit or power per date rate (watt/bps). In principle, these measures indicate 
how much energy is needed to send a bit. The energy-efficiency of data centres 
is commonly evaluated using the Power Usage Effectiveness (PUE).
Used wisely for dematerialization, it may impact overall global emissions con­
siderably and reduce the global warming as well.
2.7 .2  C loud C om puting: R isks and O pportunities
This section will then discuss two alternative viewpoints on the future of Cloud 
Gomputing (GG): the Berkeley view in which GG is focused on a small set of
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mega-data centre providers, versus a more Open Cloud view in which regional 
medium-sized data centres are preferred.
The study on Cloud Computing titled: ’’Above the Clouds: A Berkeley View 
of Cloud Computing” (Armbrust et ah, 2009) has identified the challenges of 
cloud computing present within the market as follows:
• Availability of a Service: W hat happens if data centres of Cloud Comput­
ing (CC) service providers become unavailable? ’’Will Utility Computing 
services have adequate availability” This study outlines outages specific to 
the Cloud, citing S3, AppEngine and Gmail in particular. Outages may 
happen, and natural and human-caused disasters occur. Hurricanes and 
cable cuts can affect all sorts of infrastructure. As with a traditional data 
centre, in-house or outsourced, traditional or in the Gloud, a disaster fail­
over and redundancy strategy should be part of an IT department’s general 
strategy for success or just survival.
• Performance Unpredictability: ’’multiple Virtual Machines can share GPUs 
and main memory surprisingly well in Gloud Gomputing, but tha t I/O  
sharing is more problematic”
• Data Lock-in
• Data Transfer Bottlenecks
Gloud Gomputing provision is becoming centralized on a small number of pre­
dominantly USA based companies. There are significant business risks associated 
with the use of cloud computing resources from a single provider, for example, 
Microsoft Azure was unavailable for 22 hours on 13/14 March 2009. Any busi­
ness that depends on a Gloud provider for their compute resource would suffer 
significant financial loss from such an outage. In addition, this situation prevents 
owners of sensitive data who are based outside the USA from using such services.
What is the potential impact of a catastrophic failure at one of the data 
centres of Google, Microsoft, Amazon which offer cloud computing solutions? 
Data centre downtime has caused major outages for e-comrnerce services with 
some loss of tens of millions of dollars in transactions in 2010.
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A NaviSite data centre in Silicon Valley was without power for an hour after 
severe storms knocked out the facility’s power. Major flooding at a BT exchange 
in the Paddington section of London has disrupted Telecom service and payment 
networks in parts of London. The company spent four days to resolve the fault. 
On June 29, 2011 Amazon.com was unavailable for about three hours. Facebook 
went down for more than two hours marking its longest outage in about four 
years and the only way to flx the problem was to take the whole cluster offline - 
which meant downtime for the web site {Windows Azure^ 2010).
2.7 .3  Lessons from  D ig ita l E cosystem s
This section introduce Digital Ecosystems (DEs) and the (Sustainability in ICT), 
asking ’’How can we reduce the ecological footprint of ICT?” It will provide an 
overview of the arguments for decentralised eco-systems, and the risks associated 
with single points of control and failure in large-scale eco-systems. One of the 
fundamental requirements for digital eco-systems is that there is no single point 
of failure through a distributed set of collaborative nodes.
The cloud computing model typically provides a single point of access for the 
computing needs of the customers being serviced. If any one node or any sets of 
nodes becomes unavailable, the system must be capable of recovering completely 
without any external intervention. A suitable accountability solution requires 
therefore that there is no dependence on a single centralised account manager 
or co-ordinator and that all functionality is distributed across the system. This 
approach improves routing resilience to node failure (Malone & Jennings, 2008).
Data centres may be distributed among multiple physical servers over multiple 
countries. However, this may distribute the risk of a single point of failure, but 
creates multiple possible points for intrusion (Paquette et ah, 2010).
One of the cloud computing security risks is the provider dependency which 
depends on a single-point of centralised management. These could threaten the 
availability of Cloud users’ data or computing capabilities indirectly, as a small 
incident in the Cloud could have an exponential impact (Buyya, Broberg, & 
Goscinski, 2010).
Google implemented a disaster recovery programme at all of its data centres to
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minimise service interruption due to hardware failure, natural disaster, or other 
catastrophes, as follows (“Security Whitepaper : Google Apps Messaging and 
Gollaboration Products” , 2009):
• ’’Data replication and backup: To help ensure availability in the event of a 
disaster, Google Apps data is replicated to multiple systems within a data 
centre, and also replicated to a secondary data centre”
• ” Google operates a geographically distributed set of data centres that is 
designed to maintain service continuity in the event of a disaster or other 
incident in a single region. High-speed connections between the data cen­
tres help ensure swift fail-over. Management of the data centres is also dis­
tributed to provide location independent, around-the-clock coverage, and 
system administration”
A major business advantage of a properly-managed hosted environment is the 
reduction of single points of failure (i.e. there is always a spare device in case of 
any hardware failure). How can a sustainable federation of medium-sized data 
centres support a much more resilient model of cloud computing than is achiev­
able through the reliance on mega-data centres?
The highly centralised ecosystems such as Facebook and other big players, 
have a big role in terms of the governance and long-term sustainability. In this 
thesis, discussion commences on how this could be applied to federations or clus­
ters of medium-sized data centres in order to support a much more resilient model 
of cloud computing than is achievable through the reliance on mega-data centres.
Gloud could be in danger if it relies on mega-data centres, such as Amazon, 
Google and IBM, and so forth. For example, Facebook as a social networking 
application, is dominant and widespread among a huge number of users using the 
Internet. It has delivered many social and economic benefits.
Today, most of the cloud computing users and businesses rely on big mega­
trend players as service providers i.e. Google, Yahoo, Amazon, because they offer 
flexible service hosting capabilities, and access to the latest technology at low 
cost. The counter weight to these opportunities is that this reliance could lead 
to major disasters to the customers and the business.
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However, there is a positive outlook. A robust ecosystem of solution-providers 
is emerging around cloud computing. W ith care, we could leverage this to provide 
a more resilient solution.
2.7 .4  P rop osed  C oncept for R esilien t C loud C om puting
Drawing all the threads together from the earlier parts of this chapter to present 
an overall concept of resilient cloud computing based on clusters of medium sized 
data centres can be presented. Resilient cloud computing is characterized by 
self-service, elastic scaling, rapid provisioning and flexible payment options.
The key characteristics of the open cloud. Resilient Cloud Computing, are 
the ability to scale and provision computing power dynamically in a cost efficient 
way and the ability of the consumer, end-user, organization or IT staff, to make 
the most of that power without having to manage the underlying complexity of 
the technology.
The user of resilient cloud computing should have the choice any time to 
choose and change providers in case of a new partnership, or government regula­
tions. At this point we should make sure about how the data migration will be 
done without any loss, see Figure 2.19. This concept will not be applied unless 
there is flexibility to the open cloud work with provider groups in the cloud based 
on clusters of medium sized data centres, which leads to speed and agility.
The Open Cloud Computing Interface (OCCI) group delivers an API speci­
fication for remote management of the cloud computing infrastructure, with full 
functionality of machines running on virtualisation technologies which support 
service elasticity. It is then clear that the desired flexibility in cloud computing 
regarding to the principles of a Digital Ecosystem allows all parties collaborat­
ing, consumers or providers, a significant elasticity and a great reliability for the 
different business applications in this new, emergent technology.
There is a real challenge, as mentioned earlier, regarding legislative issues and 
the SLAs. These have to do more about confidentiality of the migrated appli­
cation between different providers all over the world. This will encourage the 
concept of decentralised medium-sized data centres which host the data and the 
applications. Resilient cloud computing should achieve a clear transparency es-
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Figure 2.19: Cloud Computing - Digital Ecosystem View
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pecially for the data moved across the cloud and ensure that data is saved and 
secured. Also, the resilient cloud computing concept should ensure that the cloud 
remains open to all IT technologies.
The rapid growth of energy consumption by the Internet and data centres is 
a serious concern, because of its potential contribution to the global warming. 
Consolidation of compute resources in data centres can lead to a net energy 
reduction through more efficient use of resources. However, increased use of 
data centres leads to increased Internet traffic, with an associated cost. Hence, 
deciding on the most energy efficient way of using data centres is an optimisation 
problem. The aim of this research is to raise awareness of this issue and then 
develop ways of solving the problems for a range of cloud scenarios. This thesis 
focuses on investigating methods for optimising energy consumption across the 
cloud.
2.8 Summary
This chapter emphasised a very broad range issues of cloud computing. The 
main important concepts such as Virtual Private Cloud (VPC), Renewable En­
ergy Sources (RES) and Resilient Cloud Computing (RCC) were covered. In this 
chapter, the classification of cloud computing functions, services and business 
models were presented. In the second section, different works on server consoli­
dation, energy efficiency and carbon footprint reduction were reviewed.
This is a brief summary of the cloud computing energy efficiency thinking. In 
the next chapter, we explore a range of green computing issues and the optimisa­
tion of its energy use, taking into account cloud computing service classifications.
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Chapter 3 
Optim isation Techniques for 
Cloud Infrastructures
Cloud computing consists of networks, not simply computers connected by cables, 
which are in general too complex to be managed by humans without décision- 
support systems.
In this chapter, brief description of several aspects of non-linear programming 
optimisation problems, graph theory as well as network flows, is made.
In order to solve the corresponding non-linear programming problem, a set of 
computational algorithms called ’’solvers” is utilised. The mathematical model 
must be ’’translated” into a suitable input for the solvers. So a brief introduction 
to A Mathematical Programming Language (AMPL), a high level programming 
language for describing and solving large and complex optimisation problems, is 
offered.
3.1 Technical Background
For the purpose of this evaluation, the National Science Foundation Network 
(NSFnet) topology was used as both the basic IP topology and the transport 
network topology. Also we choose this model for the availabilty of its traffic data. 
This topology demonstrate clearly the routing architecture of the whole cloud 
computing network infrastructure.
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The acronym AMPL stands for A Mathematical Programming Language. AMPL 
is a comprehensive and powerful algebraic modelling language for linear and non­
linear optimization problems, in discrete or continuous variables.
AMPL helps create models with maximum productivity (See Figure. 3.1 
below). By using AMPL’s natural algebraic notation, even a very large, complex 
model can often be stated in a concise (often less than one page), understandable 
form. As its models are easy to understand, debug, and modify, AMPL also 
makes maintaining models easy (IBM, 2010).
Mode!
File
Data File 1 Data File 2
M P Saext) 
or Binary 
File : ^
AMPL
MNOS ALPO
Solution
File
Solver
Figure 3.1: AMPL functional diagram (“Czech Technical University in Prague 
Faculty of Electrical Engineering Bachelor Thesis Modelling languages for opti­
mization”, 2010)
AMPL strictly separates model and data files and works as a linker between 
the solvers, e.g the NEOS optimisation server, and the model file. The NEOS 
Optimization server is based at Argonne National Labs in the USA. The NEOS 
server is open and free to the public for the optimization of large models within
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certain time or solver-dependent iteration limits. A user submits the three AMPL 
files (data, mod, run) online. The NEOS server is very useful for research, and 
modelling if there is no access to the commercial version of AMPL and its default 
solver CPLEX (Clark, 2007b) (NEOS, 2011), (IBM  Support Portal, 2011).
A functional diagram can be seen in Figure. 3.1. At the beginning a model file 
and data files are sent to AMPL and at the end a solution file is obtained. AMPL 
can export the model into an MPS file. The Java application can call AMPL com­
mands, e.g. load model, load data, solve, using the Runtime() class. No AMPL 
Java API is provided. AMPL is a comprehensive, powerful and flexible algebraic 
modelling language for linear, non-linear and integer programming problems. By 
using AMPLs algebraic notation, even very large and complex models can be 
written in a concise and understandable form (Fourer et ah, 2002b).
Here are some features of AMPL software (Paz, 2010):
• Supports a wide variety of natural algebraic expressions
• Uses indexing and sets, whole classes of constraints or objective terms can 
be described in relatively few generalised model statements
• Is highly flexible. For example, does not impose any particular data or 
model entry order
• Allows users to express models concisely in familiar, flexible algebraic no­
tation
• Allows models to be easily modified and maintained as follows:
— Sets, variables and constraints can be readily added, changed or deleted
— Separate data files can be readily updated, or imported from outside 
data sources
• Minimises modelling errors with extensive error checking as it
Checks model syntax and consistency 
Closely checks validity of subscripts
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• Covers most optimisation model types like
— Network problems
— Linear programming problems
— Mixed integer programming problems
— Quadratic programming problems
— General non-linear programming problems
• Provides powerful, flexible display options and
— Permits interactive data and solution browsing
— Allows the creation of customised solution reporting
For this work, AMPL seems to be the best option due to the fact that it can 
interact with a large number of different non-linear solvers.
3.2 O ptim ization Techniques
We formulate the energy consumptions schemes as Mixed Integer Linear Pro­
gramming (MILP) models, with all three models reflecting the same architectural 
characteristics of the cloud computing network, such as shortest path routing in 
Internet protocol, energy consumption of network devices, and maximum utiliza­
tion of links.
Most algorithms designed to solve large optimisation problems are based on 
an iterative process. Such an algorithm may be thought of as a method which 
generates a series of points, each point dependent upon the points preceding it.
Some ’’free of charge” solvers exist on the Internet such as Ipopt (Ipopt, 2011), 
Lancelot (Lancelot home page, 2011), Mosek (Home, 2011), Pennon (PENNON, 
2011), and Loqo (LOQO, 2012). For the mathematical models in Chapters 4,5,6 
CPLEX was used since we obtained a license copy, which gave us the opportunity 
to use AMPL and CPLEX together. We tried to solve the mathematical model
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presented in these chapters with some of the solvers mentioned before (IBM  Sup­
port Portal, 2011).
Fortunately the Optimisation Technology Centre (OTC) provides the option 
to solve, among others, non-linear programming problems free of charge: ’’The 
main purpose of OTC is to do numerical optimisation research, Internet and dis­
tributed computing, problem solving environments, and the study of optimisation 
in a wide range of applications” (Optimization Center Northwestern University, 
2011).
The OTC has four different projects: the Network Enabled Optimisation 
System (NEOS) Server, NEOS Guide, OTC software and OTC research. NEOS 
Server is capable of solving optimisation problems automatically over the Internet. 
NEOS provides an easy access to all optimisation solvers available with NEOS 
server and can work either with GAMS or AMPL modelling languages as the 
interface for the non-linear programming problem (AMPL, 2011, GAMS, 2011, 
AEOP, 2011)
Since our optimisation programming problem has a large number of con­
straints and variables, we found that NEOS and CPLEX are an appropriate 
way to solve the optimisation problem, specially as NEOS accepts AMPL as a 
modelling language.
3.2.1 N on-L inear P rogram m ing
Optimisation problems are often classified according to a special structure of 
their constraints and objective function. AMPL makes it easy to express discrete 
or non-linear models, but any departure from continuity or linearity is likely to 
make an optimal solution much harder to obtain. At least it takes a more powerful 
solver to optimize the resulting mathematical programs. This thesis attempts to 
explain a real non-linear example and how it might be solved using AMPL.
3.2 .2  M ath em atica l M odel
A mathematical model is usually the best compromise between brevity and com­
prehension. Formulating a correct model and providing accurate data are by far
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the hardest tasks. Solving a specific problem requires only a solver and enough 
computing power. This solution definitely depend on model boundaries, such as 
( Discrete vs. continuous. Deterministic vs. probabilistic (stochastic), or Linear 
vs. nonlinear, etc..)
There are several modelling languages and systems for mathematical program­
ming, one of them is AMPL (A Mathematical Programming Language). AMPL 
can interface with a variety of optimization solvers for problems of the follow­
ing types: Linear (simplex, interior or network). Quadratic (simplex or interior). 
Non-linear (various), and Mixed Integer-Continuous (linear or non-linear) (Clark, 
2007a).
It is clear that the two types of maximization/minimization models are not 
without restriction. Constraints of maximization models tend to be upper limits 
on the availability of resources, the constraints in minimization models are more 
likely to be lower limits on the amounts of certain ’’qualities” in the solution (See 
this thesis. Chapters 4,5,6.
3.2 .3  G raph T heory
In this section the concepts of graphs, directed and undirected graphs as well as 
edge and node are recalled.
Graph theory is the study of graphs and covers a large area of topics. It is 
not our intention to cover all of its aspects in this thesis where are in any case 
simply described elsewhere (Diestel, 2000). Graph theory, provides simple, ac­
cessible and powerful tools for modelling and solving problems that are related 
to a discrete arrangements of objects. These problems range from graph colour­
ing, critical-path analysis, communication systems, optimal routing and network 
flows, organic-chemical identification, games and puzzles, social group structures. 
In this work only network flows and graph colouring will be considered.
A cloud computing network is a set consisting of devices, and wire/wireless 
links arranged so that a message can go from the source node to the sink node 
over multiple links and through multiple devices. The main components or ele­
ments of a graph are the set of nodes and the set of edges. In general, a cloud 
network can be described by a graph.
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Two main groups of graphs exist, undirected graphs usually called graphs, and 
directed graphs or digraphs. An undirected graph G is an ordered pair G — {V, A) 
where F  is a non-empty set of nodes and A is a set of (unordered) pairs of distinct 
nodes, called edges.
A digraph is an ordered pair G = (V, E), where y  is a non-empty set of nodes, 
E  C {e = (u,v) G V  X y | u  ^  u} is a set of ordered pairs of distinct nodes called 
edges. For instance, the pair of ordered nodes {u, v) represents the edge e from 
the node u to the node v. Moreover, if the edge e =  (u, v) exists, then the nodes u 
and V are called adjacent. Cloud computing network topology can be represented 
by a digraph. A graph colouring is an assignation of colours to elements of a 
graph or digraph, nodes and edges. This assignation of colours is subject to a 
set of constraints. Some examples of node and edge coloured graphs are shown
in Figure 3.2.
B C D
Figure 3.2: Examples of Coloured Graphs
Since this thesis also considers the problem of sending workload (data) through 
the transportation network layer in Chapters 5, 6, only a brief explanation of the 
idea of network flow and single and multi-commodity flow problems is provided 
here.
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3.2 .4  N etw ork  F low
Network flow is a research area of graph theory. If we assign to each edge of 
a digraph the flow of a hypothetical substance such as energy, data, then the 
structure of the graph becomes a useful model known as a network flow problem.
Network flow problems are focused on determining the network connectivity, 
the transportation or any other concept concerned with the movement of com­
modities, information or people. One important characteristic of a network is 
that the flow must be conserved, the incoming flow into a node must be equal 
to the outgoing flow. The flow that can go through is limited since links have a 
limited capacity.
One of the most important constraints in network flow problêms is the link 
capacity, since the maximum flow over the network depends upon it. If there 
is a single homogeneous substance e.g. message or commodity to be sent along 
the network, we refer to this problem as a single-commodity problem. But, if 
more than one commodity going along the network exists, it is considered as 
a multi-commodity network flow problem (Ahuja et ah, 1993). The solution of 
a mathematical problem requires the use of appropriate software e.g. CPLEX. 
Generally, the solution of a mathematical problem requires the use of appropri­
ate software. Therefore, in the next Chapters 4,5,6, the proposed models are 
discussed.
3.2.5 M u lti-C om m od ity  N etw ork F low  P rob lem
A network location problem may be characterized as the problem of identifying 
the placement of p facilities on a network to serve a spatially distributed set of 
demands in a manner that optimizes a designated objective function.
The term multi-commodity comes from the fact that there are multiple de­
mands or commodities that need to be routed in the network simultaneously and 
they compete for available resources, link capacities, in this case. This is in fact 
a very common scenario in communication and computer networks, as opposed 
to a simpler single-commodity network flow problem.
So much more distant that more energy is consumed over the network. In
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order to describe the network topology, we can either choose between a node-link 
formulation or a path-link formulation (Votano et ah, 2004). In particular, in 
the node-link formulation each node computes the flow conservation law, while in 
the path-link formulation the flow conservation is done on the entire path. Link- 
path formulation represent nodes, links, demands, and path flows (Ahuja et ah, 
1993, Mieghem, 2005a). We decided to choose the path-link formulation since 
it requires a lower number of variables than the node-link formulation (0(N2) 
instead of 0(N3)) (Chiaraviglio & M atta, 2010) for these reasons:
• Some node pairs may not have any demand and/or not all nodes are directly 
connected
• paths may contain many intermediate nodes
• flow variables have indices of different length
The link-demand-path-identifier-based notation is used to avoid the following 
problems (Votano et ah, 2004):
• ’’There is no easy way to represent multiple paths for a specific demand pair 
when each path may go through a different number of intermediate nodes”
• ”To complicate this matter, it so happens that even if a network allows 
for paths having, for example, a maximum two intermediate nodes, not all 
paths with two intermediate nodes may be acceptable due to the issues 
such as the distance between nodes, this again forces listing of exceptions 
for paths which are not used”
• ’’The notation cannot directly handle the situation when there is more than 
one link between two nodes, i.e. the multi-graph case”
• ’’Also, the situation with multiple demands between the same pair of nodes 
cannot be explicitly handled and”
• ’’There is virtually no way to write summations over paths, which is neces­
sary for expressing constraints in general form”
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3.2.6 In ternet E nergy C onsum ption
In computer science optimization refers to the process of making a cloud comput­
ing network elements, e.g. routers, edge routers, or a collection of data centres 
run more efficiently.
Mathematically, optimization entails minimizing or maximizing an objective 
function by choosing values for the input variables from within an allowed set. An 
objective function is a mathematical expression made up of one or more variables 
that are useful in evaluating solutions to a problem. A mathematical explanation 
of optimization is given below:
• Set: X =  a set of feasible solutions to the objective function, O
Variables: v =  an element (a parameter of input variables) in the set of 
feasible solutions, X
Objective Function O
A feasible solution that minimizes or maximizes the value of the objective 
function is called an optimal solution.
Linear programming (LP) is an optimization problem formulation in which 
the objective function is linear and the constraints that define the allowed set of 
variable input values are linear equalities and inequalities. LP has an important 
property called global optimality. A resulting optimal solution is guaranteed to 
be the global, or overall ’’best” solution to the problem, and not a local optimal 
solution because of the linearity requirement.
A minimum cost flow problem is a special case of linear programming in which 
the objective function minimizes the flow of units through a network of nodes and 
arcs. The objective function and constraints are linear. There is a supply and a 
demand of units at network nodes, and the arcs have costs and bounds.
Linear programming allows for fractional flows, i.e. the variables may assume 
non-integer values. In the process of decision-making, one may need an integer 
result in order to arrive at a decision. By using LP, fractional solutions have 
to be rounded to the closest integer, which may produce a rounded solution
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tha t is infeasible or suboptimal. Instead of LP, practitioners often use integer 
programming, where the values of variables must be integers, in many practical 
cases of network optimization. An alternate approach to the generation of integer 
solutions is in the use of minimum cost flow optimization. If we restrict the 
supply and demand units to integers, the resulting solutions are in integer form 
(Rayward-Smith et ah, 1991) (Orwat, 2008).
3 .2 .7  D escrip tion  o f th e  O p tim ization  P rob lem
We model the cloud computing optimization problem as a minimum cost flow 
problem. Each node represents a device participating in a cloud computing model. 
The arcs represent potential connections between the network elements or devices. 
An arc exists if two devices are able to communicate with each other. The use 
of each arc is subject to a cost (energy consumption), which is a function of the 
energy consumptions of the Node-Pair Link. Energy consumptions are derived 
as arcs in the optimization model.
Linear objective function and linear constraints are detailed below. The sys­
tem of constraint equations deflnes the set of candidate solutions, and the ob­
jective function evaluates the feasible solutions and flnds the optimal objective 
function value. Mathematical formulation of the optimization problem, with a 
final result of the objective function and the constraints, are now presented.
3.2 .8  N etw ork  T opology Form ulation
Nodes or devices are labelled numerically e.g. 1, 2, 3 within the complete graph 
that represents the cloud computing model. A considered node is a device tha t we 
have selected for evaluation. Arcs are indicated by specifying the two nodes that 
form the node-link-node entity (e.g., (1, 2), (2, 3),...). Capital letters represent 
sets of objects. The formulation is described using indices, sets, parameters, 
variables, an objective function, and constraints. The nodes of the network are 
refereed using the indices i, j. The graphical representation of cloud computing, 
G, consists of the set of Nodes (N) and the set of Arcs (A) or Edges (E).
The parameter /ÿ , the flow value of the node-pair link determined in energy 
consumption analysis. This value is a measure of how well the node-link-node
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entity [i : ( i,j)  : j] supports the required function. In order to convert an 
arc weight (the flow value) into an arc energy consumption, the highest flow 
assessment, min /  , that exists within the set of node-pair link entities in the 
entire cloud computing model (G) was first determined.
3.2.9 Im plem en tation
To model the node choice optimization problem, modelling tool known as AMPL 
.(A Mathematical Programming Language) was used. Developed at Bell Lab­
oratories, AMPL is a high level, algebraic modelling language for linear and 
non-linear optimization problems. Apart from its ability to model optimization 
problems, AMPL also aids in comprehension and completeness of the model logic, 
due to the similarity of its syntax to algebraic notation. AMPL provides for an 
easy way to express common linear programming structures e.g. flow constraints 
(Fourer et ah, 2002a).
Although AMPL allows us to mathematically model the optimization prob­
lem, the application does not solve the problem itself. In this implementation, 
AMPL calls upon an external solver called CPLEX to solve the objective function. 
Input into AMPL included a model file (.mod extension), a data file (.dat), and 
an execution program (.run). The AMPL execution program calls the model file 
which feeds the mathematical description of the model into AMPL. The AMPL 
invokes CPLEX (Version, 2010) as the solver in this research. The problem 
parameters, variables, objectives, constraints, and the general network ’’flow” de­
scribed in the formulaic representation transfer easily into the clear syntax used 
in AMPL coding.
The output file shows the result of the optimization procedure. This includes 
a score of the total energy consumptions of links the considered node to every 
node in the cloud computing model and a list of the extent to which each network 
arc is being used in the optimal path.
75
3. Cloud Com puting Energy Efficiency
3.2 .10 O p tim ization  P rob lem  S ta tem en t
Optimization problem of physical servers consolidation is very important for en­
ergy efficiency and energy consumption reduction of data centres. In this type of 
problem, the objective is fulfilled by minimizing the energy consumption, carbon 
footprint,or both of these.
The server consolidation or allocation problem is considered as a NP-hard bin- 
packing problem, the goal of which is to meet all the constrains, while choosing 
to map each VM on the right data centre. Chapter 6.
Higher complexity of new designs requires better and more efficient optimiza­
tion algorithms in order to reduce the GHG emissions as much as possible in 
real-time in response to the unpredicted variations in the workload and energy 
sources. In these networks, not only server consolidation should be considered, 
but also for each VM the best data centre should be chosen while meeting all the 
constraints.
The following are some of the general architecture models features:
• The network topology consists of nodes (medium-sized and mega-trend data 
centres) and links (backbone links). The medium-sized data centres are con­
nected together as a cloud of data centres with different distances between 
them to show how far the longest links could contribute a huge amount of 
the energy consumption over the link transmissions
• The architecture model consists of medium-sized data centres and mega­
data centres; with a large number of servers and storage space. All the 
medium-sized data centres has direct connection to the mega-trend data 
centres
• The large data centres, definitely, host a lot of data in its storage devices 
and could provide a lot of services which might not be available on the other 
small data centres. So, the requests from the clients could be served from 
one of the public cloud provider (such as Amazon or Google).
• The energy consumption is in Watts to CO 2 equivalent factor 0.057 kg/kW h
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(Buchanan et ah, 2011) or 0.47 (In, 2011) or the world average value 0.5 
kg/kWh, used in models testing
• PUE: power usage effectiveness is the ratio between the total power sup­
plied to the facility and power used by computing resources in the facility. 
This value varies from 1.1 to 1.8 for data centres, and it is larger for the 
other network elements e.g. the routers
• DataCentres : A  centrally managed pool of three main components: data 
storage, servers, and a local area network (LAN). It connects to the rest 
of the network through a gateway router which base at a single location. 
They are connected by optical network links
• Energy  Vs Power : Energy as a ’’m atter” that can’t be created or de­
stroyed, but can be converted in form (for example, light, heat and electric­
ity). Power is simply the rate at which energy is converted (for example, a 
W att is one Joule per Second) {Energy Conversion, 2012)
The average distance between any two data centres [20 - 50] Km. The total 
power consumption in a data centre j  :
Ftotaij =  PUE^  * Pow er  ^ (3.1)
See Section 5.2 and Equation 5.8 for more details about the value of P ow er j
• The number of servers per data centres [8 - 200]. The power consumption 
per server [150w - 400w]. The Power Usage Effectiveness (PUE) values 
ranges (1.0 : 2.0) for both large and medium-sized data centres
The bit energy consumption (Baliga et ah, 2011) of transmission and switching 
for private cloud is about 0.46 J /b  and for public cloud about 2.7 g  J /b . In our 
model, the transmission link =  10 Gbit/s. So, the energy consumption for the 
private cloud: 0.46 x 10“ ® x 10 x 10  ^ =  4600 Joule. The same thing for the public 
cloud which is equal 27000 Joule. According to (Van Heddeghem et ah, 2011) 
the energy consumption for one Gbit transmission is equal to 2.7 x 10~^kWh
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3.3 Sum mary
In this chapter, the classification of the basic mathematical concepts that are 
used in the modelling of cloud computing network system in Chapters 4,5,6 were 
presented. Furthermore, we have given a brief introduction to non-linear pro­
gramming problems, the basic concepts of AMPL and the solvers that are going 
to be used to solve our mixed integer linear programming problems.
There are all sorts of aspects that need to be taken into consideration when 
modelling. In the following chapters we do focus on building a simulation envi­
ronment where data centre architecture and the network infrastructure can be 
included in a simulation to enable us to attain energy consumption and quality of 
service estimates for a range of cloud computing scenarios. It is desirable to take 
a systems perspective on the analysis of energy/resource consumption in a range 
of different scenarios for the provision of compute and data storage resources.
In the next chapter a second mathematical model represents the community 
cloud network system. Firstly, decision variables are defined. Secondly, the ob­
jective function and the constraints which represent properties of the community 
cloud model are introduced. In the mathematical model, using the intermittent 
renewable energy resources is considered.
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Chapter 4 
Green Cloud Computing 
Community
There are more than 400 cities around the world today with more than a million 
inhabitants, while the population of 30 metropolitan areas exceeds 10 million 
people {Population Reference Bureau, 2013). Such dense metropolitan areas are 
responsible for the majority of Internet traffic growth. According to recent traf­
fic forecasts by 2015 the global data consumption will cross the Zettabyte (10^  ^
bytes) threshold. The largest portion of this data will be some form of video 
content (Kallo et ah, 2012) (Kallo et ah, 2012).
Cloud computing is a provisioning pool of storage media, hard disk, servers, 
etc, powerful processors and operating systems, managed by cloud providers, 
which support the recovery from any platform failures, either software or hard­
ware. Some research has already described the multi-capacity bin-packing prob­
lem in data centre server consolidation as bins (servers) with multiple capacities 
(CPU, memory, network, storage, and etc.) and VMs with multiple weights (Jin 
et ah, 2012) (M. Li et ah, 2012), (Beloglazov et ah, 2012).
In cloud computing, small and medium data centres use two-thirds (Craig- 
Wood et ah, 2010) of the total energy because it’s much harder to run them 
efficiently, so the trend towards replacing on-premise servers with efficient cloud 
services will reduce the amount of energy used to run the same workload. However,
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this trend will create extra pressure over the energy consumption in transmissions.
For example, when data is stored on the public cloud, the data transfer energy 
consumption costs between storage and a private cloud may become large enough 
to make it more economical to pay for compute resources from the public cloud 
than to transfer the data to a private cloud where computing is cheaper (Malawski 
et ah, 2013).
In this chapter,- the first mathematical model representing the community 
cloud computing (Marinos & Briscoe, 2009) network system is presented. First, 
the set of decision variables is defined. Secondly, the objective function and the 
constraints which represent the properties of the community cloud model are 
introduced.
According to the cloud computing model, energy will be saved and carbon 
emissions will be lowered. The requirements for this mathematical model are:
• The minimizing of the energy consumption overall the data centres
• The possibility of using green energy to power the data centres
• Achieving the QoS with respect to the SLA (Service Level Agreement)
• Encouraging industry to rely on medium-sized data centres rather than the 
large ones
• Maximize the utilization of renewable energy sources among different users 
and distributed medium-size data centres
• Localize the data centres places closing to the users (taking into considera­
tion the number of population who are served by this data centres achieving 
a high QoS factor)
• Optimal placement of services in the data centres’ network
• Minimizing building new data centres hardware Infrastructures which cost 
huge amount of money
This chapter is organized as follows. In the first section, the principle of Vir­
tual Private Cloud (VPC) and Service Level Aggrements (SLAs) were proposed.
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In the next section, different works on Green federation of Internet Data Cen­
tres (IDCs), energy efficiency and carbon footprint reduction are reviewed. The 
mathematical model in the followed section is explained. In the last section, some 
results of the proposed optimized problem are proposed.
4.1 V irtual Private Cloud
Cloud data centres could be located anywhere in the world to take advantage of 
green energy consumption and to move data closer to end-users. These challenges 
increase when placement decisions can change, requiring applications to be dy­
namically moved between data centres in response to changing environments, i.e. 
follow-the-sun or follow-the-green (Sabry & Krause, 2013b).
Cloud resources follow-the-sun, on the other hand, suggests that the cloud 
resources utilized to fulfil a certain function, dynamically move around the globe 
to where that function is to be performed at a particular time of day. Time- 
zone-dependent traffic for network-level optimization, offers an extra dimension 
for energy saving (Xia et al., 2011).
Virtual private network forms a private network across different LANs seg­
ments or WANs. Virtual LANs (VLANs) can share hardware, or network switch, 
while each VLANs spawns a private broadcast domain.
Because the cloud computing environment has been achieved by originally 
using the virtual technique, IP-VPN offer virtual private cloud services to the 
enterprise users on the Internet, to make the best use of the features of the cloud 
computing environment (Hiroaki et ah, 2010). There are many different VPN 
solutions such as Internet Protocol Security (IPSec) and Multi Protocol Label 
Switching (MPLS). MPLS is an example used in trusted VPNs.
The alternative solution to addressing the limitations of both public and pri­
vate clouds is called Virtual Private Cloud (VPC). A VPC is essentially a platform 
running on top of public clouds. The main difference is that a VPC leverage vir­
tual private network (VPN) technology that allows service providers to design 
their own topology and security settings such as firewall rules. VPC is essen­
tially a more holistic design since it not only virtualises servers and applications.
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but also the underlying communication network as well. Additionally, for most 
companies, VPC provides seamless transition from a proprietary service infras­
tructure to a cloud-based infrastructure, owing to the virtualised network layer. 
For most service providers, selecting the right cloud model is dependent on the 
business scenario. For example, computation-intensive scientific applications are 
best deployed on public clouds for cost-effectiveness. Arguably, certain types 
of clouds will be more popular than others. In particular, it was predicted that 
hybrid clouds will be the dominant type for organizations like Wikipedia or Ama­
zon. However, VPCs have started to gain more popularity since their inception 
in 2009.
Amazon also provides a virtual private network service that allows organiza­
tions with their own computing resources to extend their local area network into 
Amazon’ cloud  ^ to create what is sometimes called a ’’hybrid cloud” . Amazon 
launched a service known as VPC designed to address this issue of security and 
control. Amazon’s VPC allows organizations to connect their existing legacy in­
frastructures to Amazon’s clouds via a virtual private network (VPN) connection 
(Hiroaki et ah, 2010).
Amazon’s cloud customers can create their own Amazon isolated resources 
or VPCs within Amazon’s cloud infrastructure and then connect those resources 
directly to their network servers using industry-standard encrypted IPsec VPN 
connections. In doing so, these customers will be able to extend their existing 
security and management policies within their IT infrastructure to their VPCs as 
if they were running within their own infrastructures (Moghaddam et ah, 2011).
Other service providers, notably Rackspace Cloud  ^and Flexiant offer cloud 
services with similar overall functionality but with distinguishing differences of 
detail.
4 .1 .1  Service Level A greem en ts (SLA s)
SLA is a negotiation between service consumer and service provider about com­
mon understanding of delivered services. It is very important to establish con-
Amazon^
^jRackspace^
^jPlexiant^
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Crete, measurable, service level agreements (SLAs) (Management, 2012). The 
data centre’s geographical location and the infrastructure are critical factors on 
the SLAs. Currently, SLAs offered by cloud providers are weak, limited in scope, 
and don’t  guarantee availability of all resource types (Brebner et al., 2010).
The Internet data centres (IDC) exists in multiple geographical locations in order 
to satisfy global user demand. Increased data centres consume a larger amount 
of energy, and the same time cause increased carbon footprint. It places a heavy 
burden on both the environment and energy resources. According to the research 
from International Data Corporation(IDC), Coogle maintains more than 450,000 
servers, arranged in several data centres located around the world {IDC, 2013). 
There are two different cloud computing model topology providing the service 
requests with a great potential to minimize the carbon footprint emission over 
the VPCs or the the LAN-based:
• Virtual Private Cloud (VPC) is a combination of cloud computing resources 
with a VPN infrastructure on a number of geographically distributed data 
centres which are connected through the Internet or private WAN connec­
tions (Moghaddam et ah, 2011). The Virtual Machine (VM) or services are 
migrating from data centre to another across the geographical locations of 
the data centres
• LAN-based cloud as completely isolated data centres that are limited by 
their geographical location and their energy source. The service migration 
happens only in the data centres itself
W ith cloud computing, data is stored and delivered across the Internet. The 
owner of the data does not control and typically does not even know the loca­
tion of the data. It would be difficult or even impossible to use a public cloud 
for applications that handle controlled technologies, due to the risk of potential 
compromises and concerns about compliance. For example, external data storage 
provided by a cloud service supplier might be located in a controlled country to 
reduce energy consumption (Strategy, 2009).
SLAs could be used to help ensure compliance with government regulations, 
for example, all data held externally outside local countries must be encrypted
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in transit and at rest. It is an important thing for the customer to choose the 
cloud provider and consider the geographical location. The nearest location could 
deliver low latency services and low energy consumption which leads to achieve 
the green environment.
One of the main objectives in the cloud computing is to minimise the en­
ergy consumption, since the data centres are usually powered by brown energy 
resources. For certain applications over the cloud system the Quality of Service 
(QoS) is still more important than energy consumption. The QoS is measured 
by reference to various metrics like: minimum delay, robustness, high reliability, 
bandwidth i.e. 11 Mbps, and levels of high throughput.
Here are two important QoS metrics (Orwat, 2008):
• Latency: The amount of time it takes for a packet to move across a network 
connection. When there is high latency, users experience a delay in packet 
delivery, which in turn impacts the speed and capacity of their network.
• Throughput : The amount of data transferred from one data centre to 
another in a specified amount of time. Typically, throughput is less than 
bandwidth due to message protocol overhead. This rate at which informa­
tion may be sent over a link directly impacts link QoS. High throughput 
results in better link quality because more information is able to be trans­
mitted over the links.
4.2 Green Federation of IDCs (Internet D ata  
Centres)
The Internet is the foundation of global telecommunication. The Internet Data 
Centres (IDCs) represent a feature of tight integration and coordination between 
the system’s computational and physical components (Rao et ah, 2011).
IDCs are integrations of computation, and communication. Networked com­
puting at multiple scales plays a crucial rule in IDCs as such systems use com­
putation and communication deeply embedded in and interacting with physical 
processes to drive the cyber-physical coupling, achieving interesting character­
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istics such as: effectiveness, adaptability, energy efficiency, precision, reliability, 
safety, usability, scalability, stability and user-centric applicability.
So, physical devices, computers, servers, mobile devices are more and more in­
terconnected through networks. Moving services or rather workload dynamically 
across IDCs for increasing renewable energy consumption, which drives the deci­
sions of service migration and placement, through balancing the trade-offs among 
conflicting optimization objectives such as renewable energy consumption, QoS 
and geographical locations.
Facebook estimates about 526 million people will log in every day this year 
through a desktop computer or a mobile device a 41 percent increase over 2011 
usage. Facebook users also upload more than 300 million photos a day (Marston 
et ah, 2011). I t’s network infrastructure alone is responsible for twenty three 
percent of the overall power consumption (Figuerola et ah, 2009).
Factors contributing to the growing electricity demand by server farms include 
increasing use of mobile devices such as smart phones and tablet computers, in­
creasing consumer demand for photos and video, increasing use of remote ’’cloud” 
data storage, and legal the requirements for long-term storage of financial infor­
mation including electronic records, such as e-mail (Gomez et ah, 2011),(Chan et 
ah, 2010).
In order to replace conventional fuels and reduce CO2 emission, there is a 
motivation pursue more renewable sources of energy by powering the data centres 
which are the main source of CO2 emission and energy consumption (Phan et 
ah, 2012).
For set of federated DCs: {DCl; D C 2 ] D C j ] D C m } where M  denotes 
the total number of DCs. The DCs host services, {5'1; 52;...; 5*;...; 5^^}, each of 
which implements a particular service type (e.g., data, voice or video service). If 
a green optimizer periodically collects each data centre’s operational information 
such as service request rate and performs optimization for dynamic service migra­
tion and placement, the green optimization should determine the services among 
all the federated data centres by maximization of renewable energy consumption 
for the data centres according to this formula. Equation 4.3.
The green Optimizer considers two optimization objectives: minimise the 
user-to-service distance (USD), and maximise the renewable energy consump­
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tion. USD implies the response time of services to users. Table 4.1 list the 
configuration values of data centres used in the model evaluation.
The first objective, user-to-service distance, is computed as follows.
K
fusD =  X di) (4.1)
i=l
bi indicates S f s  bandwidth consumption per day between IDCs:
hi = W i X  üi  (4.2)
Wi denotes the per-request volume of data transmission for 5%. dj is the 
shortest logical distance (i.e., hop count) between the initial IDC of 5% (i.e., the 
IDC that Si was initially placed on) and the current IDC of 5% (i.e., the IDC that 
Si currently resides on).
The second objective, renewable energy (RE) consumption, is computed as 
follows:
M  K
/ re = ^^(A j X li X Rj)  (4.3)
j=l i=l
The l ij  is a variable where /ÿ  — 1 if the service (5%) is placed in (DCj);  
otherwise, Jÿ — 0. k is the daily workload given to Sg
li = tti X Ui (4.4)
üi denotes the number of service requests per day given to 5%, and Ui denotes 
the per-request CPU utilization of 5%. R j  denotes the renewable energy ratio in 
D C j  . It is the ratio of renewable energy production to the total energy production 
in the country where D C j  is located.
In this context, the use of green cloud optimiser/broker mechanisms are es­
sential to transform the federated cloud information into a useful service. The 
broker/ optimizer benefits have a two fold role. Firstly, they provide the schedul­
ing mechanisms required to optimize placement of VMs amongst multiple clouds. 
Secondly, they offer a flexibility to deploy, monitor, and terminate VMs, with 
independence of the particular cloud provider technology.
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Table 4.1: Data Centres Configurations
Parameter Value
#  of large data centress (M) 3
Total of servers in data centres 8-800
#  of service types 3
Total ^  of services (K) 1000
Power server consumption {Pmax) 250-400 Watt
Power server consumption (Pidie) 100-150 W att
CPU utilization for (data,video,voice) services requests (it*) [0.01]
Data transmission volume for (data,video,voice) services request {wi) [0.05]
Renewable Energy Ratio at data centre Rj 60-80%
PUE (Power Usage Effectiveness) for DCi 1.5
PUE (Power Usage Effectiveness) for DCi 1.1
PUE (Power Usage Effectiveness) for DCi 1.8
Workload Ai for DCi 150
Workload Ai for D C 2 500
Workload Ai for DC^ 300
Maximum amount of power required at data centre Pj 1000 watt
The green optimizer periodically collects each IDC’s operational information 
such as service request rate and performs optimization for dynamic service mi­
gration and placement. It should work as a pluggable component for various 
types of optimization engines. Once an optimization engine determines a ser­
vice placement configuration, the green optimizer disseminates it to individual 
data centres in order to trigger service migration, (See Chapter 6). The idea 
of locating modular containerized data centres or Performance Optimizer Data 
centres (PODs) near sources of alternative energy, such as solar and wind power, 
is to keep the bits and bytes flowing when the sun is not shining or the wind 
is not blowing. These PODs will be networked together with fibre optic cable 
so that the workload can be transferred to the PODs with power (Yu et al., 2011).
The green optimizer considers the following capacity constraint for each data
K
Y ( 4  X 4) < q  (4.5)
centre D C j  in IDC
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Cj denotes the capacity of D C j  (i.e., the maximum daily workload tha t D C j  
can accept for k services). The capacity violation of an individual is computed 
as follows:
M  K
v = (4.6)
j = l  i = l
l i  =  0 ÎÎ D C j  violates its capacity constraint {Cj)\ otherwise, U = 1.
4.3 M athem atical O ptim isation M odel
In this section, the architecture in Figures 5.4 and 2.2 is modelled as an energy 
consumption-based mathematical model to analyse and evaluate different aspects 
of the community and hybrid cloud-based cloud network (See Figure 4.1). In 
order to do that, the total energy consumption for resource usage of the service 
is formulated. This total energy consumption includes the power consumption of 
servers in data centres, internal and external, and link energy consumption over 
the transmission links for data service transferring. Then by means of minimizing 
the total energy consumption which imply a reduction of the carbon footprint 
emissions, it is possible to determine the necessary number of working servers 
(turned on), server placement and the optimal service requests routing covering 
the total client requests sufficiently. In this model the data centres connect to 
a private cloud network and other sites via the public cloud. This reflects the 
current status of hybrid cloud computing topology. In addition, in order to move 
peak loads to the public cloud, the requests to a private cloud could be redirected 
to a public cloud. In this chapter the constraints mentioned in Sections 4.3.1 and
4.3.3 are used.
4.3 .1  O ptim ization  P rob lem
The total system power consumption of the (public, private and community) 
cloud computing is given by:
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small-sized DC
Large-sized Datacentre
Public Provider
Figure 4.1; Cloud Computing Community-based model
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M inim ize
N  N  N
Etotal — ^  V iE D C i  +  ^  ^  X i j E x i j  (4.7)
i = l  i = l  j = l
where E  is the total energy consumption, E t  is the transmission energy con­
sumption, and Edc  is the data centres energy consumption.
The community-based cloud, as the parameters and variables shown in Table 
4.2, has D Cnum  number of large-size data centres and every i^  ^ large data centre 
will connect with several medium-sized data centres, DCmedium[i]. The clients 
are connecting to each data centre: cLargeDC[i] clients for mega-trend data 
centre and cMediumDC[i,j] clients for its medium-size data centres. So, in 
terms of power consumption reduction, this model would be very useful to be 
aware about the number of servers running on any data centre, and how much 
energy consumption is minimized. The transportation energy consumption is 
calculated by multiplying the data traffic sent over that link with the energy con­
sumption over the links. W ith the link between the i^  ^large-sized data centres and 
its medium-sized data centres, the traffic sent over the links from medium-sized 
data centres to large-sized data centres, or the difference between the number of 
clients connected to a medium-sized data centres cMediumDC  and the num­
ber of clients served from the medium-sized data centres uClientMediumDC:  
{cMediumDC [i,j] — nClientMediumDC [i,j]). The energy consumption on 
each link is: powerLinkMeduimLargeDC[i,j] watt/hour. Thus, the link en­
ergy consumption over links in Equation 4.11.
By looking at the equation (4.7)
y;sTotai=^+B+c' (4.8)
DCnum
A =  nServerLargeDC[i] X power Server LargeDC[i] X PU E[i] (4.9)
i = l
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DCnum DCmedium[i]
B =  ^ 2  nServerM edium D C [i,j]xpow erServerM eduim D C [i,j]xPU E [i,j]
i= l  j = l
(4.10)
C — Y^ DCmedium[i] (cMedmmDC [i, j] — nClientMediumDC
[ z , j ] )  X Hops\iC\ X powerLinkMeduimLargeDC[iC]
In equation 4.9 and 4.10, the P U E  (Power usage effectiveness) parameter is 
used to find the power consumption in the data centres. In equation 4.11, the 
parameter Hops is used to determine the short and longest trip from the user to 
the data centres. The average number of routers connecting the users to the data 
centres across the world is 12-14 routers (Mieghem, 2005a).
In this section the set of variables, the set of constraints and the objective 
function for the mathematical model of the community cloud are presented.
4.3 .2  P aram eters A nd D esign  Variables
It is necessary to define the decision variables involved and their units of mea­
surement (See Table 4.2 overleaf). Table 4.1 list the configuration values of data 
centres used in the model evaluation.
4 .3 .3  Set o f  C onstraints
In this subsection the upper bounds for the decision variables and the further 
constraints for the mathematical model are presented.
DCnum DCmedium[i]
^ 2  cMediumDC[iC]>nClientMediumDC[i,j]  (4.12)
i = l  j = l
91
4. Green Cloud C om puting Com m unity
Table 4.2: Summary of Notation
Variable Description
P e power consumption of edge router
Pc power consumption of core router
C e capacity of edge router
Ce capacity of core router
P U E e PUE of edge router
PUE of core router
D Cnum number of large-sized data centres
DCmedium number of medium-sized data centre at the
large-sized data centres
Client number of clients are served per-server
Hops Number of routers between data centres
cLargeDC number of clients connect to the large-sized data centres
cMediumDC number of clients connected to the medium-sized data centres
power Server LargeDC power consumption for one server on large-sized data centres
power ServerMeduimDC power consumption for one server on the 
medium-sized data centre
power LinkMeduimLargeDC Link power consumption between the
large-sized data centres and the medium-sized datacentre
P U E Power usage effectiveness
nClientLargeDC number of clients served from large-sized datacentres
nClientMediumDC number of clients served from medium-sized data centre
nServer LargeDC number of servers on the large-sized data centres
nServerM ediumDC number of servers on the medium-sized data centre 
of i^  ^ large-sized data centres
DCnum DCmedium[i]
nClientLargeDC[i,j] <  nServerLargeDC[i, j] x Client]
i = i  j = i
(4.13)
DCnum DCmedium[i]
y ^  y ^  nClientMediumDC[i,j]  <  nServerMediumDC[i^j] x Client]
2=1 j=l
(4,14)
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cLargeDG[i\ +  cMediumDC[i,i] = nClientLaTgeDC\i\+
^ o c m e ta W  nClientMediumDC[i,j\
(4.15)
The left side of Equation 4.13 is the number of all clients served from a public 
cloud. The right side of the equation is the product of number of servers on 
the public large-sized data centres and the number of users Client connected on 
one server. The output is the number of clients that all working servers in the 
large-sized data centres. The same applies for the medium-sized data centres in 
Equation 4.14. Equation 4.15 ensures all user requests connect to the main data 
centres are served.
4.4 R esults
In the running simulation evidence was produced to show that it is possible to save 
a huge amount of power, if we allow the users from the same community to share 
their resources among themselves by some means, if it is available, rather than to 
download the data from the main data centre or the mega-trend servers, which 
consumes a lot of energy each time users request these services. All this requires 
some sort of cooperation and full awareness of the users who are neighbours and 
are belonging to the same community in terms of clear SLA against any privacy 
violation, and full control of the the community-based cloud administrator.
As more people watch movies, make phone calls and share videos online, the 
computers that support these services run hotter and require more energy to 
cool down their equipment. Yet that is only part of the problem. However, it 
has been shown that companies such as Netflix and Google (owner of YouTube) 
configure their data centres to handle peak levels of network activity, even when 
such spikes in traffic are rare, as an efficient way to ensure that users can watch 
streaming videos on their sites with minimal disruption (Recupero, 2013). Having 
machines at the ready consumes energy, generates heat and demands cooling, 
which adds to the energy used. The optimisation model problem was built using
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the path formulation of the network optimisation which is better than the no de­
link formulation. In order to examine the performance of the proposed model 
on energy efficiency and carbon footprint reduction, it was tested in a simulation 
platform.
Chapter 5 advocates the ” smart standby” as a one-off hardware management 
technology, a particular way to cut the amount of data centre heat. However, it 
also requires the servers to be ramped back up when network traffic increases. If 
they don’t respond quickly enough, data transfers get delayed and Internet users 
suffer slower response times after they click on a link, or spotty streaming when 
they play videos.
Figure 4.2 shows two scenarios. The scattered blue points represents the 
overall power consumption when all the PUE of all the medium-sized data centres 
are 1.1, and the three main mega-trend datacentres are variant (1.1, 1.8, 2.0).
Power Consumption Reduction
I  2.8
1.2 1.3 1.5 1-7 1.8 2
Figure 4.2: Community-based Cloud Power Consumption
The red points represents the total power consumption in W att for all three 
main data centres at 1.1 and all other medium-sized data centres within the 
ranges 1.1, 2.0.
It is concluded from the above that as much as the medium-data data centres
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are highly efficient, regardless of other mega-trend data centres, so too will the 
total energy consumption will be reduced.
That means, building localized medium-sized data centres geographically dis­
tributed close to user locations is more recommended from the point of view of the 
cloud computing, and the digital ecosystem as well, and more environmentally 
positive as overall energy consumption will be reduced.
For example, heavily centralised data centres can be extensively optimised for 
efficiency in energy consumption, and could be sited close to sources of renewable 
energy. However, the disadvantage is that the energy consumption of data traffic 
between consumers and the data centre are significant.
The total energy consumption and the number of servers at each site are 
presented here.
T ota lB nergy  C onsum ption  =  149124
nServerLargeDC [1 
nServerLargeDC [2j 
nServerLargeDC [3'
34 nClientL argeDC  [ 1 ] =  10000  
17 nClientL argeDC  [2] =  5000 
267 nClientL argeDC  [3] =  80000
nServerMediumDC 1 , 1] = 1 nClientMediumDC [ 1 , 1 ] =  300
10 nServerMediumDC 1 , 2] 2 nClientMediumDC [ 1 ,2] =  500
nServerMediumDC 1 , 3] = 4 nClientMediumDC [ 1 ,3] =  1000
nServerMediumDC 1 , 4] = 7 nClientMediumDC [1 ,4] =  2000
nServerMediumDC 1 , 5] = 34 nClientMediumDC [ 1 ,5] =  10000
nServerMediumDC 2 , 1] = 17 nClientMediumDC [2 ,1] =  5000
15 nServerMediumDC 2 , 2] = 4 nClientMediumDC [2 ,2] =  1000
nServerMediumDC 2 , 3] = 10 nClientMediumDC [2 ,3] =  3000
nServerMediumDC 2 , 4] = 24 nClientMediumDC [ 2 , 4 ] =  7000
nServerMediumDC 2 , 5] = 4 nClientMediumDC [2 ,5] =  1000
nServerMediumDC 3 , 1] = 34 nClientMediumDC [ 3 , 1] =  10000
20 nServerMediumDC 3 , 2] — 27 nClientMediumDC [ 3 , 2] =  8000
nServerMediumDC 3 , 3] 4 nClientMediumDC [ 3 , 3 ] =  1000
nServerMediumDC 3 , 4] = 10 nClientMediumDC [ 3 , 4] =  3000
nServerMediumDC 3 , 5] = 4 nClientMediumDC [ 3 , 5 ] =  1000
Listing 4.1; Chapter4.Solution.ampl
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When one public cloud or large-sized data centres runs out of capacity, it can 
redirect user requests to other medium-sized data centres which still has free 
space nServerLargeDC[3] = 267 servers instead of redirecting them directly to 
public clouds. As the green energy sources for resource usage in medium-sized 
data centres is available than in the public cloud, the cloud computing commu­
nity model will generate an efficient energy consumption.
A final radical solution would be creation of a ’’community cloud” for utility 
computing, using spare capacity from many local machines with possibly some 
dynamic resource allocation. This might significantly reduce network traffic as 
the nearest available resource would be used, but there is the question of whether 
the overheads of managing such a cloud might negate the energy benefits.
Increasing efforts are being made to reduce the energy consumption of Inter­
net mediated transactions. We are seeing steady and significant improvements 
in the energy efficiency of data centres, with PUEs (Power Usage Efficiencies) 
dropping steadily firom near 2.0 down through 1.5 to 1.2 or lower. The National 
Renewable Energy Laboratory (NREL) recently constructed a data centre with 
a design target PUE of 1.1 and a measured PUE between 1.07 and 1.14. Improv­
ing the energy efficiency of the core internet is perhaps more challenging. For 
example, the current Internet infrastructure wastes a lot of energy because many 
of the network elements are always working at their full capacity even with a low 
traffic demand. This energy waste of the Internet could potentially be reduced 
by allowing some network elements to enter into energy saving modes. However, 
this may lead to a decrease in the network performance.
In Figure 4.3 we will fix the all clients connected to the medium-sized data 
centres to 1000 users. The graphs show a huge amount of power consumption 
relative to the amount of users who are connected to the large data centres and 
the energy increases proportionally with number of users, as shown in the red 
symbols. Conversely, the total number connected to the mega-trend data centres 
may be fixed, and the energy consumption of the cloud may be predicted to be 
less when the number of clients connected to the medium-sized increases. That 
would prove our new definition of cloud computing, to wit that the medium-sized
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data centres can be nearly as energy efficient.
TTie numbef of cfents ccmwcted to daSacentBfS
I
I
I
1
Lsj^-sized data centres
xIO^
Figure 4.3; Total Power Consumption for Large and Medium-sized Data Centres
The localization or decentralization of the data centres, by creating medium­
sized, which put the data centres close to the users would confer great benefits in 
energy consumption reduction. The closer the data centres are to the end user, 
the more energy transmission or carbon footprint reduction.
4.5 Summary
In this chapter we have covered a very broad range of issues of cloud computing 
as an infrastructure for digital ecosystems. Also, the key question ’’How can a 
sustainable federation of medium-sized data centres support a much more resilient 
model of cloud computing than is achievable through the reliance on mega-data 
centres?” was discussed. The model shows that the heavily centralised data 
centres can be extensively optimised for efficiency in energy consumption, and 
could be sited close to sources of renewable energy. However, the disadvantage 
is that the energy consumption of data traffic between consumers and the data 
centre are significant.
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The simulation performed in this model shows that the medium-sized data 
centres can be nearly as energy efficient. It is possible that localising data centres 
could provide efficiencies in energy consumed in the supporting network. In 
addition, federations of regional data centres may provide support for bursts in 
resource consumption without any one data centre needing to invest in significant 
over capacity.
The ’’community cloud” for utility computing, created using spare capacity 
from many local machines with possibly some dynamic resource allocation. This 
significantly reduced network traffic when accessing a nearest available resource, 
taking into account the overhead energy consumption, to attain in general the 
energy benefits.
The carbon footprint outcome of the data centres is significant, and growing. 
Reliance on green sources is a good way to reduce the data centres’ CO2 by 
locating the data centres closing to the renewable energy resources sites, using 
the approach ’’follow the sun/follow the wind” .
In this chapter, the mathematical model to compute and minimise the data 
centres energy consumption is presented. The gains achieved by reducing the 
energy consumption by dramatically reducing the CO2 emissions, therefore pre­
serving the environment (Chatzipapas et ah, 2011).
. There are all sorts of aspects that need to be taken into consideration when 
modelling. Might a ” community cloud” extend the life of existing machines? 
Even now, Memset find they ’’throw away” relatively few boxes instead they 
get degraded in responsibility, but continue to occupy useful space on the racks 
(Craig-Wood et ah, 2010).
In the next chapter, we explore a range of green computing issues and the 
optimisation of its energy use, taking into account cloud computing service clas­
sifications.
Chapter 5 
Green Cloud Routing
As Internet traffic increases due to increasing numbers of Internet users and 
higher bandwidth services, the Quality of Service (QoS), capacity, and energy 
consumption of transmission and core equipment required to route this traffic 
must also grow. The green cloud routing can utilize green multipath to spread 
packets over multiple links to reduce energy consumption. In this chapter, the 
second of three mathematical models to be presented in this thesis to represent 
the cloud computing models are discussed. The network-based model of the 
energy consumption in the Internet cloud-based model, including core, metro, 
and access networks is described. This mathematical model has to meet the 
following requirements:
• The energy consumption and carbon emissions of the data centres
• Minimizing the energy consumption overall the data centres
• Possibility of using green energy to power the data centres
• Achieving the QoS with respect to the SLA (Service Level Agreement)
• Routing algorithms that take into account the change in green energy during 
the day at different region with different time zones by dynamically shift the 
high computation load towards data centres which are located in regions 
with high availability of green energy
• Green network flow
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At which locations should data centres be built? Traditionally, it is argued 
that since the energy consumption of wide-area networking is higher than all 
other IT hardware energy consumption, economic necessity mandates putting the 
data near the users to minimize the energy consumption of deploying long data 
links with high bandwidth. However, as data centres grow in size and become 
major energy consumers, the cost of electricity is now dominating all other costs 
including the cost of bandwidth. There is also an increasing interest in devising 
routing algorithms that take into account the changes in green energy availability 
during the day at different regions with different time-zones to dynamically shift 
the high computation load towards data centres which are located in regions with 
green energy. Also, that would encourage to maximize the utilization of renewable 
energy sources among different users and distributed medium-size data centres, 
(See Chapter 4).
In the mathematical model, green network flow is considered. The model is 
evaluated by means of numerical examples. Here, a mathematical model which 
illustrates the power consumption of the data centres and Internet is presented. 
In this chapter, the aim is to minimise the energy consumption of the data centres 
and the transport network. The AMPL code is presentedin Appendix 7.2.
5.1 Energy Saving M odels
Energy consumption is a major concern nowadays not only because of environ­
mental issues but also economical ones. According to the report in (Webb et ah, 
2008), the energy consumption of Information and Communications Technology 
(ICT) is about 5% of the total energy consumption of developed countries, and 
that the CHCs originated from ICT will be increased by 130% from 2002 to 2020. 
It is estimated tha t servers consume 0.5% of the worlds total electricity usage, 
which if current demand continues, is projected to quadruple by 2020 (Koomey 
& Ph, 2011).
Of course, focussing on energy itself is not the main issue when it comes 
to assessing environmental impact. Fossil fuels are still the dominant source of 
electricity, and it is the carbon emissions associated with these that are the root 
concern. However, many data centres are located in areas where ” Creen” energy
1 0 0
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sources are available. Green energy is obtained from a renewable energy source 
such as solar and wind, which have low carbon emissions and can be replenished 
naturally. In contrast, ’’Brown Energy” is considered as non-renewable energy 
which produces large carbon and cannot be replenished in a short period of time. 
The issue with purely using green data centres is that migrating workloads in itself 
has an energy energy consumption, and currently this is predominantly brown 
energy. Hence, typically we need to solve an optimisation problem in order to 
strike the right balance between data centre and transport energy/carbon costs.
There is one more factor to take into account. In any one region, power 
grid electricity demand is varying between on-peak and off-peak times during 
the day, and as a result of that the availability also are changing. So, it is 
worthwhile to consider the volatilities of both energy consumption and carbon 
footprint emissions in our optimization modelling.
In order to tackle these challenges, we consider virtual machine migration, 
shortest paths (e.g. Dijkstras algorithm), and minimum energy consumption 
(minimum flow) technique (See Chapter 6). Figure 5.4 shows the whole traffic 
journey from the user over the Internet in the cloud computing topology model. 
Our goals, then, are to;
• Decide which green links to use in the optimal path, as the off links imply 
green routing which reduces the energy consumption through the network 
connections
• Maximize the quality of service e.g. minimizing delay time
5.2 M athem atical Background
Green energy sources are assumed to emit zero GOg. The nodes that have access 
to renewable energy can also be powered by non-renewable energy to guarantee 
QoS when the renewable energy output becomes low (Fagertun et ah, 2013).
The node which has access to solar energy sources prioritizes to use solar 
energy first in setting up new connections j and non-renewable energy is used 
again when solar energy runs out. The node that has no access to solar energy
1 0 1
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sources uses non-renewable energy to set up new connections.
Energy = '^en.bp.tn  (5.1)
n e P
. 0 solar energy used for connection 
tn =  { (5.2)
1 non-renewable energy used for connection
where is the energy consumption per Gbps for the specific traffic type 
passing through node n, bp is the bandwidth of the path in Gbps, is a constant, 
whether or not the green energy(i.e, solar) will be included or not.
After the solar energy information is flooded over the network, a new weight 
for the Dijkstra Algorithm can be calculated and used for routing decision. The 
weighted edge value can be expressed as:
C ~ 2 '(^s  + Cd) (5.3)
where C(kW) is the maximum solar energy output power in the solar energy 
model, Cs (kW) and Q (kW) are the current solar energy output power of the 
nodes at the ends of the edge. When there is no solar energy available in any of 
the network nodes, which equals all Cg and Cj are zero, the algorithm becomes a 
pure shortest path algorithm, taking only routing hops’ length into consideration.
So the total energy consumption (nodes 4- links):
Etot ~  ^  4~ ^   ^ (5.4)
n € N  leL
where e„ is the energy consumption per Gbps in node n, tn is the energy type of 
node n (1 for renewable and 0 for non-renewable), e/ is the energy consumption 
of link I, li is the length of the link in kilometre and ti is the energy type of link I
(1 for renewable and 0 for non-renewable). At any time, the summation of green
and brown power should be sufficient to power the data centre.
RpXt)-HGpj(t)>=f;. (5.5)
1 0 2
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where Bpj{t) is the amount of brown power in data centre j  at time t and Gpj{t) 
is the amount of green power in data centre j  at time t. Table 5.4 show the 
variables and parameters definition used in this model.
The energy consumption by computing nodes in data centres consist of con­
sumption by server processors, disk storage and network interfaces (Buyya, Bel- 
oglazov, & Abawajy, 2010).
Pserver — f'^^^'idle  ^ Pmax T (I f'^^^^idle')  ^ Pmax  ^ G  P U ydilization (5-6)
where Pserver IS the power consumption per-server, Pmax is the maximum power 
consumed when the server is fully utilised; fracidie is the fraction of power con­
sumed by the idle server; and G PU utilization is the CPU utilisation. The utilisation 
of CPU may change over time due to variability of the workload. Thus, the CPU 
utilization is a function of time and represented as GPUutiUzation{t) • Therefore, 
total energy {E) consumption by a physical node can be defined as an integral of 
the power consumption function over a period of time.
E  = J^P{GPUutilization(t)) (5.7)
Let Pidie denote the average idle power draw of a single computer server in a 
data centre and Ppeak denote the average peak power when a server is handling a 
service request. The ratio Ppeak/Pidie denotes the power elasticity of the servers.
A higher value of this ratio indicates greater elasticity, leading to less power 
consumption when the server is idle and not handling any service requests. Let 
M  < Mmax denote the number of computer servers that are on at a data centre, 
where Mmax is the total number of computer servers per data centre. The Power 
Usage Effectiveness Epue  is ratio of the total power consumption divided by IT 
power consumption. The total electric power consumption associated with the 
data centre can be obtained as: (Qureshi et al., 2009)
P0W6Tdatacentre — M  X [(^PidleP (^EppE 1)  ^Ppeak) T {Ppeak Pidie)  ^G PUutilization\
(5.8)
The power consumption at data centres increases as we turn on more computer
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servers or run servers at higher utilization. In general, a data centre offers different 
types of N  services:
• cloud-based computational tasks
• video/Audio streaming
• HTML web services
5.2.1 Link U tiliza tio n  Lu{i , j )  o f  edge i j
The link load utilization lu ih j)  can be estimated by knowing the number of bits 
sent over the link capacity in a certain period of time (r).
= (5.9)
5.2.2 N o d e  U tiliza tion
The node utilization, N u t i l n ,  can be estimated by calculating the ratio between 
the node load and its respective switching capacity during a certain period of 
time r .  The node load In will be assumed to be equal to the traffic load that 
enters and leaves the node. The overall switching capacity of the node will be 
considered to be proportional to the capacity of each link that is connected to it. 
Taking this into account, the node utilization in a certain period of time is:
In — ^  ] hn T ^   ^ Ini (5.10)
{i,n)eL {n,i)€L
=  2 X ^  ]  Cij (5.11)
N u t i l n  = — -— (5.12)
C» X T
Route finding is often based on classic shortest path algorithms such as Dijk- 
tra ’s A* (Rayward-Smith et ah, 1991). New questions thus arise in the context
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of eco-routing: W hat is the computational structure of determining routes that 
minimize energy consumption and GHG emissions? The route planning problem 
to minimize the total energy consumption in the network model. In this thesis, 
green flow is formulated as an optimization problem, should numerically to eval­
uate the achievable energy savings. Aiming at a realistic evaluation, this thesis 
considers
• An actual cloud computing network topology. See Figure 5.4
• A real traffic matrices
• Energy consumption of the bandwidth links
• Energy consumption of different renewable energy resources per region, e.g. 
solar panel
In fact, cheap electricity can sometimes be at the cost of harm to the environment. 
Gurrently, six out of ten states with the lowest electricity prices in the United 
States have significantly higher carbon footprints associated with their power 
sectors compared to the national average (Rao et ah, 2011).
Consider how much more energy goes into connecting to the Internet when 
an employee updates a word document from the cloud rather than a desktop 
application. Routers are energy-hungry which merely routes other nodes traffic 
(Adelin et ah, 2010). As a user opens and saves any documents through the 
Gloud, there is communication across multiple data centres around the world, 
hopping across an average of 12-14 routers (Mieghem, 2005a).
W ith the recent attention on IT energy consumption, of data-centres in par­
ticular, all computing and communications systems need to consider their envi­
ronmental impact from the outset. With that in mind, a solution for determining 
the optimal placement of services in a data-centre network, in order to maximize 
the overall renewable energy usage and minimize the energy consumption is pro­
posed (Carroll et ah, 2011).
In this section the set of variables, the set of constraints and the objective 
function for the mathematical model of the cloud computing systems are pre­
sented.
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The cloud infrastructure network consisting of r  devices requires discussion. 
These devices can communicate with each other via a wire/wireless link. The 
services are sent from the origin source device through the network until it reaches 
its destination via an unknown path. The path is set by the connectivity and 
link transmission power and capacity.
Similarly the cloud network consisting of r  devices (routers, hubs, data cen­
tres). Therefore, the set of nodes will be V =  {vl,  ...,nn} and the set of links E  
as defined: in G — (V, E)  defined by the set of nodes V  and the set of edges E.
The proposed algorithm will iteratively try  to switch off a network element 
node or link. In this case, at each iteration the network element will be disabled 
and all the shortest paths will be recomputed. After this, it will be verified if the 
network retains its connectivity and that the traffic demand can be satisfied.
Take a router system as an example. The start-up may take several minutes 
but stabilization may take much longer. It is umealistic to frequently switch o f f  
and on a whole node in backbone networks to achieve energy efficiently. This 
thesis only investigates the cases in which links i.e. links attached to components 
are shut-down for energy conservation, according to the following use cases (“Use 
Cases for Power-Aware Networks draft-zhang-panet-use-cases-02” , 2013):
• Sleeping Links: Unfortunately, the energy consumption of network devices 
is not proportional to the traffic load on them. Even when there is no 
load on them, there is still a considerable base power consumption. Traffic 
aggregation is used to create opportunity for more links to become idle.
• Virtual Machines (VMs) Consolidation; fewer physical servers, while idled 
servers can be put into power-saving mode or turned off to achieve energy 
conservation of the whole data centre
• VM migration, the power-off and power-on of servers according to the work­
load
• Elasticity: traffic load varies as time goes on. However network devices 
are always left on even though the traffic load fluctuates. This inevitably 
wastes energy when the traffic load is low. Also, the amount of green energy
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varies as times goes on. So moving across the green data centres would save 
carbon footprint emissions
• Aggregating traffic onto a subset of links and putting the other links with 
no traffic into sleep
• A sleep-based approach can put some physical links into sleep to save power, 
which is same as conducting rate adaptation on the virtual link with ad­
justment unit of a physical link
This study starts by explicitly stating that access nodes are traffic sources s 
and sinks (or destination d), and therefore they cannot be powered off, i.e.:
Ui — 1 \/i = s^\fi — d (5.13)
Then, it explicitly expects that, for protection purposes, access nodes are typically 
multi-homed, i.e., they are connected to at least two distinct backbone nodes 
that collect traffic from several access nodes in the same area. Let us define 
two backbone nodes i and j  to be adjacent if there exists an access node tha t is 
connected to both of them, i.e.:
a d j{ ij)  i f  3d : Xid ^  Xjd = I or 3s : Xsi ~  Xgj = 1 (5.14)
Then, we can impose that at least one among the set of adjacent nodes must be 
powered on, i.e:
2/i +  % > 1 j  e  o(^ '(% J )  (5.15)
5.2 .3  F low -path  A N D  How-link - arc-path  or link-path
Demand volume represents the traffic volume in the Internet between a pair of 
nodes. Such a pair of nodes is called a demand. The demand is assumed to be 
bi-directional i.e. undirected or directed i.e. uni-directional. It is important to 
recognize that the demand volume can be between any pair of nodes while the 
link connects two nodes directly (Adelin et ah, 2010). Table 5.1 explains the 
main important terminologies for cloud computing and Internet infrastructure 
elements.
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Table 5.1: Cloud Computing Abbreviations
Technical W ords D escrip tion
Node Computer or Network Components
Link Network Connection
Traffic Data Transfer
Access network Ways of reaching data/services
Core (Or Backbone network) Whole connection
Capacity Link bandwidth
Energy  : The matter which can’t be created or destroyed, 
but can be converted in form 
(i.e. light, heat and electricity)
Power : The rate at which energy is converted 
(one W att =  Joule/s) {Energy Conversion, 2012)
Due to the flow conservation law, and using the convention tha t anything 
going into the node is negative and anything going out is positive, when the 
network gets larger, there are many possible paths between two nodes and the 
paths can be of a variable number of links or hops. If one considers a path between 
nodes i and j  of a demand pair going through a third node k\ then, the path is 
represented h j  i — k — and the flow variable is written as Figure 5.1 shows 
the multi-commodity network model G {A,E), where node set A  and link set E. 
See Table 5.2. So the objective function to minimize energy consumption flow
(5.16)
Subject to:
—dk i  — Ok ,
X ! +  X  = I dk tk- y i G N
i ,^j)eA (Ja)’=a I Q otherwise
(5.17)
E
keK
V(%,j) G A (5.18)
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^ 0 V(zj) e  A,VA; e K (5.19)
where : quantity of flow k going over arc (i, j) , link utilisation uij and the 
is the energy consumption cost variable.
Link cap acity; Link utilization ratio o f  
traffic k  ;
Source node: s
n od e  Jnode /
traffic k 
\  from Sy to 
x^andwidth of
Target node:
Figure 5.1: Cloud Computing Network Model
Table 5.2: Multi-commodity Parameters
Symbol Description
h i nodes
(b j) directional link between node i and node j
Cij capacity of link (i, j)
each traffic demand and a set of traffic {k ^  K)
bandwidth of traffic demand k
'S/e; t/j start node and target node of traffic k
ratio of traffic k transmitting through fink {i,j)
Dij delay of link (i, j)
On the other hand, if there is another path that goes via two intermediate 
nodes s and d for the same demand pair, then the path will he i ~ s  — d — j ,  and
the flow variable would be represented as / / / ,  and so on.
N  N f
j=i I 0
Vs, = s,
Vs, d,i = d, 
Vs,d, % =  s,d
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5.3 Network Energy C onsum ption
The total network energy consumption is the amount of energy spent by all nodes 
and links that belong to the network topology and tha t are powered on. Also, the 
energy consumption of each network element varies according to its utilization. 
When a network element is powered on, it consumes a constant amount of energy 
Eo, which is the energy consumption when the network element is idle,even when 
its utilization is zero.
The total network energy consumption Etot for links and nodes, can be rep­
resented by the next formula. Since links are full duplex, the sum of the energy 
consumption of all links will be divided by two to avoid counting twice the energy 
spent by them. Finally, it is assumed that the necessary energy for switching be­
tween the states on and off is equal to zero. The value of Xij and yn is 0, when 
both the link i j  and node n, is Off and 1 otherwise.
Etot — 7j ^2 *  EpuE +  XijEoij) 4- ^2 E u t i l n  *  EpuBn +  2/n-E’on)
(5.21)
It is generally accepted that network device energy consumption grows linearly 
between a minimum value E q, representing the energy consumption when it turns 
on, and a maximum value Em-, which indicates its maximized energy consumption.
The energy consumption in a node is assumed to comprise of two components: 
a fixed one, due to the consumption of keeping the device powered on and is 
independent of the traffic through the node, and a dynamic one, dependent on 
the type of the energy source and the amount of traffic through the node.
For any network element a (a node or a link), the energy consumption Ea can 
be set as six levels (Luo & Liu, 2011) where:
1. Ea is the total energy consumption of (node/link) a. The binary variable 
Z la is 1  if network element a adapts to the first level of energy consumption
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2. Ema : The maximum energy consumption when a is active. The binary 
variable Z2a is 1  if network element a adapts to the first level of energy 
consumption
3. E q^  : The minimum energy consumption when a is active. The binary 
variable Z \  is 1  if network element a adapts to the first level of energy 
consumption
4. Esa : The energy consumption of a for the idle state. The binary variable 
Z4g is 1  if network element a adapts to the first level of energy consumption
Ea = 0, (5.22)
represents the device is switched off
(5.23)
represents the device is set to a sleeping state;
Ea — %25 X {Ema ~~ -Boa) "b -^ Oa; V locid < %25 (5.24)
=  %50 X (E^^ -  Eo )^ +  V %25 < Zoad <  %50 (5.25)
#
=  %75 X (E ^  -  Eoa) +  V %50 < Zoad < %75 (5.26)
=  V Zood>%75 (5.27)
E;, -  (25%Z1» +  50%Z2» +  75%Z3^ +  Z4^) V/z G Æ (5.28)
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-  (25%Z1^ +  50%Z2:ci, +  75%Z3:^ +  V(T, ?/) G E (5.29)
5.3.1 E nergy C on su m ption  o f T ransport N etw ork  Layer
An overview of the model we use for the transport layer is shown in Figure 5.4. 
More detail of our model can be found in (Craig-Wood & Krause, 2013). The 
mission of the transport network is to provide end-to-end, transparent trans­
port services to the client, with deterministic levels of reliability and availability 
across the cloud. Reducing commodity hardware will decrease the static energy 
consumptions of the computations. However, minimizing the energy consump­
tion of the data centres may increase the energy consumed by the communication 
links. In summary, the transport function is traditionally divided in four main 
segments:
• The Access Network, PON (Passive Optical Network). This acts as the 
interface between the metro and edge network and the end user (home or 
office)
• The Metro and Edge network. This covers distances between 20 and 50 
kilometres. It aggregates traffic from various access segments, and provides 
regional network coverage
• Traffic is then aggregated into the Core network which provides the back­
bone tha t serves the national and international geographic regions. The 
core network has the highest bandwidth and granularity. Core networks 
are traditionally connection-oriented networks: the connections are estab­
lished between remote core nodes, and the traffic is tunnelled through these 
connections.
• Data Centres consist of three main components: data storage, servers, and a 
local area network (LAN). They connect to the rest of the network through 
gateway routers.
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The network is modelled as an undirected graph G =  {N, E), with the nodes 
N  being the data centres, core routers, access routers and the edges E  being the 
physical links (See Table. 5.4 overleaf). Both nodes and links can be powered by 
green or brown energy sources, and the energy source availability is updated on 
prefixed time basis to satisfy the QoS because the renewable energy sources are 
intermittent.
The proposed model defines two types of energy values The values 0 and 1 
represent green and brown energy source respectively. In the proposed model, 
both link and node energy consumption influence the routing decision. However, 
since the Dijkstra algorithm only considers edges weights in the path computation, 
we need to revise the energy consumption assigned to the edges to include the 
node energy types as well. Thus, the value of the edges energy consumption is 
calculated according to equation (Wang et ah, 2012);
Cij — Lij + Ni Nj (5.30)
where Cÿ is the total energy consumption from node i to node j ,  Lij repre­
sents the energy consumption on edge (i, j) and Ni, Nj represents the energy 
consumption on node i an jf, respectively. The equation sums two times the 
energy consumption of intermediate nodes in the path P  (since they send and 
receive traffic), and only one time the energy consumption of source and destina­
tion nodes (since they just send or receive traffic). The energy consumption Esd 
of path P  from source s to destination d is the sum of all the cloud computing 
elements energy in the P\
Esd =  ^  Qj (5.31)
where Pe is the set of edges of path P. In this way, both node and link energy 
consumption are taken into consideration.
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We denote G link load and Ca is the capacity of connection links, i.e., the 
maximum load it can support. The objective is to minimize the total network 
energy consumption, expressed as the sum of the consumptions of all nodes and 
links. The total energy consumption of the network equals to summation of the 
total link load of both directions. The NSFNET network, depicted in Figure 5.3, 
is considered as an example of the real world network, used in model evaluation. 
The NSFNET network consists of 14 nodes and 21 bidirectional links.
Experimental measurements have shown that the energy consumption of some 
devices and components (such as links) depend mainly on their capacity, not on 
actual utilization. Most devices keep drawing a certain amount of power even in 
the absence of traffic, i.e. without providing a meaningful service.
The total network energy consumption is the summation of energy consump­
tion on data centres and transmission
E  ^   ^EDatacentre T  ^   ^E^ransport (5.32)
where E  is the total energy consumption, ETransport is the transmission energy 
consumption, and Eüatacentre is the data centres energy consumption.
The equation:
(5.33)
i=\ j=i
where the Zy is the link load and the E pue is the Energy factor applied on that 
link. Also, the energy consumption of the data centres:
ÊDataceotre =  E  (5.34)
where the li, c, is the load and the capacity of the data centres respectively.
So the Energy varies among different paths. For simplicity, total network en­
ergy is defined as the sum of individual network usage energy. In each individual
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path, the energy linearly increases with the energy consumption. The optimiza­
tion problem is solved using the CPLEX optimizer solver. The average number of 
router connecting the users to the data centres across the world is 12-14 routers 
(Mieghem, 2005b). In order to tackle these challenges, we will consider network 
flow model.
Let the S[ = {si, 5 2 ,..., 5n} set of services. N  is the total number of services.
Let the DC{ = {E C i, EC'2 , ..., D C u}  set of services. M  is the total number 
of data centres.
A; j : the service load of service i in data centre j  and Aj : the capacity of the 
data centre j .
The transmission energy consumption consists of the energy consumed by the 
network components, routers, switches, to transmit data types, such as voice, 
text, videos, to the users. As shown in Figure 5.4, the core network comprises 
small numbers of large core routers interconnected with high capacity WDM fi­
bres links. Core routers are typically located at major cities and provide necessary 
routing functions and interconnections to the networks of other providers. The 
metro network, which comprises edge routers and aggregation switches, inter­
connects the access and core networks. The metro network is connected to the 
core network via a provider edge router, whereas it is connected to the access 
networks through aggregation switches. The traflîc from end-users is aggregated 
by multilayer aggregation switches in the metro network and transported to the 
core network via the edge router. The access network in this network model is 
represented by a passive optical network (PON) (Jayasundara et ah, 2011b).
On the wired access side. Passive Optical Networks (PONs), long reach PONs, 
and point-to-point fiber access solutions are becoming an energy efficient and at­
tractive alternative. For wireless access, with the rapidly increasing bandwidth 
demands in mobile networks, and with the evolution towards more dense or het­
erogeneous networks, it is of particular importance to understand means of re­
ducing the transmission and processing energy consumption of mobile devices. 
There are also indications that the backhaul contribution to power consumption 
will grow as mobile networks become denser, potentially reducing the benefits of 
energy efficient wireless access strategies. This calls for a holistic understanding 
of the energy optimization process of the entire broadband access segment as a
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whole (Dong et ah, 2012, Kiss Kallo et al., 2012).
In a PON, an optical line terminal (OLT) at the central office (CO) is con­
nected to multiple optical network units (ONUs) at the customer end using optical 
fibres and passive splitters. The data centres consist of storage arrays, streaming 
servers, and network equipment (Summary, 2006).
The following is the transmission energy consumption formula, the parame­
ters PsD, Pe , Pe s , Pw d m , Pc , Pqlt, and Pqnu denote the power consumption 
of content storage, provider edge {Pe ) router, Ethernet switch, WDM equipment, 
core router, OLT, and GNU, respectively. The parameter Csd denotes the ca­
pacity of the storage disk in bits and the parameters Ce ,Ce s , Cw d m , Cc , Cqlt, 
and CoNU denote the capacities of the other corresponding equipment in bits per 
second (bps).
This equation 5.35 with full parameters definition in Table 5.3, calculates the 
total per-file power consumption in watts (J/s) arising from both storage and 
transport, when a file is stored and delivered from content storages (Jayasundara 
et ah, 2 0 1 1 a). The parameters Psd , Pe , Pe s , Pw d m , Pc , Pqlt, and Pqnu denote 
the power consumption of content storage, provider edge (PE) router, Ethernet 
switch, WDM equipment, core router, OLT, and ONU, respectively. The param­
eter Csd denotes the capacity of the storage disk in bits and the parameters Ce , 
Ce s , Cw d m , Ce, Cqlt, and Cqnu denote the capacities of the other correspond­
ing equipment in bits per second (bps). Overhead factors denoted by H cl and 
P[rd are included to account for overhead energy consumption due to the cooling 
and redundancy requirements, whereas the factor P[uu is included to account for 
the extra capacity that network providers usually deploy for the future growth 
(Koomey & Ph, 2007). In addition, the parameters B  and D  denote the average 
size of a single movie in bits and the average streaming rate in bits per second, 
respectively. The parameter L  is the download rate.
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Pt — X B  X Hcl x Hj^c +
( - 'E S  ( - ' W D M
( /i + 1) X ^  X H c l  x  H r d  x  H u u +
H e l X P q l t  i 
C o l t
X iv X D
( ' G N U
(5.35)
Big cloud computing providers e.g., Google, YouTube, Amazon have multiple 
data centres where they replicate content that has different popularity to reduce 
the access delay experienced by users. In terms of energy consumption, replicating 
data objects to multiple data centres allows a node to access a data object from a 
closer data centres, and, therefore, reduces the energy consumption by reducing 
the number of hops and the distance from source to destination (Dong et ah, 
2 0 1 1 b).
Figure 5.2 shows the difference between the two approaches of storing movies 
(Equations 5.35 and 5.36) (Baliga et ah, 2009) (Hinton et ah, 2011). The first 
approach aims to store movie and deliver it from a single centralized data center 
located at the main site of the cloud computing service provider. Thus, video 
streams need to traverse the core, metro, and access networks to deliver the 
service to end-users. So the power consumption in this case depends on number 
of concurrent downloads to movies L as shown in Equation 5.35.
Figure 5.2: Power Consumption Download from Data centres Vs. Optical Net­
work Units
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But in the second approach as shown in Equation 5.36 movie is stored in 
Hard Disk Drives (HDDs) built into the Optical Network Units (ONUs). This 
scenario is equivalent to store movies at user Set-Top Boxes (STBs). So the power 
consumption in this case depends on N  number of users.
Pan
JOr =  X n><J9 (5.36)
Psd
It is clear in Figure 5.2 the effect of number of concurrent downloads on the 
total power consumption in the tow mentioned approaches, to prove which one 
is the most efficient to save power consumption.
The power consumption in the second approach Equation 5.36 is static, which 
means number of concurrent downloads does not affect the total power consump­
tion as been shown in Figure 5.2. The multimedia service deliver movies from 
ONUs. The formula is not a function of number of concurrent downloads L, 
which means the power consumption is very large even only one download occurs 
per time. This effect happens because all movies are stored in ONUs memory.
But in Equation 5.35 the power consumption is a function of L so the value of 
power consumption is gradually increased while L  is also increasing. So, at small 
L  value, the power consumption is a quite low. However, at a specific point (i.e. 
conversion point) the power consumption is the same for the two cases. After 
this conversion point, it will be recommended to serve movies from ONUs to save 
a huge amount of power consumption as shown in Figure 5.2. More details will 
be found on Appendix 7.2
5.3 .2  D esign  P aram eters and V ariables
To model the network, the decision variables involved and their units of mea­
surement, and the set of constraints are now defined. In this subsection the 
parameters and their units of measurement are presented in Tables 5.1: 5.5.
5.3 .3  Set o f C onstraints
In this subsection the upper bounds for the decision variables and the set of 
constraints for the mathematical model are presented (Bianzino et ah, 2010).
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Table 5.3: Summary of Notation
Variable Description
Psd, Csd Power consumption of the data storage and Capacity
Pe, Ce Power consumption of Edge router and Capacity
Pes, Ces Power consumption of Ethernet Switches and Capacity
Pwdm, Cyjdm Power consumption and Capacity of
WDM (Wavelength-division multiplexing)
P e , C c  Power and Capacity of Core Router
Poit, Colt Power and Capacity of Optical Line Terminal
Ponu, Conu Power and Capacity of Optical Network Units
B  Average Size of single movie
L  average number of simultaneous streams
D  Streaming Rate
Hd,Hrd,Huu Overhead factors due to: Cooling:
Hcl, Redundancy: Hrd, extra 
capacity (under utilization): Huu
There are some constraints that should be taken into account such as:
• The total amount of traffic flow that is routed on each link ij.
N  N
sd (5.37)
s=l d—1
• Load link flow constraint - forces the total link offered load to be smaller 
than a. To preserve QoS, no links should reach the full utilisation. The 
parameter a  attain the safe codition for the network operator
^  =  V(% ,j)6A '
(s,d)EN
(5.38)
• Node can only be turned off when all links that are connected to it are also 
turned off.
N  N
3=1 j = l
(5.39)
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• Flow conservation: The traffic flowing on the network for every pair of 
incomings and outcomings nodes (s,d) is routed across the network 
over any edge (i , j )  (Bianzino et ah, 2010)
ie N  j€ N
Asd, j  = s
- A s d ,  V ( s , d ) G j V  ( 5 .4 0 )
d, j f  a, d
where Xgd is the number of connection requests from node s to d and the 
is the traffic from source to destination that is routed through link ij.  
The energy consumption of network link is varying from the type of service 
the user access the Internet and cloud computing i.e. Software as a Service 
(SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (laaS) 
(Baliga et ah, 2011).
• Node Loade: It works directly proportional to the datat traffic entering and 
leaving the network element. In particular, we consider tha t data traffic en­
tering the nodes are equal.
Zj =  ^  Zij +  ^  Zji Vj G Nodes (5.41)
• Big-0 parameter: The nodes and links is switched off as soon as its load is 
equal to zero has been considered. The 6 is high number i.e. greater than 
double the maximum between the nodes Xn and the links capacities.
Xij >  lij -f Iji V(i, j )  G E  (5.42)
0 X n > l n  Vn G Nodes (5.43)
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5.4 O ptim ization Framework Proposed
Traditionally, it is argued that since the energy consumption of wide-area net­
working is higher than all other IT hardware energy consumption, economic neces­
sity mandates putting the data near the users to minimize the energy consumption 
of deploying long data links with high bandwidth. However, as the data centres 
grow in size and become major energy consumers, the cost of electricity now 
dominates all other costs including the cost of bandwidth.
In this section, the architecture in Figure 5.4 is modelled as an energy consumption- 
based mathematical model to analyse the cloud computing network model. In 
order to do that, a total energy consumption for resource usage of the service 
is formulated. This total energy consumption includes power consumption of 
servers in data centres, internal and external, and link energy consumption over 
the transmission links for data service transferring. Then by means of minimiz­
ing the total energy consumption is provided next which imply a reduction of the 
carbon footprint emissions.
The optimization model consists of an objective function and some constraints 
(See Section 5.3.3). The model is formulated using an objective function that 
minimizes the carbon footprint emission or the energy consumption to find the 
optimal location of the data centres. To solve this optimisation problem, three key 
phases are important: data gathering, model development and implementation.
The AMPL code is presentedin Appendix 7.2. Factors considered include:
• Energy consumption of the data centres
• Energy consumption of the network transmission
• Data centre service capacity
• Data centres powered by green energy
• Energy consumption of the data centre; we will apply PUE factor
• Service usage [voice, video, text] or the workload running on the servers
Some of the proposed optimization goals:
1 2 1
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• Maximize the renewable energy usage in data centres, routes
• Minimize the migration distance to maintain the QoS
• Move services in preference to reinstalling new data centres close to the 
renewable energy sources
• Maximizing the amount of renewable energy consumed by moving load to 
data centres with higher levels of renewable energy production
• All the above goal could be an attribute to the minimization of carbon 
footprint emissions
NTMIW A
NJPAUTCAl NEC O
MD
CA2, GATX
Figure 5.3: National Science Foundation network NSFNET
5.4.1 D a ta  C en tres’ CO 2 M odel
The total energy consumption of a server is the summation of (CPU, memory, 
and disk access) (Moghaddam et ah, 2011).
\!server G DC
Pserver ^cpu^cpu T  ^m em ^m em  T  ^io^disk  T  y (5.44)
where Pgerver is the energy consumption of a server; 7  is the energy consump­
tion of the server under 0% CPU, memory, and disk usage; co is the additional
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P a ra m e te r D escrip tion
data centres and link representation
\ Nl \ E\ cardinality of set N  and JF, respectively
(%,j) directional link between node i and node j
capacity of edge (i , j)
load of edge (i , j)
Link utilization of edge {i,j)
Nutiln Node utilization of node n
load of node (n)
X ij Link i j  is on or off
Vi Node i is on or off
fsdJ a Traffic from source to destination that is routed through the link i j
f i j Total amount of traffic that is routed through the link i j
energy consumption per Gbps in node n
tn energy type of node n  (C 0 2 /kW h)
ei energy consumption of link I
h the length of the link.
U the energy type of link I (COg/kWh)
Pmax maximum power at fully utilised
Pidle an average idle power consumption for a single server per data centre
Pm ax/Pidle the power elasticity of the servers
P W the power consumption per server
C PUytilization CPU utilisation of servers
Pusage PUE (Power Usage Effectiveness)
Power {datacentre) Power consumption of data centre
Xj Maximum workload arrival rate for data centre j
Rpj(t) Amount of brown power in data centre j  at time t
% ( t ) Amount of green power in data centre j  at time t
Xij The service workload from user location i to data centre j
Z la Binary variable for the first level energy consumption
% Binary variable for the second level energy consumption
Binary variable for the third level energy consumption
Binary variable for the high level energy consumption
E a total energy consumption of (node or link)
Ema maximum energy consumption of (node or link) when it is active
Eoa minimum energy consumption of (node or link) when it is active
Esa energy consumption of (node or link) in idle
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Figure 5.4: Cloud Computing Model
energy consumption of the server under 100% CPU, memory, and disk usage; 
and e is the actual percentage of CPU, memory, and disk usage. The energy 
consumption of network cards and other elements is considered constant in 7 , 
which is not vary high value.
Table 5.5: Intput Data Parameters
Parameter Value
0.5 - 0.9 kg per kWh
Pcooling 1.0 kW
P p D U 0.3 kW
^ cpu 0.3 kW
^ m e m 0.2 kW
^ io 0.3 kW
7 0.3 kW
The amount of carbon emitted from the data centre:
=  (1 — Greeny) x Y? Vd E DC (5.45)
where Greeud is 1  if the green energy is used in the data centre and 0  otherwise. 
The ip is the amount of carbon emission per kW h.
For each data centre d the total power consumption consists of :
• The power consumption of the cooling Pcooimg
124
5. Green Cloud Routing
• The power consumption of PDU (Power Distribution Unit) Ppdu
•  The power consumption of the servers Pserver
Wd G DC, the total energy consumption for a data centre:
E y )C  —  Pcooling  T P p D U  T P se rv e rs  (5.46)
Vd G D C  The total amount carbon emissions for all data centres:
CcLVhOTLd “  ^   ^ X (1 CvC&Tld^  (^ PcQQling~{~ Ppp)jj~\~ ^   ^ OtIs'^ Pserver') •>
d€DC server£DC
(5.47)
where Oud is 1 if data centre d is on and 0  if it is shut-down O f f .  Also for the 
total number of servers per data centres some of thems running On  and the rest 
are o f f .  The variable On^ if it is 1 means that server s is on and 0 otherwise.
5.5 M odel Evaluation and D iscussion
The power consumption Pi (in Watts) of a node, is related to its switching ca­
pability Ci (in Mb/s) according to Pi =  i. A node is able to switch twice 
the capacity of its entire set of connected links, allowing the ISP to add a reason­
able number of links to the same device, and avoiding the need for an upgrade 
(Bianzino et ah, 2010). As link power consumption is negligible with respect to 
node consumption, methods to switch-off nodes are focused on, also neglect of 
energy that might be further saved by switching off links i.e. network interfaces. 
The model has been evaluated according to the metrics in Table 5.6.
The simulation data parameters are shown in Table 5.7. NSFNET is given in 
Figure 5.3, as a graph network C { V , E )  with 14 nodes and 21 edges. The graph 
associated with this network has the set of nodes V  =  {ul, v2, u3, u4} and the set 
of edges E  = {(ul, u4), (u2, u4), (u3, u4)}.
Also for performance evaluation, topology from the NSFnet, and the traffic 
matrix in Figure 5.5 were used. The traffic passing through the nodes labels as
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Table 5.6: Model Evaluation Metrics
M etric D escrip tio n
Throughput Gives the packet delivery average rate.
Delay Gives the average time from the source to the destination.
Link Utilization Gives the average link utilization of the network.
Energy Gives the overall energy consumption of the network.
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Figure 5.5: Traffic Matrix (Mbps) of the NSFNET network - Source (Caria et ah, 
2012)
shown in Figure 5.3. In that matrix, we set all traffic flow when i = j  to zero, 
since self-traffic has no effect on the backbone’s link loads.
Solar energy was used as the renewable energy source. NFSNET falls into 
different time zones, i.e. nodes will experience different levels of solar energy and 
traffic demands at any given point in time. There are four time zones, East­
ern Standard Time (EST), Central Standard Time (CST), Mountain Standard 
Time (MST) and Pacific Standard Time (PST). There is an hour time difference 
between each time zone and the next, so EST was used as the reference time. 
One should note that time zones dictate habits and therefore network utilization 
and traffic demands are different from one time zone to the other. The average 
traffic demand between each node pair ranges from 20 Gb/s to 120 Gb/s. The 
geographical location of nodes affects the sunset and sunrise time, and therefore 
has impact on the solar energy generated in each node. The solar power available 
to a node in the NSFNET was as in (Dong et ah, 2011c) (Dong et ah, 2012).
Figure 5.6 shows how much energy consumption is reduced in different brown 
and green nodes across the networks. As long as the number of nodes increases the
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Table 5.7: Core network energy consumption
E lem en ts /  p a ram ete rs Core nodes edge nodes High Capacity Links Other Links
Capacity 1500 300 300 1 0 0
Minimum Energy(W) 500 50 1 0 2
Maximum Energy(W) 1500 2 0 0 2 0 1
Sleeping (W) 1 0 0 1 0 2.5 0.25
Max Utilization 0 . 8 0 . 8 0 . 8 0 . 8
~  BfOim
Green E n e ^
— Tfansmtsston Energy
I
I
■ r -"
Number of Nodes
Figure 5.6: Cloud Energy Consumption
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energy consumption increases proportionally in the transmission. The parameters 
for a typical data centre are provided in Table 5.5. Algorithm 1  looked at the 
’follow the green’ technique. The above certainly is important and vital in many 
cases. Often strong requirement make the above necessary, e.g. switch-over times 
in the range of 50ms.
Figure 5.7: NSFnet Network Nodes Traffic
It is not just a technical issue that needs to be solved here but also an is­
sue of operation principles. Putting nodes into sleep operation or incorporating 
energy-efhciency considerations into network operations will be challenging for 
the reasons stated above and there will be reluctance to allow energy-efhciency 
mechanisms to profoundly change the way networks are operated today. Figure 
5.7 shows the network nodes load distribution for the data trafhc passing through 
the NSFnet toplogy (See Figures 5.3). The ouput has been plotted using different 
running scienariors with different paramters. The hgure only shows the result of 
sending services from node 1 to all other nodes in that topology as shown Figure 
5.8.
As a result of the above simulation model, Figure 5.10 shows the overall CO 2 
emissions in the cloud computing with percentages of green nodes against the
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Figure 5.8: Energy Consumption and Traffic Load Distribution
brown ones. This gradient line shows only a predictive representation of our 
believe when percentage of nodes is powered by renewable energy sources. The 
energy consumption is in Watts to CO2 equivalent factor 0.5 kg/kW h (In, 2011) 
which is equal to the world average value.
A lgorithm  1 : F o l l o w - T h e - S h o r t e s t - G r e e n  
In p u t: The set of green and brown data centres, traffic load, set of 
requests
O u tp u t: Minimizing the carbon footprint emissions 
1 w hile not at end of this nodes and Hops < MaxHops do
sorting all the green nodes according to the distance from the source; 
Apply Dijkstra’s algorithm to find a path between source and 
destination for each arriving request;
4 find the nearest node;
5 send the demanded request to the green nodes;
6 re tu rn  location;
Earlier researchers, they have studied the energy consumption in IPTV and 
cloud computing. They used a simplified network model which consisted of data 
centre, core network, metro and edge network, access network (PON). So the total 
energy consumption in transmission should compute all these energy consumption 
components in sequence (Baliga et ah, 2011)(Chan et ah, 2010). The former 
focused on energy consumption in transmission, switching network and (public 
and private) cloud analysis. Figure 5.9 shows the overall power consumption of
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the green and brown energy nodes in data centres and trasportation medium. 
The whole traffic passing through the NSFnet model is represented in terms of 
the total energy consumption and carbon footprint emissions exist during the 
data transmission.
En«gy Cortsun^)îjcn of green and bfcwn fKxfes
Î
Figure 5.9: Overall CO2 emissions
The concept of nano data centres where small data centres are distributed 
geographically is discussed in (Valancius et ah, 2009). The authors propose an 
energy consumption model of the nano data centres using the PUE (Power Usage 
Effectiveness).
Renewable energy sources integration as power supply to the data centres to 
minimize the cooling energy consumption has also been studied in order to run 
services in the appropriate data centres (Carroll et ah, 2011).
The term ’’green cloud computing” may create associations of environmental 
harmony. Cloud computing as an approach is probably more efficient, but it 
encourages companies to take on even more computing, which ultimately leads 
to increased power consumption. Once a company moves all of its information 
off-site, its employees have to go through the Internet every time they need access. 
The data may be travelling on superhighways, but it has further to go. Routers
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are actually the greediest units in the Internet, consuming 7-10 nano-joules of 
energy per bit (Baliga et ah, 2011). The transportation of data is an even bigger 
part of the efficiency equation.
OveraS Footpnnt F^ducbon
Figure 5.10: Overall CO2 emissions
5.6 Summary
In this chapter a mathematical model which describes the cloud computing net­
work model was presented and the energy consumption of the Internet will grow 
as the demand for the network increases was explored, the greatest energy being 
consumed by the access network and routers in the metro and core networks.
Green energy is highly recommended since it is a renewable source of energy 
and requires lower variable operating and maintenance costs. However, it is 
not enough to minimize the carbon footprint emission. High performance and 
availability must also be guaranteed.
Clean energy sources like solar power could supply a vast amount of the world’s 
energy and help eliminate our dependence on fossil fuels, the cause of global 
warming, if they were more efficient and could be developed at lower cost to 
make them more widely available.
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Power is the physical quantity that represents the amount of energy trans­
formed into another form per time unit. Power describes the rate of energy 
consumption, i.e. how fast energy is used. In this thesis Joules (J) and Watts 
(W) are used for energy and power, respectively. Energy efficiency, based on the 
definition of energy and power, can be established as the amount of work that 
can be performed with a certain amount of energy. Depending on the type of the 
tasks performed, the unit of measurement for energy efficiency varies.
The carbon footprint impacts of the data centres are significant, and growing. 
Reliance on green sources is a good way to reduce the data centres’ CO2 by 
locating the data centres closing to the renewable energy resources sites by using 
the approach ’’follow the sun/follow the wind” .
In this chapter three sets of experiments are presented. In each set of experi­
ments the solvers CPLEX is used. A comparative analysis between the solutions 
obtained from these solvers is presented.
The green routning model proposed in this model, was to programme greater 
intelligence into individual servers, network routers and other data centre equip­
ment that enables them to configure the routing of data throughout the data 
center so that it takes the most efficient routes possible.
From this perspective, it is contended that the present study is an important 
contribution to the existing body of research on energy conservation, which typi­
cally does not consider the trade-off relative to IP network routing stability, and 
network stability in general.
In next chapter a third mathematical model represents the virtual machine 
migration. Firstly, decision variables are defined. Secondly, the objective function 
and the constraints which represent properties of the virtual private cloud are 
introduced. In the mathematical model, using the intermittent renewable energy 
resources is considred.
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Chapter 6 
Optimal Green Virtual Cloud 
M igration
Cloud computing provides the opportunity to migrate virtual machines to ’’follow- 
the-green” data centres. That is, to migrate virtual machines between green data 
centres on the basis of clean energy availability, to mitigate the environmental 
impact of carbon footprint emissions and energy consumption. This solution is 
to employ the migration component to run the VMs instances of the application 
inside data centres. This would be very beneficial and applicable for the industry 
to apply this model to optimise the resource allocation scheme among virtual 
machines in cloud cites.
The virtual machine migration problem can be modelled to maximize the util­
ity of computing resource or minimizing the energy consumption of using com­
puting resources. However, this would ignore the network energy consumption 
and its impact on the overall CO2 emissions. Unless this is taken into account 
the extra data traffic due to migration of data could then cause an increase in 
brown energy consumption and eventually lead an unintended increase in carbon 
footprint emissions.
Energy consumption is a key aspect in deploying distributed service in cloud 
networks within decentralized service delivery architectures. In this chapter, we 
address an optimization view of the problem of locating a set of cloud services 
on a set of sites green data centres managed by a service provider or hybrid
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cloud computing brokerage. Our goal is to minimize the overall network energy 
consumption and carbon footprint emissions for accessing the cloud services for 
any pair of data centres i and j .  We propose an optimization migration model 
based on the development of mixed integer linear programming (MILP) models, 
to identify the leverage of green energy sources with data centres and the energy 
consumption of migrating VMs.
Energy consumption is a major concern nowadays not only because of environ­
mental concerns but also economical issues. The current Internet infrastructure 
wastes a lot of energy because the network elements are always working at their 
full capacity even with a low traffic demand. This energy waste can be reduced by 
allowing some network elements to enter in energy saving modes. However, it may 
lead to a decrease in network performance. In this chapter a third mathematical 
model represents the green virtual cloud computing migration. Firstly, decision 
variables are defined. Secondly, the objective function and the constraints which 
represent properties of the cloud computing model are introduced. In the math­
ematical model, using the intermittent renewable energy resources is considred.
The rest of this chapter is organized as follows. In Section 6.2, the related work 
is discussed. The second part presents the literature review and the state-of-the- 
art of the green cloud computing energy consumption mathematical background. 
Section 6.4.1 introduces the concept of Green Cloud Computing (CCC). Section 
6.5 explains the proposed optimal Creen VM placement and migration approach. 
After that. Section 6.6 presents the experimental results, followed by the summary 
in Section 6.7. Appendix 7.2 presents the AMPL code implmentation and results 
for the proposed model.
6.1 Introduction
The key characteristics of the open cloud (Resilient Cloud Computing) are the 
ability to scale and provision computing power dynamically in a cost-efficient way 
and the ability of the consumer (end-user, organization or IT staff) to make the 
most of tha t power without having to manage the underlying complexity of the 
technology.
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There are a number of issues still to be resolved in order to realise the full 
potential of Resilient Cloud Computing (RCC). For example, the user of RCC 
should have the choice at any time to choose and change providers to optimise 
Quality of Service or reduce cost. At this point we should make sure about how 
the data migration will be done without any loss. This concept will not be applied 
unless there is flexibility to the open cloud work with provider groups in the cloud 
based on clusters of medium-sized data centres, which lead to speed and agility 
Sabry & Krause (2013a) Sabry & Krause (2013b).
In addition, given that data centres provide a massive volume of computer 
resources to host applications and store huge amounts of data, we are facing 
some challenges and obstacles that need to be overcome in order to maintain 
the environmental credentials of Cloud Computing. These include minimisation 
of the energy consumption (embedded plus in-use) in both the transport and 
processing of data, and maximising the potential for use of renewable energy in 
the processing of Internet mediated transactions. It is these aspects of Resilient 
Cloud Computing that we try  to address in this chapter.
This research proposes a model to place the VM with consideration of green 
energy resource availability. In addition, in the proposed green VM placement 
model, our approach optimizes the data access by placing a VM on the nearest 
data centres with the smallest data transfer time to the required data. Then the 
next optimized physical machine is chosen according to the current green energy 
conditions, and the VM is migrated to this physical machine for better perfor­
mance. The main objective should be to reduce the total energy consumption of 
a node environment by moving application loads to the ’’best” data centres.
Our experiments suggest that the average task completion energy consump­
tion is reduced because of the optimized location of the VMs. In terms of the 
proposed VM migration strategy, the task can access related data in a shorter 
green path because the hosted VM is assigned on the physical machine that is 
powered by green energy sources.
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6.1.1 P o ten tia l E nergy Savings O f H ybrid  C loud Infras­
tru ctu res
Electricity is the core of the technology which has become a special interest at 
this time. People never thought that one day excessive use would make them look 
for renewable energy resources, or at least to rationalize their use. Now people 
are thinking seriously in the development of a new model to ensure rationalizing 
the use of this energy and conservation. This model in its simplest form is a 
model bill for electricity, water bills and gas bills, etc. (Brynjolfsson et ah, 2010).
The search for renewable energy resources is a solution. But this option 
requires a full scan to determine the geographical locations which provide clean, 
cheap and inexpensive energy. Really, this is what big companies are doing when 
they build data centres. The chosen site location is subject to specific criteria 
such as the closeness to water sources, to pumps energy efficiently.
Anyone who examines the map of this new technology must consider wisely 
and rationally for the future of this technology, which faces many concerns and 
challenges. Perhaps one of the most prominent of these challenges is the energy 
consumption of the users and service providers. This emergent issue is not just 
about cloud computing technology and energy consumption but about life as a 
whole in all its aspects and the humanity, as well.
Not all clouds are created equal, there are ’’green” clouds and ’’brown” clouds. 
Those that carry out energy-efficiency best practices and use low-carbon energy 
sources are far more sustainable than typical ones. We address the problem of 
data transfer time (delay) and energy, considered important factors.
Two types of cloud services are required to complete tasks:
• Storage providers, e.g. Amazon Simple Storage Service S3 and Rackspace 
Cloud Files
• virtual machines (computational services), e.g. Elastic Compute Cloud 
(Amazon EC2) {Amazon EC2, 2013), Rackspace {Rackspace UK, 2013), 
GoGrid {GoGrid, 2013) and ElasticHosts {Gloud Hosting, 2013)
In addition, the model included a private cloud running on own hardware.
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Each cloud provider offers multiple types of virtual machine instances with dif­
ferent performance and energy.
We assume that tasks are independent from each other, but they have iden­
tical computational energy consumption and require a constant amount of data 
transfer.
For each provider the number of running virtual machines may be limited. 
This is mainly the case for private clouds that have a limited capacity, but also 
the public clouds often impose limits on the number of virtual machines. E.g. 
Amazon EC2 allows maximum of 20 instances and requires to request a special 
permission to increase that limit {Amazon EC2, 2013).
Cloud providers charge their users for each running virtual machine on an 
green energy basis. Additionally, users are charged for remote data transfer while 
local transfer inside provider's cloud is usually free. These two aspects of poli­
cies may have a significant impact on the energy consumption of completing a 
computational task.
6.2 R elated Work
Virtual machine migration and its application to data centre server farms has 
been a major focus of research recently (Wood et ah, 2012), (Shrivastava et ah,
2011) (Meng et ah, 2010),W. Li et ah (2011),(Tordsson et ah, 2012), (W. Li et ah,
2012). Sandpiper was also proposed (Wood et ah, 2012). Sandpiper uses black 
and gray-box techniques like monitoring memory. Central Processing Unit (CPU) 
and network utilization to detect hotspots and mitigate them by migrating VMs 
to a suitable physical server.
An efficient mechanism for application-aware Virtual Machine (VM) migration 
through minimizing the network traffic inside data centres has been suggested 
(Shrivastava et ah, 2011).
A Linear Programming (LP) for computing virtual-to-physical machine map­
pings in the presence of application dependencies was also formulated (Meng et 
ah, 2010). However, this research does not incorporate server-side constraints.
Other present a linear integer programming model for dynamic cloud schedul­
ing via migration of VMs across multiple clouds, which offers flexible and elastic
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price offers (W. Li et al., 2011).
An approach to optimal virtual machine placement within data centres for 
predicable and time-constrained load peaks also exists while (W. Li et ah, 2012).
An approach that optimizes placement of virtual infrastructures across multi­
ple clouds and also abstracts the deployment and management of infrastructure 
components in an heterogeneous ecosystem of cloud providers has been discussed 
(Tordsson et ah, 2012).
6.3 V irtual Private Cloud (V PC )
A Virtual Private Cloud (VPC) is essentially a platform running on top of public 
cloud computing infrastructure layer. It provides a powerful way to run multiple 
networks over a shared Internet resources. This chapter addresses a specific aspect 
of VPCs, which primarily refers to the efficient mapping of virtual resources onto 
physical ones. Toward this direction, appropriate VPCs metrics are introduced, 
and the conventional VPCs objective of minimizing the energy consumption of the 
physical network. An evaluation of the proposed VPCs green model is provided 
and critically compared against conventional VPCs approaches. The correspond­
ing results and observations support the vision of paving the way to adopting 
VPCs virtualised topologies for fostering specific applications within the future 
Internet paradigm. Finally, building a model and prototype of a VPCs resource 
mapping approach on a problem solver optimizer tool (CPLEX) is summarized, 
serving as a proof of concept.
The ’’virtual network” means virtual private networks, overlay networks, and 
Virtual Internet (VI), which is a collection of tunnelled links among a set of 
virtual routers and hosts (Chowdhury & Boutaba, 2010).
Virtual Private Cloud (VPC) is a combination of cloud computing resources 
which dynamically connects an organization’s infrastructure with a VPN infras­
tructure via a secure communication channels, virtual private network (VPNs).
The Virtual Private Networks (VPNs) technology are a good solution as wide 
area network infrastructure for the cloud computing which connect geographically 
disparate locations. The use of VPNs enables independent resource pools at each
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cloud cloud data centres to be grouped into a single pool of resources transparently 
connected to the enterprise Figure 6.1.
An enterprise may have multiple data centres which spread out in different 
geographic locations. Generally, the ICT resources in these data centres are 
well replicated and a job can be directed to any of them for execution. These 
data centres form a large distributed Internet scale systems and the availability 
of green energy supply for them varies between two different locations. The 
operating power of such a system largely depends on the load balancing scheme. 
Being power aware, the system can map requests to locations where green energy 
exists. This example makes use of the difference of the amount of renewable 
power draw in different locations.
Enterprise networks are increasingly adopting Layer-3 multi-protocol label 
switching (MPLS) and access the resources from different cloud providers across 
the Internet. The user accesses the resources first at the enterprise data centres. 
If resources do not exist then through the VPN the access the cloud provider data 
centres. Through the VPN most organizations or enterprises are connected with 
branch offices, plus home offices for remote workers of their corporate network 
Figure 6.1.
The Virtual Private Computing (VPC) at cloud company leverages existing 
virtualisation technologies at the server, storage and network, connected to data 
centres. The placement of resources occurs at a number of different cloud provider 
data centre locations, so as to minimize the distance between the provider data 
centres and the enterprise sites they serve.
The VPCs users have the ability to efficiently perform live migration of VMs 
across data centres through several virtualisation platforms. For instance, VMware 
support for WAN migration, 622 MBps link bandwidth and less than 5 msec 
network delay (Wood et ah, 2010). The resource migration between the cloud 
providers at different geographic locations takes place during the availability of 
the green energy at the sites following the follow-the-green scenario (Van der 
Merwe et ah, 2010).
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V irtu a l P r iv a te  C lo u d  1
V irtu a l P r iv a te  C lo u d  2
VM
VM
C lo u d  P ro v id e r
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B ra n c h  O ffice
H o m e  O ffice
Figure 6.1; VPCs Connected Securely and Spanned over the Internet 
6.3.1 N etw ork V irtu a lisa tion
Network virtualisation is not a new concept. It provides multiple individual net­
work services through shared common network resources. It allows data centres 
to lease virtual machines to end users, instead of traditional, dedicated machines. 
It provides significant benefits by enabling virtual machine migration to balance 
load across the data centre.
It is a networking environment that allows multiple service providers (SPs) 
to dynamically create many virtual networks,living independently by sharing 
and utilizing underlying network resources leased from multiple infrastructure 
providers.
The virtual network is a subset of the underlying physical network resources. 
The role of the network virtualisation is to to separate the traditional Internet 
Service Providers (ISPs) into two groups: infrastructure providers (liiPs), who 
manage the physical infrastructure, and service providers (SPs).
Specifically, SPs creates virtual networks by aggregating resources from mul­
tiple infrastructure providers and offer end-to-end network services.
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6.3 .2  V irtual P riva te  N etw ork  (V P N )
A virtual private network (VPN) is a dedicated communications network through 
Internet tunnels over multiple distributed sites.
A virtual private network (VPN) is a computer network that uses a pub­
lic telecommunication infrastructure such as the Internet to help remote offices, 
business partners, suppliers and users with secure access to their organization’s 
Intranet with ensuring safe data transmission. It aims to avoid an expensive sys­
tem of owned or leased lines that can be used by only one organization. It forms 
a private network across different LAN segments or WANs.
The Virtual LANs (VLANS) share Hardware (H/W) (Network switch) and 
spread over private broadcast domain. It is a secure and stable tunnel through 
the public network. It is the expansion of an Intranet. VPN can be classified 
into PPTP (Point-To-Point Tunnelling Protocol), L2TP (Layer2 Tunnelling Pro­
tocol), L2F (Layer2 Forwarding), MPLS (Multi Protocol Label Switch), IPSec 
(IP Security), SSL (Secure Sockets Layer) and so on (Leivadeas et ah, 2012). 
VPN is an example of providing a controlled connectivity over a public network 
such as the Internet. VPNs utilize a concept called an IP tunnel-a virtual point- 
to-point link between a pair of nodes that are actually separated by an arbitrary 
number of networks.
Each VPN site contains at least one Customer Edge (CE) device e.g. hosts 
or routers, which are connected to at least one Provider Edge (PE) router. The 
VPNs are managed and provisioned by a VPN service provider (SP). While VPN 
implementations exist in several layers of the network stack, the following three 
are the most prominent ones (See Figure 6.2 and Section 5.3.1).
• Layer 1 VPN is a multi-service backbone where customers can offer their 
own services with payloads of any layer e.g., ATM, IP, TDM. It is the next 
generation of the optical generalised multi-protocol label-switching (GM- 
PLS), which allows the network operator to deploy an integrated control 
plane for multilayer networks. The concept of integrated control plane for 
a multilayer architecture allows for a better use of resources, reducing pro­
tection costs and enhancing routing performances.
• Layer 2 VPN (L2VPNs) provides end-to-end frame connection between dis­
141
6. Optim al Green V irtual Cloud M igration
tributed cites over the transporting Layer 2 i.e. Ethernet but also ATM and 
Frame Relay. Layer-2 technologies are more popular than Layer 3 (Van der 
Merwe et ah, 2010). There are two types for L2VPNs: Virtual Private LAN 
Service (VPLS) and Virtual Private Wire Service (VPWS). Layer-2 VPNs 
can resolve complications due to network dynamics, communication media 
heterogeneity, and fast-changing channel status.
• Layer 3 VPN (L3VPN) carrying data between CEs using the protocols 
IP or multi-protocol label-switching (MPLS). The label switching path is 
characterized with pre-definition plus the advantages of MPLS VPN. The 
Border Gateway Protocol (BGP/MPLS) provides network based virtual 
private network services. The network use MPLS labels to differentially 
treat traffic. The MPLS allows for the virtualisation of Internet Service 
Provider (ISP) core networks to support multiple overlay networks in the 
same physical infrastructure.
The benefit of MPLS-based VPNs is that the level of abstraction Virtual 
Private LAN Services (VPLS) that bridge multiple VPN endpoint onto a 
single LAN segment (Wood et ah, 2010).
A virtual private network (VPN) is a private network that provides remote 
access to its resources through a public telecommunication infrastructure, such 
as the Internet.
Other cloud providers have chosen to be more practicable. Amazon, for exam­
ple, has very recently launched a service known as Virtual Private Gloud (VPG) 
designed to address this issue of security and control. Amazon’s VPG allows 
organizations to connect their existing legacy infrastructures to Amazon’s clouds 
via a virtual private network (VPN) connection (Sultan, 2010).
Amazon’s cloud customers can create their own Amazon isolated resources, 
i.e. virtual private clouds, within Amazon’s cloud infrastructure and then con­
nect those resources directly to their network servers using industry-standard 
encrypted IP sec VPN connections.
IT infrastructure to their VPGs as if they were running within their own 
infrastructures.
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Figure 6.2; Data Centre Topology
A Virtual Private Network (VPN) is a computer network that uses a public 
telecommunication infrastructure such as the Internet to provide remote offices 
or individual users with secure access to their organization’s network.
Companies have their virtual private network (VPN) to serve remote employ­
ees and off-site offices. A VPN uses the Internet to create a private network 
for connecting off-site offices and remote employees. It uses virtual connection 
from businesses’ private networks routed through the Internet to remote users 
and remote offices.
6.3 .3  O verlay N etw orks
An overlay network is a virtual network that creates a virtual topology on top of 
the physical topology through virtual nodes and links which correspond to the 
underlying network.
MPLS virtual private networks (VPNs) allow enterprises to interconnect with 
the Internet at a virtual private cloud locations via gateways or firewalls. The 
MPLS architecture, can overlay all these VPNs onto the same physical MPLS 
backbone Figure 6.3.
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Figure 6.3: Multiprotocol Label-Switching (MPLS) Architecture
MPLS need the label switch router to forward data. Tunnelling provides 
a simple method to construct a virtual link and uses encapsulation to provide 
virtual links.
Virtualisation allows separate overlay networks with guarantees at minimal 
cost. Virtualization allows the rapid introduction of new networks architectures 
(Spatscheck & Van der Merwe, 2011).
Figure 6.3 shows the traditional IP network architectures connect to the 
provider edge routers at the edge of the network, as used by Internet Service 
Providers (ISPs). The architecture logically split into main domains, access net­
work, metropolitan, edge network and network core. The traffic of all these ’’over­
lay” networks is carried across the core network as label-switched traffic. High 
bandwidth is good for the VPC to guarantee no congestion for unintentional and 
unwanted influence among multiple customers. Guaranteed bandwidth allocation 
mechanisms are available in virtual private clouds e.g. RSVP, DiffServ, MPLS-TE 
and Network Resource Management systems (NRM) (Miyamoto et ah, 2010).
The VPNs consist of a set of customer edge equipments (CEs) e.g. enterprise 
sites, bandwidth at ingress/egress points and routing protocols between the CE
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and the provider edge equipment (PE). Everything that runs inside the service 
provider network domain is not visible to the customer. The VPN traffic is 
aggregated at core high-speed links for thousands of VPN flows, at each provider 
and at customer edges.
6.4 Optim al Green D ata Center Location
Data centres are ICT facilities aimed at information processing and comput­
ing / telecommunication equipment hosting purposes for scientific and/or business 
customers. The energy consumption of the Internet is recently being identified as 
one of the main potential contributors for global energy consumption and carbon 
footprint. Recent research shows that the contribution of the access network to 
the total Internet energy consumption is comparatively higher than the other 
segments of the network. The renewable-cloud convergence is becoming one of 
the evolutionary green network technologies that provide quality-of-service (QoS) 
guaranteed availbility access to end users in a less energy consumption and green­
house gas emissions (GHG) effective way.
Energy consumption is a key aspect in deploying distributed service in cloud 
networks within decentralized service delivery architectures. In this chapter, an 
optimization view of the problem of locating a set of cloud services on a set of 
sites green data centres managed by a service provider or hybrid cloud comput­
ing brokerage is addressed. The goal is to minimize the overall network energy 
consumption for accessing the cloud services. For any pair of data centres i and 
j .  The goal is to minimize the total energy consumptions and carbon footprint 
emissions.
The objective is to select the locations to locate each software component in 
one network node either data centre or access network and to route the traffic 
demands, to minimize the average network delay.
The data centre location problems are:
• data centre location has a direct impact on the response time for users 
and also the application location affects the routing and overall application 
availability
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• data centre location (land, energy, political), also demand load and distance 
travelled between clients and servers
• location of software components
• routing planning problems
• VM migration energy consumption
The problem addressed in this chapter is closely related to the classical Facil­
ity Location Problems and A:-median problems. In A;-median problem, only one 
service is hold one location. Data centres are ICT facilities aimed at informa­
tion processing and computing/ telecommunication equipment hosting purposes 
for scientific and/or business customers.
The objective is to select the locations to open new data centres to be built, to 
locate each software component in one network node either data centre or access 
network and to route the traffic demands, to minimize the average network delay 
(Beloglazov et ah, 2012, Kallo et ah, 2012).
The uncapacitated Facility Location Problems, addresses the optimal place­
ment among set of facilities and a set of clients. For each opening facility the 
cost is associated with it e.g. energy consumption, QoS etc. Each client has an 
access cost to retrieve the service deployed at all the facilities. The objective is to 
minimize the total energy consumption for accessing a set of the facilities which 
satisfy all client demands:
We develop an integer programming model for providing results for energy 
consumption model. In addition, the experiments demonstrate the significance 
of optimization for energy consumption reduction in comparison to a the random 
migration strategy.
The VMs migration can be divided into two categories: edge server deploy­
ment, solved using traditional solutions for Facility Location Problems, or k- 
median problem and content replication placement, which replicate the entire 
content object on edge servers.
The p-median problem is one of the most widely used location models. Several 
facilities must be located in an area to satisfy demand. However, we are interested 
in finding the best location for p new facilities when some existing facilities are
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already located in the area (See Section 6.4). The dynamic p-median problem is 
applicable to all situations modelled by the standard p-median problem whenever 
demand changes over time in a predictable way (Wey, 2003). It is assumed that 
new facilities are added to the area in given future points in time. The construc­
tion of data centres, servers, solar cells and other facilities in a growing area is 
typical for such applications.
Consider a graph G linking the system elements, the node set is i/, A set 
V  C V is called a dominating set if, for every node i G V, i is either an element 
of V  or is adjacent to at least one element of V. Thus, if the nodes in V  (called 
dominators) are all allocated the same component, then the component becomes 
available within one hop for all sites.
In order to solve the Multi-Site Placement Problem, the next formula can be 
formulated in form of an integer linear model using two sets of binary variables 
(Leblet et ah, 2011).
{1 if components c is allocated at site i 
0 otherwise
11 if i obtains component c from j 
=  otherwise
As we have seen in this thesis, data centre location can have significant impact 
on the energy consumption and performance of a network. We see in the literature 
increasing discussion of the balance between placing data centrs in the core, metro 
hub of distributed by embedding them within the metro access, e.g. (Kiss Kallo 
et ah, 2012).
Distributing data centres across points of presence, can be more space effi­
cient Figure 6.1. However, the downside is that latency, jitter and overall user 
experience can be compromised (Kallo et ah, 2012) (Kiss Kallo et ah, 2012).
Data centres are becoming very dynamic, and they need to scale up and scale 
down as and when required, according to the volume of data coming which needs 
high density storage and networking and the implication is that high density 
servers and virtualisation are needed.
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6.4 .1  G reen C loud C om p uting  (C G C )
Green Cloud computing is aiming to minimise energy consumption. This is es­
sential for ensuring that the future growth of cloud computing is sustainable. 
Data centre resources need to be managed in an energy efficient manner to drive 
GCC. In particular, Gloud resources need to be allocated not only to satisfy QoS 
requirements specified by users via Service Level Agreements (SLA), but also to 
reduce energy usage.
Before going further regarding reducing Internet energy consumption, it is 
necessary to find the largest energy consumption components of the network. 
The core network consumes a massive amount of energy (Adelin et ah, 2010). 
In general the network power consumption is constant, as all devices do not 
always consume the same amount of power. The electrical power consumed by 
a router is very high, even if no traffic or with the traffic fluctuations, thus it 
would very reasonable to to switch off most of the network components during 
nights, week-ends, days off, and off-peak loads (Adelin et ah, 2010), (Bianzino 
et ah, 2012). However, experience indicates that it very hard to do this without 
seriously impacting QoS.
There is a strong relationship existing between the Internet power consump­
tion, and the router power consumption (Sans & Mellah, 2009). Instead, we 
argue that a global reduction in energy consumption of the cloud can be ob­
tained by balancing the increased energy consumption of bandwidth against the 
energy efficiency advantages of mega-data centres. We believe that a larger pool 
of smaller, medium-sized data centres tha t are widely distributed through the 
user communities can provide a more resilient solution (Sabry & Krause, 2013b). 
More details will be found on Ghapter 5.
According to Jonathan Koomey’s research (Koomey & Ph, 2011), data centres 
consume between 67 and 86 billion kilowatt hours per year. So as the world moves 
towards a more efficient balance between electrical production and consumption, 
we must pay more attention to the energy consumed by inefficient computers and 
software.
W ith regard to the multiple data centres which spread out in different geo-
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, graphie locations. Generally, resources in these data centres are migratable and 
a service can be directed to any of them for execution. These data centres form a 
large distributed Internet scale systems and the available of green power supply 
for them varies between two different locations. Being power aware, the system 
can migrate requests to locations where more green energy is available.
This use case makes use of the difference of the source of power draw in 
different locations. The orchestration of data centres is responsible for monitoring 
the power profile and work load of the ICT devices located in different data 
centres.
A core network router and an edge router consumed 800 Watts and 300 Watts 
respectively when they were fully ’’power on” is also assumed (Adelin et ah, 2010). 
There are significant developments in obtaining electric energy from natural re­
sources, such as wind, solar and hydro electric power, which can be naturally 
replenished or renewed. The use of renewable energy sources for the production 
of electric energy can contribute significantly to the reduction of GHG emissions, 
as well as the protection of the environment from further degradation.
Clean power sources, like solar and wind, are more expensive right now in 
many regions, are only readily available in certain locations, and only provide 
power when the sun shines or the wind blows. One of the only clean power 
sources that is cheap and provides based-load power is hydro power from dams. 
Internet companies build data centres in various places in proximity to their dif­
ferent large user bases {Wired Enterprise, 2012) {Data Center Knowledge, 2010) 
{Google Data Centers, 2012).
How have the leading Internet companies (Apple, Google, Facebook) come 
to think about clean power? How Apple will achieve its 100% renewable goal? 
Two of Apple’s three current data centres operate in regions that are 50-60% 
coal powered, and will require significant new investment or a clear decision by 
Apple to buy electricity from cleaner sources in order to be considered coal free 
(Apple & Meet, 2012). The location of the data centres is important, because 
data centres are basically big warehouses full of computers that store data ”in 
the cloud” or online rather than on home machines which are such big users of
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Figure 6.4; Virtual machines migration green model
electricity.
Clean power was not always a priority for even the leading Internet companies. 
Google started looking at building clean sites in 2006. Three years later, when 
Apple and Facebook were making their decisions to build in America, it was still 
novel idea. But by the time word got out in late 2011 about Apples massive 
solar farm in the area, the shift in thinking about clean power and data centres 
had begun. Some Internet leaders like Google now have goals to get roughly a 
third of their power for data centres directly from clean power. Apple is pledging 
to have some of its new data centres powered by 100 percent clean power, from 
both direct consumption and clean power purchasing (Power et ah, 2011). Big 
cloud computing companies begin to look for ways to make data centres more 
environmentally friendly by adoption of hydrogen fuel cells. Some companies 
claims that the cloud computing is an effective way to cut energy consumption.
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6.5 Energy Consum ption M odel for M igration  
of V irtual M achines
Server virtualisation has been a key factor in reducing the energy budget, and 
hence carbon footprint, of data centres (Craig-Wood & Krause, 2013). Neverthe­
less there are still opportunities for improving server virtualisation rates.
Server virtualisation has proved its case as far as reducing carbon footprint 
goes. While a lot of companies have realized the benefits of going in for server 
virtualisation, there are a few other advantages to this technology as well. The 
good news is that i t ’s not just the carbon footprint that one can reduce but ex­
penses as well. The growth of virtualisation has been fast simply because it helps 
reduce or even eliminate wastefulness in processing power. By setting up virtual 
servers on one machine, there is a massive reduction in physical infrastructure.
This means advantages like energy savings, space reduction and fewer person­
nel needed to operate machines. So there is huge reduction in carbon footprint 
but this has to be furthered by improving server utilization rates as well.
The Virtual Machine (VM) Paravirtualization or Operating System Virtual­
ization could be applied into storage, network, platform, application and resource 
by virtualizing the single physical server or host machine into multiple virtual 
servers (Feature, 2005). Multiple virtual nodes can be assigned to a physical 
node. The VM system gives the user the ability to modify, share, migrate the 
VMs instances which is running on different operating systems.
According to the operation cost (OPEX) of the data centres are varies from 
provider to another. To take advantage of these variations, we propose a control 
model to migrate the VMs consumed across the different provider per different 
regions regarding to the renewable energy availability.
VM migration enables a VM to migrate from one physical machine to another 
for different purposes such as improving the power efficiency and satisfying per­
formance requirements. However, this migration process incurs a massive amount 
of energy consumption per task. We study the following scenarios:
• running the virtual machine instance on non-renewable machine
• migrating the virtual machine instance to green data centres tackling the
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energy consumption in transmission
• optimize the above two techniques by building a green optimizer/broker 
intelligent algorithm/ model to select the nearest available green with some 
constraints to attain the balance between the energy consumption and car­
bon footprint emissions
• Achieving all the above should be done by applying the QoS factor
6.5.1 V irtu a l M ach in es’ (V M s) P ow er C onsu m ption
There is a lack of power metering for virtual machines (VMs). The virtual ma­
chine (VM) power consumption is a big challenge as no hardware power measur­
ing device can be connected to an individual VM. Joule-meter metric, gives a full 
system power measurement capability (CPU/processor, memory, and disk usage) 
into virtual machine (VM) energy usage by computing the active energy usage of 
each VM; which is the energy consumed by a resource when working on behalf 
of some VM or the system (Kansal et ah, 2010).
Each cloud provider offers several VM instance types Table 6.1, is defined in 
terms of hardware metrics such as main memory, CPU (number of cores and clock 
frequency), available storage space. Here we assume a power consumption per 
instance in W att/hours, which should be well-known to minimize the the over all 
VM migration energy consumption and carbon footprint emissions.
A typical data centre comprises tens of thousands of servers hosting VMs 
organized in racks, clusters or containers e.g., 40-80 servers per rack. These racks 
are inter-connected in a network organized as a spanning tree topology with a 
high bandwidth over-subscription (Chiaraviglio & M atta, 2010).
VM migration from data centre to data centre could face some risks regarding 
resource demand which affects the quality of service (QoS) of hosted applications, 
e.g. long response delays or low throughput. VM migrations may interfere with 
foreground network 'traffic, risking performance degradation of running applica­
tions. Each VM or job is characterized by three parameters:
• Transfer size typically 1-30 GB (Jain et ah, 2012)
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Table 6.1: Cloud Computing Providers - Instance Types Metrics
In s tan ce  ty p e Sm all M edium Large xL arge
C PU (# cores) 1 4 8 20
CPU(Chz/core) 1 2 4 8
Memory (CB) , 1.7 3.5 7.5 15
Disk (CB) 160 300 850 1700
Computing capcity 1 2 4 8
Provider Instance type 
energy consumption (W att/hour)
Datacentrel (EC2-US) 100 200 400 800
Datacentre2 (EC2-EU) 120 250 500 900
Datacentre3 (EH) 150 300 700 1000
Datacentrel (EC2-US) Allocation /W att 2 3 4 5
Release/Watt 1 2 3 3
Datacentre2 (EC2-EU) Allocation /W att 2 4 5 6
Release/Watt 1 2 4 2
Datacentre3 (EH) Allocation /W att 2 5 6 5
Release/Watt 1 3 3 2
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• computational load (e.g., in CPU units)
• value of migration to prioritize migration of mission-critical VMs
Of course, migration may not always be feasible such as when no server within 
the migration cluster has excess capacity and then power use has to be reduced 
locally. While frequency scaling is not possible in current hardware for individual 
VMs, the CPU usage of individual VMs can be controlled resulting in per VM 
power caps. Joule-meter models can help determine how much the CPU usage of 
different VMs will have to be reduced to achieve the desired power level 
Referring to Chapter 5, the objective function is:
N  N  N  ■
Etotal =  ^  ViEDCi +  ^  XijETij (6.3)
i=l i=l j= l
where Etotai is the total energy consumption of data centres and network links. 
Et: is the transmission energy consumption, and Edc  is the data centres energy 
consumption. The value of the varible yi is 1 when the data centre is ’on’ and 
0 if it is ’off’. The same meaning for the the variable for the transmission links.
For VM placement optimization in a single cloud as in Figure 6.4. VM uses 
only 156MB of memory. The goal is to deploy n VMs, V M 1 ,V M 2 ,  .. . ,VMn,  
across m  available big-player clouds. Cl, 0 2 , ..., Cm, which provide I possible in­
stance types, IT1 ,IT2 ,  to improve criteria such as energy consumption,
carbon footprint emissions and QoS. The performance (computational capabil­
ity) of a given instance type ITj  (cloud computing instance-type small, large and 
x-large) is denoted C j, l  < j  < I, as shown in Table 6.1
The energy consumption for running a VM  of instance type ITj  in cloud c*
is denoted by Erijk- The amount of available energy is changing as the green
energy is an intermittent. The objective function is to maximize the Capacity of 
Infrastructure as a Service (laaS) of the deployed VMs  given by:
I n m
ClaaS =  ^  C j ( ^  ^  Xijk) (6.4)
j= l i—1 k=\
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where Xijk is the placement decision variable for deploying ITj  of instance-type c& 
in the cloud, where Xijk = 1 if Vi is of type ITj  and placed at cloud k, and 0 other­
wise. The green optimizer/broker can specify the following types of deployment 
restriction constraints:
• Green Energy constraints - Let Gpjit) denote the maximum green energy 
that can be used in data centre j  at time t. Now, the deployment is re­
stricted to solutions where the total power consumption of Infrastructure 
as a Service(IaaS) satisfies:
I m  n
P la a S  = X! E j k C ^  X i jk )  < G p j (f) (6.5)
j = l  k—l  i=l
• Placement constraints - Each VM has to be of exactly one instance type
and placed in exactly one cloud k:
I m
E  =  1 V« G VMs  (6 .6 )
j = l  k = l
• Location constraints:
n I
|VM s| X  availSpace \/k G [1..M] (6.7)
i = l
where \ VM s\  is the absolute value of Virtual Machines (VMs) and availSpace 
is the minimum percent of all |VMs| to be located in each cloud Ck-
The cloud provider should apply a better placement of VMs by moving the 
instances to the green available nodes. The cloud user should have the same 
awareness of the green importantly through some motivation to reconstruct the 
new infrastructure in a nearest green sources. As a consequence of that, the 
hosting energy consumption would be reduced. Therefore, possible objectives 
can be identified as follows:
• Minimize the PiaaS while obtaining the Cjaas, with consideration of VM,
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migration overhead under new situations that can satisfy new performance 
demands.
• Minimize the power consumption overheads of allocation and releases for 
the V M s  images (Equation. 6.8), while migration is running; we assume 
some power consumption of the overhead values in Table 6.1. The total 
power consumption of the overhead Poverhead is the summation of power 
consumption of release Relfk' and allocation Allocjk using the migration 
configuration values in MigratioUifjk'k- The Migrationifjk'k is the mi­
gration flow of V M s  to instance-type j  and cloud k. The P erfj  is the 
computing performance capability of the V M s  instance-types as has been 
shown in Table 6.1.
• To maximize the possible new Cjaas with consideration of V M  migration 
overhead under new situations
• Minimize the overhead of reconstruction a current configuration. The ra­
tionale behind this is service continuity. The more VMs the broker has to 
start and/or shut down, the more the service is impacted by the change
P overh ead Ei=l Ej'=l M i g r a t i O ï l i j i j k ' k  ^  Xijk ^  X^ j/j i^ X
X f  r e / ; /  4- A /Zocjt x  P r e / , )  -I- x  AfZoCjk x  P e r / ;
Vi G V M s,j  G Instancetype,m  G Cloud
(6.8)
To model dynamic scenarios, several notations were introduced:
• M C  - denotes the overhead of changing the current placement to a new 
service layout. It can be defined in terms of system downtime, the number 
of VMs migrated, and so for that.
• Pi - denotes the service downtime penalty per time unit, which can be 
defined either in terms of capacity loss or power loss. M C  is given by:
M C =  ^ ( A x  A,) (6.9)
i = l
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where A% denotes the overhead of migrating VM Vi. For VM Vi, A* depends 
on its previous instance type, its new instance type, the previous cloud it 
is placed in, and in which cloud it is about to be located. To calculate A,, 
we introduce M, where denotes the overhead for migrating VM Vi
of instance type ITj in cloud ck' to cloud ck with instance type ITj . Let 
x\j,^, denote the current placement status for VM vi. Notably, here is 
a constant that denotes the current placement status for VM vi while Xijk 
is a decision variable for the new model. Now we get:
I I m  m
Ai =  X  X  X  X (^ y ^  * * ^ij'jk'k) (6.10)
j'=l j=l k'=l k=l
6.5 .2  M odel P aram eters
In order to evaluate both the carbon footprint emission of the model architecture 
and the energy consumption of the proposed green optimizer/broker algorithm, 
a set of computational data centres and cloud providers were used and their 
performance evaluated.
ElasticHosts^ (EH) and Amazon EC2 (EC2-US and EC2-EU)^ cloud providers 
with two separate clouds in USA and Europe were considred. Four different VM 
instance types, their hardware characteristics and energy consumptions are listed 
in Table 6.1. The computing capacity row specifies instance type performance 
according to the Amazon EC2 compute unit metric. The four instance types are 
small, medium, large, and xlarge.
6.6 R esults - D iscussion
The placement and migration of virtual machines which hosts the application 
and intensive-data is an effective factor for minimizing the data transfer energy 
consumption and the carbon footprint emissions. The idea of this section is to 
discuss capability to:
 ^jElasticHosts^ 
Amazon EC2;
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• migrate services to green data centres.
• migrate the data centres themselves to be close to the green energy sources 
[wind,solar], through migration of the virtual resources from one site (DC) 
to another (DC) according to the the power availability in the the mi­
grated data centre powered by green energy resources (Nguyen et ah, 2012). 
The closer the consumption points are to the production points, the lower 
this loss will be. The Canadian advanced research and innovation network 
(CANARIE)  ^ is strongly pushing in this direction, especially using virtu­
alisation to ease service geographical de-localization driven by the energy 
source availability.
This concept is defined as ”follow-the-sun, follow-the-wind”. The key factor is 
tha t losses incurred in power transmission over a power utility infrastructure 
are much higher than those caused by data transmission in the internet. This 
makes relocating a data centre near a renewable energy source more efficient 
than bringing the energy to the local data centre. However, the the traffic and 
the energy consumption of the transportation link will increase accordingly.
Other important factors play a significant role such as:
• The physical location of the data centre
• The environmental issues, weather, political, etc.
• The energy time zone. This requires full awareness for energy availability 
in countries which host data centres
• Talking the traffic factor, QoS for this long journey, and the energy con­
sumption into this consideration
• The impact of carbon footprint emission and its consequences
The virtual data centre migration requires a high speed connection e.g. 10 
G bit/s link between any two data centres to move the Virtual Machine (VM) 
resources without any delay or latency. This requires a flexible set of data centres
 ^jhttp:// canarie.ca/en/home^
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with flows between the data centres, and could be implemented through Virtual 
Private Network (VPN) tunnelling. Each data centre is represented by a virtual 
instance, including virtual servers and virtual routers and/or virtual switches 
interconnecting the servers. Such a virtual data centre can be hosted by any 
physical network node, according to power availability.
The cost of green energy is sometimes higher than brown energy and also rarer. 
This work looks at the other network elements e.g. the energy consumption of 
routers, and servers.
Yet the reality is that some data centres will be located near to green energy 
sources and the others will be powered by brown energy. The green energy supply 
may not enough to power the data centre so it must be connected to the regular 
electrical grid.
By locating data centres near to green energy locations and connecting them 
with dedicated communications networks we can migrate services to the nearest 
available location powered by renewable energy source with a high rate.
In order to evaluate both the green cloud optimizer/organizer architecture 
and the performance of the proposed technique, we use a set of computational 
cloud providers. We consider the ElasticHosts (EH) and Amazon EC2 (EC2-US 
and EC2-EU) cloud providers with its two separate clouds in USA and Europe. 
We use four different VM instance types, their hardware characteristics and en­
ergy consumptions are listed in Table 6.1. The computing capacity row specifies 
instance type performance according to the Amazon EC2 compute unit metric. 
The four instance types are small, medium, large, and x-large. The AMPL code 
of this model is found in Appendix 7.2.
The evaluation is performed by determining the performance of the four in­
stance types with respect to the cluster computing use case. Optimization of the 
allocation of VMs across clouds and instance types is then investigated for a range 
of constraints in terms of location constraints and computation space availability.
The greedy algorithm is a myopic algorithm which builds the solution step 
by step starting from scratch, starting from an empty initial solution. At each 
iteration an element is added to the solution, such that the partial solution is a 
partial feasible solution, namely it is possible to build a feasible solution starting
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from the partial one. The element added to the solution is the best choice. The 
algorithm 2 shows the optimal green virtual migration technique.
A lgorithm  2 :  G R E E N  o p t i m i z e r / b r o k e r  V i r t u a l  m i g r a t i o n  
In p u t: The set of green and brown data centres Capacity Configurations, 
VMs settings. Location constraints,Space Availabilities, and data 
centres configurations etc. {GreenDCi, BrownDC 2 , . . . ,  DCn) 
O u tp u t: New placement after VMs migration through green core networks
1 Select optimization criteria (including objective selection and constraints 
selection);
2  Migrate VMs if the solution is feasible;
3 The green cloud optimizer/broker first allocate first the green nodes by 
increasing the number of VMs migrated to it;
4 re tu rn  location]
The proposed optimizer (power model and the placement constraints) is ta r­
geted to deal with:
• Service Level Agreement (SLA) requirements
• different data centres interconnected in a federation, each with their own 
characteristics
• minimizing the COg emissions by depending on the green energy resources
The VM placement problem is known to be NP hard (Jin et ah, 2012). The 
proposed algorithms are studied from three perspectives, under some selected 
VMs placement tests which are deployed and the performance of these infrastruc­
tures is analysed, how good they are at finding solutions to the placement prob­
lems, the quality-of-Service of the solution, and the computational complexity. 
The experimental set-up and the data/param eters are shown in Table 6.1. The 
optimal green virtual machine migration problem is written using AMPL mod­
elling language and solved with CPLEX solver/optimiser. The AMPL modelling 
language gives a good support for sets and its syntax is close to mathematical 
notation. The algorithm is based on integer programming formulations optimiz­
ing the trade-off energy consumption and performance placement. The model 
helps to specify the (Virtual Machines) parameters and constraints in terms of
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Figure 6.5: Total Carbon Footprint Emissions Vs Jobs/minutes
the maximum availability of green power supply, minimum performance, as well 
as constraints such as: available space, location-based and data centres energy 
consumptions. All experiments are performed on a Ubuntu machine with 2.67 
GHz quad-core CPU and 4 GB of memory. Figure 6.5 shows the optimal per­
formance for the energy consumption for various load balancing and green power 
availability constraints. It shows the total Infrastructure as a Service (laaS) ca­
pacity in terms of the number of completed jobs per minute (0.061 jobs/min). 
Each X value denotes the energy consumption of the (Virtual Machine) VM place­
ment, which is never exceeding, the maximum available green power supply at 
any allocation time. Each point on the curves in the hgure denotes the maximum 
capacity obtainable for a given combination of available green sources and data 
centres geographical location-based constraints. One advantage of data centres’ 
geographical location-based is the distribution of green sources ’follow-the-green’, 
potentially improving quality of service. Green geographical location-based, also 
provide potential reliance on green energy.
Figure 6.6 illustrates the number of VMs of each instance type in each cloud 
for the optimal solutions. A general pattern observable here is that when the
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available green power is increased by (2000 watt), a few VMs are replaced by 
ones of more powerful instance types. The energy consumptions performance 
ratios shown in Table 6.1 give some hints of which instance types and clouds that 
are the most energy-efficient ones to utilize it. Notably, the EH medium instance 
type is never used, as this instance type has a performance almost identical to 
that of EH small, but with almost twice the energy consumption. A pattern 
observable when the energy consumption is getting high, the VMs of type x-large 
are allocated to EH. Of the 25 x-large VMs used in the particular experiment, 
the highest percentages were located in EC2-US and EH. For example. At energy 
consumption level (400 watt), the best allocation of the number of instances 
running at each provider as follows:
• EH: Only 25 xlarge instances.
• EC2-US: 4 xlarge and one large instance.
• EC2-EU: Only five small instance.
The figure also shows tha t the cloud mechanism can cope with scenarios with 
change in the availability of the amount of green energy. Performance change, 
as well as transformation of VM distribution across cloud providers evolved with 
amount of energy available change can be calculated through the proposed model.
Finally, Figure 6.7 shows how much laaS and computing capacity is being 
giving at different energy consumption levels during VM migrations across differ­
ent cloud providers. The amount of carbon footprint emissions generated out of 
optimal VMs allocations and migrations is shown in Figure 6.8. The objective is 
to select the locations to locate the VMs in one network node - either data centre 
or access network. The best possible placement of virtual machines is based on 
constraints expressed through service level agreements, which guarantee to route 
the traffic demands, to minimize the average network delay.
Many of the networks that constitute the Internet are over-provisioned and 
offer a large degree of redundancy, which, while contributing to the overall quality 
of the Internet service, results in low energy-efficiency.
A lot of people feel that the QoS support of the Internet architecture itself 
is inadequate and see over-provisioning as the only sensible means to achieve
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Figure 6.6; Optimal Allocation of VMs Energy Consumptions
it. And indeed it is a common practice. Usually network traffic shows significant 
temporal fluctuations and, during low traffic periods, an over-provisioned network 
uses unnecessarily large quantities of energy.
Experimental measurements have shown that the energy consumption of some 
devices and components such as Ethernet links depend mainly on their capacity, 
not on actual utilization. Most devices keep drawing a certain amount of power 
even in the absence of traffic, without providing a meaningful service.
Here are some data centres location problems and the problem of energy-aware 
allocation/consolidation of Virtual Machines (VMs) in a cloud data centre:
• data centre location has a direct impact on the response time for users 
and also the application location affects the routing and overall application 
availability. The energy time zone; this requires a full awareness of the 
availability of the energy over the countries which host the data centres
• data centre location (land, energy, etc.); demand load and distance travelled 
between clients and servers
• The environment issues [weather, political, etc.]
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Figure 6.7: Infrastructure as a Service (laaS) Computing Capacity
• The location of software components
• The routing planning problems
• VM migration energy consumption
• The traffic factor, QoS for this long journey and the cost of energy into our 
considerations
Internet companies have to maintain gigantic server and storage infrastruc­
tures, and make sure these infrastructures are less energy consumption. This 
entire infrastructure in the background is where the energy consumption reaches 
high levels.
A typical search on a desktop computer produces about seven grams of carbon 
dioxide. These carbon emissions come from the electricity used by the computer 
and the large data centres operated by Google. An Internet search transaction 
typically takes place between two computers that may have a huge physical sepa­
ration between them. Along this large route, there is a huge network of switches 
and routers, which constitute the pathway for the information packets.
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Figure 6.8: Total Carbon Footprint Emissions
These information packets do not follow the same route from the source to des­
tination. They travel different paths, through different routers and switches, to 
reach their destination, where they are re-assembled to their correct sequence to 
convey the intended message to the end user. All of the distributed technology 
components, such as the computers, networking equipment, and the servers, re­
quire power.
The Internet helps to reduce carbon emissions at the same time. For example, 
teleconferencing affords the opportunity to hold meetings online instead of flying 
or driving, thereby saving energy.
Similarly, the availability of digital media has saved us from having to obtain 
physical media, such as CDs and DVDs, that would have to be delivered by 
transportation dependent on brown energy (For more details see Section 2.7.1).
Moreover, for resiliency and fault-tolerance purposes certain equipment is put 
into the infrastructure solely for backup purposes. Such redundancy also de­
creases the effective network energy-efficiency further.
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6.7 Sum m ary
’’Going green” means that data centres should be running the power supply us­
ing renewable energy such as solar, wind, or tidal power as green sources. But 
renewable energy production is intermittent and varies with weather conditions. 
Accordingly the availability of green power of data centres vary from provider 
to providers. The design goal of the green virtual migration model is to deter­
mine the optimal energy consumption between computation and communication 
to minimize total power consumption, while keeping the QoS a satisfied level.
To take advantage of these variations, a control model to migrate the VMs 
consume across the different provider per different regions regarding to the renew­
able energy availability was proposed. Aspects of an optimal network locality for 
VM migrations in the cloud computing application context of locating and deliv­
ering distributed services in a multi-data centre cloud architecture were studied. 
The main characteristic of the problem is the distribution of a potentially large 
number of distinct cloud services. The objective of optimization is the energy 
consumption for service delivery. Also an integer programming model, enabling 
energy consumption and performance placement trade-offs, was presented. In ad­
dition, the experiments demonstrated the significance of optimization for energy 
consumption reduction in comparison to the random migration strategy.
This chapter has addressed the specific aspects of VPCs, which primarily 
refers to the efficient mapping of virtual resources onto physical ones. We have 
studied aspects of an optimal network locality for VM migrations in the cloud 
computing application context of locating and delivering distributed services in 
a multi-data centre cloud architecture. The main characteristic of the problem is 
the distribution of a (possibly large) number of distinct cloud services. As we have 
seen, the proposed green optimiser would help for energy-efficient green virtual 
machines migration across all data centres in the cloud environment. It is really 
very applicable to be applied in the real world once we have got all the real inputs 
of running virtual machines instances and the amount of green energy running 
on each site. That would help to improve real cloud computing environments.
Cloud computing provides users with an efficient way to dynamically allocate
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computing resources to meet demand. It can reduce power consumption by using 
virtualised computational resources to provision an application’s computational 
resources on demand. As virtualisation is a core of cloud computing, the problem 
of virtual private cloud placement becomes crucial.
In this chapter the benefits of introducing bus-LSPs in a GMPLS network 
were analysed. This concept allowed for reducing both the energy consumption 
and consquently the carbon footprint emissions will be minimised.
This chapter offered a brief overview of virtual private cloud platforms for 
cloud computing, focusing on current and perspective networking issues to be 
considered by network engineers in order to control and optimize the energy 
consumption of such computing services. Aspects of an optimal network locality 
problem in the cloud computing application context of locating and delivering 
distributed services in a multi-data centres cloud architecture were studied.
There are several potential extensions of this work. However, the main mes­
sage promoted in this chapter is the importance of performing holistic optimiza­
tions over the entire internet topology, IP network, servers and data centres, 
in order to make judgements about the efficacy of specific proposals for carbon 
reduction in the IT sector.
Finally, in the next chapter, the conclusion and some prospects for future 
works are discussed.
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Chapter 7 
Conclusions and 
Future Work
7.1 Sum mary and Conclusions
The Information Technology Infrastructure (ICT) sector, accounts for more than 
two percent of the world’s total carbon dioxide emissions which contribute towards 
global warming and climate change (Chowdhury & Boutaba, 2010). Energy con­
sumption is a key aspect in deploying distributed service in cloud networks within 
decentralized service delivery architectures. In this thesis, an optimization view of 
the problem of locating a set of cloud services on a set of sites green data centres 
managed by a service provider or hybrid cloud computing brokerage is addressed 
(See Chapter 4). This thesis characterized some cloud services providers tha t 
provide cloud computing services, i.e. video, text, audio, etc, which are based 
on cloud computing topology. Specifically, an applicable service architecture in 
which a cloud computing community consists of large/ medium-sized data centres 
and third party data centres represented by a public cloud, like Google, Amazon 
EC2, were proposed. Therefore, the service could exploit the local presence of 
data centres and public cloud to improve provided services in an optimal way 
to reduce the amount of energy consumptions of the cloud infrastructure and to 
enhance the end-user’s experience through utilizing public clouds during unpre­
dictable peak loads.
The localization or decentralization of the data centres, by creating medium­
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sized or nano data centres, which put the data centres close to the users would 
confer great benefits in energy consumption reduction. The closer the data centres 
are to the end user, the more energy transmission or carbon footprint reduction.
The energy-efficiency problem in cloud computing is studied by focusing on 
transport energy consumption and the power consumption of data centres. The 
goal is to minimize the overall network energy consumption for accessing the 
cloud services for any pair of data centres i and j .  The goal is to minimize 
the total energy consumptions and carbon footprint emissions (See Chapter 5). 
The contribution of this thesis is a proposed optimization energy consumption- 
based mathematical framework of models to minimise the energy consumption of 
multi-data centres in cloud computing.
Cloud computing platforms are growing from virtual machine migration within 
a data centre to networks of data centres spread across the globe. Migrating com­
puting and storage from one data centre to another will be necessary to break the 
boundaries between geographically separated data centres. It provides the oppor­
tunity to migrate virtual machines to ”follow-the-green” data centres. That is, to 
migrate virtual machines between green data centres on the basis of clean energy 
availability, to mitigate the environmental impact of carbon footprint emissions 
and energy consumption. The virtual machine migration problem was modelled 
to maximize the utility of computing resource or minimizing the energy consump­
tion of using computing resources (See Chapter 6). However, this would ignore 
network energy consumption and its impact on the overall CO2  emissions. Unless 
this is taken into account the extra data traffic due to migration of data could 
then cause an increase in brown energy consumption and eventually lead to an 
unintended increase in carbon footprint emissions.
In this chapter, a cloud computing model linked with a VPN based network 
infrastructure that provides seamless connectivity between data centres is pro­
posed. Also, the concept of migration of virtual machines from a single data 
centre to multiple data centres spread across the world was described.
A set of optimizations that minimise the energy consumptions of transferring 
and moving virtual machines over the Internet connection links is described. An 
optimization approach based on the development of mixed integer linear pro­
gramming (MIL?) models that minimize the energy consumption of the whole
169
7. Conclusions and Future Work
network is proposed.
In this thesis three slightly different models were presented in order to describe 
some characteristic features of cloud computing. The first model is presented in 
Chapter 4, the second in Chapter 5, and the third in Chapter 6. There are several 
potential extensions of this research.
There are all sorts of aspects that needed to be taken into consideration when 
using the proposed models. We tried to find out how much of this is already 
being explored. Our feeling/experience at the moment is that while many groups 
are looking at aspects of this, there is still a need to provide some synthesis of 
available results and capability to simulate a wider range of resource distribution 
scenarios, taking into account a wider spectrum of issues than just optimisation 
of energy use.
7.2 Future Outlook
During the development of this thesis a number of further promising ideas and 
research paths were discussed. Some of them are presented in this thesis. These 
ideas for the development of several mathematical models which include the fol­
lowing additional characteristics of internet energy consumptions are noted.
While a number of solutions have been proposed to build new, energy-aware 
and ’green’ communication infrastructures, little attention has been devoted to 
integrate use of green energy with the grid power in data centres. The frame­
work, being independent from the data centre management system, computes 
and enacts the best possible placement of virtual machines based on constraints 
expressed through service level agreements. It addresses the problem of energy- 
aware allocation/ consolidation of Virtual Machines (VMs) in a cloud data centre.
The core element of the framework is the optimizer, the power model and the 
placement constraints, able to deal with:
• SLA requirements
• Different data centres interconnected in a federation, each with their own 
characteristics
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• Two different end objectives, namely minimizing energy consumption or 
CO2 emissions
The main scope of future research will concern the ever-growing smart commu­
nications fields embedded in complex systems, and a wide variety of applications 
in the future generation of network and cloud computing technologies. Some 
research groups focus on how smart communications affect protocols, global de­
sign, equipment, algorithms, paradigms, power consumption, for a large family 
group of applications (Healthcare, Underwater, Vehicular, Robotic, Economics, 
etc.) using different network technologies (Sensor Networks, MANET, VANET, 
Ubiquitous, Virtualisation, Data centres, etc.). Indeed, autonomous applications 
embedded in complex configurations and dynamic environments, have seen a 
rapid expansion from classical applications where different modular devices, ac­
tuators and sensors interact closely. This expansion considerably impacts on the 
control of a given system in a centralized manner.
Current research trends propose new autonomic architecture schemes that 
manage and control future emerging networks: Sky of Clouds, Internet of Things, 
Smart Grids, and Smart Cities. In parallel, the evolution of Internet usages ap­
peals for higher quality guarantees in order to support stringent services (Pratt et 
ah, 2010) {Co.Exists 2012). In this context, for example, healthcare and wellness 
applications such as those elderly people, assisting dependent persons, or habitat 
monitoring in a smart environment, constitute some of the potential scenarios of 
convergence between autonomous systems and smart network technologies. These 
applications, based on high-level commands, accomplish specific tasks, and reveal 
new challenges regarding mechanic design, portability, acceptability, power sup­
port and efficiency, and control theory. In addition to achieve portability and 
low-power systems, major challenges that limit substantially the efficiency of any 
autonomous system-based application, smart network paradigms should also take 
into account issues related to cost, economic aspects, scalability and security. An­
other key challenge arises at the business level, since existing models do not cover 
added-value services. Before investing in these infrastructures, providers must be 
absolutely sure of perceived incentive compensations.
There are many research issues to work through before resources can be 
managed efficiently, securely, and reliably. Highlighted here are domains of au-
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tonomous systems and smart network technologies devoted for different applica­
tions and a large variety of domains:
• Internet of things
• Energy optimization
• Network based transmission architecture for controlling autonomous sys­
tems
• Energy optimization of autonomous systems
• Secure, scalable and low cost network paradigms applications
• Next Generation Networks
• Smart network management
• Renewable energy sources for wired and wireless access networks
• Service oriented networks
• Routing innovation for smart communications
• Cloud networking
• Network virtualisation
• Availability of Gloud Computing Resources
• Cluster Computing
• Carbon-aware and energy-aware network planning
• Location-based service
• Energy, performance, QoS trade-offs
• Energy efficient computer systems
• Energy efficient cloud computing
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The Information Technology Infrastructure (ICT) sector, accounts for more 
than two percent of the world’s total carbon dioxide emissions which contribute 
towards global warming and climate change. Today, energy efficiency is widely 
regarded as one of the biggest technological and societal challenges for develop­
ing a more sustainable world. The Internet and more generally information and 
communication technologies (ICT) can play an essential role to achieve the more 
sustainable energy use and to reduce industry’s carbon footprint. On the one 
hand, Internet is a significant energy consumer, and it is necessary to redesign 
current Internet technologies, as well as network architectures, devices and com­
ponents, services and protocols to improve energy efficiency. On the other hand, 
ICT is a key enabling technology for fostering a more intelligent use of energy in 
areas such as the built environment, transport and electric grids.
Both aspects of the problem raise interesting scientific challenges, and require 
comprehensive effort and inter-disciplinary research at all levels of abstraction.
The goal of this research area is to discuss solutions, and share experiences 
with researchers, professionals, and application developers both from industry 
and academia.
Topics of interest include both theoretical and practical aspects of energy- 
awareness for Internet-based systems, and the design of ICT solutions for eco- 
sustainability. Areas for future research include;
• Creen Internet
• Power-aware Internet applications
• Transport, congestion control, and reliability issues
• Content dissemination, content caching, service composition, opportunistic 
computing
• Energy-efficient network architecture and protocols
• Creen wireless networking
• Energy-efficient network technologies
• Cross-layer optimization for green networking
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• Standards and metrics for green communications
• Energy-efficient management of network resources
• Energy efficiency in data centres
• Energy efficiency, Quality of Service, and reliability
• Algorithms for reduced power, energy and heat
• Data processing in smart energy systems
• ICT for energy efficiency in smart homes and buildings
• ICT for sustainable smart cities
• ICT for sustainable transports and logistics
• ICT for green mobility
• ICT for energy efficiency in industrial environments
• ICT for smart grids
• Creen clouds and data centres
• Creen data-intensive applications
• Creen networking for wired and wireless networks
• Sustainability achievements due to ICT-based optimization
• Energy consumption measurements, models, and monitoring tools
• Measurement and evaluation of the Internet sustainability
• ICT for sustainable transportation systems
• Interaction between green power sources, data centres and networks
174
7 . Conclusions and Future Work
The topic of green networking attracts growing attention due to economical 
and environmental reasons. The amount of power consumed by ICT which is 
rapidly increasing, as well as the energy bill of service providers contributes to the 
economical reasons. According to a number of studies, ICT itself is responsible for 
a percentage which varies from 2% to 10% of the world power consumption, due 
to the ever-increasing diffusion of electronic devices. Communication networks, 
including the Internet and wireless networks, represent a non negligible part of 
the energy consumption of ICT. In addition, the carbon footprint of ICT devices 
due to energy consumption and the activities related to their entire life-cycle 
contributes to global warming.
In recent years, energy-saving techniques have been considered for communica­
tion networks with new generation devices and network management approaches 
exploiting algorithms and protocols for adapting the network to the varying traffic 
load. Topics of interest include the following:
• Power consumption models of networking infrastructure
• Power measurements and data from empirical studies of communication 
networks
• Techniques for reducing power consumption in data centres
• Hardware and architectural support for reducing power consumption
• Content delivery networks
• IP TV, WebTV, and HTTP-based streaming
• Utility computing.
• Distributed, grid, and cloud computing
• Web-services and SOA
• Social network
• Energy efficient network management
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• Green network design
• Applications of green networking technologies and principles
• Cross-layer optimizations for reducing energy consumption
• Optimization of energy consumption in optical networks
• Energy-efficient protocols and protocol extensions
• Energy-efficient transmission technologies
• Energy-efficient peer-to-peer networking and overlays
• Energy-efficient cloud computing
• Green wireless access networks
• Green wired access network
• Green future Internet
• Renewable energy sources for wired and wireless access networks
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Appendix
A
AM PL M odel File and D ata file
In this appendix we present two files: the first one is the transcription of the 
mathematical model into AMPL notation and the second one is the data file. 
These files are for the set of experiments in Chapter 4.
m #  PARAMETERS # # #
par am DCnum > 0 i n t e g e r  ; #number of  l a r g e - s i z e  D a ta c e n tr e s
par am DCmediumf ! . . DCnum} > 0 in t e g e r  ;
5 #nnmber of  medium—s i z e  d a t a c e n t r e  at i t h  l a r g e —s i z e  D a ta c e n tr e s
param C l ie n t  >  0 i n t e g e r  ; #number of  c l i e n t s  per s e r v e r
par am cLargeDC { 1 . .  DCnum} >=0 in t e g e r  ;
10 T^umber of  c l i e n t s  co n n ec t  to i t h  la r g e  —s i z e  D a ta c e n tr e s
param cMediumDCf i in 1 . .DCnum, j in 1 . .  DCmedium [ i ] } >=0 i n t e g e r ;
9^iumber of  c l i e n t s  co n n ec t  to j t h  medium—s i z e  d a t a c e n t r e s
177
15 pa ram p o w e r S e r v e r L a r g e D C  { 1 . . DCnum} >  0 ;
#p ow er  con su m p tion  o f  one s e r v e r  on la r g e  —s i z e  D a ta c e n tr e s
param powerServerMeduimDC{ i in  ! . . DCnum, j in  1 . . DCmedium[ i ] } >  0 ;
#p ow er  con su m p tion  o f  one s e r v e r  on j t h  medium—s i z e  d a t a c e n t r e
20
param powerLinkMeduimLargeDC{ i in  ! . . DCnum, j in 1 . .  DCmedium [ i ] } >  0:
# L in k  power con su m p tion  between i t h  la r g e  —s i z e  D a t a c e n t r e s  and j th
9^ e d iu m —s i z e  d a t a c e n t r e ;
25 param PUElargeDC { 1. .DCnum} > 0 ;
param PUEmedimDC{ i in  ! . .  DCnum, j in 1 . .  DCmedium [ i ] } >  0 ;
#Pow er u sage e f f e c t i v e n e s s
param Hops{ i in  ! . . DCnum, j in  1 . .  DCmedium [ i ] } > = 0 ,
<=12 i n t e g e r  ;
# #  VARIABLES # # #
35
var nServerLargeDC { 1 . . DCnum} >=0 i n t e g e r  ;
:#number of  s e r v e r s  on the  i t h  la r g e  —s i z e  D a t a c e n t r e s
var nServerMediumDC { i in  1 . . DCnum, j in  1 . . DCmedium[ i ] } 
40 >=0 i n t e g e r  ;
^number o f  s e r v e r s  on the  j t h  medium—s i z e  d a t a c e n t r e  o f  i t h  
# l a r g e —s i z e  D a ta c e n tr e s
var i iC lientL argeDC  { i in  1 . . DCnum} i n t e g e r  >=0;
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45 # n u m b e r  o f  c l i e n t s  s e r v e d  f rom i t h  l a r g e —s i z e  D a t a c e n t r e s
var nClientMediumDC { i in  ! . . DCnum, j in  1 . .  DCmedium [ i ] } 
in t e g e r  >=0;
#number o f  c l i e n t s  se rv e d  from j t h  medium—s i z e  d a t a c e n t r e
50
# #  OBJECTIVE # # #
var A= sum{ i in  ! . . DCnum}( nServerLargeDC [ i ] *
55 powerServerLargeDC [ i ] ) *  PUElargeDC [ i ] ;
var B= sum{ i in 1 . .  DCnum, j in ! . .  DCmedium [ i ]}
( nServerMediumDC [ i , j ] * powerServerMeduimDC [ i , j 
) * PUEmedimDC [ i , j ] ;
60
var C= sum{ i in 1 . . DCnum, j in 1 . .  DCmedium [ i ]}
((cMediumDC [ i , j ] -nClientM edium DC  [ i , j ] )
* powerLinkMeduimLargeDC [ i , j ] ) ;
m inim ize
T ota lE n ergyC on su m p tion  : A +  B +  C;
70 s u b j e c t  to  n o_servers_m edium _size_D C  { i in  1 . . DCnum,
j in  1 . .  DCmedium [ i ] } : nClientMediumDC [ i , j ] < =
nServerMediumDC [ i , j ] * C l i e n t ;
s u b j e c t  to  n o _ s e r v e r s _ la r g e _ s iz e _ D C  { i in 1 . . DCnum} ;
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75 n C lientL argeD C  [ i ] < =  nServerLargeDC [ i ] * C l i e n t ;  
s u b j e c t  to  n o _ c l i e n t s  { i in  1. .DCnum} :
cLargeDC [ i ] +  sum{ j in  1 . . DCmedium[ i ] }cMediumDC [ i , j 
=  nClientL argeDC  [ i ]
80 +  sum{ j in  1 . . DCmedium[ i ] } nClientMediumDC [ i , j ] ;
s u b j e c t  to  m ed iu m _size_D C _serv in g  { i in  1 . . DCnum, 
j in  1 . . DCmedium[ i ] } :
cMediumDC [ i , j ] > =  nClientMediumDC [ i , j ] ;
Listing 1; Chapterd.model.ampl
param DCnum ;= 3 ; ^number o f  l a r g e —s i z e  D a t a c e n t r e s
param DCmedium : =
5 ^number o f  medium—s i z e  d a t a c e n t r e  at i t h  l a r g e - s i z e  D a t a c e n t r e s
1 5
2 5
3 5;
10 param C l ie n t  := 300 ;
#////////////////////////////////////
param PUElargeDC :=
9^ P o w e r  u sage  e f f e c t i v e n e s s  o f  la r g e  DC 
1 1.1
15  2 1.1
3 1 .1 ;
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para m PUEmedimDC : 1 2 3 4 5 :=
#Pow er usage e f f e c t i v e n e s s  o f  la r g e  DC at PUE =  2 .0  
20 1 1 . 1 1 . 1 1 . 1 1 . 1 1 . 1
2 1 . 1  1 . 1  1 . 1  1 . 1  1 . 1
3 1.1 1.1 1.1 1.1 1 .1 ;
25 ^ a r a m  PUEmedimDC : 1 2 3 4 5 :=
#Pow er usage e f f e c t i v e n e s s  of  la r g e  DC at PUE =  1 
# 1  1. 8  1 . 8  1 . 8  1 . 8  1. 8
# 2  1 . 8  1 . 8  1 . 8  1. 8  1. 8
#  1 . 8  1 . 8  1 . 8  1. 8  1 . 8 ;
:^aram  PUEmedimDC : 1 2 3 4 5 : =
#Pow er usage e f f e c t i v e n e s s  o f  la r g e  DC at PUE =  2 .0  
# 1  2 . 0  2 . 0  2 . 0  2 . 0  2 . 0
35 # 2  2 . 0  2 . 0  2 . 0  2 . 0  2 . 0
# 3  2 .0  2 .0  2 . 0  2 .0  2 . 0 ;
# //////™ //////////////////////////////M ////////M //////
40 param powerServerLargeDC :=
#p ow er con su m p tion  of  one s e r v e r  on l a r g e - s i z e  
^ D a t a c e n t r e s  in  Watt 
1 1000
2 1000
45 3 1000;
#param cLargeDC :=
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# n u m b e r  o f  c l i e n t s  c o n n e c t  to  i t h  l a r g e - s i z e
# D a t a c e n t r e s  1000
50 ^ 1  1000
# 2  1000  
# 3  1000 ;
param cLargeDC : =
55 :#nnmber o f  c l i e n t s  co n n ec t  to i t h  l a r g e - s i z e  
# D a t a c e n t r e s  10000  
1 10000  
2 10000  
3 10000 ;
60
:^aram  cLargeDC : =
# iu m b e r  o f  c l i e n t s  co n n ec t  to  i t h  l a r g e - s i z e  
# D a t a c e n t r e s  100000  
# 1  100000  
65 9 ^ 2  1 0 0 0 0 0
# 3  100000 ;
70
param cMediumDC : 1 2 3 4 5 : =
^number of  c l i e n t s  co n n ec t  to  j t h  medium—s i z e  
# d a t a c e n t r e s  1000 
1 1000  1000  1000  1000  1000
75 2 1000 1000 1000 1000 1000
3 1000 1000 1000 1000 1000 ;
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# p a r a m  cMediumDC : 1 2 3 4 5 : =
#number o f  c l i e n t s  co n n ec t  to  j t h  medium—s i z e  
80 # d a t a c e n t r e s  100000
# 1  10000  10000  10000  10000  10000  
# 2  10000  10000  10000  10000  10000  
# 3  10000 10000 10000 10000 10000 ;
8 5
^ a r a m  cMediumDC : 1 2 3 4 5 :  =
#number o f  c l i e n t s  co n n ec t  to  j t h  medium—s i z e  
# d a t a c e n t r e s  1000000  
# 1  100000 100000 100000 100000 100000  
90 # 2  100000 100000 100000 100000 100000
# 3  100000 100000 100000 100000 100000 ;
95 param powerServerMeduimDC : 1 2 3 4 5 :=
#p ow er con su m p tion  o f  one s e r v e r  on j t h  medium—s iz e  
^ d a t a c e n t r e  in Watt
1 150 150 150 150 150
2 150 150 150 150 150
100 3 150 150 150 150 150;
param Hops : 1 2 3 4 5 : =
#p ow er con su m p tion  o f  one s e r v e r  on j t h  medium—s iz e  
# d a t a c e n t r e  in Watt  
105 1 12 12 12 12 12
2 12 12 12 12 12
3 12 12 12 12 12;
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110 param powerLinkMeduimLargeDC : 1 2 3 4 5 : =
# L in k  power con su m p tion  between  i t h  l a r g e - s i z e  D a ta c e n tr e s  
# a n d  j t h  medium—s i z e  d a t a c e n t r e ;  in Watt
1 1.3 1 .3 1.3 1.3 1.3
2 1 .3 1 .3 1.3 1 .3  1 .3
115 3 1.3 1 .3 1.3 1 .3  1 .3  ;
Listing 2: Chapterd.data.ampl
1 # R e s e t  AlVIPL 
r e s e t  ;
#  Load AMPL model and d ata  
5 model power . mod ;
d ata  p o w e r .d a t ;
# w r i t e  g ro b g re en  ;
10
# s o l v e r  o p t io n  
o p t io n  s o l v e r  ’ c p l e x ’ ; 
o p t io n  r e l a x _ i n t e g r a l i t y  1; 
o p t io n  c p le x _ o p t i o n s  ’ o p t i m a l i t y  =  1 .0 e —8 ’ ;
# s o l v e  the  problem  
o p t io n  c p le x _ o p t i o n s  ’p r i m a l ’ ;
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20 s o lv e  ;
# d i s p l a y  optimum and s o l u t i o n  
d i s p l a y  T ota lE nergyC onsum ption  > C hap ter4  . so l  ;
25 p r i n t f  ” ■= -=  — -=An” > C h a p te r 4 . s o l  ;
fo r  { i in 1 . .  DCnum} {
p r i n t f  ” nServerLargeDC[%s] ^=u.%s^nClientLargeDC[%s] ...=...%s\n” , i 
nServerLargeDC [ i ] , i ,  nClientL argeD C  [ i ] >C hap ter4  . so l  ;
30 }
p r i n t f  ” —  - = \n” > C h a p te r 4 . s o l  ;
fo r  { i in  1 . .  DCnum} {
35 fo r  {j  in  1 . .  DCmedium [ i ] } {
p r i n t f  ” nServerMediumDC[%s , _%s ] ^=^%s^..nClientMediumDC[%s,%s ]
, i , j , nServerMediumDC [ i , j ] , i , j , 
nClientMediumDC [ i , j ] >C hap ter4  . s o l  ;
}
40 }
Listing 3: Chapter4.run.ampl
1 c e i l  (T o ta lE n er g y C o n su m p tio n )  =  149124
nServerLargeDC [ 1 ] =  34 nClientLargeDC [ 1 ] =  10000  
5 nServerLargeDC [2] =  17 nClientLargeDC [2] =  5000 
nServerLargeDC [3] =  267 nClientLargeDC [3] =  80000
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nServerMediumDC 1 , 1] = 1 nClientMediumDC [ 1 ,1 ] =  300
nServerMediumDC 1 , 2] = 2 nClientMediumDC [ 1 ,2] =  500
10 nServerMediumDC 1 , 3] = 4 nClientMediumDC [ 1 ,3] =  1000
nServerMediumDC 1 , 4] = 7 nClientMediumDC [ 1 ,4] =  2000
nServerMediumDC 1 , 5] = 34 nClientMediumDC [ 1 ,5] =  10000
nServerMediumDC 2 , 1] = 17 nClientMediumDC [ 2 ,1 ] =  5000
nServerMediumDC 2 , 2] = 4 nClientMediumDC [ 2 ,2 ] =  1000
15 nServerMediumDC 2 , 3] = 10 nClientMediumDC [ 2 ,3 ] =  3000
nServerMediumDC 2 , 4] = 24 nClientMediumDC [2 ,4] =  7000
nServerMediumDC 2 , 5] = 4 nClientMediumDC [ 2 ,5 ] =  1000
nServerMediumDC 3 , 1] 34 nClientMediumDC [ 3 ,1 ] =  10000
nServerMediumDC 3 , 2] = 27 nClientMediumDC [ 3 ,2 ] =  8000
20 nServerMediumDC 3 , 3] = 4 nClientMediumDC [ 3 ,3 ] =  1000
nServerMediumDC 3 , 4] = 10 nClientMediumDC [3 ,4] =  3000
nServerMediumDC 3 , 5] = 4 nClientMediumDC [ 3 ,5 ] =  1000
Listing 4: Chapter4.Solution.ampl
1 ampl: in c lu d e  power . run ;
CPLEX 1 2 . 4 . 0 . 1 :  p rim al
CPLEX 1 2 . 4 . 0 . 1 :  o p t im a l  s o l u t i o n ;  o b j e c t i v e  118250  
0 dual s im p le x  i t e r a t i o n s  (0 in phase I)
5 ampl :
Listing 5: Cliapterd.Prompt.ampl
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Appendix
B
Chapter 5
AM PL M odel File and D ata file
In this appendix we present two files: the first one is the transcription of the 
mathematical model into AMPL notation and the second one is the data file. 
These files are for the set of experiments in Chapter 5.
1 %This is  Network Nodes Load D i s t r i b u t i o n  of  NSFnet Topology
c lc  ; 
x =  0:13;
5 t o t a l = [ 7 5 4  750 1383 1406 1398 1846 1824 2057 2050 2375 2386 2386 2365j  
ET=^i 9 15 15 15 18 18 21 21 47 24 24 2 4 ^
EG=[538 526 849 871 838 1828 1806 1205 1150 1828 1806
1806 1 7 8 4 ] ;
EB=[208 215 519 519 545 0 0 830 879 519 556 556 556];
10 EGB=[745 742 1368 1390 1383 1828 1806 2036 2029
2347 2362 2362 2340 ];
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nO == [100 100 40 0 0 0 0 0 0 0 0 0 0 0];
n l  == [0 0 0 0 0 0 0 0 0 0 0 0 0 0] ;
15 n2 == [40 100 100 0 0 0 0 0 0 0 0 0 0 oj;
n3 == [0 100 40 100 40 40 0 0 0 0 0 0 0 Oj;
n4 == [0 100 40 160 100 40 0 0 0 0 0 0 0 0] ;
n5 == [0 100 160 40 40 100 0 0 0 0 0 0 0 0 ];
n6 =:[40 100 0 160 160 0 100 40 0 0 0 0 0 0];
20 n 7== [160 100 0 40 40 0 40 100 0 0 0 0 0 0];
n8 == [160 100 40 0 0 ^ 0 160 100 40 0 0 0 0];
n9 =-[40 100 160 0 0 160 0 40 40 100 0 0 0 Oj;
n l0  =  [0 100 40 160 160 40 0 0 0 0 100 0 40 40 ];
n l l  =  [40 100 100 0 0 160 0 40 40 0 0 100 0 160];
25 n l2  =  [40 100 160 0 0 160 0 40 40 0 0 0 100 160];
n l3  =  [40 100 160 0 0 160 0 40 40 0 0 40 0 100];
f ig u r e
p Io t3  (x ,x  ,n0 ,x  ,x  ,u2 , x  ,x  , n3 ,x  ,x  ,u4 ,x  ,x  , u5 ,x  ,x  , u6 ,x  , x , n7 ,x  ,x  , u8 ,x  ,x  , u9 , 
30 x , x ,n l O  , x , x , n l l , x , x , n l 2 , x , x , n l 3 ) ;  
grid
f ig u r e
% x = ^  2 3 4 5 6 7 8 9 10 11 12 13];
Err=EdN5;
p = p lo t  (x , t o t a l  , ’-m o ’ ,x  ,EGB, ’— bx ’ ,x  ,EG, ’- g d  ’ ,x  ,EB, ’- r v  ’ ,x  ,ET, ’— ys ’ ) ; 
grid
x l a b e l  ( ’ Nodes ^ Number ’ ) ;
40 y la b e l  ( ’Energy..Consumption,^(W att) ’ );
t i t l e  ( ’Energy _ Consumption . .o f  ^  green  ..and ..brown ..nodes ’ ) ;
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le g en d  ( ’ T o ta l  ..Energy . .Consumption ’ , ’ Energy . .Consum ption ..of  
. . . .green..and..brown..nodes ’ , ’E n ergy ..C on su m p tion . .o f . .green ..n od es  ’ ,
’ Energy . .Consum ption ..of  ..brown..nodes ’ , ’ Energry . .Consumption  
45 ... .of . .T r a n s m is s io n ’ ) ;
l a b M s  =  { T T  ’2 '  ’3 ’ ’4 ’ ’5 ’ ’6 ’ ’7 ’ ’8 ’ ’9 '  ’ 1 0 ’ ’ H ’ A 2 ’ U 3 ’ }; 
s e t  ( gca , ’X T ic k ’ , 1 : 1 3 ,  ’ XTickLabel ’ , l a b e l s ) ;  
s e t  (p , ’LineW idth ’ ,2 )  ;
Listing 6: Chapters.LOAD.model.matlab
1
f u n c t io n  P l=Power_Stream  () 
c lc  ;
%Power and C ap ac ity  of  S to r a g e  
5 Psd =  4 . 9*1000;
Csd =  2 4 0 * (1 0 2 4 " 4 )* 8 ;
%Power and C a p a c ity  o f  hard d r iv e  
Psdd=6;
10 Csdd =  l* (1 0 2 4 " 4 )* 8 ;
%Power and C a p a c ity  of  Edge ro u ter  
Pe =  3 .6*1000;
C e = 1 2 8 * (1 0 2 4 " 3 ) ;
15
%Power and C a p a c ity  o f  E th e r n e t  S w itc h e s  
Pes =  2 .4*1000;
Ces =  36 0 * (1 0 2 4 " 3 );
%Power and C a p a c ity  of  WCM
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Pwdm= 10.4  * 1000 ; 
Cwdm=7.04* (1 0 2 4 ''4 )  ;
%Power and C a p a c ity  o f  Core R outer  
25 Pc =  9 . 6*1000;  % kW
C c = 6 4 0 * ( 1 0 2 4 " 3 ) ;  % G b /s
%Power and C a p a c ity  o f  O p t ic a l  L ine T erm inal  
P o l t —48;
30 C o l t = 2 . 5 * ( 1 0 2 4 " 3 ) ;
%Power and C a p a c ity  o f  O p t i c a l  Network U n i t s  
Ponu—5;
C o n u = 7 5 * ( 1 0 2 4 ' 2 ) ;
% A verage  S iz e  o f  s i n g l e  movie  
B = 5 0 0 * ( 1 0 2 4 " 2 ) * 8 ;  %Mb
% a v e r a g e  number o f  s im u l t a n e o u s  s tre a m s  
L = l : 1 0 0 : 3 0 0 1 ;
40 % L=1;1000000;
% S tr e a m e in g  Rate  
D = 1 0 * ( 1 0 2 4 " 2 ) ;  %Mbps
% Overhead f a c t o r s  due to :
45 % C o o l in g  
Hcl =  2;
% Redundancy  
Hrd=2;
% e x t r a  c a p a c i t y  o f  f u t u r e  grow th (under u t i l i z a t i o n )  
50 Huu=2;
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% number o f  hops 
h=12;
55 n l= 9 9 8 4 0 0 0 ;  
n 2=312000;  
n3 =  2000; 
n4 =  100;
C a l c u l a t i o n s  7dzo7o7o7
60 P 5 = (P sd /C sd )* B * H cl* H rd + L * D * ((2 * P e /C e + 2 * P e s /  Ces+h*Pwdm /Cwdm+(h+l)*Pc/Cc)*Hcl  
* H rd*H u u +H cl*P olt /C olt+ P onu /C onu ) ;
%P4=(Psd /  Csd ) * n4 *B* Hcl *Hrd+L*D* ( (2 *  P e /C e + 2 * P e s  /  Ces ) * Hcl *Hrd*Huu+
H c l* P o l t  /  C o lt+Ponu/C onu) ;
% P3=(Psd/Csd ) * n3 *B* Hcl *Hrd+L*D* ( ( P e /C e + 2 * P e s  /  Ces ) * Hcl *Hrd 
65 * H u u + H c l* P o lt /C o lt+ P o n u /C o n u ) ;
% P 2=(P sd d /C sd d )*n 2*B *H cl*H rd + L *D *(H cl*P o lt /C o lt+ P on u /C on u )  ; 
tem p=ones ( 1 , 3 1 ) ;
P l= (P s d d /C sd d )* n l* B * te m p  ;
f ig u r e
p - p l o t  ( L , P 1 , ro ' ,L ,P 5  , ' -  .bx ' ) ;
x l a b e l  ( 'Number^of ^ co n cu rr en t  ^downloads ' ) ;
y l a b e l  ( ' Energy ^ Consumption . .(W att)  ' ) ;
75 t i 11 e ( ’Two^ApproacheSu^of ^ S to r in g  ^ M o v ie s ’ ) ; 
grid
h l e g l  =  le g en d  ( ’ S to r in g  ..movieSu^at u . O N U s S t o r i n g  . .m ovies  
at ..a., s i n g l e  . . c e n t r a l i z e d  . .data  . . c e n t e r ' ) ;  
s e t  (p ,  'L ineW idth  ' ,2 )  ;
80 %set ( h le g l  , ' x x i s l o c a t i o n  ' , ' t o p '  , ' y a x i s l o c a t i o n  ' , ' r ig h t  ' , ’ x d ir  ’ ,
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’ r e v e r s e y d i r r e v e r s e  ’ ) ;
Listing 7: ChapterS.Multimedia.model.MATLAB
1 ^ d e c l a r a t i o n  o f  s e t  o f  nodes and l in k s  , v a lu e s  in a d ata  f i l e  
se t  NODES;
s e t  LINKS w i t h in  {NODES c r o s s  NODES} ;
5 ^ d e f i n i t i o n  o f  p a ram eth ers  fo r  the  s e t s  
par am c o s t  {LINKS} > =  0; 
par am c a p a c i t y  {LINKS} > =  0;
^ d e f i n i t i o n  o f  p a ram eth ers  fo r  th e  s e t s  , n u m er ica l  v a lu e s  in  
# a  d ata  f i l e  , c a p a c i ty  ,
15 # E n e r g y F a c t o r  : maxEnergyConsumption -  id leE n e rg y C o n su m p t io n  , 
#E n er g y  C onsum ption
#when id le  , t r a f f i c  r e q u e s t  between, node p a ir s  ,
:9^alpha =  max l in k  u t i l i z a t i o n
20 param cap { i in NODES, j in NODES: ( i , j ) in  LINKS};
param capN { i in  NODES};
param E fa c to r  { i in  NODES, j in  NODES: ( i , j ) in  LINKS}; 
param id le E  { i  in  NODES, j in  NODES: ( i , j )  in  LINKS};
25 param E factorN  { i in  NODES}; 
param id leE N  { i in  NODES} ;
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param t r a f f i c R e q  { s  in NODES, d in NODES};
param t h e t a  ;
param a lpha := 0 . 8;
30 :
#//////////////////////////////^ ////)//^ ^^ ^^ ^^ ^^  : 
#param MAXHOP;
#param e n tr  s y m b o l ic  in NODES; ^ e n t r a n c e  to  road netwrok
35
# v a r  U s e { ( i , j )  in  LINKS} >=0; # 1  i f f  ( i , j )  in  s h o r t e s t  path
param PUE{ i in  NODES} >=0;  
param nodeType{ i in  NODES} >=0;
40 var x {  i in  NODES} >=0;
var load  { i in  NODES, j in  NODES: ( i , j )  in LINKS} >=0;
var f low  { i  in  NODES, j in NODES, s in  NODES, d in NODES: ( i  , j )  in  LINKS} >=0;
var loadN { i  in  NODES} >=0;
var f i x C o s t  { i in  NODES, j in  NODES: (i , j ) in LINKS} b in ary  ;
50 var f ix C o stN  { i in  NODES} b in ary  ;
#  nodeType = 1  => Brown, nodeType=2 = >  Green
^ m in im iz e  T o ta lE n e r g y :  sum { ( i , j )  in  LINKS} ( ( load  [ i , j ] +  load  [ j , i ] ) *
# E f a c t o r  [i , j ] /  cap [i , j ] +  f i x C o s t  [ i , j ] * id le E  [i , j ]) /  2 +
55 #su m {k  in NODES} i f  nodeT ype[k] =  2 then  ( loadN [k] * PUE[k] /  capN [k] )
# e l s e  i f  nodeType [k] — 1 then  ( loadN  [k] * E factorN  [k] /  capN[k] +
193
#  fixCostN [k] * idleEN [k]);
60 m in im ize  T o ta lE n e r g y ;  sum { ( i , j )  in  LINKS} ( ( l o a d [ i , j ]  +  load  [ j , i ] ) * 
E fa c to r  [ i , j ] /  c a p [ i , j ]  +  f i x C o s t  [ i , j ] * id le E  [ i , j ] ) /  2 +  
sum{k in NODES} ( loadN  [k] * E factorN  [k] /  capN[k] +  f ix C o s tN  [k]
* id leE N  [k ])*P U E [k ]  ;
s u b j e c t  to FlowCons { i in  NODES, s in NODES, d in NODES}: 
sum { ( i , j )  in  LINKS} f low  [ i , j , s , d] -  sum { (  j , i ) in  LINKS} 
f low  [ j , i , s , d] =  0 +  ( i f  i =  s then  t r a f f i c R e q  [s , d] ) -  
( i f  i =  d then  t r a f f i c R e q  [s ,d ]  ) ;
70
s u b j e c t  to  LoadBalan {(  i , j ) in LINKS}:
sum {k in NODES, z in  NODES} f low  [ i , j , k , z ] =  load  [ i , j ] ;
s u b j e c t  to  CapLimit { (  i , j ) in LINKS}:
75 load  [ i , j ] < =  a lpha * cap [ i , j ] ;
# s u b j e c t  to FixCostLow  { i  in NODES, j in NODES: ( i , j )  in  LINKS}: 
# t h e t a  * f i x C o s t  [ i , j ]  > =  load  [ i , j ] ;
80 s u b j e c t  to B i d i r e c t i o n a l i t y  { i in NODES, j in  NODES: ( i , j ) in  LINKS}
t h e t a  * f i x C o s t  [ i , j ]  > =  l o a d [ i , j ]  +  load  [ j , i ] ;
s u b j e c t  to NodeLoad { i in  NODES}:
loadN [ i ] =  sum {k in NODES: ( i , k) in LINKS} l o a d [ i , k ]  +
85 sum { j in NODES: ( j , i ) in  LINKS} load  [ j , i ] ;
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s u b j e c t  to  f ixCostLowN { i  in  NODES}: 
t h e t a  * f ix C o s tN  [ i ] > =  loadN [ i ] ;
# s u b j e c t  to H o p sC o n s tr a in t s  : su m {( entr , j ) in LINKS} Use [ en tr  , j ] =  1 ; 
# s u b j e c t  to maxhop:
# s u m { ( i , j )  in  LINKS} Use [ i , j ] <+UAXHOP;
Listing 8; Chapters.model.ampl
1 s e t  NODES:= 0 1 2 3 4 5 6 7 8 9 10 11 12 13;
5 s e t  LINKS := ( 0 , 1 ) ( 1 , 0 ) ( 0 , 2 ) ( 2 , 0 ) ( 0 , 7 ) ( 7 , 0 )  
( 1 , 2 ) ( 2 , 1 ) ( 1 , 3 ) ( 3 , 1 )
( 2 . 5 ) ( 5 , 2 )
( 3 , 4 ) ( 4 , 3 )
( 4 . 6 ) ( 6 , 4 ) ( 4 , 5 ) ( 5 , 4 ) ( 4 , 1 0 ) ( 1 0 , 4 )
10 ( 5 , 9 ) ( 9 , 5 ) ( 5 , 1 3 ) ( 1 3 , 5 )
( 6 . 7 ) ( 7 , 6 )
( 7 . 8 ) ( 8 , 7 )
( 8 . 9 ) ( 9 , 8 ) ( 8 , 1 2 ) ( 1 2 , 8 ) ( 8 , 1 1 ) ( 1 1 , 8 )  
( 1 0 , 1 2 ) ( 1 2 , 1 0 ) ( 1 0 , 1 1 ) ( 1 1 , 1 0 )
% ( 1 1 ^ 3 X 1 3 ^ 1 )
( 1 2 , 1 3 ) ( 1 3 , 1 2 )  ;
param t h e t a  := 1000000;
#param IMAXHOP : =  1 ;
20 #param en tr  :=A;
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#  Change c a p a c i t y  to 100 
param cap d e f a u l t  0 . 0:
0 1 2 3 4 5 6 7 8 9 10 11 12 13 : =
25 0 . 100 100 . . . . 100........................................................
1 100 . 100 100 .............................................................................................
2 100 100 . . . 100 .........................................................................
30
3 . 100 . . 100 ...................................................................................
4 . . .  100 . 100 100 . . .  100 . .  .
% 5 . . 50 . 100 . . . . 100 . . . KW
6 . . . . 100 . . 100 ....................................................
7 100 ...............................  100 . 100 ..........................................
100 . 100 . 100  100
9 .......................... 100 . . 100
45 10 . . .  . 100   100 100
11   100 . 100 . . 100
12    1 00  . 10 0  . . 100
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13   100  100 100
param E f a c t o r  d e f a u l t  0 . 0 :
M 0 1 2 3 4 5 6 7 8 9 10 11 12 13 :=
0 . 0.1 0.1 . . . . 0.1 .....................................................
1 0.1 . 0.1 0.1 ..............
6 0  2 0 . 1 0 . 1 . .  . 0. 1
3 . 0. 1 0. 1
4 . . .  0. 1 . 0. 1 0. 1 . . .  0. 1 . .  .
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5 . . 0. 1 . 0. 1 . . . . 0. 1 . . . 0. 1
6 . . . .  0. 1 . . 0. 1
7 0  7 0 . 1 . . .  . . 0. 1 . 0. 1
8  0. 1 . 0. 1 . 0.1 0. 1
 9 ............................... 0. 1 . . 0 . 1 ..............................................
7 5
10 . . .  . 0 . 1  0.1 0. 1
1 1  0. 1 . 0. 1 . . 0.1
80 12 . . . .  . . . . 0. 1 . 0. 1 . . 0. 1
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1 3 ..........................  0 . 1  0.1 0.1
param id l e E  d e f a u l t  0 .0 :
K 0 1 2 3 4 5 6 7 8 9 10 11 12 13 -
0 . 3 3 .  . . . 3 .............................................................
1 3 . 3 3
90 2 3 3 .  . 3
3 . . . 3 . . . . . . . . .
4 . . .  3 . 3 3  . . . 10
95
5 .  . 3 .  3 . . . . 3 . . . 3
6 .
7 3 .
8 . . . .  . . . 3 . 3 . 3 3
 9 ..........................  3 . . 3
105
10 . . . .  3 ......................................................................3 3
11
110 12 . .
198
1 3 ................ 3 ........................................................3 3
115
param t r a f f i c R e q  d e f a u l t  0 . 0 :
0 1 2 3 4 5 6 7 8 9 10 11 12 13
120 1 . . .  . . . . . . . . . . 100
3 ............................................................................................................................
125
130 6 . . .  . . . . . . . • • ■ •
135
9 . . .
10 . . .
140 1 1  . . .
199
12 . . .
13
param capN EfactorN id leEN nodeType PUE:
#n o de Ty pe  =  1 => Brown, nodeType=2 = >  Green
150 0 400 41 169 2 1.8
1 400 41 169 2 1.2
2 400 41 169 1 1.2
3 400 41 169 2 1.8
4 400 41 169 2 1.8
155 5 400 41 169 1 1.8
6 400 41 169 2 1.8
7 400 41 169 2 1.8
8 400 41 169 2 1.8
9 400 41 169 1 1.8
160 10 400 41 169 2 1.8
11 400 41 169 2 1.8
12 400 41 169 2 1.8
13 400 41 169 2 1 .8
Listing 9: ChapterS.data.ampl
1 # R e s e t  AMPL 
r e s e t  ;
#  Load AMPL model and data
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5 model nouh.mod;  
data  n s f n e t  . dat ;
# w r i t e  gr ob gre en  ;
10
# s o l v e r  o p t i o n  
o p t i o n  s o l v e r  c p le x  ;
o p t i o n  c p l e x _ o p t i o n s  ’ o p t i m a l i t y  =  1 . 0 e—8 ’ ;
# o p t i o n  c p l e x - o p t i o n s  ’nodes.^30. .return_mipgap. . .3 ’ ;
IS
#T o  r e tu r n  the b es t  3 s o l u t i o n s  .
o p t i o n  c p l e x _ o p t i o n s  ” p oo l s t ub= mu l t mi p  
p o o l c a p a c i t y = 3 . . p o p u l a t e = l . . . p o o l i n t e n s i t y = 4 . . . p o o l r e p l a c e = r ’ ;
20
s o l v e  ;
fo r  { i in 1 . .  Current  . n po o l }  {
25 s o l u t i o n  ( ’’mul tmip” & i & " . s o l " ) ;
d i s p l a y  T o t a lE ne rg y;
# s o  1Ve the  problem  
s o l v e  ;
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35 # d i s p l a y  optimum and s o l u t i o n  
d i s p l a y  To t a lE n e rg y ;
d i s p l a y  { i  in NODES, j in NODES; ( i , j )  in LINKS} load [i , j ] ;
d i s p l a y  { i in NODES} loadN [ i ] ;
40 # s a v e  the optimum s o l u t i o n  in a s o l u t i o n  f i l e  
d i s p l a y  T o t a l E n e rg y  >  n o u h . s o l ;
p r i n t  f ( ” Energy  ^  o f  ^  Tr an spo r  ta t  ion  ^ \ n ” )>  nouh . s o l  ; 
d i s p l a y  sum { i  in NODES, j in NODES; ( i , j )  in LINKS}
( ( l o a d  [i , j ] +  load  [j , i ] ) * E f a c t o r  [i , j ] /  cap [ i , j ] +
45 f i x C o s t  [ i , j ]  * id l e E  [ i , j ] )  /  2 > n o u h . s o l ;
# d i s p l a y  sum {k in NODES} ( loadN [k] * Efac torN [k] /  capN[k]
+  f ix C o st N  [k] * id leEN [k] )  >  n o u h . s o l ;
50 # T h i s  is  the o utp ut  o f  a l l  green  Nodes
# d i s p l a y  sum {k in NODES} ( loadN [k] * PUE[k] /  capN [ k ] ) >  n o u h . s o l ;  
p r i n t f  (" Energ yof ^Gr ee Uu. Nod es ^On ly . . \ n")>  nouh . so l  ; 
d i s p l a y  sum{k in NODES} i f  nodeType [k] =  2 then  ( loadN [k] *
EfactorN [k] /  capN[k]  +  f ix C o st N  [k] * id leEN [k] ) *PUE[k] >  n o u h . s o l ;
55
p r i n t f  (" Energy _ o f  ^ Brown.. Nodes . .Only _ \ n " ) >  nouh . s o l  ;
# T h i s  i s  the  ou tp ut  of  a l l  brown Nodes
d i s p l a y  sum{k in NODES} i f  nodeType [k] =  1 then
( loadN [k] * Efac torN [k] /  capN[k]  +  f i xC os tN  [k]
60 * idleEN [k] ) *PUE[k] >  n o u h . s o l ;
p r i n t f  (" Energy u. o f  c. Green u^^Brwonu.Nodes\n" ) >  n o u h . s o l ;  
# T h i s  is  o u tp ut  o f  a l l  Green and Brown
202
55 d i s p l a y  sum{k in NODES} ( loadN [k] * EfactorN [k] /  capN[k  
+  f i x C o st N  [k] * id leEN [k] ) *PUE[k]> n o u h . s o l ;
d is p la y  { i  in  NODES, j in  NODES: ( i , j )  in  LINKS}
l o a d [ i , j ] >  n o u h . s o l ;
d i s p l a y  { i in NODES} loadN [ i ] >  n o u h . s o l ;  
expand > n o u h . s o l ;
70
# q u i t  ;
Listing 10: ChapterS.run.ampl
1 ampl: i n c l u d e  nouh . run ;
CPLEX 1 2 . 4 . 0 . 1 :  po o l s t ub = mu l t mi p  
p o o l c a p a c i t y = 3  
p o p u l a t e = l  
5 p o o l i n t e n s i t y = 4  
p o o l r e p l a c e = l
CPLEX 1 2 . 4 . 0 . 1 :  o p t i m a l  i n t e g e r  s o l u t i o n  w i t h i n  
mipgap or absmipgap ; o b j e c t i v e  2 36 4 . 65  
15003 MIP s im p le x  i t e r a t i o n s  
10 36 branch—and—bound nodes
absmipgap =  4 . 5 4 7 4 7 e  —13, re lmipgap  =  1 . 9 2 3 1 1 e  —16 
Wrote 3 s o l u t i o n s  in s o l u t i o n  pool  
to f i l e s  mul tmip l  . so l  . . .  multmip3 . so l  .
15 s u f f i x  npoo l  OUT;
S o l u t i o n  poo l  member 1 ( o f  3) ;  o b j e c t i v e  236 4 .6 5  
T o ta lE ne rgy  =  23 64 .6 5
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S o l u t i o n  poo l  member 2 ( o f  3 ) ;  o b j e c t i v e  2 36 6 . 15  
20 T o t a l E n e rg y  =  2 3 66 . 15
S o l u t i o n  poo l  member 3 ( o f  3 ) ;  o b j e c t i v e  23 6 4 .6 5  
T o t a l E n e rg y  =  23 6 4 .6 5
25 CPLEX 1 2 . 4 . 0 . 1 :  p o o l s  tub =mul tmip  
p o o l c a p a c i t y = 3  
p o p u l a t e = l  
p o o l i n t e n s i t y = 4  
p o o l r e p l a c e = l  
30 CPLEX 1 2 . 4 . 0 . 1 :  o p t i m a l  i n t e g e r  s o l u t i o n  w i t h i n  
mipgap or absmipgap; o b j e c t i v e  2 3 64 . 65  
15003 IVIIP s im p le x  i t e r a t i o n s  
36 branch—and—bound nodes
absmipgap =  4 . 5 4 7 4 7 e - 1 3 ,  re lm ip ga p  =  1 .92311  e - 1 6  
35 Wrote 3 s o l u t i o n s  in s o l u t i o n  pool
to f i l e s  mul tmip l  . s o l  . . .  multmip3 . s o l  . 
T o t a lE ne rg y  — 2 3 64 . 65
load [i , j ] [*,*]
: 0 1 2 3 4 5 6 7 9 10 11 12 13
0
1
2
3
45 4
5
0 0 20
20 
0 0 
0
0 0
80
204
7 0
8
50 9
10
11
12
13
55 ;
loadN [ i
0 40
1 100
60 2 160
3 0
4 0
5 160
6 0
65 7 40
8 40
9 0
10 0
11 0
70 12 40
13 100
20
0 20
0 0
0 0
0
20
Listing 11; Chapter5.prompt.Screenshot
205
Appendix  
C 
AM PL M odel File and D ata file
In this appendix we present two files: the first one is the transcription of the 
mathematical model into AMPL notation and the second one is the data file. 
These files are for the set of experiments in Chapter 6.
1 s e t  Clouds;
s e t  I n s t a n c e T y p e s  ; 
s e t  VMs;
5 param ener gy  { i in C lou ds ,  j in I n s ta n c e T y p e s } ; 
param per fo r m a n ce }  j in I n s t a n c e T y p e s }; 
param vms{j  in VMs} ;
# v a r  gre en V ar {g  in Clouds}  b in ar y ;
10
#param g r e e n { g  in Clouds}  b in ar y ;
param minL oca t i on  ; 
param maxLocat ion  ;
206
15
# p a r a m  mi n E n e rg y  ;
# A fe  can se t  here the minimum of  the  
# e n e r g y  consmumption per c loud  
param maxEnergy ;
20
#  for  each i in VM:
#  1 i f  VM of  i n s t a n c e  type  k i s  p la ce d  in c loud  j , 0 o t h e r w i s e ,  
var p l a c e m e n t { i in VMs, j in C lou ds ,  k in I n s t a n c e T y p e s }  b in ar y ;
25 var t o t a l E n e r g y ;
maximize Performance:
sum{j in I n s t a n c e T y p e s }  ( performance  [ j ] *
30 ( sum{i  in VMs, k in Clouds}  p l acement  [ i , k , j ] ) )  ;
s u b j e c t  to  P l a c e m e n t  C o n s t r a in t s  { i in VMs}:
sum{ j in C louds , k in I n s t a n c e T y p e s }  p l acement  [ i , j , k] =  1;
35 s u b j e c t  to L o c a t i o n C o n s t r a i n t s  { j in C louds } :
sum{ i in VMs, k in  I n s t a n c e T y p e s }  p l acement  [ i ,j ,k]  > =
(sum{a in VMs, b in Clou ds ,
c in I n s t a n c e T y p e s }  p lacem en t [a , b , c ] ) * mi nL oca t i on ;
40 s u b j e c t  to  E n e r g y C o n s t r a i n t s  :
( sum{i  in VMs, j in Clo uds ,  k in I n s t a n c e T y p e s }  p lacement  [ i , j , k] *
energy  [ j , k] ) < =  maxEnergy;
:#Some more c o n s t r i n t s  :
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45 # 1  ) The minimum power per c loud  which cover  
# c e r t a i n  running  number o f  v i r t u a l  images
# t h e  m i g r a t i o n  t ime  from data c e n t e r  to the  an oth er  a v a i l a b l e  
# o n e  ( N e a r s e t  f i r s t )
# A l s o  the  bandwidht  o f  the l in k  
50 #  S e r v i c e s  P r i o i r i t i e s  ( v id io  , a u d i o ,  t e x t ) .
# A t  the mean t ime  the o p t i m i z e r  sh ou ld  e n f o r e c e  to the  
# r e q u e s t s  from the  c l o s e s e t  data  c e n t e r e s  , However,
# i t  the  far data c e n t e r e  i s  powered by re ne w ab le  energy  
^ r e s o u r c e  ; th at  to min i mize  the energy  consu mpt i on  in 
55 # t h e  t r a n s m i s s i o n .  A l s o ,  The t r a f f i c  c o n s t r a i n t
#  T o t a l  C a p a c i t y  ( l a a S )
#  The c o n s t r a i n t  i s  th a t  each VM must be p lac ed  e x a c t l y  once
# f i x  t o t a l E n e r g y  := sum{i in VMs} (sum{j  in C lou ds ,  k in I n s t a n c e T y p e s }  
^ p la cem e n t [i ,j ,k ]* e n e r g y  [j ,k]  ) ;
65
# d i s p l a y  p l ace me nt  ;
# d i s p l a y  t o t a l E n e r g y ;
# d i s p l a y  pe r formance  ;
70 T o t a l  I n f r a s t r u c t u r e  Energy ( l a a S )  
minimize  EnergyConsumption  :
sum{ i in VMs} (sum{ j in Clo uds ,  k in I n s t a n c e T y p e s }
p lace men t  [i ,j ,k] * en ergy  [j ,k]  ) ;
208
75 s u b j e c t  to  P l a c e m e n t C o n s t r a i n t s 2  { i in VMs}:
sum{j in Clou ds ,  k in I n s t a n c e T y p e s }  p l acement  [ i , j , k] =  1;
s u b j e c t  to L o c a t i o n C o n s t r a i n t s 2  { j in C l o u d s } :
sum{ i in VMs, k in I n s t a n c e T y p e s } p lace men t  [ i , j , k] > =
80 ( sum{a in VMs, b in Clo uds ,  c in I n s t a n c e T y p e s }  
place men t  [ a , b , c ] ) * mi nL oca t i on ;
# s u b j e c t  to GreenEnergy{  j in  C l o u d s } :
#8um{ i in VlVls, k in I n s t a n c e T y p e s }  p lace men t  [ i , j  ,k] *
85 # g r e e n V a r  [ j ] >  =  1;
Listing 12: Parti.migration.model.ampl
1 #EC2_US : Amazon E l a s t i c  Cloud Computing US
# E C 2 E U : Amazon E l a s t i c  Cloud Computing Euroupe
: E l a s t i c H o s t s
#  Setup f o r  the 3 c l o u d s ,  4 i n s t a n c e  t y p e s  s c e n a r i o .
5 se t  Clouds := EC2_US EC2_BU EH;
se t  I n s t a n c e T y p e s  := ITl  IT2 IT3 IT4 ; # S m a l l  , medium, l a r g e ,  xLarge 
se t  VMs := VMl VM2 VM3 VM4 VMS VM6 VM7 VM8 VM9 VMIO VMll  VM12 VM13 
V1VH4 VM15 VM16 VM17 VM18 VM19 VM20 VM21 VM22 VM23 VM24 VM25 VM2G
10 VM27 VM28 VM29 VM30 VM31 VM32;
#  Energy (W/hour) of  running a VM of  a p a r t i c u l a r
#  i n s t a n c e  type  in a c l o u d .
15
^ I n s t a n c e s  Energy Consumption in Clouds
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par am  e n e r g y  : I T l  IT2  IT3  IT4 :=
EC2_US 100 200 400 800
EC2EU 120 250 500 900
20 EH 150 300 700 100:
param p er f or m a n ce :^  IT l  1 
IT2 2
25 IT3 4
IT4 8;
param m inL oca t i on  := 0 . 30 ;
#  param maxLocat ion  := 1. 0;
30
^Maximum Energy Consumpt ion (Watt)  
param maxEnergy := 6000;  ^KKW
#param green  : —
35 #EC2_US 1 
# E C 2 E U  1 
1 ;
Listing 13: Parti.migration.data.ampl
1 # R e s e t  AJMPL 
r e s e t  ;
#  Load AMPL model and data
5
model m i g r a t i o n  .mod;
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d a t a  m i g r a t i o n  . d a t  ;
# w r i t e  grob gre en  ;
10
# s o l v e r  o p t i o n  
# o p t i o n  s o l v e r  cplexamp ;
o p t i o n  c p l e x - o p t i o n s  ’ o p t i m a l i t y  =  1 .0 e—8 ’ ; 
o p t i o n  s o l v e r  c p le x  ;
15
^problem Performance;
# s o  1Ve the problem  
s o l v e  ;
20
# f o r { j  in Clouds}
#{
#  f o r { k  in I n s t a n c e T y p e s }
# {
25 #  l e t  energy [j ,k]:  =  Beta  * energy  [ j ,k ]  ;
#} 
#}
# s o l v e ;
fo r  { i in VMs} {
f o r { j in Clouds}  {
f o r {k in I n s t a n c e T y p e s }  {
35 i f  ( j = ’EC2-US’ and k = ’I T l ’ ) then
d i s p l a y  p l acement  [ i , j , k ] ;
211
}
}
}
d i s p l a y  EnergyConsumption  ;
# d i s p l a y  Performance;
Listing 14: Parti.migration.run.ampl
1 ampl : i n c l u d e  m i g r a t i o n  . run ;
CPLEX 1 2 . 4 . 0 . 1 :  o p t i m a l i t y  =  1 .0 e—8
CPLEX 1 2 . 4 . 0 . 1 :  o p t im a l  i n t e g e r  s o l u t i o n ;  o b j e c t i v e  142 
80 IVHP s i m p l e x  i t e r a t i o n s  
5 0 branch—and—bound nodes
O b j e c t i v e  =  Performance  
EnergyConsumption  =  6000
Listing 15: Parti.migration.screenshot.ampl
1 s e t  Clouds;
se t  I n s t a n c e T y p e s  ; 
se t  VMs;
5 param n := card {VMs};
param energy  {j  in I n s t a n c e T y p e s ,  k in C l o u d s } ; 
param p er f o r m a n c e } j  in I n s t a n c e T y p e s } ;  
param vms{ i in VMs} ;
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param m ig rat eC on sum pt i on {  i in  VMs, jo in I n s t a n c e T y p e s ,  j in I n s t a n c e T y p e s ,
ko in Cl ouds ,  k in Clouds}  > =  0;
param minL oca t i on  > =  0; #minimu p er c en t  o f  VMs l o c a t e d  in each c loud  
15 param greenEnergy  > =  0; 
param a lpha  > =  0;
param b e t a }  i in VMs} > =  0; #  the m ig r a t io n  downtime
# (  i . e . c a l c u l a t e  the  com p ut at i on  c a p a c i t y  l o s s e s  o f  the i n f r a s t r u c t u r e .
20 #  for  each i in WI:
#  1 i f  VM of  i n s t a n c e  type  k is  p la ce d  in c loud  j , 0 o t h e r w i s e .
param o ld P la ce m e n t  { i in VMs, j in I n s t a n c e T y p e s ,  k in Clouds}  b in ar y;  
var p lace men t  { i in VMs, j in I n s t a n c e T y p e s ,  k in Clouds}  b in ar y;
var t o t a lE n e r g y C o n s u m p t io n  ;
30 #  T o t a l  I n f r a s t r u c t u r e  as a P la t form  ( l a a S )
#  The c o n s t r a i n t  i s  th a t  each VM must be p lace d  e x a c t l y  once  
maximize Performance  :
sum} j in I n s t a n c e T y p e s }  ( per formance  [ j ] *
( sum} i in VMs, k in Clouds}  p lace men t  [ i , j , k] ) )
35 -  a lpha*  ( sum} i in VMs} (
be t a  [ i ] * sum} jo in I n s t a n c e T y p e s ,  
j in I n s t a n c e T y p e s  , ko in Clouds , k in Clouds}
( migrat eCon sump t ion  [ i , jo , j , ko , k] * 
place men t  [ i , j , k] * o l d P la ce m e n t  [ i , jo , ko] )
213
W m ////////////////n ilH //Common c o n s t r a i n t s # # # #  
s u b j e c t  to P l a c e m e n t  C o n s t r a in t  8 { i in VMs}:
45 sum{ j in I n s t a n c e T y p e s ,  k in Clo uds }  p lace men t  [ i , j , k] =  1;
s u b j e c t  to  L o c a t i o n C o n s t r a i n t s  {k in C l o u d s } :
sum( i  in VMs, j in I n s t a n c e T y p e s }  p lace men t  [i ,j ,k]
> =  n * minL oca t i on  ;
50
s u b j e c t  to  G r e e n E n e r g y C o n s t r a in t s  :
sum{ i in VMs, j in I n s t a n c e T y p e s  ,k in Clouds}
( p lace men t  [ i , j , k] * en er gy  [j , k] ) < =  g re enE ne rg y;
var medium} i in VTvIs, j in I n s t a n c e T y p e s ,  k in Clouds}  b in a r y ;
min imize  Mig rat ion Ene rgy Co ns um pt i on  :
sum} i in VMs, j in I n s t a n c e T y p e s  ,k in Clouds}  medium [ i , j , k ] ;
s u b j e c t  to P e r f o r m a n c e C o n s t r a i n t s  :
sum} j in I n s t a n c e T y p e s }  ( per fo rma nc e  [ j ] *
( sum} i in VMs, k in C louds}  p l ace me nt  [ i , j , k] ) )
— a lpha*  ( sum} i in VMs} (
be ta  [ i ] * sum} jo in I n s t a n c e T y p e s ,  
j in I n s ta n c e T y p e s  , ko in Clouds , k in Clouds}
( m igr ateConsumpt ion  [ i , jo , j , ko , k] * p l ace me nt  [ i , j , k] * 
o ld P la c e m e n t  [ i , jo , ko ] )
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) =  o p t i m a l P e r f o r m a n c e  ;
s u b j e c t  to  UpperBoundL { i in VMs, j in I n s t a n c e T y p e s ,  k in Clouds}
p lace men t  [i , j  ,k]  -  o ld P la c e m e n t  [ i , j , k] < =  medium [ i ,j , k ] ;
75
s u b j e c t  to UpperBoundR { i in VMs, j in I n s t a n c e T y p e s ,  k in Clouds}
- p l a c e m e n t  [ i , j ,k] +  o ld P la ce m e n t  [ i , j , k] < =  medium [ i , j , k ] ;
Listing 16: Part2.model.ampl
1
#  Setup fo r  the 3 c loud s  , 4 i n s t a n c e  t y p e s  s c e n a r i o  . 
se t  Clouds := EC2_US EC2JEU EH;
se t  I n s t a n c e T y p e s  := ITl  IT2 ITS IT4;
5 se t  VMs := VMl VM2 VMS VM4 VMS VM6 VVR VM8 WI9 VMIO VMll  VM12 VM13 VM14 
VM15 VM16 VM17 VM18 VM19 VM20 VM21 VM22 VM23 VM24 VM25 VM26 VM27 
VM28 VM29 VM30 VM31 VM32;
#  Energy Consumption ( W a tt/h o u r ) o f running  a VM of  a p a r t i c u l a r  
10 #  i n s t a n c e  type  in a c l o u d .
#  S e t t i n g  the energy consumpt ion  o f  non—su pp o rt ed  i n s t a n c e
#  ty pe s  to 10000000 ( i n f i n i t y )  should  ensure  th at  no
#  such p lace men t  i s  s e l e c t e d  .
#  The c o n s t a n t  i n f i n i t y  i t s e l f  cou ld  not be u se d ,
15 #  as i t  i s  not  s u i t a b l e  fo r  a r i t h m e t i c  o p e r a t i o n s .
param energy : EC2_US EC2JEU EH
# e n e r g y  consumptipn per hour (Watt)
IT l  100 120 100
215
IT2 200 250 100
IT3 500 200 100
IT4 100 100 100
param p er f o r m a n ce :=  IT l  1 ^Comput ing  C ap a c i t y  (Perfo rma nc e  
IT2 2 
IT3 4
30 IT4 8;
Listing 17: Part2.data.ampl
1 r e s e t  ;
model  g e n e r a l  .mod; 
data  g e n e r a l  . dat ;
5 o p t i o n  s o l v e r  c p le x  ;
f o r  { i in W'ls}
{
l e t  b e t a  [ i ] := 1 ;
10 }
# '^I[ i , j ’ , j , k ’ ,k] d e n o te s  the overhead  f o r  m i g r a t i n g  VM 
#  > m i g r a t i o n C o s t  [i , jo , j ,ko ,k]
# / I [ i  , j ’ J  , k ’ ,k] =1 i f  j M!=^j  ..or ..k ’ != k;
15 #  0 o t h e r w i s e  .
fo r  { i in Vhls}
216
{
fo r  { j o  in I n s t a n c e T y p e s }
{
f o r { j in I n s t a n c e T y p e s }
{
fo r  {ko in Clouds}
{
f o r {k in Clouds}
{
i f  ( jo != j or ko!=k  ) then
l e t  migrat eCon sump t ion  [i , jo ,j ,ko ,k] : =  1 ; 
e l s e  l e t  migrat eCon sump t ion  [ i , jo , j , ko , k] ;=0  ;
}
}
}
fo r  { i in VMs}
{
40 f o r { j in I n s t a n c e T y p e s }
{
f o r {k in Clouds}
{
l e t  o ld P la ce m e n t  [ i , j , k] : =  0;
45 }
}
}
217
l e t  g r e e n E n e r g y  := 10000;
50 l e t  a lpha  : =  0;
l e t  m in L oc a t i on  : =  0 . 3; #  %30
o b j e c t i v e  Perfor man ce ;  
drop P e r f o r m a n c e C o n s t r a i n t s ;
55 drop UpperBoundL;  
drop UpperBoundR ; 
s o l v e  ;
d i s p l a y  Performance  >  r e s u l t . P e r f o r m a n c e N o M i g r a t i o n . t x t ;
60
f i x  to ta lE n e r g y C o n su m p t io n := su m {  i in VMs, j in In s t a n c e T y p e s  
k in C louds}  ( p lace men t  [ i , j , k] * ener gy  [ j , k ])  ;
d i s p l a y  t o ta lE n e r g y C o n s u m p t io n  ;
65
fo r  { i in VMs}
{
f o r { j in I n s t a n c e T y p e s }
{
70 f o r { k  in Clouds}
{
l e t  o ld P la c e m e n t  [i ,j , k] : =  round ( p la ce m e nt  [i , j ,k]  ) ;
}
}
}
218
# r e d u c e  g r e e n  e n e r g y  by -  0 .75
80 param reduce := 0 . 75 ;  
f o r { j in I n s t a n c e T y p e s }
{
f o r { k  in Clouds}
{
85 l e t  energy [j , k] : =  reduce  * energy  [ j , k ] ;
}
}
Listing 18: Part2.run.ampl
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