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Abstract
HΦ [aitch-phi] is a program package based on the Lanczos-type eigenvalue solution applicable to a broad range of quantum lattice
models, i.e., arbitrary quantum lattice models with two-body interactions, including the Heisenberg model, the Kitaev model, the
Hubbard model and the Kondo-lattice model. While it works well on PCs and PC-clusters, HΦ also runs efficiently on massively
parallel computers, which considerably extends the tractable range of the system size. In addition, unlike most existing packages,
HΦ supports finite-temperature calculations through the method of thermal pure quantum (TPQ) states. In this paper, we explain
theoretical background and user-interface of HΦ. We also show the benchmark results of HΦ on supercomputers such as the K
computer at RIKEN Advanced Institute for Computational Science (AICS) and SGI ICE XA (Sekirei) at the Institute for the Solid
State Physics (ISSP).
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Licensing provisions: GNU General Public License, version 3 or later
Programming language: C
Computer: Any architecture with suitable compilers including PCs
and clusters.
Operating system: Unix, Linux, OS X.
RAM: Problem dependent. For example, less than one GB for
a few-site system, and 3.8 TB for the 36-site Heisenberg model
computed in this study.
Number of processors used: Problem dependent. We use up to 4,096
processors (32,768 cores) in this study.
Keywords: 02.60.Dc Numerical linear algebra, 71.10.Fd Lattice
fermion models, 75.10.Kt Quantum spin liquids
Classification: 4.8 Linear Equations and Matrices, 7.3 Electronic
Structure
External routines/libraries: MPI, BLAS, LAPACK
Nature of problem:
Physical properties (such as the magnetic moment, the specific heat,
the spin susceptibility) of strongly correlated electrons at zero- and
finite temperature.
Solution method:
Application software based on the full diagonalization method, the
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exact diagonalization using the Lanczos method, and the microcanon-
ical thermal pure quantum state for quantum lattice model such as the
Hubbard model, the Heisenberg model and the Kondo model.
Restrictions:
System size less than about 20 sites for a itinerant electronic system
and 40 site for a local spin system.
Unusual features:
Finite-temperature calculation of the strongly correlated electronic
system based on the iterative scheme to construct the thermal pure
quantum state. This method is efficient for highly frustrated system
which is difficult to treat with other methods such as the unbiased
quantum Monte Carlo.
Running time:
Problem dependent. For example, when we compute the Heisenberg
model on the kagome lattice without S z conservation, we can perform
400 iterations per hour.
1. Introduction
Comparison between experimental observation and theoret-
ical analysis is a crucial step in condensed matter physics re-
searches. Temperature dependence of the specific heat and the
magnetic susceptibility, for example, has been studied to ex-
tract nature of low energy excitations and magnetic interac-
tions among electrons, respectively, through comparison with
the Landau’s Fermi liquid theory [1] and Curie-Weiss law [2].
For flexible and quantitative comparison with experimental
data, an exact diagonalization approach [3], which can simulate
quantum lattice models without any approximations is one of
the most reliable numerical tools. Most numerical methods for
general quantum lattice problems, which is not accompanied
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by the negative sign difficulty, are not exact and reliable error
estimate for them is difficult. This drawback is serious espe-
cially when one wants to compare the results with experiments.
Therefore, exact methods are valuable though they are usually
available only for small size problems. They are important in
two ways; as a tool for obtaining reliable answers to the origi-
nal problem (when the original problem is a small size problem)
and as a generator of reference data with which one can com-
pare the results of other numerical methods (when the original
problem is beyond the applicable range of the exact methods).
For the last few decades, the numerical diagonalization pack-
age for quantum spin Hamiltonians, TITPACK [4] has been
widely used in the condensed matter physics community. Based
on TITPACK, other numerical diagonalization packages such
as KOBEPACK [5] and SPINPACK [6] have also been devel-
oped. There is another program performing such a calculation
in the ALPS project (Algorithms and Libraries for Physics Sim-
ulations) [7]. However, the size of the target system is lim-
ited for TITPACK, KOBEPACK, and ALPS because they do
not support the distributed memory parallelization. Although
SPINPACK supports such parallelization and an efficient algo-
rithm with the help of symmetries, this program package can-
not handle the general interactions such as the Dzyaloshinskii-
Moriya and the Kitaev interactions that recently receive exten-
sive attention.
In addition, advances in quantum statistical mechanics [8–
11] open a new avenue for exact methods to finite-temperature
calculations without the ensemble average. This development
enables us to calculate finite-temperature properties of quantum
many-body systems with computational costs similar to calcu-
lations of ground state properties. Now, it is possible to quanti-
tatively compare theoretical predictions for temperature depen-
dence of, for example, the specific heat and the magnetic sus-
ceptibility with experimental results [12]. However, the above
program packages have not support this calculation yet. To
perform the large-scale calculations directly relevant to exper-
iments by utilizing the parallel computing architectures with
small bandwidth and distributed memory, a user-friendly, mul-
tifunctional, and parallelized diagonalization package is highly
desirable.
HΦ [aitch-phi], a flexible diagonalization package for solv-
ing a wide range of quantum lattice models, has been developed
to overcome the problems in the previous program packages.
In HΦ, we implement the Lanczos method for calculating the
ground state and properties of a few excited states, thermal pure
quantum (TPQ) states [11] for finite-temperature calculations,
and full diagonalization method for checking results of Lanc-
zos and TPQ methods at small clusters, with an easy-to-use
and flexible user interface. By using HΦ, one can analyze a
wide range of quantum lattice models including conventional
Hubbard and Heisenberg models, multi-band extensions of the
Hubbard model, exchange couplings that break SU(2) symme-
try of quantum spins such as the Dzyaloshinskii-Moriya and
the Kitaev interactions, and the Kondo lattice models describing
itinerant electrons coupled to quantum spins. It is easy to calcu-
late a variety of physical quantities such as the internal energy,
specific heat, magnetization, charge and spin structure factors,
and arbitrary one-body and two-body static Green’s functions
at zero temperature or finite temperatures.
As we mention above, one of the aims of developing HΦ
is to make a flexible diagonalization program package that en-
ables us to directly compare the theoretical calculations and ex-
perimental data. In addition to the simple model Hamiltonians
introduced in textbooks of quantum statistical physics, more
complicated Hamiltonians inevitably appear to quantitatively
describe electronic properties of real compounds. In the Lanc-
zos and the TPQ simulation of the quantum lattice model in the
condensed matter physics, the most time-consuming part is the
multiplication of the Hamiltonian to a wavefunction. Excepting
the case for the very small system, it is unrealistic to store all
non-zero elements of the Hamiltonian in memory. Therefore we
perform the multiplication by constructing the matrix elements
of the Hamiltonian on the fly. To carry out the Lanczos and
TPQ calculations efficiently, we implement two algorithms for
massively parallel computation; one is the conventional paral-
lelization based on the butterfly-structured communication pat-
tern [13] (the butterfly method) and the other is newly devel-
oped method [the continuous-memory-access (CMA) method].
Because the numerical cost of the butterfly method is propor-
tional to the number of terms in the second quantized Hamil-
tonian, it requires very long time to simulate the complicated
Hamiltonian relevant to the real compounds. In contrast to the
conventional algorithm, the newly developed method can real-
ize the continuous memory access and numerical cost which
does not depend on the number of terms during multiplication
between the Hamiltonians and a wavefunction. In this paper,
we also explain these two algorithms and compare their com-
putational speed.
This paper is organized as follows: In Sec. 2, we introduce
the basic usage ofHΦ. How to download and buildHΦ are ex-
plained in Sec. 2.1, and how to useHΦ is explained in Sec. 2.2.
We also explain what types of models can be treated by using
HΦ in Sec. 2.3. In Sec. 3, we detail algorithms implemented in
HΦ. The representation of the Hilbert space adopted inHΦ is
explained in Sec. 3.1. How to implement multiplication of the
Hamiltonian to a wavefunction is explained in Sec. 3.2. Imple-
mentation of full diagonalization method, the Lanczos method,
and the TPQ method is explained in Sec. 3.3, Sec. 3.4., Sec.
3.5, respectively. In Sec. 4, we explain the parallelization of
multiplication of the Hamiltonian to a wavefunction. How to
distribute the wavefunction for each process is explained in
Sec. 4.1. In Sec. 4.2, we explain the conventional butterfly
algorithm for parallelizing the Hamiltonian-wavefunction mul-
tiplication. We also explain another parallelization method (the
CMA method), which is suitable for treating complicated quan-
tum lattices models. In Sec. 5, we show the benchmark results
ofHΦ. In Sec. 5.1, we examine the validity of the TPQ method
by using HΦ. In Sec. 5.2, we show the benchmark results of
parallelization efficiency for 18-site Hubbard model and 36-site
Heisenberg model on supercomputers. We also show the bench-
mark results of the CMA method in Sec. 5.3. Finally, Sec. 6 is
devoted to the summary.
2
2. Basic usage ofHΦ
2.1. How to download and buildHΦ
The gzipped tar file, which contains the source codes, sam-
ples, and manuals, can be downloaded from the HΦ down-
load site [14]. For building HΦ, a C compiler and the
BLAS/LAPACK library[15] are prerequisite. To enable the par-
allel computations, the Message Passing Interface (MPI) library
[16] is also required.
For building HΦ, the CMake utility [17] can be used as fol-
lows:
$ cd $HOME/build/hphi
$ cmake $PathTohphi
$ make
Here, one buildsHΦ in $HOME/build/hphi and it is assumed
that the environment variable, $PathTohphi, is set to the path
to the source tree path of HΦ (the top directory of HΦ). If
the CMake utility can not find the MPI library on the system,
the HΦ executable is automatically compiled without the MPI
library. In this example, CMake will choose a C compiler au-
tomatically. Instead, one can specify the compiler explicitly as
follows:
$ cmake -DCONFIG=$Config $PathTohphi
$ make
where $Config is chosen from the following configurations:
• gcc : GCC
• intel : Intel compiler + MKL library
• sekirei : Intel compiler + MKL library on ISSP system-
B (Sekirei)
• fujitsu : Fujitsu compiler + SSL2 library on ISSP
system-C (Maki)
For a system which does not have the CMake utility, we pro-
vide another way to generate Makefile’s using HPhiconfig.sh
shell script. One can run HPhiconfig.sh in theHΦ top direc-
tory as follows:
$ bash HPhiconfig.sh gcc
$ make HPhi
Once the compilation finishes successfully, one can find the ex-
ecutable, HPhi, in src/ subdirectory.
2.2. How to useHΦ
Here, we briefly explain how to use HΦ. HΦ has two
modes; Standard mode and Expert mode. The difference be-
tween them is the format of input files. For Expert mode, one
has to prepare the files in the four categories below.
(1) Parameter files for specifying the model: In these files,
one specifies the transfer integrals, interactions, and types of
electronic state (local spins or itinerant electrons).
(2) Parameter files for specifying the calculation condition:
In these files, one specifies the calculation methods (full diag-
onalization, Lanczos method, and TPQ method), the target of
models (Spin, Kondo, and Hubbard models), number of sites
and electrons, and the convergence criteria.
(3) Parameter files for correlation functions: By using these
input files, one specifies one-body and two-body equal-time
Green’s functions to be calculated.
(4) File for list of above input files: In this file, one should list
the names of all the files that are necessary in the calculations.
For typical models in the condensed matter physics, such as
the Heisenberg model and the Hubbard model, one can useHΦ
in Standard mode. In Standard mode, one can specify all the in-
put parameters by a single file with a few lines, from which the
files described above are generated automatically before start-
ing the calculation. It is thus much more easier to simulate and
analyze these models in Standard mode as long as the model
and the lattice is supported in Standard mode. The models sup-
ported in Standard mode will be explained in the following sec-
tions.
2.2.1. Flow of calculations
A typical flow of calculations inHΦ is shown as follows:
1. Make input files
An example of input file is shown for Standard mode be-
low:
L = 4
W = 4
model = "Spin"
method = "Lanczos"
lattice = "square lattice"
J = 1.0
2Sz = 0
Here L and W are a linear extents of square lattice, in x
and y directions, respectively. Spin means the Heisen-
berg model, and J is the exchange coupling. By using this
input file, one can obtain the ground state of the Heisen-
berg model for 16 = 4×4 sites by performing the Lanczos
method. Details of keywords in the input files can be found
in the manuals [14].
In Expert mode, it is necessary to prepare all the files
that specify the method, model parameters, and other in-
put parameters. All the names of input files are listed in
namelist.def. Details of the input files are also found in
the manuals [14].
2. Run
After preparing the input files, run a executable HPhi in
terminal by setting option “-s” (or “--standard”) for
Standard mode and “-e” for Expert mode as follows:
• Standard mode
$ ./HPhi -s StdFace.def
• Expert mode
$ ./HPhi -e namelist.def
3
3. Log and results
Log files and calculation results are output in the output
directory which is automatically generated in the work-
ing directory. For the Lanczos and the full diagonalization
methods, HΦ calculates and outputs the energy, the one-
body Green’s functions, and the two-body Green’s func-
tions from obtained eigenvectors. For the TPQ method,
the inverse temperature, the energy and its variance are
also obtained at each TPQ step. The specified one-body
and two-body Green’s functions are output at specified in-
terval.
2.3. Models
Here, we explain what types of models can be treated inHΦ.
In Expert mode, the target models can be generally defined by
the following Hamiltonian,
Hˆ = Hˆ0 + HˆI, (1)
Hˆ0 =
∑
i j
∑
σ1,σ2
tiσ1 jσ2 cˆ
†
iσ1
cˆ jσ2 , (2)
HˆI =
∑
i, j,k,l
∑
σ1,σ2,σ3,σ4
Iiσ1 jσ2kσ3lσ4 cˆ
†
iσ1
cˆ jσ2 cˆ
†
kσ3
cˆlσ4 , (3)
where ti jσ1σ2 is a generalized transfer integral between site i
with spin σ1 and site j with spin σ2 and Ii jklσ1σ2σ3σ4 is the gen-
eralized two-body interaction which annihilates a spin σ2 par-
ticle at site j and a spin σ4 particle at site l, and creates a spin
σ1 particle at site i and a spin σ3 particle at site k. Here, cˆ
†
iσ
(cˆiσ) is the creation (annihilation) operator of an electron on
site i with spin σ =↑ or ↓. For the Hubbard and Kondo mod-
els, the 1/2-spin fermions are only allowed. Note here that any
system of localized spins can be regarded as a special case of
the above Hamiltonian. Therefore, one can useHΦ for solving
such quantum spin models by straight-forward interpretation of
the spin interaction in terms of t and I in the above expressions.
HΦ also has a capability of handling spins higher than S = 1/2.
In Standard mode,HΦ can treat the following models. (The
titles of the following items are the corresponding keys for
the model parameter in a Standard input file. Here, the keys,
"Fermion HubbardGC", "SpinGC" and "KondoGC" are the
grand-canonical version of "Fermion Hubbard", "Spin" and
"Kondo", respectively.)
i) "Fermion Hubbard"/ "Fermion HubbardGC"
The Hamiltonian is given by
Hˆ = −µ
∑
iσ
cˆ†iσcˆiσ −
∑
i j,σ
ti jcˆ
†
iσcˆ jσ (4)
+
∑
i
Unˆi↑nˆi↓ +
∑
i j
Vi jnˆinˆ j,
where µ is the chemical potential, ti j is the transfer integral
between site i and site j, U is the on-site Coulomb interaction,
Vi j is the long-range Coulomb interaction between i and j sites.
nˆiσ = cˆ
†
iσcˆiσ is the number operator at site i with spin σ and
nˆi = nˆi↑ + nˆi↓.
ii) "Spin"/ "SpinGC"
The Hamiltonian is given by
Hˆ = −h
∑
i
Sˆ zi − Γ
∑
i
Sˆ xi + D
∑
i
Sˆ zi Sˆ
z
i
+
∑
i j,α
Ji jαSˆ αi Sˆ
α
j +
∑
i j,α,β
Ji jαβSˆ αi Sˆ
β
j , (5)
where h is the longitudinal magnetic field, Γ is the transverse
magnetic field, and D is the single-site anisotropy parameter.
Ji jα is the coupling constant between the α component of spins
at site i and site j, and Ji jαβ is the coupling constant between
the α component of the spin at site i and the β component of
the spin at site j, where {α, β} = {x, y, z}. Sˆ αi is the α-axis spin
operator at site i.
iii) "Kondo"/ "KondoGC"
The Hamiltonian is given by
Hˆ = −µ
∑
iσ
cˆ†iσcˆiσ −
∑
i j,σ
ti jcˆ
†
iσcˆ jσ
+
∑
i
Unˆi↑nˆi↓ +
∑
i j
Vi jnˆinˆ j
+
J
2
∑
i
{
Sˆ +i cˆ
†
i↓cˆi↑ + Sˆ
−
i cˆ
†
i↑cˆi↓ + Sˆ
z
i (nˆi↑ − nˆi↓)
}
(6)
where µ, ti j, U, and Vi j are the same as those in the
“Fermion Hubbard”. J is the coupling constant between spins
of an itinerant electron and a localized one.
2.4. Lattice
Here, we explain available lattice structures in HΦ. In Ex-
pert mode, arbitrary lattice structures can be treated by speci-
fying connections of sites. In contrast to Expert mode, one can
easily specify the conventional lattice structures by using Stan-
dard mode. Standard mode supports the chain lattice, the ladder
lattice, the square lattice (examples are shown in insets of Figs.
5 and 6), the triangular lattice (Fig. 1), the honeycomb lattice
(Fig. 2), and the kagome lattice (an example of kagome lattice
is shown inset of Fig. 7). In Standard mode, one can construct
the above two-dimensional lattices by specifying four integer
parameters, a0W, a0L, a1W, and a1L and two unit lattice vectors
eW and eL. By using these parameters and unit vectors, a super-
lattice spanned by a0 = a0WeW +a0LeL and a1 = a1WeW +a1LeL
is specified. We show an example of triangular lattice in Fig. 1.
2.5. Samples
There are some sample input files and refer-
ence results in samples/ directory. For example,
samples/Standard/Hubbard/square/ is the directory
containing files for the computation of the Hubbard model on
the 2 × 4-site square lattice. We can perform the calculation of
the ground state by runningHΦ as Standard mode as follows:,
$ ./HPhi -s StdFace.def
4
Figure 1: Triangular lattice structure specified by a0W=3, a0L=-1, a1W=-2, and
a1L=4. The region spanned by a0 (purple dashed arrow) and a1 (green dashed
arrow) becomes the supercell to be calculated (10 sites). Red solid arrows (eW
and eL) are unit lattice vectors.
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Figure 2: Example of the output of lattice.gp through gnuplot. This repre-
sents a 12-site honeycomb lattice. The corresponding lattice.gp is generated
by samples/Standard/Spin/Kitaev/StdFace.def.
While running, HΦ dumps information to the standard out-
put. We can check the geometry of the calculated system by
using lattice.gp which is generated by HΦ; it is read by
gnuplot [18] as follows:
$ gnuplot lattice.gp
Then, gnuplot displays the shape of the system and indices of
sites (See Fig. 2 as an example. This figure is obtained by using
samples/Standard/Spin/Kitaev/StdFace.def).
The calculated results are written in output/. In
output/zvo_energy.dat the total energy, the num-
ber of doublons (sites occupied by two electrons with
opposite spins), and the magnetization along the z
axis are output. We can compare it with the refer-
ence data in output_Lanczos/zvo_energy.dat be-
low samples/Standard/Spin/Kitaev/. Correlation
functions are obtained in output/zvo_cisajs.dat and
output/zvo_cisajscktalt.dat.
When executed in Standard mode,HΦ creates various input
files, such as calcmod.def and modpara.def, that can be used
in Expert mode. Editing those files may be the easiest way of
using HΦ for models not supported in Standard mode. To do
so, after making all the necessary modifications, runHΦ by the
following command:
$ ./HPhi -e namelist.def
By using Expert mode, one can perform more flexible calcula-
tions.
3. Algorithms implemented inHΦ
In HΦ, we implement the following three methods; full di-
agonalization, exact diagonalization by the Lanczos method for
ground state calculation, the TPQ method for calculation of
physical properties at finite temperatures. In this section, we
first explain the internal representation of the Hilbert space in
HΦ and how to implement the multiplication of the Hamilto-
nian to a wavefunction in HΦ. Next, we explain above three
methods.
3.1. Internal representation of Hilbert space inHΦ
To specify a state of a site in HΦ, we use an n-ary, which
takes one of n different values. For example, in the case of an
itinerant electronic system, the local site may take four states,
0, ↑, ↓, and ↑↓, and therefore it is natural to represent it by a
4-ary. In this representation, a basis |0, ↑, ↓, ↑↓〉 is labeled by
[0, 1, 2, 3]4= [0123]4 = 0 · 43 + 1 · 42 + 2 · 41 + 3 · 40 as |0, ↑, ↓
, ↑↓〉 = |[0123]4〉. Here, [am−1, · · · , a1, a0]n = [am−1 · · · a1a0]n
(0 ≤ a j < n, j ∈ [0,m)) represents the m-digit n-ary number,
i.e.,
[am−1, · · · , a1, a0]n = [am−1 · · · a1a0]n =
m−1∑
j=0
a j · n j. (7)
To use the standard bitwise operations (e.g. logical disjunction
and exclusive or), we decompose the 4-ary representations as
the following example: A basis |0, ↑, ↓, ↑↓〉 of the 4-site system
is indexed by a quartet of 2-digit binary numbers as
[[00]2, [01]2, [10]2, [11]2]4
= [
0︷︸︸︷
0, 0 ,
↑︷︸︸︷
0, 1 ,
↓︷︸︸︷
1, 0 ,
↑↓︷︸︸︷
1, 1 ]2
= 0 · 27 + 0 · 26 + 0 · 25 + 1 · 24
+ 1 · 23 + 0 · 22 + 1 · 21 + 1 · 20.
For the Kondo system, the local sites are classified into itinerant
electron part and localized spin part. However, for simplicity,
we use 4-ary representations likewise for the itinerant electronic
system, i.e., we represent a localized spin by | ↑〉 = |[[10]2]4〉 or
| ↓〉 = |[[01]2]4〉.
For localized spin-S systems (S = 1/2, 1, 3/2 . . . ), to rep-
resent Hilbert spaces we use (2S + 1)-ary representation. For
example, in a spin-1 system the wavefunction is represented as
|1, 0,−1〉 = |[2, 1, 0]3〉. To treat the spin-S system, we used Bo-
goliubov representation shown in Appendix A.1. In HΦ, we
can treat the more complicated spin systems such as the spin
angular momentums have different values at each site (mixed
spin systems).
In general, at i-th site with the spin angular momentum S i,
the Hilbert space at i-th site is represented by (2S i + 1)-ary
number and the Hilbert space of the system is represented by
5
|φNs−1, · · · φ1, φ0〉 where φi = {−S i,−S i + 1, · · · , S i} and Ns is
the whole number of sites. By using the multiplications of the
n-ary number, we represent the mixed spin systems as follows:
|φNs−1, · · · φ1, φ0〉 =
Ns−1∑
i=0
(φi + S i)
i−1∏
j=0
(2S j + 1). (8)
We note that, when the canonical system is selected by the
input file, HΦ automatically constructs the restricted Hilbert
space {φ} that has the specified particle number or total S z.
To perform the efficient reverse lookup in the restricted Hilbert
space, we use the two-dimensional search method [4, 19]. We
also use the algorithm quoted in [20] as “finding the next higher
number after a given number that has the same number of 1-
bits” to perform an efficient two-dimensional search method.
3.2. Full Diagonalization method
We generate the matrix of Hˆ by using above-mentioned basis
set |ψ j〉 ( j = 1 · · · dH, dH is the dimension of the Hilbert space):
Hi j = 〈ψi|Hˆ |ψ j〉. By diagonalizing this matrix, we can obtain
all the eigenvalues Ei and normalized eigenvectors |Φi〉 (i =
1 · · · dH). In the diagonalization, we use lapack routine such as
dsyev or zheev. We also calculate and output the expectation
values 〈Ai〉 ≡ 〈Φi|Aˆ|Φi〉. These values are used for the finite-
temperature calculations.
From 〈Ai〉 ≡ 〈Φi|Aˆ|Φi〉, we calculate finite-temperature prop-
erties by using the ensemble average
〈Aˆ〉 =
∑N
i=1〈Ai〉e−βEi∑N
i=1 e−βEi
. (9)
In the actual calculation, the ensemble averages are performed
as a postprocess.
3.3. Multiplying Hamiltonian to wavefunctions (matrix-vector
product)
Here, we explain the main operation inHΦ, multiplying the
Hamiltonian to the wavefunctions. Because the dimension of
the wavefunction becomes exponentially large by increasing the
number of sites, it is impossible to store the whole matrix in the
actual calculations. Thus, in the Lanczos (Sec. 3.4) and the
TPQ (Sec. 3.5) methods, we only store the wavefunctions and
calculate the matrix elements at each interaction on the fly.
We explain the procedure of multiplying the Hamiltonian to
the wavefunctions by taking the 4-site Heisenberg model with
S = 1/2 on the chain with periodic boundary condition as an
example. The Hamiltonian is block-diagonalized with blocks
being characterized by the total magnetization, Sˆ zTotal ≡
∑
i Sˆ
z
i .
For the block satisfying 〈Sˆ zTotal〉 = 0, the wavefunction can be
represented by using the simultaneous eigenvectors of all Sˆ zi ’s
as
|φ〉 = a3| ↓↓↑↑〉 + a5| ↓↑↓↑〉 + a6| ↓↑↑↓〉
+ a9| ↑↓↓↑〉 + a10| ↑↓↑↓〉 + a12| ↑↑↓↓〉. (10)
Here, the quartet of up or down arrows, which we call a “config-
uration” in what follows, specifies a basis vector. In the actual
calculations, we store the list of the configurations.
The Hamiltonian is defined as
Hˆ =
3∑
i=0
Sˆi · Sˆmod(i+1,4) = Hˆz + Hˆxy, (11)
where Hˆz and Hˆxy are defined as follows,
Hˆz =
3∑
i=0
Sˆ zi Sˆ
z
mod(i+1,4),
Hˆxy =
3∑
i=0
1
2
(Sˆ +i Sˆ
−
mod(i+1,4) + Sˆ
−
i Sˆ
+
mod(i+1,4)). (12)
To reduce the numerical cost, we store diagonal elements such
as Hˆz for each configuration. In contrast to the diagonal terms,
Sˆ +i Sˆ
−
i+1 + Sˆ
−
i Sˆ
+
i+1 changes the configuration, e.g. ,
(Sˆ +0 Sˆ
−
1 + Sˆ
−
0 Sˆ
+
1 )| ↑↓↑↓〉 = | ↑↓↓↑〉. (13)
In HΦ, if the exchange operation is possible, the operation is
performed by bit operations as follows:
[0011]2ˆ [1010]2 = [1001]2, (14)
where ˆ represents the “bitwise exclusive or”. Before perform-
ing the exchange operator, we count bits in the configuration
and judge whether the exchange operation is possible or not. If
the exchange operation is not possible, we do not perform the
operation and regard the contribution from the configuration as
zero, i.e. ,
(Sˆ +0 Sˆ
−
1 + Sˆ
−
0 Sˆ
+
1 )| ↓↓↑↑〉 = 0. (15)
We note that the sign arises from the exchange relation be-
tween fermion operators in the itinerant electrons systems such
as Hubbard models, while the sign does not appear in the local-
ized spin systems. To obtain the sign, it is necessary to count
the parity of the given bit sequences. We use the algorithm for
parity counting that is explained in the literature [20].
3.4. Lanczos method
For the sake of completeness, we briefly review the principle
of the Lanczos method. For more details see, for example, the
TITPACK manual [2] and the textbook by M. Sugihara and K.
Murota [21].
The Lanczos method is based on the power method. In the
power method, by successive operations of the Hamiltonian
Hˆ to the arbitrary vector x0, we generate bases Hˆnx0. The
obtained linear space Kn+1(Hˆ , x0) = {x0, Hˆ1x0, . . . , Hˆnx0} is
called the Krylov subspace. The initial vector is represented by
the superposition of the eigenvectors ei (corresponding eigen-
values are Ei) of Hˆ as
x0 =
∑
i
aiei. (16)
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We note that all the eigenvalues are real number because Hamil-
tonian is a Hermitian operator. By operating Hˆn to the initial
vector, we obtain the relation as
Hˆnx0 = En0
[
a0e0 +
∑
i,0
(
Ei
E0
)n
aiei
]
, (17)
where we assume that E0 has the maximum absolute value of
the eigenvalues. This relation shows that the eigenvector of E0
becomes dominant for sufficiently large n. We note that the
Krylov subspace does not change under the constant shift of
the Hamiltonian [22], i.e.,
Kn+1(Hˆ , x0) = Kn+1(Hˆ + aI, x0), (18)
where I is the identity matrix and a is a constant. By taking con-
stant a as the large positive value, the leading part of (Hˆ+aI)nx0
becomes the maximum eigenvectors and vice versa. Thus, by
constructing the Krylov subspace, we can obtain eigenvalues
around both the maximum and the minimum eigenvalues.
In the Lanczos method, we successively generate the nor-
malized orthogonal basis v0, . . . , vn−1 from the Krylov subspace
Kn(Hˆ , x0). We define the initial vector and associated compo-
nents as v0 = x0/|x0|, β0 = 0, x−1 = 0. From this initial condi-
tion, we can obtain the normalized orthogonal basis as follows:
αk = (Hˆvk, vk), (19)
w = Hˆvk − βkvk−1 − αkvk, (20)
βk+1 = |w|, (21)
vk+1 =
w
|w| . (22)
From these definitions, it is obvious that αk and βk are real num-
ber.
In the subspace spanned by these normalized orthogonal ba-
sis, the Hamiltonian is transformed as
Tn = V†nHˆVn. (23)
Here, Vn is the matrix whose column vectors are vi (i =
0, 1, . . . , n − 1). We note that V†nVn = In (In is an n × n identity
matrix). Tn is a tridiagonal matrix and its diagonal elements are
αi and subdiagonal elements are βi. It is known that the eigen-
values of Hˆ are well approximated by the eigenvalues of Tn for
sufficiently large n. The original eigenvectors of Hˆ is obtained
by ei = Vne˜i, where e˜i are the eigenvectors of Tn. From Vn, we
can obtain the eigenvectors of Hˆ . However, in the actual cal-
culations, it is difficult to keep Vn because its dimension is too
large to store [dimension of Vn = (dimension of the total Hilbert
space) × (number of Lanczos iterations)]. Thus, to obtain the
eigenvectors, in the first Lanczos calculation, we keep e˜i be-
cause its dimension is small (upper bound of the dimensions of
e˜i is the number of Lanczos iterations). Then, we again perform
the same Lanczos calculations after we obtain the eigenvalues
from the Lanczos methods. From this procedure, we obtain the
eigenvectors from Vn.
In the Lanczos method, by successive operations of the
Hamiltonian on the initial vector, we obtain accurate eigenval-
ues around the maximum and minimum eigenvalues and associ-
ated eigenvectors by using only two vectors whose dimensions
are the dimension of the total Hilbert space. In HΦ, to reduce
the numerical cost, we store two additional vectors; a vector for
accumulating the diagonal elements of the Hamiltonian, and an-
other vector for the list of the restricted Hilbert space explained
in Sec. 3.3. The dimension of these vectors is that of the Hilbert
space. As detailed below, to obtain the eigenvector by the Lanc-
zos method, one additional vector is necessary. Within some
number of iterations, we obtain accurate eigenvalues near the
maximum and minimum eigenvalues. The necessary number
of iterations is small enough compared to the dimensions of the
total Hilbert space. We note that it is shown that the errors of
the maximum and minimum eigenvalues become exponentially
small as a function of Lanczos iterations (for details, see Ref.
[21]). Details of generating the initial vectors and convergence
conditions are shown in Appendix A.2 and Appendix A.3, re-
spectively.
3.4.1. Inverse iteration method
In some cases, the accuracy of obtained eigenvectors by the
Lanczos method is not enough for calculating the correlation
functions. To improve the accuracy of the eigenvectors, we
implement the inverse iteration method in HΦ, which is also
implemented in TITPACK [4].
By using the approximate value of the eigenvalues En, by
successively operating (Hˆ−En)−1 to the initial vector y0, we can
obtain the accurate eigenvector for En. The linear simultaneous
equation for such procedure is given by
yk = (Hˆ − En)yk+1. (24)
By solving this equation by using the conjugate gradient (CG)
method, we can obtain the eigenvector. We note that we take
y0 as the eigenvector obtained by the Lanczos method and add
small positive number to En for stabilizing the CG method. Al-
though we can obtain more accurate eigenvector by using this
method, additional four vectors are necessary to perform the
CG method.
3.5. Finite-temperature calculations by TPQ method
The method of the TPQ states is based on the fact [10] that it
is possible to calculate the finite-temperature properties from a
few wavefunctions (in the thermodynamic limit, only one wave-
function is necessary) without the ensemble average. In what
follows we describe the prescription proposed in [11], which
we adopt inHΦ. Such wavefunctions that replace the ensemble
average are called TPQ states. Because a TPQ state can be gen-
erated by operating the Hamiltonian to the random initial wave-
function, we directly use the routine of the Lanczos method to
the TPQ calculations. Here, we explain how to construct the
TPQ state, which offers a simple way for finite-temperature cal-
culations.
Let |ψ0〉 be a random initial vector. How to generate |ψ0〉 is
described in Appendix A.4. By operating (l − Hˆ/Ns)k (l is a
constant, Ns represents the number of sites) to |ψ0〉, we obtain
the k-th TPQ states as
|ψk〉 ≡ (l − Hˆ/Ns)|ψk−1〉|(l − Hˆ/Ns)|ψk−1〉|
. (25)
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From |ψk〉, we estimate the corresponding inverse temperature
βk as
βk ∼ 2k/Nsl − uk , uk = 〈ψk |Hˆ |ψk〉/Ns, (26)
where uk is the internal energy. Arbitrary local physical proper-
ties at βk are also estimated as
〈Aˆ〉βk = 〈ψk |Aˆ|ψk〉/Ns. (27)
In a finite-size system, a finite statistical fluctuation is caused
by the choice of the initial random vector. To estimate the aver-
age value and the error of the physical properties, we perform
some independent calculations by changing |ψ0〉. Usually, we
regard the standard deviations of the physical properties as the
error bars.
4. Parallelization
4.1. Distribution of wavefunction
In the calculation of the exact diagonalization based on the
Lanczos method or the finite-temperature calculations based
on the TPQ state, we have to store the many-body wavefunc-
tion on the random access memory (RAM). This wavefunc-
tion becomes exponentially large with increasing the number
of sites. For example, when we compute the 40-site 1/2 spin
system in the S z unconserved condition, its dimension is 240 =
1, 099, 511, 627, 776 and its size in RAM becomes about 17.6
TB (double precision complex number). Such a large wave-
function can be treated by distributing it to many processes by
utilizing distributed memory parallelization.
In HΦ, the ranks of the processes are labeled by using the
leftmost bits in the bit representation of the wavefunction ba-
sis. When the leftmost bits corresponding to a Np-site subsys-
tem are chosen to label the ranks of the processes, the number
of processes have to be (2S + 1)Np (for spin systems) or 4Np
(for itinerant electron systems). Then, each process keeps par-
tial wavefunction of the complementary NLocal(≡ Ns − Np)-site
subsystem. Distribution of wavefunctions of an Ntotal(≡ Ns)
spin-1/2 system is illustrated in Fig. 3. We note that the config-
uration of the Np sites is fixed in the same process.
For example, we show the distribution of the wavefunction
of the NTotal-site 1/2 spin system in the S z unconserved condi-
tion in Fig. 3 (the number of processes is 2NTotal−NLocal ). Each
process has the wavefunction having 2NLocal components and we
can obtain the wavefunction of the entire system by connecting
local wavefunctions of all processes.
4.2. Parallelization of Hamiltonian-vector product
The most time-consuming procedure in a calculation of the
Lanczos method or the TPQ state is the multiplication of
the Hamiltonian with a vector (|u〉 = Hˆ|v〉), where |u〉 ≡∑
n:config. un|n〉 and |v〉 are wavefunctions distributed to all the
processes. We parallelize this procedure with the aid of Mes-
sage Passing Interface (MPI) [16].
Here, we explain the parallelization procedure by taking a
spin exchange term as an example. Because the spin exchange
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Figure 3: Distribution of the wavefunction of the NTotal-site 1/2 spin system
in the S z unconserved condition. Each process has the wavefunction having
2NLocal component; we can obtain the wavefunction of the entire system by
connecting local wavefunction in all processes.
occurs between two sites, we use one of the following three
procedures according to the type of the two sites (See Fig. 4).
When the numbers specifying the both sites are smaller than
NLocal, we can perform this exchange independently in each
process; there is no inter-process communication [Fig. 4(a)].
If one of two sites has an index equal to or larger than NLocal,
first the local wavefunction is communicated between two pro-
cesses connected with the exchange operator and stored in a
buffer. Then we compute the remaining exchange operator [Fig.
4(b)]. We employ this procedure also when both sites are equal
to or larger than NLocal [Fig. 4(c)]. In this case, some processes
do not participate the calculation; it causes a load imbalance.
However, it is not so serious problem; the computational time
of this case is shorter than those time of the previous two cases
because the arrays are accessed sequentially in this case.
4.3. Continuous-memory-access (CMA) method
Numerical costs become smaller if all operations can be done
similar to Fig. 4(a) in which the memory access is limited
within each process. In addition, if we can apply simultane-
ously the all terms in the second quantized Hamiltonian acting
to the part of wavefunctions continuously stored in the CPU-
cache memory, the numerical cost becomes small and indepen-
dent from the number of the terms. Indeed, we can partially
convert the conventional algorithm into an efficient algorithm
by employing a permutation of the bits. By the permutation,
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Figure 4: Schematic picture of parallelization of Hamiltonian-wavefunctions product. We take a 4-site spin-1/2 Heisenberg model as an example.
we can also achieve continuous memory access, which is usu-
ally faster than random access happening inevitably in the con-
ventional algorithm (Sec. 4.2). In this section, we explain the
newly developed algorithm to realize the continuous memory
access and to enhance the computing efficiency.
Any partial Hamiltonians acting on the rightmost M bits are
represented by a 2M by 2M matrix that acts on 2M successive
components, namely, 0 th to (2M − 1)-th components, of the
wavefunction. Then, if the W (≤ M) rightmost bits are per-
muted in the bit representation of the basis as,
|[σNs−1 · · ·σW+1σWσW−1 · · ·σ1σ0]2〉
→ |[σW−1 · · ·σ1σ0σNs−1 · · ·σW+1σW ]2〉, (28)
where σi = 0, 1 (i ∈ [0,Ns)), the partial Hamiltonians acting on
the W th bit, (W+1) th bit, and so on, are again represented by a
matrix that acts on the successive components of the wavefunc-
tion. If we find an integer W that satisfies mod(Ns,W) = 0 and
decompose the total Hamiltonian into the partial Hamiltonians
that act on sets of M successive bits that overlap each other, the
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multiplication of the Hamiltonian is implemented with contin-
uous memory access by repeating the W-bits permutation.
When the wavefunctions are distributed in many processes,
the W-bits permutation is achieved by the following steps. First,
we permute the components in the wavefunction within the rank
` process, v(`)j ( j = 0, 1, · · · , 2Ns−Np − 1), with a buffer u(`)j as
u
([σNs−1···σNs−Np ]2)
[σW−1···σW−NpσW−Np−1···σ0σNs−Np−1···σW ]2
= v
([σNs−1···σNs−Np ]2)
[σNs−Np−1···σWσW−1···σW−NpσW−Np−1···σ0]2 .
(29)
Then, we call an MPI all-to-all routine to transfer the compo-
nents in the buffer u(`)j to another buffer u
′(`′)
j′ in other processes
as
u′
([σW−1···σW−Np ]2)
[σNs−1···σNs−NpσW−Np−1···σ0σNs−Np−1···σW ]2
= u
([σNs−1···σNs−Np ]2)
[σW−1···σW−NpσW−Np−1···σ0σNs−Np−1···σW ]2 .
(30)
Finally, the following permutation of the components of the
wavefunctions completes the W-bit permutation of the dis-
tributed wavefunction:
v
([σW−1···σW−Np ]2)
[σW−Np−1···σ0σNs−1···σNs−NpσNs−Np−1···σW ]2
= u′
([σW−1···σW−Np ]2)
[σNs−1···σNs−NpσW−Np−1···σ0σNs−Np−1···σW ]2 .
(31)
Details of the continuous access will be reported elsewhere
[23]. The CMA method is implemented in Standard mode for
S = 1/2 spins without total S z conservation in the present ver-
sion ofHΦ 1.
5. Benchmark results and performance
In this section, we show benchmark results of HΦ. First,
we examine the accuracy of the finite-temperature calculations
based on the TPQ algorithm [11] by comparing the results with
the exact ensemble averages calculated by the full diagonaliza-
tion. For small system sizes, we can easily perform the same
calculation on our own PCs. Second, we show the paralleliza-
tion efficiency of HΦ for large system sizes on supercomput-
ers. We have carried out TPQ simulations of two typical mod-
els, namely, an 18-site Hubbard model on a square lattice and
a 36-site Heisenberg model on a kagome lattice, with changing
numbers of threads and CPU cores, where the number of CPU
cores equals the number of threads times the number of MPI
processes. We also show performance of the CMA method.
5.1. Benchmark results of TPQ simulations
To examine the validity of the TPQ calculation, we compute
the temperature dependence of the doublon density of the Hub-
bard model (U/t = 8) for an 8-site cluster with the periodic
boundary condition. The shape of the cluster is illustrated in
the inset of Fig. 5. The Hubbard model is defined by setting
µ = 0, Vi j = 0, ti j = t for the nearest-neighbor pairs of sites,
〈i, j〉, and ti j = 0 for further neighbor pairs of sites. An exam-
ple of the input file for the 8-site Hubbard model used in this
calculation is shown as follows:
1 Since the implementation of the CMA method is more complicated than
that of the conventional algorithm explained in the previous section (Sec. 4.2),
the algorithm has not been implemented for other systems yet.
Figure 5: Temperature dependence of the doublon density calculated by the
TPQ state and the canonical ensemble obtained by the full diagonalization
method on an 8-site Hubbard model. We perform 20 independent TPQ calcula-
tions and depict all the results. The yellow horizontal line indicates the doublon
density at zero temperature, which is calculated by the Lanczos method.
a0W = 2
a0L = 2
a1W = -2
a1L = 2
model = "Fermion Hubbard"
method = "TPQ"
lattice = "square lattice"
t = 1.0
U = 8.0
In Fig. 5, we show the temperature dependence of the doublon
density, 〈nˆ↑nˆ↓〉, calculated by the TPQ state and by the canoni-
cal ensemble. We confirm that the TPQ calculations well repro-
duce the results of the canonical ensemble average. In addition
to the finite-temperature calculations, we perform the ground
state calculations by the Lanczos method and the calculated
doublon density at zero temperature is plotted by the dashed
line. We also confirm that doublon density at low temperature
well converges to the value of the ground state. All the results
show the validity of the TPQ method.
5.2. Parallelization Efficiency
Here, we carry out TPQ simulations for large system sizes
with changing numbers of threads and processes to examine
parallelization efficiency of HΦ. We choose two typical mod-
els; a half-filled 18-site Hubbard model on a square lattice and a
36-site Heisenberg model on a kagome lattice. The speedup of
the simulation for the 18-site Hubbard model with up to 3,072
cores is measured on SGI ICE XA (Sekirei) at ISSP (Table
1). The speedup of the large-scale simulation for the 36-site
Heisenberg model with up to 32,768 cores is examined by us-
ing the K computer at RIKEN AICS (Table 1).
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Table 1: Specification of the single node on the supercomputer Sekirei [24] at ISSP and the K computer [25] at RIKEN AICS.
Sekirei K computer
CPU Xeon E5-2680v3×2 SPARC 64TMVIIIfx
Numer of cores per node 24 8
Peak performance 960 GFlops 128 GFlops
Main memory 128 GB 16 GB
Memory band width 136.4 GB/s 64 GB/s
Network topology Enhanced hypercube Six-dimensional mesh/torus
Network band width 7 GB/s × 2 5 GB/s × 2
5.2.1. 18-site Hubbard model
We perform the TPQ simulations for the half-filled 18-site
Hubbard model on the square lattice illustrated in the inset of
Fig. 6. Here, we employ the subspace of the Hilbert space that
satisfies
∑Ns−1
i=0 S
z
i = 0. Then, the dimension of the subspace is
(18C9)2 = 2, 363, 904, 400, where aCb represents the binomial
coefficient. The input file used in this calculations is shown
below:
a0W = 3
a0L = 3
a1W = -3
a1L = 3
model = "Fermion Hubbard"
method = "TPQ"
lattice = "square lattice"
t = 1.0
U = 8.0
nelec = 18
2Sz = 0
In Fig. 6, we can see significant acceleration caused by the
increase of CPU cores. This acceleration is almost linear up to
192 cores, and is weakened as we further increase the number of
cores. This weakening of the acceleration comes from the load
imbalance in the S z conserved simulation. For example, when
we use 3 OpenMP threads and 1024 MPI processes, the number
of sites associated with the ranks of processes ( Np in Sec. 4.1
) becomes 5, and the number of sites in the subsystem in each
process ( NLocal in Sec. 4.1) becomes 13. Each process has
different numbers of up- and down- spin electrons. In the pro-
cess which has the largest Hilbert space, there are six up-spin
electrons and six down-spin electrons, and the Hilbert space
becomes (13C6)2 = 2, 944, 656. On the other hand, the process
which has the smallest Hilbert space has nine up-spin electrons,
nine down-spin electrons and the (13C9)2 = 511, 225 dimen-
sional Hilbert space. This large difference of the Hilbert-space
dimension between each process causes a load imbalance. This
effect becomes large as we increase the number of processes.
When we fix the total number of cores (for examples 1536
cores), we can find that the process-major computation (256
processes with 6 threads) is faster than the thread-major compu-
tation (64 processes with 24 threads). Since the numerical per-
formance of both of them are equivalent, this behavior seems
strange at first sight. The origin of difference might be ex-
plained as follows: When we double the number of processes,
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Figure 6: Speedup of TPQ calculations with hybrid parallelization by using up
to 3,072 cores on Sekirei. Here, we show TPQ steps per hour for the 18-site
Hubbard cluster with finite U/t (U/t = 8) and total S z conservation (
∑Ns−1
i=0 S
z
i =
0) as functions of the total number of cores. We note that, due to changes in size
of data transfer between MPI process, the thread number affects the TPQ steps
per hour even when the total number of cores is fixed. The squares, circles,
upward triangles, and downward triangles represent the results with 3 threads,
6 threads, 12 threads, and 24 threads, respectively. The inset shows the shape
of the 18-site cluster used in this benchmark calculations.
the amount of data communicated by each process at once be-
comes a half of the original size, and the communication time
decreases. On the other hand the communicated data-amount
and the communication time is unchanged even if we double
the number of threads. In other words, the algorithm described
in Sec. 4.2 parallelizes calculation and also communication.
5.2.2. 36-site Heisenberg model
We perform the TPQ calculations for the 36-site Heisenberg
model on the kagome lattice with hybrid parallelization by us-
ing up to 32,768 cores. Here, we employ the 236-dimensional
(∼ 6 × 1010) Hilbert space without the S z conservation. Al-
though the canonical (S z conserved) calculation is faster than
the grand-canonical (S z unconserved) calculation, we some-
times employ the latter for the TPQ calculation. The finite-size
effect is much smaller in the grand-canonical TPQ state than in
the canonical TPQ state [26]. Figure 7 shows the speedup of
this calculation on the K computer. In contrast to the canonical
calculation in the previous section, we obtain the almost linear
scaling even we use the very large number of cores (more than
ten thousands cores). In the grand-canonical calculation, each
process has a Hilbert space of the same size. Therefore, there
is no load imbalance that appears prominently in the canonical
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Figure 7: Speedup of TPQ calculations with hybrid parallelization by using up
to 32,768 cores on the K computer. Here, we show TPQ steps per hour for
the 36-site Heisenberg cluster without total S z conservation as functions of the
total number of cores. The squares, circles, upward triangles, and downward
triangles represent the results with 1 thread, 2 threads, 4 threads, and 8 threads,
respectively. The inset shows the shape of the 36-site cluster used in this bench-
mark calculations.
calculation. Due to the high throughput of the inter-node data
transfer on the K computer, the parallelization efficiency from
4,096 cores to 32,768 cores reaches 82% and change in num-
ber of MPI processes does not largely affect the speed. Except
for some cases (open symbols in Fig. 7), in the group of the
same number of cores (for example, 16384 cores), we can not
find any significant difference between the performance of the
thread-major computation (2048 processes with 8 threads) and
that of the process-major computation (16384 processes with 1
thread). On the other hand when we calculate the same sys-
tem by using 3,072 cores on Sekirei, the speed of the compu-
tation by using 128 processes with 24 threads and that speed
by using 1024 processes with 3 threads become 29 steps / hour
and 71 steps / hour, respectively; we can find the advantage
of the process-major computation on Sekirei as in the previous
section. It is thought that because the communication time on
Sekirei is longer than that on the K computer, the parallelization
of the communication by increasing the number of processes is
more effective on Sekirei than on the K computer.
For some cases the speed becomes exceptionally slow (cor-
responding conditions are shown as open symbols). This slow-
down occurs when the number of processes is 8,192, and it
remains even if we change the lattice to the one-dimensional
chain. We consider the reason of the slowdown as follows.
There are three effects on the computational speed by increas-
ing processes: first, the numerical cost per single process and
the data size per single communication decrease in inversely
proportional to the number of processes (positive effect), sec-
ond, the frequency of communication increases (negative ef-
fect), and, finally, the load balancing becomes worse (negative
effect). Therefore we consider the slowdown comes from the
competition of these effects.
5.3. Benchmark of continuous-memory-access method
In this section, we show benchmark results of the continuous-
memory-access parallelization algorithm, namely, the CMA
method in HΦ, which is briefly explained in Sec. 4.3. The
CMA method is particularly advantageous when the Hamilto-
nian does not possess the U(1) symmetry or the SU(2) symme-
try that make the total charge and the total magnetization good
quantum numbers. A typical example is the Kitaev model dis-
cussed below. For such Hamiltonians, we cannot use the canon-
ical mode. Especially, the CMA method is much faster than the
conventional parallelization scheme explained in Sec.4.2 when
inter-site interactions are dense and complicated. This is be-
cause the cost for the computation and memory-transfer for the
bit permutation does not depend on the number of terms or the
complexity of the Hamiltonian as long as the range of interac-
tion is not too long, while, in the conventional parallelization
scheme, the cost for the Hamiltonian operations increases as it
has more terms. To compare performance of the CMA method
and the conventional parallelization scheme, here, we carried
out TPQ simulations of a spin Hamiltonian with complicated
spin-spin interactions.
We show the benchmark results of the TPQ simulation for
a spin Hamiltonians of iridium oxide, Na2IrO3, which was de-
rived by utilizing ab initio electronic band structures and many-
body perturbation theory [12]. The Hamiltonian is defined on
a honeycomb structure and has complicated inter-site spin-spin
interactions that can be classified into five parts as follows:
Hˆ = HˆK + HˆJ + Hˆoff + Hˆ2 + Hˆ3, (32)
where the first term HˆK represents the Kitaev Hamiltonian [27],
the second term HˆJ describes diagonal exchange couplings be-
tween nearest-neighbor (n.n.) spins, and the third term Hˆoff
describes complicated off-diagonal spin-spin interactions. The
fourth term Hˆ2 and the fifth term Hˆ3 describe the second neigh-
bor (2nd n.) interactions and the third neighbor (3rd n.) inter-
actions, respectively. Details of the Hamiltonians are given in
the previous study [12].
In the lower panel of Fig. 8, elapsed time per TPQ step for
the conventional and the CMA method is shown for a Kitaev
Hamiltonian, HˆK, a Kitaev-Heisenberg Hamiltonian, HˆK + HˆJ,
a n.n. Hamiltonian, Hˆnn = HˆK + HˆJ + Hˆoff , a Hamiltonian in-
cluding 2nd n. interactions, Hˆnn + Hˆ2, and the ab initio Hamil-
tonian Hˆ = Hˆnn + Hˆ2 + Hˆ3. Here, we use 16 nodes (24 cores
per node) on Sekirei at ISSP the TPQ simulation with 3 threads
and 128 processes. Even when the number of the coupling term
increases, from the sparse Kitaev Hamiltonian HˆK to the dense
and complicated Hamiltonian of Na2IrO3, Hˆ , the elapsed time
per TPQ step of the CMA method does not show significant in-
crease while the elapsed time of the conventional scheme shows
significant increase.
Although, for the sparse Kitaev Hamiltonian HˆK, the conven-
tional scheme shows slightly better performance than that of the
CMA method, the CMA method is three times faster than the
conventional one even for the n.n. Hamiltonian Hˆnn. Further-
more, even though, from Hˆnn to Hˆnn + Hˆ2, the number of the
bonds clearly increases, the elapsed time per TPQ step of the
CMA method only shows slight increase.
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Figure 8: Lattice structure and bonds for Hˆ (upper panel) and elapsed time per
TPQ step for the conventional butterfly and the CMA method (lower panel).
The three different nearest-neighbor (n.n.) bonds, ΓX, ΓY, and ΓZ, the second
neighbor (2nd n.) bonds Γ2ndZ , and the third neighbor (3rd n.) bonds Γ
3rd are
illustrated in the upper panel. In the lower panel, the (cyan) squares denote
the elapsed time per TPQ step of the conventional scheme and the (red) circles
denote the elapsed time per TPQ step of the CMA method.
6. Summary
To summarize, we explain the basic usage of HΦ in Sec.
2. By preparing one file within ten lines, for typical models
in the condensed matter physics, one can easily perform the
exact diagonalization based on the Lanczos method or finite-
temperature calculations based on the TPQ method. By using
the same file, one can also perform the large-scale calculations
on modern supercomputers. By properly editing the interme-
diate input files generated by Standard mode execution, it is
also easy to perform the similar calculations for complicated
Hamiltonians that describe the low-energy physics of real ma-
terials. This flexibility and user-friendly interface are the main
advantage of HΦ and we expect that HΦ will be a useful tool
for broad spectrum of scientists including experimentalists and
computer scientists.
In Sec. 3, we explain the basic algorithms implemented in
HΦ. Although the Lanczos method and the TPQ method are
detailed in the literature, to make our paper self-contained, we
explain the essence of these methods. Furthermore, in Sec. 4,
we detail the parallelization methods of the multiplication of
Hamiltonian to the wavefunctions; one is the conventional but-
terfly method and another one is the newly developed method.
We also show the benchmark results ofHΦ on supercomputers
in Sec. 5. The results indicate that parallelization ofHΦ works
well on these supercomputers and the computational time is
drastically reduced.
We also introduce the new algorithm for parallelization, i.e.,
the (CMA) method. The main advantage of this method is
that the speed does not depend on the number of terms in the
Hamiltonians, while the computational cost of the conventional
butterfly method is proportional to the number of terms in the
Hamiltonians. Thus, the CMA method is suitable for treating
the complicated Hamiltonians for real materials. Actually, for
the low-energy model of Na2IrO3, we show that the speed of the
CMA method is about six times faster than that of the conven-
tional method. So far, the CMA method is applicable to the lim-
ited class of Hamiltonians and lattice geometries. In addition,
its efficiency largely depends on the models. It is a remaining
challenge to remove the limitation from the CMA method.
Recent development of the theoretical tools for obtaining the
low-energy models of real materials enable us directly compare
the theoretical results and experimental results. Although the
limitation of the system size is severe, the exact analyses based
on the Lanczos method or the TPQ method offer a firm basis for
examining the validity of the theoretical results. The present
version of HΦ can calculate only the static physical quanti-
ties, which is difficult to be directly measured in experiments.
Extending HΦ to calculate dynamical properties such as the
dynamical spin/charge structure factors and the optical conduc-
tivity is a promising way to make HΦ more useful. Such an
extension will be reported in the near future.
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Appendix A. Details of implementation
Appendix A.1. Bogoliubov representation
In the spin system, the spin indices in input files of
transfer, InterAll, and correlation functions are specified
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by using the Bogoliubov representation. Spin operators are
written by using creation/annihilation operators as follows:
Sˆ zi =
S∑
σ=−S
σcˆ†iσcˆiσ (A.1)
Sˆ +i =
S−1∑
σ=−S
√
S (S + 1) − σ(σ + 1)cˆ†iσ+1cˆiσ (A.2)
Sˆ −i =
S−1∑
σ=−S
√
S (S + 1) − σ(σ + 1)cˆ†iσcˆiσ+1 (A.3)
Appendix A.2. Initial vector for the Lanczos method
In the Lanczos method, an initial vector is specified with
initial_iv(≡ rs) defined in an input file for Standard mode
or a ModPara file for Expert mode. A type of an initial vector
can be selected from a real number or complex number by using
InitialVecType in a ModPara file.
• For canonical ensemble and initial_iv ≥ 0
A non-zero component of a target of Hilbert space is given
by
(Ndim/2 + rs)%Ndim, (A.4)
where Ndim is a total number of the Hilbert space and
Ndim/2 is added to avoid selecting the special configura-
tion for a default value initial_iv = 1. When a type of
an initial vector is selected as a real number, a coefficient
value is given by 1, while as a complex number, the value
is given by (1 + i)/
√
2.
• For grand canonical ensemble or initial_iv < 0
An initial vector is given by using a random generator, i.e.
coefficients of all components for the initial vector is given
by random numbers. The seed is calculated as
123432 + |rs| + kThread + NThread × kProcess, (A.5)
where rs is a number given by an input file (parameter
initial_iv), kThread is the thread ID, NThread is the num-
ber of threads, and kProcess is the process ID. Therefore the
initial vector depends both on initial_iv and the num-
ber of processes. Random numbers are generated by using
SIMD-oriented Fast Mersenne Twister (dSFMT) [28].
Appendix A.3. Convergence condition for Lanczos method
In HΦ, we use dsyev (routine of lapack) for diagonaliza-
tion of Tn. We use the energy of the first excited state of Tn
as a criteria of convergence. In the standard setting, after five
Lanczos step, we diagonalize Tn every two Lanczos step. If
the energy of the first excited states agrees with the previous
energy within the required accuracy, the Lanczos iteration fin-
ishes. The accuracy of the convergence can be specified by
LanczosEps (ModPara file in Expert mode).
After obtaining the eigenvalues, we again perform the Lanc-
zos iteration to obtain the eigenvector. From the eigenvec-
tors |Φn〉, we calculate energy En = 〈Φn|Hˆ |Φn〉 and variance
∆ = 〈Φn|Hˆ2|Φn〉 − (〈Φn|Hˆ |Φn〉)2. If En agrees with the eigen-
values obtained by the Lanczos iteration and ∆ is smaller than
the specified value, we finish the diagonalization.
If the accuracy of Lanczos method is not enough, we perform
the CG method to obtain the eigenvector. As an initial vector of
the CG method, we use the eigenvectors obtained by the Lanc-
zos method in the standard setting. This often accelerates the
convergence.
Appendix A.4. Initial vector for the TPQ method
For TPQ method, an initial vector is given by using a random
number generator, i.e. coefficients of all components for the ini-
tial vector are given by random numbers. The seed is calculated
as
123432 + (nrun + 1) × |rs| + kThread + NThread × kProcess (A.6)
where rs, kThread, NThread, and kProcess are the same as those for
the Lanczos method [Eqn. (A.5)]. nrun indicates the counter of
trials, which is equal to or less than the total number of trials
NumAve in an input file for Standard mode or a ModPara file
for Expert mode. We can select a type of initial vector from a
real number or complex number by using InitialVecType in
a ModPara file. kThread,NThread, kProcess indicate the thread ID,
the number of threads, the process ID, respectively; the initial
vector depends both on initial_iv and the number of pro-
cesses.
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