The guarded fragment with transitive guards, [GF+TG], is an extension of the guarded fragment of ÿrst-order logic, GF, in which certain predicates are required to be transitive, transitive predicate letters appear only in guards of the quantiÿers and the equality symbol may appear everywhere. We prove that the decision problem for [GF+TG] is decidable. Moreover, we show that the problem is in 2EXPTIME. This result is optimal since the satisÿability problem for GF is 2EXPTIME-complete (J. Symbolic Logic 64 (1999) 1719-1742). We also show that the satisÿability problem for two-variable [GF+TG] is NEXPTIME-hard in contrast to GF with bounded number of variables for which the satisÿability problem is EXPTIME-complete.
Introduction
Modal logic, that in medieval times was studied by philosophers, in the last decades became a subject of interest for computer scientists. Modal logic has applications in many areas of computer science including artiÿcial intelligence [5, 25] , program veriÿ-cation [8, 28, 27] , database theory [7, 24] and distributed computing [6, 18] .
Propositional modal logic possesses useful model-theoretic and good algorithmic properties, like ÿnite axiomability, Craig interpolation, Beth deÿnability and decidability for validity. The tractability of modal logic was partially explained when Gabbay [10] showed that modal logic can be embedded in FO 2 , the fragment of ÿrst order logic
The results presented in Section 5 have been announced in [31] .
with two variables. FO 2 was studied by Scott [29] who proved that the satisÿability problem for FO 2 without equality is decidable, by Mortimer [26] who proved that FO 2 with equality has a ÿnite model property, and by Gr adel et al. [14] who proved the exponential model property for FO 2 . The last result together with the result by Lewis [23] implies that the satisÿability problem for FO 2 is NEXPTIME-complete. FO 2 can be used as a representative language also for a number of knowledge representation logics (description logics) [2] . Moreover, many extensions of modal logics that are not fragments of FO 2 can easily be embedded in some extensions of FO 2 , for example, CTL and the -calculus can be treated as FO 2 with a ÿxed-point operator [34] and many powerful variants of description logics can be embedded in the extension of FO 2 with counting quantiÿers, C 2 , or in C 2 with transitivity [4] . Although the translation of modal logic to FO 2 explains some good properties of modal logic, it does not work in the same way for various extensions of modal logic. In particular, CTL has an EXPTIME-complete validity problem but FO 2 with a ÿxed-point operator was shown to be undecidable [16] . Similarly, Immerman and Vardi proved [20] that CTL can be embedded in FO 2 with a transitive closure operator that is again undecidable [16] . Undecidability results are known for more succinct logics with two variables that capture CTL (cf. [15] ). In addition, FO 2 has a very poor proof theory so it cannot be seen as a natural fragment of predicate logic extending modal logic and capturing all nice properties of modal logic. The model theoretic reason for the nice behavior of modal logic was given in [34] where Vardi answers the explicitly asked question 'Why is modal logic so robustly decidable? ' In 1996, in order to explain and generalize the good properties of modal logic, AndrÃ eka et al. [1] introduced the guarded fragment GF of ÿrst-order logic. GF consists of ÿrst-order formulas where all quantiÿers are appropriately relativized by atoms but neither the pattern of alternations of quantiÿers nor the number of variables is restricted. AndrÃ eka et al. showed that modal logic can be embedded in GF and they argued convincingly that GF inherits the nice properties of modal logic. The nice behavior of GF was conÿrmed by Gr adel [12] who proved that the satisÿability problem for GF is complete for double exponential time and complete for exponential time, when the number of variables is bounded.
In order to express certain properties of temporal logic, GF was later generalized by van Benthem [33] to the loosely guarded fragment, LGF, where all quantiÿers are relativized by conjunctions of atoms. Most of the properties of GF generalize to LGF.
In [34] , the tree-model property was pointed out as one of the main reasons for the nice behavior of modal logics. It appeared [12] that both GF and LGF also have a treemodel property analogous to the tree-model property for modal logic; in addition, both fragments have the ÿnite model property [19] . So, one could expect that also several extensions of GF will possess good properties, similarly to modal logic that remains decidable and of fairly low complexity under addition of a variety of operators and features, such as counting modalities, transitive closure modalities and conditions on the accessibility relation. In fact Gr adel and Walukiewicz [17] proved that extending GF with ÿxed point operators one gets still a decidable logic. Moreover, they proved that the satisÿability problem for GF with ÿxed points can be decided in the same time as for pure GF. The same is true for GF with bounded number of variables. This point is further discussed in [13] .
One interesting extension of GF is the guarded fragment with transitivity that is a natural representative language e.g. for multi-modal logics of type K4, S4 or S5 that are used to formalize epistemic logics [9] . Unfortunately, Gr adel [12] proved that
• GF 3 , the three-variable fragment of GF, with transitive predicates (or with counting quantiÿers) is undecidable.
The three-variable guarded fragment may be too strong to represent modal logics, since, as it is mentioned at the beginning, two variables su ce. However, in [11] , besides other results, Ganzinger et al. improved the result by Gr adel [12] showing that even
• GF 2 with transitive predicates and without equality is undecidable.
In [11] Ganzinger et al. studied decidability issues for the extension of GF with transitivity constraints and they proposed a logic that is an extension of GF in which transitive predicate letters appear only in guards of the quantiÿers whereas remaining predicates and the equality symbol may appear everywhere. We call this logic the guarded fragment with transitive guards and denote it by [GF+TG] . The guarded fragment with transitive guards is powerful enough to be used as a representative language for multi-modal logics of type K4, S4 or S5, since when encoding them in the ÿrst-order logic the predicate letters corresponding to accessibility relations occur only in guards. By [GF 2 + TG] we denote the two-variable fragment of [GF+TG] and by monadic-[GF 2 + TG]-the fragment of [GF 2 + TG] in which all non-unary predicate letters may appear in guards only. Ganzinger et al. [11] proved in a very nice way that
• monadic-[GF 2 + TG] is decidable.
and they asked the following two questions:
(1) What is the complexity of monadic-[GF 2 + TG]? (The proof in [11] proceeds through a reduction to the monadic theory of a tree, S2S, and hence it does not o er any primitive recursive bound for the complexity of the problem.) (2) Is satisÿability of the full [GF+TG] decidable?
We prove that the satisÿability of [GF+TG] can be decided in deterministic double exponential time. Since [GF+TG] is an extension of GF we immediately get that the satisÿability of [GF+TG] is 2EXPTIME-complete. So, similarly to GF with ÿxed point operators, we do not have to pay more for adding transitive guards and this makes [GF+TG] the right counterpart of certain extensions of modal logics.
We also prove that the satisÿability problem for monadic-[GF 2 + TG] with equality is hard for nondeterministic exponential time. This is proved by a reduction of FO 2 -sentences to [GF 2 + TG]-sentences that preserves satisÿability. This reduction is based on an observation that in monadic-[GF 2 +TG] we are able to deÿne cliques that are big enough to enclose models for FO 2 -sentences. Then NEXPTIME-hardness of [GF 2 + TG] follows from NEXPTIME-hardness of FO 2 . This result has been recently improved by KieroÃ nski [22] who showed that [GF 2 + TG] is 2EXPTIME-hard. These results are rather Table 1 Complexity of extensions of GF and FO 2 Extension FO 2 GF 2 GF None NEXPTIME-complete [23, 14] EXPTIME-complete [12] 2 E XPTIME-complete [12] Fixed-points Undecidable [16] E XPTIME-complete [17] 2 E XPTIME-complete [17] Counting NEXPTIME-complete [35] N EXPTIME Undecidable [12] Transitivity Undecidable [16] Undecidable [11] Undecidable [12] Monadic with X Decidable [11] X transitive guards NEXPTIME-hard this paper Transitive guards X 2EXPTIME-hard [22] 2 E XPTIME-complete this paper surprising since both GF and GF with ÿxed point operators when restricted to bounded number of variables are EXPTIME-complete and as we show in the main part of the paper the complexity for the full [GF+TG] is exactly the same as for GF. The complete map of the computational complexity of the satisÿability problem for FO 2 , GF and their extensions is given in Table 1 .
It is worth noticing that [GF+TG] and [GF 2 + TG] are strictly more expressive than the monadic subclass. As an example of a [GF 2 + TG]-sentence that cannot be expressed in monadic-[GF 2 + TG] one can take the sentence deÿning cliques since, as we observed in [30] , every satisÿable monadic-[GF 2 + TG] sentence has a model without symmetric edges.
The paper is organized as follows. In Section 2 we give basic notions and notations. In Section 3 we introduce the normal form of [GF+TG]-sentences. We show that every [GF+TG]-sentence can be transformed into a disjunction of sentences in normal form that preserves satisÿability. In Section 4 we discuss the expressive power of various fragments of GF with transitivity studying several examples that also provide some intuitions to help the reader in understanding the main ideas and technics used in the paper. The main result is given in Section 5. We introduce there the most important notions and prove that the satisÿability problem for [GF 2 + TG] is in double exponential time. The high-level description of the rather technical proof is given in Section 5.1. Next, in Section 6 we generalize notions and methods used in two-variable case and we prove that the satisÿability problem for [GF+TG] is complete for double exponential time.
Preliminaries
We assume that the reader is familiar with standard notions of logic and with basic concepts of computational complexity theory.
By FO k we denote the class of ÿrst-order sentences with k variables over a relational signature. The guarded fragment, GF, of ÿrst-order logic with no function symbols of arity greater than 0, is deÿned as the least set of formulas such that (1) every atomic formula belongs to GF, (2) GF is closed under logical connectives ¬; ∨; ∧; →, (3) if x; y are tuples of variables, (x; y) is an atomic formula containing all the variables of {x; y} and (x; y) is a formula of GF with free variables contained in {x; y}, then the formulas ∀y( (x; y) → (x; y));
∃y( (x; y) ∧ (x; y)) belong to GF.
The atom (x; y) in the above formulas is called the guard of the quantiÿer. A guard that is a P atom, where P is a predicate letter from the signature, is called a P-guard.
Observe that every one-variable sentence in prenex normal form can be treated as a GF-sentence since a sentence of the form ∀x (x) can be written as ∀x (x = x → (x)). Similarly, every sentence of the form: ∀x∃y( (x; y) ∧ (x; y)) can be written as ∀x ((x = x) → ∃y( (x; y) ∧ (x; y))).
In this paper we admit conditions stating that some binary predicate T is transitive, we write "T is transitive" and we let Trans[T 1 ; : : : ; T m ] stand for the condition that each T i , 16i6m, is transitive. In this case we also say that T is a transitive predicate letter. The resulting extension of GF is denoted by [GF + transitivity]. We reserve the letter T to denote transitive predicates. So, when the predicate letter T or T i appears in a sentence, then the sentence includes as a conjunct , where all non-unary predicate letters (including the equality symbol) may appear in guards only. Let be a relational signature and x = (x 1 ; : : : ; x l ) be a sequence of variables. An l-type t(x) is a maximal consistent set of atomic and negated atomic formulas over in the variables of x. A type t is often identiÿed with the conjunction of formulas in t. If an l-type t contains the formulas x i = x j , for every i; j such that 1 6 i ¡ j 6 l, then we say that t is proper. If t(x) is an l-type and x ⊆ x then we denote by t(x) x the unique type t(x ) in the variables of x included in t(x). In the sequel, if not stated otherwise, 1-types are types of the variable x and 2-types are types of the variables x and y.
Let (x) be a quantiÿer-free formula in the variables of x. We say that a type t satisÿes , t |= , if is true under the truth assignment that assigns true to an atomic formula precisely when it is a member of t.
An m-type s is a reduction of an l-type t, where m 6 l, if there exists a substitution : {1; : : : ; m} → {1; : : : ; l} such that t(x 1 ; : : : ; x l ) |= s(x (1) ; : : : ; x (m) ). An l + 1-type t extends an l-type s if s ⊆ t. An l + 1-type t properly extends an l-type s if t extends s and for every i 6 l, t contains the formula x i = x l+1 .
In this paper, -structures are denoted by Gothic capital letters and their universes by corresponding Latin capitals. If A is a -structure with the universe A, and if a is an l-tuple of elements of A, then we denote by tp A (a) the unique l-type t(x) realized by a in A. One can think that 1-types realized by elements are colors of the elements.
Let be a -sentence of the form ∀x (x) → ∃y (x; y), a ∈ A l and |a| = |x|. We say that an element b ∈ A is a witness of for a in a structure A if A |= (a) → (a; b). Note that if a is a sequence of elements of A such that A 2 (a) then any element b ∈ A is a witness of for a in the structure A. Similarly, for a -sentence of the form ∃x (x) we say that an element a ∈ A is a witness of in A if A |= (a).
If B ⊆ A then A B denotes the substructure of A induced on B.
Usually we do not distinguish predicate letters and their interpretations in a structure. However, when it is not clear from the context, we use P A to denote the interpretation of the predicate letter P in the structure A.
If A and B are -structures, a ∈ A and b ∈ B then we write (A; a) ∼ = (B; b) to say that there is an isomorphism f of the structures A and B such that f(a) = b.
An alternating Turing machine is a generalization of a nondeterministic Turing machine. States, and hence conÿgurations of such a machine, are partitioned into four groups: universal, existential, accepting and rejecting. The notion of an accepting (rejecting) conÿguration is extended to the case of conÿgurations in which states are existential or universal. This can be done inductively: a universal conÿguration is accepting if all its successor conÿgurations are accepting and an existential conÿguration is accepting if at least one of its successor conÿgurations is accepting. A machine accepts input w if the initial conÿguration of the machine on w is accepting. This is best described by a game played by two players ∀ and ∃ on the computation tree of the machine on input w. At existential conÿgurations Player ∃ selects a successor conÿguration, and at universal conÿgurations, Player ∀ makes a similar move. Player ∃ wins at accepting conÿgurations. The machine accepts w if and only if Player ∃ has a winning strategy, i.e. he is able to win independently of the moves of Player ∀. For more details on alternating Turing machines refer to e.g. [3] .
For any integer function t(n), (N)TIME(f(n)) is the class of all decision problems that can be solved by a (non)deterministic Turing machine in time f(n), where n is the length of the input. In a similar way, ASPACE(f(n)) is deÿned as the class of all decision problems that can be solved by an alternating Turing machine in space f(n).
The important complexity classes are deÿned in the following way.
where p is a polynomial.
The normal form
In [12] Gr adel proved that the satisÿability problem for GF is 2EXPTIME-complete. As the ÿrst step he showed that there is a polynomial-time reduction that transforms each GF-sentence to a sentence in normal form that preserves satisÿability and keeps a linear length with respect to the length of the original sentence. In our proof we also need an analogous result. We introduce here a more speciÿc normal form of [GF+TG]-sentences and show that a similar transformation is possible, where neither the number of variables nor the arity of predicate symbols is increased.
is in normal form i it is a conjunction of sentences of the following form:
where (1) and ÿ are atomic formulas and y = ∈ x, (2) all the variables listed in ÿ(x; y) do occur in ÿ,
is quantiÿer-free and it contains no transitive predicate letter.
Note that, in contrast to the commonly used notion of normal form of GF-formulas, in our notion, existential quantiÿers bind only single variables. This requirement simpliÿes the model constructions in next sections.
The following lemma says that our restricted normal form is rich enough for [GF+ TG] in the sense that every [GF+TG] is satisÿable if and only if i6d i is satisÿable, (2) d6O(2 n ), card( )6n and for every i6d,
can be computed deterministically in exponential time and every sentence i can be computed in time polynomial with respect to n.
Proof. Let be a [GF k + TG]-sentence that is not in normal form. We assume that there are no universal quantiÿers in , since every guarded subformula of of the form ∀y( (x; y) → (x; y)) can be equivalently replaced by ¬ ∃y( (x; y) ∧ ¬ (x; y)).
Using an iterative method we will transform the formula into a formula
such that 0 is a [GF k + TG]-sentence in normal form, 1 is a conjunction of [GF k + TG]-sentences of the form (n2) or (n3) and 2 is a conjunction of sentences of the form:
where is atomic and is quantiÿer free. In the above conjunction the formula 0 is an "image" of the original sentence and the remaining formulas are added during the iterative transformation procedure.
At the beginning, we have = 0 . In every transformation step we eliminate in 0 one existential quantiÿer together with the variable bound by it, until 0 is either a [GF k + TG]-sentence in normal form or a quantiÿer free formula. In every step of the iterative procedure we start with = 0 ∧ 1 ∧ 2 , where 0 is neither in normal form nor a quantiÿer free formula and we obtain = 0 ∧ 1 ∧ 2 . We proceed as follows.
First we deÿne i = i , for i = 0; 1; 2 and ÿnd in 0 a subformula
where is an atomic formula and is quantiÿer free. We have three cases:
We extend the signature by a new predicate letter R of arity |x|, replace the formula in 0 by the atom R(x) and add to 1 the new sentences:
Case 2: x = ∅ and is out of the scope of any quantiÿer. We extend the signature by a new unary predicate letter R, replace the formula in 0 by the atom R(y) and add to 2 the formula:
For example, assume
In the ÿrst step of the transformation we get
It is easy to see that the new unary predicate letter R behaves as a boolean variable.
Case 3: x = ∅ and is in the scope of a quantiÿer.
Let x be a variable that appears in the guard of the nearest quantiÿer such that the formula is in the scope of it. We extend the signature by a new unary predicate letter R, replace the formula in 0 by the atom R(x) and add to 2 the formula:
where 0 = ¬∃x; y(T (x; y) ∧ R(y));
This ends the transformation step.
Claim. In every transformation step, is satisÿable if and only if is satisÿable.
For, assume ÿrst that is satisÿable and A |= . Then, to obtain a model A of we extend A by interpreting R in such a way that, in case 1, for every a ∈ A |x| ,
A |= R(a) i A |= ∃y (a; y) ∧ (a; y) and, in Cases 2 and 3, for every a ∈ A, 2 are not. Every conjunct of 2 is of the form (∀xR(x)) ↔ ∃x( (x) ∧ (x)) and it is equivalent to
We deÿne as the disjunctive normal form of 2 and = { 0 ∧ 1 ∧ i : i is a disjunct of }. The length of the sentence is exponential with respect to the length of 2 , so the cardinality of is exponential with respect to n-the length of the input sentence. It is easy to see that every sentence i ∈ has one of the forms (n1) -(n3) and that conditions 1-3 of the Deÿnition hold. Also, the set satisÿes the conditions of the lemma. Let (k) = {T; U 1 ; : : : ; U k }, where T is a transitive predicate letter and U i are unary predicate letters, and let (k) be the conjunction of the following clauses.
4.
We will show that (*) (k) is satisÿable and in every model for (k), T is an equivalence relation with equivalence classes of cardinality bounded by 2 k . Let A be a -structure such that:
• there are no distinct elements in A with the same color (i.e.
To prove the second part of (*), assume A |= (k). First we show that T is symmetric. Let a; b ∈ A be elements of A such that A |= T (a; b) and let a 1 ; a 2 ; b 1 ; b 2 ∈ A be witnesses of the conjuncts (e1) and (e2) for a and b, respectively, that is A |= T (a;
By (e4), T is transitive and so, we have A |= T (a 2 ; a 1 ). Since A |= i U i (a 1 [23] implies that FO 2 is NEXPTIME-complete. In the proof of the exponential model property two reductions are combined. The ÿrst reduction allows to bound the arity of predicate symbols appearing in to binary symbols, and the second one is Scott's reduction [29] to a sentence of Scott's form
where (x; y) and i (x; y) are quantiÿer-free. The reductions can be performed in polynomial time, the resulting sentence has size O(| | log | |) and its signature has at most O(| |) symbols. Let be a FO 2 -sentence over a signature in Scott's form, let T be a new binary predicate letter and let be the sentence obtained from :
Deÿne the sentence = ∧ (k) over the signature = ∪ (k), where k = c · | | and c is given by the exponential model property for FO 2 . We have (1) is satisÿable if and only if is satisÿable,
is computable in polynomial time with respect to | |, (3) in every model A for the interpretation of T is an equivalence relation and for every equivalence class C in the quotient set A=T , we have C |= . So, we have proved:
In fact, we have proved that SAT(monadic-[GF 2 + TG]) is NEXPTIME-hard, since, as it was shown in [23] , the satisÿability problem for monadic-FO 2 is NEXPTIME-complete. So, instead of the above FO 2 -sentence , a monadic FO 2 -sentence can be taken. A better result was recently obtained by KieroÃ nski, who proved, that the satisÿability problem for a subclass of monadic-[GF 2 + TG] where signatures contain transitive predicate letters as the only binary predicate symbols is EXPSPACE-complete [21] and that the satisÿability problem for [GF 2 + TG] is 2EXPTIME-hard [22] .
GF 2 with transitivity
In [12] Gr adel proved that GF 3 , the three-variable fragment of GF, with transitive relations is undecidable. This result was later improved by Ganzinger et al. [11] who showed that even GF 2 with transitive relations and without equality is undecidable. Using analogous methods as in the previous subsection and admitting equality we can easily show the same theorem. Let be the conjunction of the following clauses:
It is easy to see that the sentence is satisÿable. Moreover, every model of is partitioned into T -cliques of arbitrary (possibly inÿnite) cardinality. Let be Scott's form of a FO 2 -sentence with transitive predicate letters:
where (x; y) and i (x; y) are quantiÿer-free, let
and let
Similarly as in the previous section, is satisÿable if and only if is satisÿable. So we have reduced the satisÿability problem for FO 2 with transitivity to the satisÿability problem for GF 2 with transitivity. In [16] , Gr adel et al. proved , that the ÿrst problem is undecidable.
On monadic GF
2 with transitive guards
In this subsection we are concerned with a ÿnite signature containing only unary and binary predicate letters. Assume that T 1 ; : : : ; T m are all the transitive predicate letters of .
Deÿnition 5.
(1) We say that a 2-type t(x; y) is single-positive if it contains the formula x = y and exactly one non-negated atomic formula in two variables x and y.
(2) A 2-type t(x; y) is negative if all the two-variable formulas of t(x; y) are negated.
If v and w are 1-types over and B is a binary predicate letter in then by − −−→ v; w; B we denote the unique (proper) single-positive 2-type t(x; y) that contains v(x), w(y) and B(x; y) and by v; w-the unique negative 2-type t(x; y) that contains v(x) and w(y).
Let
be a monadic-[GF 2 + TG]-sentence in normal form (cf. Deÿnition 1). So is a conjunction of sentences of the following form:
where contains only unary predicate letters and the equality symbol may appear only as . (If ÿ(x; y) in a conjunct (n2) has the form x = y then we replace the conjunct by ∀x∀yx = y → ( (x) → (x; x)).)
The following observation shows that types introduced by Deÿnition 5 constitute the set of "acceptable" types with respect to the sentence in normal form.
Proposition 6. Let t be a 2-type and B be a binary predicate letter in .
(2) If has the form (n3) ∀x∀y( (x; y) → (x; y)) and t |= (x; y) → (x; y) then
Proof. We show how to prove part 2. Let be a conjunct of of the form (n3): ∀x∀y( (x; y) → (x; y)) and t |= (x; y) → (x; y). If t |= ¬ (x; y), the thesis follows. Assume, as one of the possible cases, (x; y) has the form B(x; y) and t |= B(x; y). Then t |= (x; y). Recall, contains no binary predicate letter. So, for every 2-type s such that t {x}; t {y} ⊆ s we have s |= (x; y). Hence,
and t {x}; t {y} |= (x; y) → (x; y). The other cases are similar.
Lemma 7. Every satisÿable monadic-[GF 2 + TG]-sentence in normal form has a model R where every 2-type realized by two distinct elements is either single-positive or negative.
Proof. Let A |= . The required model R will be similar to the structure A in the sense that every element of R will have a corresponding element in A realizing the same 1-type. The correspondence will be given by a function h, h :
, where h a denotes h(a), and if b is a witness of a conjunct of of the form (n2) for a in R, then h b is a witness of the same conjunct for h a in A.
The structure R will be built in stages. In every stage s, the structure R s−1 constructed in stage s−1 will be extended to R s by creating a sth level, L s , of the structure R in such a way that the elements of L s are all the witnesses of the conjuncts of the form (n2) for all the elements of L s−1 .
Stage 0: Let R 0 = ∅.
For every a ∈ L s−1 , for every binary predicate letter B ∈ , for every conjunct ∈ of the form (n2): ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))) such that ÿ(x; y) is a B-guard and tp Rs (a) |= (x).
(1) Witness of for a: Find a witness b of for h a in A, add a new element b to R s and L s and put h b = b , if ÿ(x; y) has the form B(x; y) then put tp
if ÿ(x; y) has the form B(y; x) then put tp If B is a transitive predicate letter, say T , then for every
The end of stage s.
First we show that (*) after every stage of the construction,
We show this by induction. Assume t = tp Rs (a; b) |= B(x; y), so t is deÿned in step 1 or 2 in some stage s. If t is deÿned in step 1 then h b is a witness for h a of a conjunct ∈ of the form (n2): ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))) such that ÿ(x; y) contains B and tp Rs (a) |= (x). Then tp A (h a ) |= (x) since the function h preserves 1-types.
Henceforth, tp
A (h a ; h b ) |= B(x; y). As the second case assume that t is deÿned in step 2 as tp Rs (c;
Rs (c; a) |= T (x; y) and tp Rs (a; b) |= T (x; y).
By induction we have that tp
A (c; a) |= T (h c ; h a ) and tp
It is obvious that conjuncts of of the form (n1) are true in R after performing stage 0. Additionally, by Proposition 6, after performing stage s¿0, conjuncts of the form (n2) hold for all elements of R s−1 . Moreover, also by Proposition 6, for every conjunct of of the form (n3) R |= .
To prove that every transitive predicate letter T ∈ has a transitive interpretation in R assume, as an inductive hypothesis, that T has a transitive interpretation before adding a witness b for a ∈ L s−1 in step 1 of the loop in stage s. Additionally assume as one of two possible cases that tp Rs (a; b) |= T (x; y). Then, for every element c ∈ R s , the pair c; b is in the transitive closure of the interpretation of T in R s if and only if R s |= T (c; a). In step 2 of the loop we have ensured that in this case tp Rs (c; b) |= T (x; y). Moreover, since only negative types are put in step 3 of the loop, we have ensured that T has a transitive interpretation before adding next witness.
The two-variable case
In this section we study the satisÿability problem for [GF 2 + TG]. We are concerned with a ÿnite signature = {U 1 ; U 2 ; : : : ; B 1 ; B 2 : : :}, where every U i is a unary predicate letter and every B i is a binary predicate letter. We do not allow Boolean predicates, function symbols and constants. We assume that T 1 ; : : : ; T m are all the transitive predicate letters of . Let M = {1; : : : ; m}.
Remark. Although we do not allow predicate letters of arity greater than two, it is possible to transform every two-variable sentence that uses these predicate letters to a sentence over a signature containing predicate letters of arity at most two (cf. [14] ). Moreover, the main part of the new sentence has the same form as the original one and every conjunct that was added during the transformation is a GF 2 -sentence with binary predicate letters only. So, with respect to satisÿability, the width of the language can be bounded without loss of generality.
In this section we assume that the conjuncts of a [GF 2 + TG]-sentence in normal form have the following forms (cf. Deÿnition 1):
where y = x, , ÿ are atomic formulas, is quantiÿer-free and it contains no transitive predicate letter.
The outline of the proof
The proof of the main theorem of the paper, Theorem 25, which says that the satisÿability problem for [GF 2 + TG] is in double exponential time, proceeds in a few stages. We start with a satisÿable [GF 2 + TG]-sentence in normal form and show in Section 5.2 that has a ramiÿed model. Ramiÿed structures have cliques of exponential size (with respect to the signature), and paths for distinct transitive predicate letters do not have common edges. To prove the theorem we introduce the notion of a petal. If A is a model of a [GF 2 + TG]-sentence in normal form, p ∈ A and C is a maximal clique with respect to a transitive predicate letter T , then a T -petal of C, D, is also a T -clique which is an image of C in sense that:
(1) D preserves colors: the sets of 1-types realized in D and C are equal, (2) 2-types realized in D are single-transitive: no two distinct elements of D are connected by transitive relation other than T , (3) D preserves internal witnesses with respect to T : every element a ∈ D has its counterpart g a ∈ C such that a and g a have witnesses of the same conjuncts of of the form (n2) containing a T -guard, (4) D is small: card(D) is exponentially bounded with respect to the length of . We show that it is possible to construct a petal of every clique of a model for .
Having proved this, we construct a ramiÿed model. During the construction which proceeds in steps we exploit a given model A for . Every element a of the ramiÿed model has its counterpart h a in A and in each step of the construction, when a new element a is added to the model, all the petals of the cliques in A containing the counterpart h a are also added. The correspondence between elements of the ramiÿed model and elements of A is helpful in providing transitivity of the interpretations of the transitive predicate letters in the ramiÿed model.
Next, in Section 5.3, we perform a local analysis of the ramiÿed model for . The analysis leads us to the notion of a ower. Roughly speaking, a ower is a view of the ramiÿed model seen by a ÿxed element p of the model. The view is restricted to transitive relations only. More precisely, a ower consists of as many petals as the number of transitive relations in ; the petals have only one common element-p. A ower also contains leaves formed by colors of elements that are connected with the pistil p by a single-transitive oriented 2-type. Since leaves are subsets of the set of possible 1-types and the size of petals is exponentially bounded, the size of a ower is also exponential.
As the third step, in the second part of Section 5.3 we analyze global properties of a ramiÿed model. We observe that every element of a ramiÿed model realizes a ower and that the set of all owers realized in a ramiÿed model fulÿlls certain conditions. This observation leads to the notion of a carpet of owers as a set of owers that has several properties that are necessary and su cient for satisÿability of and, furthermore, are easily veriÿable.
In the fourth step, in Section 5.4, we formulate an alternating algorithm for deciding satisÿability of [GF 2 + TG]-sentences. In fact, this algorithm checks, for an appropriate [GF 2 + TG]-sentence in normal form, whether a carpet of owers can be found. By the above-mentioned results, this is equivalent to satisÿability of the sentence. The space required by this algorithm is linear with respect to the maximal size of a ower.
Ramiÿed models for [GF 2 + TG]-sentences
In Section 4 we gave an example of a [GF 2 + TG]-sentence deÿning cliques. In this section we prove that the size of cliques of elements connected with transitive relations can be bounded. Using this observation, we deÿne ramiÿed structures that have cliques of exponential size (with respect to the signature), and that have only disjoint transitive paths for distinct transitive predicate letters.
First, we distinguish some kinds of 2-types that will appear in ramiÿed structures.
Deÿnition 8.
(1) Let t(x; y) be a proper 2-type. We say that t is T -symmetric if t |= T (x; y) ∧ T (y; x) and t is T -oriented if t |= T (x; y) ∨ T (y; x) but t is not symmetric.
(2) A proper 2-type t(x; y) is single-transitive if there exists exactly one transitive predicate letter T such that t |= T (x; y) ∨ T (y; x). In this case we also say that t is T -single-transitive.
(3) A proper 2-type t(x; y) is called symmetric if t is single-transitive and Tsymmetric, for a transitive predicate letter T . A proper 2-type t(x; y) is oriented if t is single-transitive and T -oriented, for a transitive predicate letter T .
(4) A 2-type t(x; y) is transitive-less if for every transitive predicate letter T ∈ we have t |= x = y → ¬(T (x; y) ∨ T (y; x)).
(5) Let v(x); w(y) be 1-types. A negative link of v; w, denoted by v; w, is the unique proper 2-type containing v(x), w(y) and no positive atomic two-variable formula.
In the following deÿnition we introduce the notion of a clique of elements connected by a ÿxed predicate letter in a given -structure.
Deÿnition 9. Let A be a -structure, B be a binary predicate letter in and C be a substructure of A. We say that C is a B-clique if for every a; b ∈ C we have A |= B(a; b).
Let a ∈ A. If B is a transitive predicate letter, B A is transitive and A |= B(a; a) then we denote by [a] A B the maximal B-clique containing a; otherwise [a] A B is the one-element structure A {a}.
Note that [a]
A B is an at least one-element substructure A {a} which is extended to the maximal B-clique containing a in case when B is a transitive predicate letter.
Below we deÿne r-ramiÿed models for a given [GF 2 +TG]-sentence in normal form. In such a model the cardinality of all T -cliques is bounded by the constant r and paths of elements connected with respect to any two distinct transitive predicates do not have common edges. In addition, we require that elements belonging to two distinct cliques containing a common element are connected by negative types.
Deÿnition 10. Let be a [GF 2 + TG]-sentence in normal form over , let R be a model for and let r be a positive integer. We say that R is an r-ramiÿed model for if the following conditions hold:
(1) for every i ∈ M , for every a ∈ R, the cardinality of [a] R Ti is bounded by r, (2) for every a; b ∈ R such that a = b, tp R (a; b) is either a single-transitive or a transitiveless type, (3) for every i; j ∈ M such that i = j, for every a; b; c
Note that we have also b = c in condition 3 (if not, the type tp R (a; b) could not be a single-transitive or a transitive-less type).
As we will see later, a ramiÿed model is tree-controlled, that is it can be treated as a tree in which the universe is partitioned into levels and all the elements lying on a given level have their witnesses on the next level.
Our aim in this section is to prove the following theorem. Before giving the proof we need a few technical lemmas and some new notions. The intuition of the following deÿnition is to extract from the set of 1-and 2-types a subset of types that are admissible in a potential model of a [GF 2 + TG]-sentence .
Deÿnition 13. Let be a [GF 2 + TG]-sentence in normal form. We say that a 1-type s(x) is -acceptable if
• for every conjunct of of the form (n3) ∀x∀y( (x; y) → (x; y)), we have s|=( (x; x) → (x; x)), • for every conjunct of of the form (n2) ∀x( (x) → ∃y(x = y ∧ (x; y))), we have s |= (x) → (x; x).
We say that a 2-type t(x; y) is -acceptable if
• for every conjunct of of the form (n3) ∀x∀y( (x; y) → (x; y)), we have t |= [( (x; y) → (x; y)) ∧ ( (y; x) → (y; x))] and t x, t y are -acceptable.
As the next step we need a way to extract from a given 2-type another 2-type that is as similar as possible to the original one but may appear in ramiÿed models. Since in a ramiÿed model we do not have two distinct elements connected with two distinct transitive predicates, we need to change some positive formulas into their negations. Deÿnition 14. Let t be a proper 2-type over and B be a binary predicate letter in .
A B-slice of t, denoted by ←→ t; B, is the unique proper 2-type obtained from t by replacing every atomic formula of the form T i (x; y) and T i (y; x), where T i = B, by its negation.
Note, that if B is not a transitive predicate letter, then ←→ t; B is a transitive-less type.
Also, when considering ←→ t; T , the only possible appearance of an atomic two-variable formula containing a transitive predicate letter is T (x; y) and=or T (y; x), provided the type t contains T (x; y) and=or T (y; x).
The following observation is an easy consequence of the above deÿnitions.
Proposition 15. Let be a [GF 2 + TG]-sentence in normal form and A be astructure. The following conditions hold: 
(4) A |= if and only if each 1-and proper 2-type realized in A is -acceptable, there are witnesses of every conjunct of the form (n2) in A, every element of A has a witness of every conjunct of the form (n2) and every T ∈ has a transitive interpretation in A.
Now, we need some notions in order to be able to keep the cardinality of T -cliques bounded. We start with a notion of a T-petal that is a succinct representation of an arbitrarily large maximal T -clique from a given model A of . The T -petal is a T -clique of bounded cardinality in which the same 1-types are realized as in the original clique, every two distinct elements in the petal are connected with a singletransitive type and, additionally, every element a in the petal has its counterpart g a in the big clique such that both a and g a have witnesses within the petal and the clique, respectively, of the same conjuncts of of the form (n2) in which ÿ is a T -guard. Deÿnition 16. Let be a [GF 2 + TG]-sentence in normal form, let A be a model for , let p ∈ A and T be a transitive predicate letter. We say that a -structure D is a
A T that preserves 1-types and the following conditions hold: A T (i.e. the type between g a and the witness is T -symmetric), then there exists a witness of for a in D (g a denotes the value of g for a).
We need to prove that petals exist. Proof. The construction of the required T -petal, D, is a subtle modiÿcation of the construction given in [14] in the proof that every ÿrst-order two-variable sentence has a model of exponential size with respect to the length of the sentence; we give it here for the sake of completeness.
Let be a [GF 2 + TG]-sentence in normal form, let A be a model for , let T be a transitive predicate letter and p ∈ A. Denote C = [p]
A T and assume that n 2 is the number of conjuncts of of the form (n2). To explain the idea of the proof we will use the following notions.
An element a ∈ C is a T-local King in C if a is the only element of C that realizes the 1-type tp C (a), a T-local Noble in C is an element b of C which is necessary (as a witness) for a local King a ∈ C with respect to a conjunct of the form (n2) ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))), where ÿ(x; y) is a T -guard, and T-local Plebeians are the rest of elements of C.
The set
will be deÿned as the universe of the required structure D-the T -petal of [p]
A T . The above sets will be the sets of T -local Kings, Nobles and Plebeians of D; they will play the role of T -local Kings, Nobles and Plebeians of [p] A T . Moreover, the set P 1 (P 2 and P 3 ) will consist of witnesses for elements of N (P 1 ; P 2 , respectively) of conjuncts of the form (n2) ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))), where ÿ(x; y) is a T -guard.
At the beginning let K = N = P 1 = P 2 = P 3 = ∅.
(1) Kings and their witnesses-nobles: For every c ∈ C that is a T -local King of C (a) add a new element a to K, put g a = c and put
For every 1-type t realized in C by at least two elements (a) add n 2 new elements to every set P 1 , P 2 and P 3 , (b) if t = tp A (p) then deÿne the value of the function g for every new element as p, (c) if t = tp A (p) then ÿnd an element e ∈ C such that tp C (e) = t, and deÿne the value of g for new elements as e. For every a ∈ N (a ∈ P 1 ; a ∈ P 2 ; a ∈ P 3 ), for every conjunct of the form (n2), where ÿ is a T -guard, if there is a witness d ∈ C\{g a } of for g a which is not a T -local King in C then (a) ÿnd an element b ∈ P 1 (b ∈ P 2 ; b ∈ P 3 ; b ∈ P 1 , respectively) such that tp
has not been deÿned, (The required element b can always be found since the element a ∈ N (a ∈ P 1 ; a ∈ P 2 ; a ∈ P 3 ) can reserve for itself at most n 2 elements b ∈ P 1 (b ∈ P 2 ; b ∈ P 3 ; b ∈ P 1 , respectively.))
C (c) = tp C (g a ), and put
) To see that (p1) holds, deÿne P = {tp C (c) : c ∈ C} as the set of all 1-types realized in C. Since the cardinality of the set K is the same as the number of T -local King in C, card(
Note that card(K)6card(P)62 card( ) and n 2 6| |.
Condition (p2) of Deÿnition 16 also holds. For, if p is a T-local King in [p]
A T then it is the value g a for some element a ∈ K (cf. 1a). Otherwise, it is the value of the function g for some element of P 1 (cf. 2b).
Condition (p3) is obvious (cf. 1b, 3b and 4). It remains to show that condition (p4) of Deÿnition 16 holds. Assume that a ∈ D, is a conjunct of of the form (n2) ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))), where ÿ is a T -guard and d ∈ C is a witness of for g a in C. We will show that there exists a
. Now, by condition 3 of Proposition 15, b is a witness of for a in D.
Proof of Theorem 11. Let be a [GF 2 + TG]-sentence in normal form and let A |= . We construct a countable r-ramiÿed model R of the sentence , such that (1) the cardinality of every T i -clique is bounded by r = 3 · | | · 2 card( ) , for T i ∈ , (2) every proper 2-type realized in R is either a B-slice (B ∈ ) of a 2-type from A or a negative link of 1-types from A, (3) every proper 2-type realized by elements belonging to two distinct cliques containing one common element is a negative link.
Every element in R is a copy of an element in A. This relationship is represented by a mapping h with h : R → A such that for every a ∈ R
where h a denotes the value of h for a.
The construction starts with taking, for each conjunct of the form (n1), a new element to satisfy the conjunct (that is a copy of an element satisfying the conjunct in the original model). These elements form the 0-level of the ramiÿed model, L 0 , and they are connected with negative links.
Then we perform a countable (possibly inÿnite) number of stages, starting with stage s = 0. In each stage s¿0 we work with: In each stage, whenever a 2-type is not deÿned as a negative link of two 1-types, it is deÿned as a B-slice of some type realized in A, and so, every proper 2-type deÿned in R is either single-transitive or transitive-less.
Each stage s¿0 consists of two steps (denoted by Loop 1 and Loop 2). First (Loop 1), for every a ∈ L s−1 , a necessary T -petal of the clique [h a ] A T is attached for every transitive T ∈ (see Fig. 1 ). The petals exist by Lemma 17, their size is bounded, they preserve witnesses from A (cf. condition (p4) of Deÿnition 16) and they do not overlap. After attaching the petal of [h a ] A T , to deÿne the transitive closure for elements from the petal we use slices of proper 2-types from A. In general two di erent cases could be considered (see Fig. 2 ). In each case we have an element a ∈ L s−1 , an element b in the T -petal attached to a and an element c connected with a by a type containing the atom T (x; y). In Fig. 2a we consider the case: R |= T (c; a) ∧ ¬T (a; c) (the case R |= ¬T (c; a) ∧ T (a; c) is symmetrical). In this case h c , the image of c, is not contained in the T -clique of h a in A and the T -slice of the type t realized in A by the pair (h c ; h b ) is a T -oriented type. In case when R |= T (c; a) ∧ T (a; c), as it is shown in Fig. 2b , we would need to put a T -symmetric type between b and c but this would increase the size of cliques in R. To avoid this situation we keep track of the fact that an element of R is inside a T -clique, by cancelling it with respect to T . If an element is cancelled with respect to T we know that in next stages we do not need to attach a T -petal to this element and so, the situation showed in Fig. 2b does not occur. Later (Loop 2), for every a ∈ L s−1 , we check if there are any other witnesses needed, and if so, we provide them as new elements using only oriented 2-types that are slices of appropriate types from A. More precisely (see Fig. 3 ), if a ∈ L s−1 does not have a witness of a conjunct in the B-petal attached to a (here B may be either a transitive predicate letter or not), then we ÿnd a witness b of for h a in A, add a new element b to L s as a copy of b and deÿne the type between a and b as a B-slice of the 2-type t between h a and b . If B is not a transitive predicate letter then the B-slice of t is transitive-less. In case B is a transitive predicate letter, say T , properties of petals ensure that h a = b and that the T -slice of t is not a T -symmetric type. For each of the witnesses b provided in the above described way we care for T to be transitively closed with respect to the element b and the rest of the so far deÿned structure R s (see Fig. 4 ). Since in this step we also use only oriented types, we do not increase the size of cliques in our model.
Stage s is completed by deÿning negative links between any two elements for which the type has not been deÿned before.
The structure obtained in the possibly inÿnite process is the required ramiÿed model. Precise description of the process is given below. For technical reason we additionally assume that during the construction a linear ordering ¡ on R is deÿned in such a way that new elements added to the model appear always at the end of the ordering.
To show that the above construction is correct we ÿrst prove two claims.
Claim 18. For every proper 2-type t deÿned in R the following conditions hold.
(t1) t is well-deÿned: if t = tp Rs (a; b) is deÿned as a slice
is deÿned in Loop 1(b) or Loop 2(b), then t is T-oriented, if t is deÿned in Loop 2(a), then t is either T-oriented or transitive-less, if t is deÿned in Loop 1(c) or Loop 2(c), then t is transitive-less. t is T-symmetric if and only if t is deÿned in Loop 1(a) (as a type inside a T-petal).
Proof. We perform induction on the ordering ¡. Let b ∈ R. If b is the ÿrst element of ¡ then there is nothing to prove. We inductively assume that every type t = tp R (a; c), where a¡b, c¡b and c = a, is well-deÿned and satisÿes (t2).
Assume t = tp R (b; c) was deÿned in Loop 1(b) for a ÿxed a ∈ R and T ∈ as a T -slice of t = tp A (h b ; h c ) (see Fig. 2 ). Note that, since a was not T -cancelled before, then, by construction, the type t 1 = tp Rs (c; a) has not been deÿned in Loop 1(a) of any stage s (a and c are not elements of the same T -clique, Fig. 2b) . By inductive hypothesis t 1 is not T -symmetric, t 1 |= T (x; y) ∧ ¬T (y; x) or t 1 |= T (y; x) ∧ ¬T (x; y) and so t 1 was deÿned in a step of Loop 1(b), Loop 2(a) or Loop 2(b) as a well-deÿned T -slice of the type tp A (h c ; h a ) (see Fig. 2a ). This means that h c = ∈ [h a Assume t = tp Rs (a; b); B was deÿned in Loop 2(a) as a B-slice of t = tp A (h a ; h b ) for a ÿxed a ∈ R and ∈ (see Fig. 3 ). Then h b = h a . Otherwise, since h b is a witness of for h a in A and tp Rs (a) = tp A (h a ), then a would be a witness for itself in R s , a contradiction with condition that there is no witness of for a in [a] If t = tp R (b; c) was deÿned in Loop 1(a) (as a type inside a petal) then properties of petals ensure that t is T -symmetric.
It is clear that if t was deÿned in Loop 1(c) or Loop 2(c) then it is transitive-less. This ends the proof of the claim.
We also have the following claim.
Claim 19. For every s¿0, after performing stage s, the following conditions hold:
(m1) each 1-and proper 2-type realized in R is -acceptable, moreover, each proper 2-type realized in R is single-transitive or transitive-less, (m2) for every conjunct of the form (n1), there is a witness of in R 0 , (m3) for every a ∈ L s−1 , for every conjunct of the form (n1), there is a witness of for a in R s , (m4) for every T ∈ , the interpretation of T in R s is transitive, (m5) for every i; j ∈ M such that i = j, for every a; b; c ∈ R s , b = a; c = Proof. First observe that condition (m1) follows from the construction and Proposition 15, and that condition (m2) is obvious since elements of L 0 were chosen as copies of appropriate elements from the model A and no pair of distinct elements of L 0 is in the interpretation of any binary predicate symbol. Condition (m3) holds by Loop 2(a). The rest is proved by induction on s. For the basis observe that conditions (m4)-(m6) are obvious after performing stage 0. Now, assume that conditions (m4)-(m6) hold after performing Stage s−1. We show that the conditions hold after performing stage s.
(m4): Let T ∈ . By inductive hypothesis, we have that T Rs is transitive before entering Loop 1. Passing Loop 1 for a given element a ∈ L s−1 , in step (a) we extend R s obtained in the previous step by new elements b ∈ D\{a} that are connected with a by single-transitive T -symmetric types. Then, for any new element b and for any old element c we have: b; c is in the transitive closure of T in the extended structure if and only if a; c is in T Rs . So, after performing step (b), where we put the necessary types in order to make the interpretation of T transitive, and after performing step (c), when we complete the deÿnition of the interpretation of T in the extended structure using only transitive-less types, we have that T has a transitive interpretation after passing the loop. In a similar way we ensure that passing Loop 2 for a given element a, the interpretation of T is extended to be the transitive closure of the interpretation given while entering the loop. So, T has a transitive interpretation in the structure obtained after Stage s. This ends the proof of the claim. Now, observe that the structure R we obtain in the above construction satisÿes the requirements of the theorem. Indeed, by conditions (m1) -(m4) and Proposition 15 the structure R is a model of . Additionally, by (), the size of every T -clique is bounded by 3 · | | · 2 card( ) and so, by (m5), the structure R is a 3 · | | · 2 card( ) -ramiÿed model.
A note on constants:
As mentioned in the deÿnitions of the guarded fragment GF and the guarded fragment with transitive guards [GF+TG], we admit constant symbols in the pure guarded formulas but do not in [GF+TG]-formulas. In [12] Gr adel showed that, as far as the satisÿability problem is concerned, one can do away with constants. Unfortunately, similarly to the transformation to the normal form, elimination of constants requires that the arity of each predicate letter is increased what does not make much sense for transitive predicate letters. Moreover, one can easily write a satisÿable [GF 2 + TG]-sentence with constants that does not have a ramiÿed model in the sense of Deÿnition 10, e.g. c 1 = c 2 ∧ T 1 (c 1 ; c 2 ) ∧ T 2 (c 1 ; c 2 ). So, the techniques used in this section cannot be directly adapted for [GF 2 + TG] with constants.
It is worth noticing that there are cases when admissibility of constants increases the complexity of decision procedures for a logic (see, e.g. [32] ) and the case of [GF 2 + TG] with constants seems to be similar.
Carpets of owers
In this section we start with introducing the notion of a ower. A ower is the view of a ramiÿed model of a [GF 2 + TG]-sentence in normal form that is seen by an element of the model. An element a in a ramiÿed model can see the 1-type realized by itself (the color of a), all T -cliques that contain the element a and witnesses of every conjunct of the form (n2) that do not belong to the cliques. The types realized by elements of the cliques and between a and its witnesses are not arbitrary but they fulÿll certain conditions, e.g. they are consistent with the universal conjuncts of the sentence (of the form (n3)). Other parts of the model cannot be seen by a and, from the point of view of a, it does not matter which types are realized by other tuples of elements. Since, as we have proved in Corollary 12, [GF 2 + TG] has the exponentialramiÿed model property, we expect that the size of a ower and the number of distinct owers will be properly bounded.
Having deÿned the notion of a ower, we investigate properties of the set of owers seen by all elements of a ramiÿed model. We collect the properties in the def-inition of a carpet and we show as the main result of the paper (Theorem 25) that these properties are necessary and su cient for satisÿability of a [GF 2 + TG]-sentence.
Recall that m is the number of transitive predicate letters in and M = {1; : : : ; m}. In this section we ÿx a [GF 2 + TG]-sentence in normal form.
Deÿnition 20. Let r be a positive integer. An r-ower F is a triple F = p; {D i } i∈M ; {In i } i∈M , where,
D i is a -structure and In i is a set of 1-types,
The element p is called a pistil of the r-ower F, the structures D i are T i -petals of the r-ower F. An r-ower F is called a -ower if additionally, r = 3 · | | · 2 card( ) and (2) for every i ∈ M , for every a; b ∈ D i ; tp Di (a; b) is -acceptable, for every s ∈ In i there is a -acceptable, single-transitive 2-type t such that
To simplify notation, if F is an r-ower, then we denote its components using the letter F as a superscript, i.e. F = p F ; {D F i } i∈M ; {In F i } i∈M and we write tp(p F ) to denote the type tp
Deÿnition 21. Let A be a -structure, let a∈A and let F be a -ower, F= p; {D i } i∈M ; {In i } i∈M . We say that the element a realizes the -ower F in A if 
. Additionally, we say that the element a fully realizes the ower F if the above inclusion symbol is replaced by the equality symbol.
We note that every element in a structure fully realizes at most one ower. A ower fully realized by an element a in the structure A will be denoted by F A a . If the structure considered is clear from the context, we will omit the superscript A.
In the following proposition we observe that every element of a ramiÿed model realizes a ower. Proposition 22. Every element a in an r-ramiÿed model R of fully realizes the -ower F a = a; {D i } i∈M ; {In i } i∈M , where
Proof. Let R be an r-ramiÿed model for and let a ∈ R. By Deÿnition 10 F a is a -ower and a fully realizes F a (conditions 1 and 3 of Deÿnition 21 follow from the fact that R is a ramiÿed structure (cf. parts 2 and 3 of Deÿnition 10) and conditions 2 and 4 are obvious).
To show the inclusion in the second part of the proposition ÿrst consider two elements a; b ∈ R such that R |= T i (a; b) and b = ∈ [a] Ti . By condition 4 of Deÿnition 21, In The above proposition also demonstrates some properties of sets of owers realized in a ramiÿed model. Our aim is to extend the list of properties satisÿed by sets of owers realized in a ramiÿed model so that we could prove the converse version of Proposition 22. This is done in the deÿnition of a carpet of owers-a set of owers that fulÿll conditions that are necessary and su cient for existence of a ramiÿed model of (and, hence, for satisÿability of ).
Deÿnition 23. Let F and W be r-owers.
• We say that W is connectable to F with a type t if (1) t is a single-transitive oriented or transitive-less proper 2-type such that t |= tp
• We say that W is petal-connectable to F at a point a ∈ D Note that if W is connectable to F with a transitive-less proper 2-type t(x; y) then also F is connectable to W with t(y; x). Deÿnition 24. Let F be a set of -owers. We say that F is a -carpet if the following conditions hold: (c1) for every conjunct of the form (n1) : ∃x( (x) ∧ (x)) there exists F ∈ F such that tp(p F ) |= (x) ∧ (x), (c2) for every F ∈ F, for every i ∈ M (a) for every a ∈ D F i there exists W ∈ F such that W is petal-connectable to F at a, (b) for every conjunct of of the form (n2) : = ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))), if there is no witness of for the pistil p F in any petal of F, then there exists W ∈ F and a -acceptable 2-type t such that (i) t |= ÿ(x; y) ∧ (x; y), (ii) if ÿ = T i (x; y) then F is connectable to W with t, (iii) if ÿ = T i (y; x) then W is connectable to F with t, (iv) if ÿ is not a transitive guard then t is transitive-less and W is connectable to F with t.
In other words we say that F is a -carpet if:
(c1): F contains owers necessary for conjuncts of of the form (n1); (c2): F is a set of owers that may be realized in a ramiÿed model of . In particular: (c2a): every element of a petal of a ower from F can be a pistil of another ower from F; (c2b): every pistil p of a ower F ∈ F that does not have a witness of a conjunct of of the form (n2) within the petals of the ower F may be connected with another ower W with a -acceptable, single-transitive oriented (or transitive-less) type so that the pistil of W will be a witness of the conjunct for p. Now we prove the main result of this section.
Theorem 25. The sentence is satisÿable if and only if there exists a -carpet.
Proof. (⇒) Let R be an r-ramiÿed model for that exists by Theorem 11. Deÿne F = {F R a : a ∈ R}. By Proposition 22, every element in the r-ramiÿed model fully realizes a -ower, so the deÿnition of F is sound. We shall prove that F is a -carpet. First observe that condition (c1) is obvious since R |= . We show that condition (c2) holds. Let F = F (a; b) ; B . Note that, since R is a ramiÿed model, we have t = tp R (a; b) in case B is a transitive predicate letter. We show that conditions (c2bi)-(c2biv) hold for W and t: (c2bi): Since b is a witness of for a in R, then R |= (a) → (ÿ(a; b) ∧ (a; b) ). Since a has no witness of in any petal of F, in particular a is not a witness for itself, then b = a and R |= (a). So, t |= ÿ(x; y) ∧ (x; y). (c2bii) Continuing, t |= tp(a)(x) ∧ tp(b)(y). If ÿ(x; y) = T i (x; y) then t is T i -single transitive oriented, and by Proposition 22 W is connectable to F with t. Case (c2b.iii) is symmetrical to (c2b.ii). (c2b.iv): Obvious.
(⇐) Let F be a -carpet. We construct a ramiÿed model R for the sentence . Our idea is to proceed in a similar way as in the construction of the ramiÿed model from the proof of Theorem 11. In this construction we deÿne a function F : R → F such that every element a of the model R realizes a ower F(a) and only -acceptable types are realized by elements of R. To ensure that R satisÿes conjuncts of of the form (n1) we use condition (c1) of Deÿnition 24 and add to R elements realizing appropriate -owers. This is done in Stage 0. Then, in every stage s¿0, the structure R s−1 created in stage s − 1 is extended to R s . In each stage s¿0 we work with:
R s−1 -the structure we have already constructed; and
Every stage s¿0 consists of two steps. First (Loop 1), necessary petals are attached to elements added to the structure in stage s − 1 (to ensure that every element a ∈ R s−1 realizes in R s the ower F(a)). Then (Loop 2), remaining witnesses of conjuncts of the form (n2) are provided (to ensure that for every element a ∈ R s−1 and every conjunct of the form (n2) there is a witness of for a in R s ). The last step is performed using condition (c2) of Deÿnition 24 which states that if an element in our structure (that at the same time is a pistil of a ower from F) needs a particular witness then such a witness can be created as a pistil of a new ower. Moreover, the new ower and the type connecting the old element with the new one is chosen with care, so that it is possible to complete the structure R ensuring that the interpretation of every T ∈ in R s is the transitive closure of the interpretation of T in R s−1 . Additionally, whenever a T -petal is attached to a given element in our structure then the element will be cancelled with respect to T , similarly to the construction given in the proof of Theorem 11.
Stage s: (s¿0) Deÿne L s−1 as the set of elements added to R s−1 in stage s − 1. Put L s = ∅ and R s = R s−1 .
For every a ∈ L s−1 , for every i ∈ M , if a is not T i -cancelled, then (a) Attaching the T i -petal of F(a) to a:
; p F(a) ) and D ∩ R s = {a}. Then: add to R s all the elements of D\{a} (and preserve types of D in R s ), for every b ∈ D\{a} (i) ÿnd a -ower W ∈ F such that W is petal-connectable to F at point b, (ii) put F(b)
For every a ∈ L s−1 , for every conjunct ∈ of the form (n2): ∀x( (x) → ∃y(ÿ(x; y)∧ (x; y))), if there is no witness of for a in any [a] Rs T , where T ∈ , then (a) Witness of for a:
Find a -ower W ∈ F and a proper 2-type t satisfying conditions i-iv of (c2b) of Deÿnition 24, add to L s a new element b and put tp Rs (a; b) = t, put F(b) = W . (b) Transitive closure for the witness:
If ÿ is a T i -guard, for some i ∈ M , then for every c ∈ R s , c = b and c = a We have to show that steps (b) of Loops 1 and 2 are possible to perform. Observe that the structure R s is extended only in step (a) of Loop 1 by attaching a petal and in step (a) of Loop 2, where a new element is added as a witness and whenever the structures R s is completely deÿned-i.e. when entering step (a) of Loop 1 and=or Loop 2-the following conditions hold:
(r1) for every a ∈ R s , if a is not cancelled with respect to T i ; then [a]
Rs
Ti is a oneelement structure, (r2) for every a;
Note that (r1) holds, since whenever a T -symmetric 2-type is deÿned between two distinct elements (this happens only in step (a) of Loop 1), then both of them are cancelled with respect to T (cf. Loop 1(a)).
Condition (r2) is obvious: T -symmetric types between two distinct elements are put only in step (a) of Loop 1 and then we always require that this condition is preserved (cf. Deÿnition 23).
To show that an appropriate -acceptable, single-transitive 2-type t can be found in steps (b) of Loops 1 and 2 we also prove that
We proceed by induction on s and sequential performing the instructions labelled by (a). If s = 1 when entering Loop 1 condition (r3) holds since only negative 2-types were put in stage 0. Assume that condition (r3) is preserved for stages l = 1; 2; : : : ; s − 1 and while Loop 1 or Loop 2 are in progress up to performing the instruction (a) in some moment. We will show that condition (r3) is preserved after the instruction (b) is performed (the instructions (a) and (c) do not deÿne oriented types) and that an appropriate -acceptable, single-transitive 2-type t can be found in steps (b). Let ÿrst consider Loop 1. In step (a) we deÿne a set D of new elements added to R s and a structure D such that (D;
Since the element a was not cancelled with respect to T i , then by (r1), before performing step (a), the structure [a]
Rs Ti contained only the element a: This implies that R s |= T i (a; c) ∧ ¬ T i (c; a): Now by inductive application of (r3), In
} and since W = F(b) is petal-connectable to F(a) at the point b, so by Deÿnition 23, we have
}, (what proves (r3)), and
The latter condition implies tp
. So, by part 3 of Deÿnition 20, the required type t can be found.
One can proceed in a similar way in step (b)ii of Loop 1. Now, consider Loop 2. Assume we performed step (a) for a ÿxed a ∈ L s−1 and ∈ of the form (n2): ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))) such that there is no witness of for a in any [a] Rs Ti , where
Rs Ti ) and by inductive application of (r3) (when c = ∈ [a] Rs Ti ), we have In
Rs (a; b) |= T i (y; x), and then the ower W = F(b) and the type tp Rs (a; b) were deÿned in step (a) to satisfy condition (c2b.iii) of Deÿnition 24. In particular we have
Thus tp
, so the required type t can be found by condition 3 of Deÿnition 20. Similarly in step (b)ii of Loop 2.
Complexity
We prove in this section that the satisÿability problem for [GF 2 + TG] is decidable in deterministic double exponential time. In fact we will treat the complexity bound in terms of alternating space complexity. It is well known (see [3] ) that for all functions f(n)¿ log n, ASPACE(f(n)) = c∈N TIME(2 cf(n) ). In particular AEXPSPACE = 2EXPTIME.
Theorem 26. The satisÿability problem for [GF 2 + TG] is in 2EXPTIME.
Proof. Let be a [GF 2 + TG]-sentence over a signature and let n be the length of . Let be the set of [GF 2 + TG]-sentences in normal form over a signature given by Lemma 2. Then, is satisÿable if and only if there exists a satisÿable sentence ∈ . By Theorem 25, satisÿability of a sentence ∈ can be tested by checking the existence of a -carpet. Informally, this can be described as a game between two players, Player ∃ and Player ∀, on a set F of -owers. Player ∃ builds the set F and wants F to be a -carpet. The game is played in rounds. Each round is started by Player ∀ who tries to ÿnd a condition of Deÿnition 24 which is not fulÿlled by F. In reply, Player ∃ extends the underlying set F to fulÿll the condition. If Player ∃ is not able to move, then Player ∀ wins.
Let r = 3 · | | · 2 card( ) . The game is played as follows, taking a [GF 2 + TG]-sentence in normal form as an input (cf. Deÿnition 24):
Player ∃ deÿnes an r-ower F. If F is not a -ower or tp(p F ) |= (x) ∧ (x) then Player ∀ wins. Round 1; 2; 3; : : ::
If W is not a -ower or is not petal connectable to F at a then Player ∀ wins. (c2b) Player ∀ chooses a conjunct of of the form (n2) ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))). If there is no witness of for the pistil p F in any petal of F then Player ∃ deÿnes an r-ower W and a proper 2-type t. If W is not a -ower or conditions i-iv of (c2b) do not hold then Player ∀ wins. The -ower F is replaced by W . End of round.
Player ∃ wins, if Player ∀ does not win. We say that a player has a winning strategy, if he wins independently of the moves of the other player. We have the following property (the proof is given after the formal algorithm).
Player ∃ has a winning strategy if and only if there exists a -carpet.
In the above form the game is inÿnite. However, if Player ∀ has a winning strategy then he also has a winning strategy to win the game after a ÿnite number of rounds bounded by the number N ( ) of all -owers.
To compute the space needed during the game assume that T 1 ; : : : ; T m are all the transitive predicate letters of and let M = {1; : : : ; m}. Note that card( )6n and the length of is O(n log n). The number of 1-types is bounded by 2 card( ) . Deÿne N ( ) as the number of all -owers. Every 2-type over the signature can be written using 4 · card( ) bits (similarly, every 1-type can be written using card( ) bits). In every -ower the cardinality of every petal D i is bounded by r = 3 · | | · 2 card( ) and the cardinality of every set In i , a subset of the set of 1-types, is bounded by 2 card( ) . So, every -ower can be written using
cn bits, for a constant c, and then N ( )62 2 cn . In every round of the game, the data to be stored are:
• the sentence , • positive integers r; N ( ) and a counter of rounds, j, up to N ( ), • a proper 2-type t;
• two -owers F and W .
As it was noted above, these data can be stored using exponential space. Additionally, no more space is needed for checking if:
• F and W fulÿll Deÿnition 20,
• conditions i-iv of (c2b) hold for F; W and a 2-type t.
The formal description of the satisÿability test for [GF 2 +TG]-sentences is the following alternating exponentially space-bounded algorithm in which moves of Player ∃ and Player ∀ are described, respectively, as guesses and universal choices. Round 0: (4) universally choose a conjunct ∈ of the form (n1) ∃x( (x) ∧ (x)); (5) guess a -ower F;
Round j: (8) universally choose i ∈ M ; (9) universally choose the Case; (10) Case (c2a); (11) universally choose a ∈ D F i ; (12) guess a -ower W ; (13) if W is not petal connectable to F at a then reject; (14) Case (c2b); (15) universally choose a conjunct of of the form (n2) ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))); (16) if there is no witness of for the pistil p F in any petal of F then (17) guess a -ower W and a proper 2-type t; (18) if conditions i-iv of (c2b) do not hold then reject; (19) Suppose that is satisÿable. Then, by Lemma 2, there exists a satisÿable sentence ∈ in normal form. This sentence is guessed in line 2. By Theorem 25, there exists a set of -owers F such that F is a -carpet. Since condition (c1) holds, then, for a conjunct ∈ of the form (n1): ∃x( (x) ∧ (x)) which is chosen in line 4, there exists an -ower F ∈ F such that tp(p F ) |= (x) ∧ (x). So, the test does not reject in line 6. In the same way, by making the existential guesses in lines 12 and 17 of -owers W ∈ F whose existence is given by conditions (c2a) and (c2b), the satisÿability test accepts in line 20.
Conversely, assume that the test accepts the sentence . Then there exists a computation tree in which no path terminates by rejection. Deÿne: F = the set of all -owers F considered in the above accepting computation tree.
To explain that F is a -carpet observe ÿrst, that it is ensured in lines 4-6 that condition (c1) of Deÿnition 24 holds. Now, let us have a look inside the loop for started in line 8 and ended in line 19. It consists of two cases, both checked for a given -ower F. Since no path ends by rejection, the -ower W guessed in line 12 is petal connectable to F at a, and W together with t guessed in line 17 fulÿll conditions i-iv of (c2b) for F. So, conditions (c2a)-(c2b) hold for the ower F and for every i ∈ M . At the beginning, when j = 1, the cases are checked for the ower F guessed in line 5. During the next execution of the instructions inside the loop, for j = 2; 3 : : : ; N ( ), the cases are checked for owers guessed in lines 12 and 17 (cf. line 19) . But N ( ) -owers F are considered inside the loop (and one more ower is considered before entering the loop), so on every path of the computation tree at least one ower appears twice. It means that the cases inside the loop are checked for every F ∈ F and for every i ∈ M .
The general case
In this section we extend the ideas and methods used for [GF 2 + TG] and we prove that the satisÿability problem for [GF+TG] can be solved in double exponential time.
We study [GF+TG]-sentences in normal form and we deÿne the notion of a ramiÿed model (Deÿnition 30), which is analogous to that in Deÿnition 10.
The new ramiÿed model, as the one in the two-variable case, has cliques of bounded cardinality, but it also satisÿes new properties referring to l-types, l¿2, realized by elements of the model. In particular, in a ramiÿed model no l-tuple containing at least three distinct elements lying on a path of one transitive predicate is live, i.e. contained in any predicate. We prove that every satisÿable [GF+TG]sentence in normal form has a ramiÿed model.
The properties of a ramiÿed model make possible to distinguish two cases when testing the existence of such a model: when we add a witness of conjuncts of a sentence in normal form where a transitive connection is needed, and the case when no transitive connection is needed. It also allows to properly generalize the notions of a petal, ower and carpet of owers from the preceding section and obtain analogous results.
As the last step, combining our method used for [GF 2 +TG] and Gr adel's satisÿability test for GF [12] , we construct an alternating satisÿability test for [GF+TG] .
In this section we ÿx a signature that may contain predicate letters of arbitrary arity and we assume that T 1 ; : : : ; T m are all the transitive predicate letters of and M = {1; : : : ; m}.
Recall that according to Deÿnition 1 a [GF k + TG]-sentence is in normal form i it is a conjunction of sentences of the following form:
where and ÿ are atomic formulas, y = ∈ x, all the variables listed in ÿ(x; y) do occur in ÿ;
is quantiÿer-free and it contains no transitive predicate letter. Note that in this section we do not actually need to consider conjuncts of the form (n3): ∀x( (x) → (x)), since they can be e ectively replaced by conjuncts of the form (n2): ∀x( (x) → ∃y(P(x; y) ∧ (x; y))), where y is a new variable and P is a new predicate letter. This was impossible in the two-variable case because we had to take care about the number of variables. So, in this section, we assume that a [GF k + TG]-sentence is in normal form i it is a conjunction of sentences of the form (n1) and/or (n2).
Ramiÿed models for [GF+TG]-sentences
First, we need to generalize the notion of single-transitive 2-types to types of more than two variables. An l-type is single-transitive if its realization contains exactly one pair of distinct elements and exactly one transitive predicate containing this pair.
We also need to generalize other notions: types that are transitive-less, negative links and slices.
Deÿnition 27. Let x = {x 1 ; : : : ; x l }, where l is a positive integer.
(1) A type t(x) is single-transitive if there exists exactly one unordered pair of variables x i ; x j ∈ x and exactly one transitive predicate letter T ∈ such that t |= x i = x j ∧ (T (x i ; x j ) ∨ T (x j ; x i )). (2) A type t(x) is transitive-less if for every unordered pair of variables x i ; x j ∈ x and for every transitive predicate letter T ∈ we have t |= x i = x j → ¬(T (x i ; x j ) ∨ T (x j ; x i )). (3) A type t(x; y) is a negative link of the types t 1 (x); t 2 (y) (denoted by t 1 ; t 2 ) if x ∩ y = ∅; t 1 j t; t 2 j t and every component of t not included in t 1 ∪ t 2 is negated. (4) Let s(x) be a type such that s |= x i = x j and let B ∈ be a binary predicate letter.
A B-slice of s with respect to x i ; x j (denoted by ←→ s; B i; j ), is the unique type t(x) such that for every ' ∈ s t |= ¬' if ' = T (x p ; x q ), for some T ∈ ; s |= x p = x q and either {x p ; x q } = {x i ; x j } or {x p ; x q } = {x i ; x j } and T = B, t |= ' otherwise.
The above deÿnition generalizes Deÿnitions 8 and 14. In particular, if s(x) is a 2-type then the B-slice of s with respect to x 1 ; x 2 is the same as the B-slice of s described by Deÿnition 14. In this case we omit the superscripts and use the notation Proposition 28. Assume is a [GF+TG]-sentence in normal form, B is a binary predicate letter and t(x; y) is an l + 1-type over such that t |= x i = x j for some x i ; x j ∈ x. If is a conjunct of of the form (n2) ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))),
We also need the standard notion of a live tuple.
Deÿnition 29. An l-tuple a = (a 1 ; : : : ; a l ) of elements of a -structure A is live in A if A |= (a) for some atomic formula (x 1 ; : : : ; x l ) in which all of x 1 ; : : : ; x l occur. Now we are ready to give the formal deÿnition of a ramiÿed model.
Deÿnition 30.
Let be a [GF k + TG]-sentence in normal form over , let R be a model for and let r be a positive integer. We say that R is an r-ramiÿed model for if the following conditions hold:
(1) for every i ∈ M , for every a ∈ R, the cardinality of [a] Proof of Theorem 31. Let be a [GF k + TG]-sentence in normal form and let A |= . We will construct a ramiÿed model R of the sentence , in which the cardinality of all T -cliques will be appropriately bounded. Our construction will resemble the method used for the two variable case (Theorem 11). Di erences are caused by conjuncts of the form (n2) in case where the length of x is greater than one. We will use the same notions and notations (L s -sth level, R s -structure deÿned in stage s, cancelling elements with respect to transitive predicate letters, the function h). To simplify the presentation we also extend the notion of B-slices to 1-types. If t is a 1-type, then l , where l¡k, for every conjunct of the form (n2) ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))), where l = | x |, there is a witness of for a in R s , (M4) for every T ∈ , the interpretation of T in R s is transitive, (M5) for every i; j ∈ M such that i = j, for every a ∈ R s , for every sequence b of elements of 
Rs T . The following procedure builds the required structure in a possibly inÿnite number of stages.
Stage 0. Let R 0 = ∅.
, for every P ∈ , for every l-tuple a of elements of R 0 containing at least two distinct elements where l is the arity of P, put R 0 |= ¬P(a). For every P ∈ , for every b ∈ (R s ) l , where l is the arity of P, if
For every a ∈ L s−1 , for every conjunct ∈ of the form (n2): ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))), if ÿ(x; y) is a B-guard and there is no witness of for a in [a] Assume that (c) is deÿned in step 3a. First we show, that the step is performable. For, assume that the l-tuple a of elements of R s−1 contains at least one element of L s−1 , the conjunct ∈ has the form (n2) and there is no witness of for a in R s {a}. Then a is live in R s−1 . By induction hypothesis (M1), it is possible to ÿnd a ; B and i; j ∈ {1; : : : ; l} as required in step 3a.i. Since the type tp A (a ) di ers from the type tp Rs−1 (a) only in conjuncts containing transitive predicate letters, so there is no witness of for a in A {a }. Hence, in step 3a.ii, b = ∈ a . So, the type 
A new carpet of owers
Recall that m is the number of transitive predicate letter in and M = {1; : : : ; m}. In this section we ÿx a [GF 2 + TG]-sentence in normal form and r = 3 · | | · 2 card( ) . First, to generalize the notions of a ower and a carpet of owers we slightly modify Deÿnitions 13, 20 and 24.
In the following deÿnition we describe the set of types of live tuples that can be realized in a potential model of the sentence (tuples that are not live do not need witnesses).
Deÿnition 34. Let T be a set of l-types, where l6k. We say that T is -acceptable if (a1) T is closed under reductions, (a2) every type in T is either single-transitive or transitive-less, (a3) for every l-type s(x) ∈ T; l¡k, for every conjunct of of the form (n2) ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))) there exists an l + 1-type t(x; y) ∈ T such that (a) t extends s, (b) t |= (x) → ÿ(x; y) ∧ (x; y), (c) if (x) is not a transitive guard, then for every T ∈ and for every x i ∈ x, t |= (T (x i ; y) ∨ T (y; x i )) → (x i = y).
The following deÿnition is a natural generalization of Deÿnition 20, in whichacceptable types are replaced by types ∈ T.
Deÿnition 35. Let r be a positive integer. An r-ower F is a triple F = p; {D i } i∈M ; {In i } i∈M , where, Let T be a -acceptable set of types. An r-ower F is called a T-ower if additionally, r = 3 · | | · 2 card( ) and (f2) for every i ∈ M , (a) for every a; b ∈ D i ; tp Di (a; b) ∈ T, (b) for every s ∈ In i there is a 2-type t ∈ T such that t |= tp(p)(x) ∧ s(y) ∧ T i (y; x) ∧ ¬T i (x; y) (t is proper, T i -oriented).
Below, we generalize Deÿnition 24.
Deÿnition 36. Let T be a -acceptable set of l-types, l6k, and let F be a set of T-owers. We say that F is a T-carpet if (c1) for every conjunct of the form (n1): ∃x( (x) ∧ (x)) there exists F ∈ F such that tp(p F ) |= (x) ∧ (x), (c2) for every F ∈ F, for every i ∈ M (a) for every a ∈ D F i there exists W ∈ F such that W is petal-connectable to F at a, (b) for every conjunct of of the form (n2): = ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))), if there is no witness of for the pistil p F in any petal of F, then there exists W ∈ F and a proper 2-type t ∈ T such that (i) t |= ÿ(x; y) ∧ (x; y), (ii) if ÿ = T i (x; y) then F is connectable to W with t, (iii) if ÿ = T i (y; x) then W is connectable to F with t. (c3) for every 1-type s ∈ T there exists W ∈ F such that s = tp(p W ).
As the main di erence we introduce a new condition (c3) in order to ensure, that every element of a potential model can be a pistil of a T-ower. In the original deÿnition, since we deal with 1-and 2-types only, it was ensured by conditions (c1) and (c2).
The following theorem can be proved in the same way as Theorem 25.
Theorem 37. A [GF k + TG]-sentence in normal form is satisÿable if and only if there exists a T-carpet.
Complexity
We prove in this section that the satisÿability problem for [GF+TG] is complete for deterministic double exponential time. Since the satisÿability problem for GF is 2EXPTIME-complete it is enough to show that SAT([GF+TG]) is in 2EXPTIME.
Theorem 38. The satisÿability problem for [GF+TG] is in 2EXPTIME.
Proof. The proof is similar to the proof of Theorem 26. Let be a [GF k +TG]-sentence over a signature and let n be the length of . Let be the set of [GF 2 +TG]-sentences in normal form over a signature given by Lemma 2. Then, is satisÿable if and only if there exists a satisÿable sentence ∈ . By Theorem 37, the satisÿability of a sentence ∈ can be tested by checking the existence of a T-carpet. Informally, this can be described as a game between two players, Player ∃ and Player ∀, on a set T × F, where T is a set of types and F is a set of r-owers. Player ∃ builds the set F and the set T, and wants F to be a T-carpet. The game is played in rounds. Each round is started by Player ∀ who tries to ÿnd a condition of Deÿnition 36 (also of Deÿnition 34 and of Deÿnition 35) which is not fulÿlled by the currently considered pair (t; F), where t ∈ T and F ∈ F. In reply, Player ∃ extends the underlying set T and/or F to fulÿll the condition. If Player ∃ is not able to move, then Player ∀ wins.
Let r = 3 · | | · 2 card( ) . The game is played as follows, taking a [GF 2 + TG]-sentence in normal form as an input. Moves of the players are labelled by names of conditions that are being checked.
Round 0:
(c1) Player ∀ chooses a conjunct ∈ of the form (n1) ∃x( (x) ∧ (x)). Player ∃ deÿnes an r-ower F and a 1-type t = tp(p F ). If t |= (x) ∧ (x), then Player ∀ wins. Player ∃ deÿnes a proper, T i -oriented 2-type t. If it is not true that t |= tp(p)(x) ∧ s(y) ∧ T i (y; x) ∧ ¬T i (x; y), then Player ∀ wins. (c2) Player ∀ chooses i ∈ M and one of the following cases.
(c2a) Player ∀ chooses a ∈ D F i . Player ∃ deÿnes an r-ower W . If W is not petal connectable to F at a then Player ∀ wins. (c2b) Player ∀ chooses a conjunct of of the form (n2) ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))). If there is no witness of for the pistil p F in any petal of F then Player ∃ deÿnes an r-ower W and a proper 2-type t. If conditions i-iii of (c2b) do not hold then Player ∀ wins. The r-ower F is replaced by W . (c3) Player ∀ chooses a 1-type s(x) that is of t.
Player ∃ deÿnes an r-ower W . If tp(p W ) = s, then Player ∀ wins. The r-ower F is replaced by W . End of round.
Player ∃ wins, if Player ∀ does not win. We say that a player has a winning strategy, if he wins independently of the moves of the other player. We claim that Player ∃ has a winning strategy if and only if there exists a -carpet.
Indeed, suppose that Player ∃ has a winning strategy. Let T be a winning game-tree for Player ∃. Deÿne T = the set of types appearing in T, F = the set of all r-owers F in T.
We show that T is -acceptable. By deÿnition, the set T is closed under reductions since, when a type t is considered in some round, then any reduction s of t is in T (by making move (a1) and/or (f2). Additionally, only single-transitive or transitive-less types are in T (move (a2)). Condition (a3) also holds for T (move (a3)). In a similar way one can show that F is a T-carpet.
It is obvious that if there exists a -carpet, then Player ∃ has a winning strategy.
In the above form the game is inÿnite. However, if Player ∀ has a winning strategy then he also has a winning strategy to win the game after a ÿnite number of rounds bounded by the number N ( ) of all pairs (t; F), where t is an l-type, l6k, and F is an r-ower. By Lemma 2, card( ) = O(n) and | | = O(n log n). If has predicate letters of maximal arity d, then card(T)62
2 O(n log n) and every l-type over the signature can be written using 2 O(n log n) bits. Assume that T 1 : : : ; T m are all the transitive predicate letters of and deÿne M = {1; : : : ; m}. In every r-ower the cardinality of every petal D i is bounded by r and the cardinality of every set In i , a subset of the set of 1-types, is bounded by 2 card( ) . So, every r-ower can be written using less than m · r k · card( ) · k d +m · 2 card( ) · card( ) = 2 O(n log n) bits. It follows that N ( ) is double exponentially bounded with respect to n. In every round of the game, the data to be stored are:
• the sentence , • positive integers r; N ( ) and a counter of rounds, j, up to N ( ), • types t and s, • two -owers F and W . As it was noted above, these data can be stored using exponential space. Additionally, no more space is needed for checking if:
• t fulÿlls (a3bg)-(a3cg), • F fulÿlls condition (f1), • tp(p F ) |= (x), • W is petal connectable to F at a, • conditions i-iii of (c2b) hold for F; W and a 2-type t.
The formal description of the satisÿability test for [GF k + TG]-sentences is the following alternating exponentially space-bounded algorithm.
Input: A sentence ∈ [GF 2 + TG]. (1) Compute the set ; (2) guess a sentence ∈ ; (3)
Compute r and N ( );
Round 0: (4) universally choose a conjunct ∈ of the form (n1) ∃x( (x) ∧ (x)); (5) guess an r-ower F and deÿne a 1-type t = tp(p F ); (6) if t |= (x) ∧ (x) then reject; (7) for j = 1 to N ( ) do Round j: (8) universally choose i ∈ M ; (9) universally choose the Case; (10) Case (a2g); (11) if t is neither single-transitive nor transitive-less, then reject; (12) Case (a1) and (a3); (13) universally choose a reduction s(x) of t and a conjunct ∈ of the form (14) (n2) ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))); (15) guess an extension t(x; y) of s; (16) if t does not satisfy (a3b)-(a3c) then reject; (17) Case (f1); (18) if conditions of (f1) do not hold then reject; (19) Case (f2a); (20) universally choose a; b ∈ (D guess an extension t(x; y) of s; (22) if t does not satisfy (a3b)-(a3c) then reject; (23) Case (f2b); (24) universally choose s ∈ In F i ; (25) guess a proper, T i -oriented 2-type t; (26) if t |= tp(p)(x) ∧ s(y) ∧ T i (y; x) ∧ ¬T i (x; y) then reject; (27) Case (c2a); (28) universally choose a ∈ D F i ; (29) guess a -ower W ; (30) if W is not petal connectable to F at a then reject; (31) replace F by W ; (32) Case (c2b); (33) universally choose a conjunct of of the form (n2) ∀x( (x) → ∃y(ÿ(x; y) ∧ (x; y))); (34) if there is no witness of for the pistil p F in any petal of F then (35) guess a -ower W and a proper 2-type t; (36) if conditions i-iii of (c2b) do not hold then reject; 
