The paper investigates inference in non-linear and non-Gaussian models with moderately timevarying parameters. We show that for many decision problems, the sample information about the parameter path can be summarized by an artificial linear and Gaussian model, at least asymptotically. The approximation allows for computationally convenient path estimators and parameter stability tests. Also, in contrast to standard Bayesian techniques, the artificial model can be robustified so that in misspecified models, decisions about the path of the (pseudo-true) parameter remain as good as in a corresponding correctly specified model.
INTRODUCTION
One of the central concerns in time series modelling is the stability of parameters through time. A large body of econometric work has developed around testing the hypothesis that parameters are time invariant; see Stock (1994) and Dufour and Ghysels (1996) for surveys and references. Empirically, there is substantial evidence of instabilities in the parameters of finance and macroeconomic models as documented in Stock and Watson (1996) , Ghysels (1998) , Primiceri (2005) and Cogley and Sargent (2005) , just to name a few.
Once instabilities are suspected, a natural next step is to document their form. Knowledge of the parameter path is useful for a number of purposes. First, the estimated path is an interesting descriptive tool, as it helps to understand potential sources of the instability. Second, the end point of the parameter path is useful for forecasting purposes. Third, economic theory might imply certain features of parameter paths (think, for instance, of convergence models with time-varying mean growth of GDP), for which one might want to test in econometric models. Finally, the time-varying value of the parameter can sometimes be given a useful structural interpretation, such as a time-dependent marginal effect in a regression model.
There are several approaches to estimating the parameter path. One strand develops frequentist inference for the break date in models where the parameters are known a priori to be subject to a small number of sudden shifts, such as Bai (1997) , Bai and Perron (1998) , and Elliott and Müller (2007) . A Bayesian literature (e.g. Hamilton, 1989; Chib, 1998; Sims and Zha, 2006 ) posits a finite number of regimes for the parameter values and obtains posterior probabilities for each regime through time. Priestley and Chao (1972) , Robinson (1989 Robinson ( , 1991 , Wu and Zhao (2007) , and Cai (2007) , among others, develop non-parametric kernel estimators of the time-varying parameter. Finally, a large frequentist and Bayesian literature estimates models under the assumption of a smooth stochastic evolution of the parameter. When the parameters enter the model linearly and disturbances are assumed Gaussian, then these models can be estimated by variants of Kalman filtering and smoothing-see Harvey (1989) for a review. This is not possible for models with time-varying parameters that affect, say, variances and covariances, and considerably more involved numerical techniques have been developed to deal with such models: see, for instance, Harvey, Ruiz, and Shephard (1994) , Jacquier, Polson, and Rossi (1994) , Durbin and Koopman (1997) , Shephard and Pitt (1997) , Kim, Shephard, and Chib (1998) , and Primiceri (2005) for the estimation of models with time-varying second moments. In general, the estimation of time-varying parameter models outside the Gaussian state space framework requires fairly complicated and model-specific numerical techniques. This paper is closely related to this last strand. We consider a general parametric model with local time variation, in the sense that good tests would detect the instability with probability smaller than 1 even in the limit. We analyse estimators and tests that minimize weighted average risk (WAR) and maximize weighted average power over the set of possible parameter paths, where the weighting function is proportional to the distribution function of a Gaussian process, and focuses on such local parameter variability. The main contribution is an asymptotically accurate approximation to the sample information about the parameter path. This approximation turns the problem of inference about the parameter path in the general likelihood model into the problem of inference about the parameter path in a linear Gaussian pseudo model, with the sequence of scores (evaluated at the usual maximum likelihood estimator) as the observations. Asymptotically efficient parameter path estimators and test statistics thus become straightforward to compute, and the estimation and testing problem are unified in one coherent asymptotic framework. In the special case of an underlying parametric model that is stationary for stable parameters, and a weighting that corresponds to the distribution of a Gaussian random walk, the approximate pseudo model can be chosen as a local level model in the sense of Harvey (1989) , and optimal path estimators are obtained by an exponential smoothing of the sequence of score vectors. From a Bayesian perspective with the weighting function interpreted as the prior, our results provide an asymptotically accurate multivariate Gaussian approximation to the posterior distribution of the parameter path.
When the likelihood is misspecified, exact Bayesian inference no longer minimizes WAR by construction, even for losses about the pseudo-true parameter value in the sense of White (1982) . We extend the ideas in Müller (2009) to construct a robustified pseudo model around the "sandwich" covariance matrix which yields as good asymptotic inference about the parameter path as one would obtain from a correctly specified model with Fisher information equal to the inverse of the sandwich covariance matrix. This robustness property further strengthens the appeal of the suggested approximation over the computationally intensive Bayesian solution, which cannot be easily robustified in the same fashion. Even if the original model is Gaussian and linear, so that the pseudo model approximation can be chosen to be exact in the correctly specified model, inference becomes more reliable in large samples by replacing the original likelihood by the robustified pseudo model.
The asymptotics considered in this paper are such that the magnitude of the instability decreases as the sample size increases. Even asymptotically, there is only limited information about the form of the instability (in contrast to the set-up underlying the non-parametric kernel estimators). We stress that parameter variations that are "small" in the statistical sense of being non-trivial to detect need not be small in an economic sense. For instance, in a stylized model, a sudden shift of 1.2 percentage points in yearly GDP mean growth in the middle of a sample of 180 quarterly observations is detected less than half the time by 5% level efficient stability tests (Elliott and Müller, 2007 ), yet such a shift is arguably of major economic (and policy) relevance. Many instabilities that economists care about, such as those arising from Lucas-critique arguments (for instance Linde, 2001) , the stability of monetary policy (for instance Bernanke and Mihov, 1998) , or reduced-form bivariate econometric relationships between macroeconomic variables in general (Stock and Watson, 1996) have been difficult (or at least non-trivial) to determine empirically and are hence "small" in the statistical sense. In these instances, accurate approximations might well be generated by a modelling strategy in which, correspondingly, there is only limited statistical information about the instability asymptotically.
Our results are driven by a quadratic approximation to the log-likelihood of the general model. Such approximations of the likelihood for models with a finite dimensional parameter have a long history in statistics and econometrics and allow the substitution of a complex decision problem by a simpler one-see, for instance, LeCam (1986) . Recent applications in time-series econometrics include Andrews and Ploberger (1994) , Phillips and Ploberger (1996) , and Ploberger (2004) . The sample information about the parameter path is more difficult to approximate, as the path is not finite dimensional. Some numerical methods for time series models with latent variables, such as those developed by Durbin and Koopman (1997) and Shephard and Pitt (1997) -see Durbin and Koopman (2001) for an overview-employ similar quadratic expansions of the log-likelihood at some stage. Brown and Low (1996) and Nussbaum (1996) prove the asymptotic equivalence of some specific infinite dimensional decision problems with the continuous time problem of observing Gaussian white noise with some unknown drift. These papers (essentially) establish the asymptotic equivalence of the frequentist risk for any bounded loss function. Compared to this literature, our results are more specific, as we only show equivalence with respect to WAR, where the weighting functions correspond to the distribution of a (finite mixture of) Gaussian processes. At the same time, our results are substantially more general, as they apply to a wide class of parametric time series models.
The remainder of the paper is organized as follows. The next section heuristically derives the approximating pseudo model, provides a simple algorithm for the path estimator and parameter stability test statistics for a random walk weighting function, and numerically illustrates the ideas with the problem of estimating time-varying variances. Section 3 contains the formal discussion of our results, and Section 4 concludes. All proofs are collected in the Appendix.
MOTIVATION AND DEFINITION OF EFFICIENT PARAMETER PATH ESTIMATORS AND STABILITY TESTS

Heuristic derivation of approximating pseudo model
Consider a stationary and stable time series model with known log-likelihood function of the form T t=1 l t (θ ), with parameter θ ∈ ⊂ R k . The corresponding unstable model has the same likelihood with time-varying parameter {θ t }
. Suppose the researcher is interested in obtaining path estimators of low expected loss for some given loss function, that is, low risk. Risk depends on the true parameter path {θ + δ t } T t=1 , and no estimator achieves uniformly low risk over all such paths. A reasonable frequentist criterion for the quality of a path estimator thus is WAR, where the weighting is over alternative true parameter paths. In particular, in this paper we derive asymptotically WAR minimizing path estimators for a diffuse weighting of baseline value θ , and a weighting function for the deviations {δ t } T t=1 that correspond to the distribution of a Gaussian process of magnitude T −1/2 . The sample information about the path {θ + δ t } T t=1 is fully contained in the function l t (θ + δ t ), where " " denotes a sum over t = 1, . . . , T . Letθ be the maximum likelihood estimator of θ ignoring parameter instability, i.e.θ maximizes l t (θ ). Denote by s t (θ ) = ∂l t (θ )/∂θ the sequence t = 1, . . . , T of k × 1 score vectors, and by h t (θ ) = −∂s t (θ )/∂θ the sequence of k × k Hessians. By T second-order Taylor expansions of l t aroundθ are persistent and of order T −1/2 , and the maximum likelihood estimatorθ is a √ T -consistent estimator of the baseline value θ , the sequence {θ + δ t −θ} T t=1 is persistent and of order T −1/2 . Also, because the stable model is assumed stationary, smooth averages of h t (θ t ) are close toĤ in all parts of the sample, so that
One might think that a more accurate approximation of h t (θ t ) is given by h t (θ ) rather than bŷ H as in (2). But this is not necessarily the case. A (local) average of h t (θ) might well be a good approximation to the (local) average of h t (θ t ) even if the approximation h t (θ t ) h t (θ) is poor, and given that δ t is persistent, only the (local) average of h t (θ t ) matters.
Using (2), we obtain
Neither
, so that ignoring these constants, the log-likelihood of the path {θ + δ t } T t=1 is well approximated by a quadratic form.
1 In fact, the right-hand side of (3) is recognized as the log-likelihood function of the Gaussian random variable s t (θ) +Ĥθ with meanĤ (θ + δ t ) and covariance matrixĤ . The information in the sample about θ + δ t can therefore be approximately summarized by the pseudo model
The pseudo model (4) links the observed variables on the left-hand side with the object of interest {θ + δ t } T t=1 in a particularly straightforward manner, as the matrix multiplying θ + δ t does not depend on t.
For a weighting function for the baseline value θ that is diffuse, the weighting on the mean T −1 δ t in (4) has no bearing on the analysis. For convenience, one might thus assume a weighting function for {δ t } T t=1 that corresponds to the distribution of a demeaned Gaussian process (so that δ t = 0 and δ t is the deviation at date t from the average parameter value θ ). Under that assumption, we trivially have δ tĤ (θ −θ) = 0, and also s t (θ ) = 0 from the first-order condition of the maximum likelihood estimator. Thus, the right-hand side of (3) becomes
1. Shephard and Pitt (1997) and Durbin and Koopman (1997) employ second-order Taylor expansion of the log-likelihood as in (1) to derive proposal densities for their simulation based analysis of non-Gaussian state space models, but they do not consider the additional simplification of the approximating model provided by (2). and the sample information about θ and {δ t } T t=1 is approximately independent and described by the pseudo modelθ
The approximation in (5) is the standard Bernstein-von Mises result that in large samples, the likelihood about a parameter converges to that of a Gaussian random variable with mean θ and covariance matrix T −1Ĥ −1 . The focus and contribution of this paper is to argue for the Gaussian "local level" model (6) (or, equivalently, for (4)) as an asymptotically efficient summary of the sample information about the deviations {δ t } T t=1 . For weighting functions for {δ t } T t=1 that are Markovian, the information about the parameter path can then be extracted by variants of the Kalman smoother. Also, asymptotically efficient tests of parameter instability in the general likelihood model can be obtained by performing an optimal test in the pseudo model. Now suppose that the likelihood is misspecified. As demonstrated by White (1982) ,θ then consistently estimates the pseudo-true parameter θ 0 in a stable model, andθ has an asymptotically Gaussian sampling distribution with the "sandwich" covariance matrix S , Müller (2009) shows that due to this discrepancy, lower risk decisions about the pseudo-true parameter value are obtained by using the "correct" modelθ ∼ N(θ ,Ŝ /T ) under parameter stability. The analogous robustified pseudo model in the context of inference about the pseudo-true parameter path is given bŷ
. Note that the long-run variance of the robustified scoresĤV −1 s t (θ 0 ) equals the robustified average Hessian S −1 , so that (7) and (8) 
Parameter path estimator and test statistic for random walk parameter evolution
We now turn to an explicit description of the optimal parameter path estimator and test statistics assuming an approximately stationary model and a weighting function for δ t that is a (demeaned) multivariate Gaussian random walk. We allow for a potential misspecification of the likelihood, and assume that under misspecification, the object of interest is the evolution of the pseudo-true parameter, so that inference is based on the robust local level pseudo model (7) and (8).
A random walk weighting function (or prior in a Bayesian context) has been used extensively in econometric applications: see, for instance, Harvey (1989) , Stock and Watson (1996) , Stock and Watson (1998) , Stock and Watson (2002) , Boivin (2003) , Primiceri (2005) , and Cogley and Sargent (2005) . Without loss of generality, let the first p ≤ k parameters of θ , denoted β, be those whose path is to be estimated (so that the last k − p elements of δ t are zero). A theoretically attractive choice for the covariance matrix of the Gaussian random walk is to let the first p elements of {δ t } T t=1 to be proportional to the corresponding elements ofŜ , the inverse of the information. This choice equates the degree of uncertainty about the time variation of β in any given direction with the average sample information about that direction, and hence leads to equal signal-to-noise ratios in all unstable directions. Also, under this choice, asymptotic results remain identical under re-parameterizations of β. For the factor of proportionality c 2 /T 2 , we suggest a default choice of minimizing WAR relative to an equal-probability mixture of n G = 11 values c ∈ {0, 5, 10, . . . , 50}. The value c is interpreted as the standard deviation of the end point of the random walk weighting function, measured in multiples of the standard deviation of the full sample parameter estimator. The suggested list of values for c thus cover a wide range of magnitudes for the time variation. An approximately WAR minimizing path estimator under truncated quadratic loss with large truncation point, and large sample weighted average power maximizing parameter stability test, are obtained as follows: Critical values depend on p and are tabulated in Table 1 of Elliott and Müller (2006) .
In many applications, it will be of interest to get some sense of the accuracy of the path estimator {β t } T t=1 . One such measure is given by the variances the (j , j ) element of t is thus approximately the 95% equal-tailed posterior probability interval for β t,j , the j -th component of β at time t (one could, of course, also determine the exact 95% interval for the given mixture of normals posterior, with typically very similar results). This interval is not a confidence interval in the frequentist sense, but it can be justified without explicit Bayesian reasoning as a WAR minimizing interval estimator-see Chapter 5.2.5 of Schervish (1995) and the example below. Notes: Data generating process parameters are in columns, estimation procedures in rows. Entries are weighted average risk relative to Bayesian inference in model (9) with c known based on 3200 data draws. "Unknown c, local level" inference is as described in Section 2.2, and "Known c, local level" inference is based on the pseudo model (7) and (8) and the column weighting function. "Kalman" inference is based on the pseudo model (23) below with s r
where φ is the density of N(0, 1), combined with the column weighting function in the "Known c" rows, and with an equal probability mixture of random walks weighting function with variances c 2Ŝ /T 2 , c ∈ C , in the "Unknown c" rows as described in Theorems 4 and 5 below, implemented using the algorithm in the Appendix. "Unknown c, Bayesian" inference is based on a uniform discrete prior on {0, 1, 2, . . . , 50} for c. Posteriors are estimated by a combination of importance sampling (with a "Kalman"-type approximation as proposal) and Gibbs sampling using the algorithm described in Kim, Shephard, and Chib (1998) .
Time varying variances example
We now turn to a numerical illustration of these ideas. Specifically, consider the problem of estimating the path of the log-standard deviations of a univariate time series,
so that, up to a constant,
The specification (9) has been used as a building block to model time-varying variances in macroeconomics and finance-see, for instance, Jacquier, Polson, and Rossi (1994) , Durbin and Koopman (1997) , Kim, Shephard, and Chib (1998) , Shephard and Pitt (1997) , Stock and Watson (2002) , Primiceri (2005) and Cogley and Sargent (2005) . These papers develop and apply Bayesian methods for estimating the parameter path θ t . By minimizing posterior expected loss for each observed data set, Bayesian methods also minimize WAR with weights equal to the prior in a correctly specified model. It thus makes sense to use Bayesian inference as a benchmark for the WAR of the path estimator described above. While the estimation of all models is based on the likelihood of (9), we also compute risk for data that is drawn from
so that the maintained model (9) is misspecified for df < ∞. Note that θ t , the log-standard deviation of y t , remains the pseudo-true parameter in (10) when estimating (9). In addition to the path estimator based on the local level pseudo model (7) and (8) of Section 2.2, we also consider inference based on a robustified pseudo model that does not replace h t (θ t ) by the constantĤ in (2), but by a kernel smoothed average of h t (θ). This pseudo model leads to a somewhat more involved Kalman-smoother-based algorithm for obtaining an optimal parameter path estimate described in the Appendix. The potential advantage is higher approximation accuracy, as the smoother takes into account some low-frequency movements in h t (θ t ).
We compare WAR in two decision problems: (i) estimation of the parameter path under mean square error loss, so that for a path estimate {a t } T t=1 , loss is given by T −1
2 (and risk becomes mean squared error averaged over t); (ii) estimation of an interval [a l , a h ] for the end point of the parameter path θ T , with loss equal to
so that a 10% increase in risk is equivalent to systematically reporting 10% longer intervals with the same coverage probability, and with end points that are no closer to θ T when θ T falls outside the interval).
2 Under the approximation discussed in Section 2.2 (with p = k = 1 and
and, using Proposition 5.78 of Schervish (1995) 
WAR equals expected loss for data that is generated with parameters randomly drawn from the weighting function. Table 1 T , and 1.1c/ √ T 0.70 for c = 8 and T = 160, which compares with the estimated range of the log-standard deviation of the US four-quarter growth rate of about 0.59 (cf. Table 1 , Stock and Watson, 2002) . By inverting the QLR test statistic, Stock and Watson (1996) obtain median unbiased estimates for c for the parameters of 76 univariate AR(6) models of US post-war macroeconomic monthly time series, and never find an estimate larger than 12. Cogley and Sargent (2005) estimate timevarying coefficients and volatility of a monetary VAR and report that this time variation would be detected by a 5% level parameter stability test about 25% of the time, which roughly corresponds to the columns with c = 4 in Table 1 . This evidence suggests that the degree of instability implied by the weighting functions considered in Table 1 are moderate to large by an empirical standard.
Except for Monte Carlo error, the entries under "df = ∞, known c" must be larger than unity by the small sample optimality of Bayesian inference in the correctly specified model. At the same time, the results of Section 3 show that these entries are approximately equal to 1 for large sample sizes. For "unknown c", the moderately lower risk of pseudo-model-based inference relative to Bayesian inference in the correctly specified model with c = 4 seems to 2. The theoretical development in Section 3 assumes loss to be bounded. We computed WARs with truncated loss functions and truncation point 40 times larger than the median loss, and found results very similar to those reported in Table 1. stem from a moderate downward bias in the estimated c induced by the robustification. Under misspecification, Bayesian inference is no longer optimal by construction, and inference based on robust pseudo models does relatively better. This effect is especially pronounced when c is unknown, since Bayesian inference rationalizes outliers generated by the student-t disturbances by variation in θ t , leading to an upward biased posterior for c, and a corresponding under-smoothing of the parameter path. For very large instabilities c = 12, the simple algorithm of Section 2.2 has substantially larger WAR relative to Bayesian inference, but the more complicated Kalman pseudo model continues to provide quite accurate approximations.
In the Supplementary Materials, 3 we report additional computations for true paths that are either a linear trend or a step function with known or unknown break date. As expected, path estimators that impose the correct parametric restriction have lower risk relative to the Local Level and Kalman smoother path estimators, at least if the magnitude of the instability is large. At the same time, in the single break model with small or moderate break (less than 6 standard deviations of the full sample estimatorθ ), the Local Level and Kalman estimators outperform estimators of the path that rely on a break date estimated by the least squares mean shift of |y t | or y 2 t .
ASYMPTOTICALLY EFFICIENT INFERENCE IN UNSTABLE TIME SERIES MODELS
We begin by introducing some additional notation and definitions. Consider a standard parametric model for data
mT in a sample of size T , a random vector defined on the complete probability space (F, F, P ) , with parameter θ ∈ ⊂ R k , and known density T t=1 f T ,t (θ ) with respect to some σ -finite measure μ T . This form of likelihood arises naturally in the "forecasting error decomposition" of models, where f T ,t (θ ) is the conditional likelihood of y T ,t given F T ,t−1 , where F T ,t ⊂ F is the σ -field generated by {y T ,s } t s=1 . In models with weakly exogenous components, f T ,t (θ ) can be decomposed into two pieces f T ,t 
where f 2 T ,t captures the contribution of the evolution of weakly exogenous components and does not depend on θ . If this is the case, only f 1 T ,t (θ ) needs to be specified. Define l T ,t (θ ) = ln f T ,t (θ ), s T ,t (θ ) = ∂l T ,t (θ )/∂θ , and h T ,t (θ ) = −∂s T ,t (θ )/∂θ . In the following definitions and conditions, we omit the dependence on T of F T ,t , l T ,t , s T ,t , h T ,t , and so forth, to enhance readability. Let [·] indicate the largest lesser integer function, let || · || denote the spectral norm, let "⊗" be the Kronecker product, and let " p − →" and "⇒" denote convergence in probability and convergence in distribution as T → ∞, respectively. Convergences of cadlag functions on the unit interval are relative to the usual Billingsley (1968)-metric.
We assume the following condition on this model with true and stable parameter θ 0 .
Condition 1 (MEAS). The functions f
(DIFF) θ 0 is an interior point of , and in some neighbourhood 0 ⊆ of θ 0 , l t is twice continuously differentiable a.s. for t = 1, . . . , T .
(ID) There exists η > 0 such that for all > 0 there exists K ( ) > 0 for which P (sup ||θ −θ 0 ||≥ T −1
Condition 1 is a set of fairly standard high-level assumptions on the "forecast error decomposition" part of the likelihood. (DIFF) assumes existence of two derivatives. (ID) is similar to the global identification condition assumed in Schervish (1995, p. 436) , somewhat strengthened to ensure that even a slightly perturbed evaluation of the likelihood at parameter values different from θ 0 still yields a lower likelihood with high probability. (LLLN) is a Local Law of Large Numbers for the second derivatives h t . Part (i) controls the average variability of the second derivative h t as a function of the parameter. Part (iii) allows the information accrual to vary over the sample, and (λ) describes the average information at time t = [λT ]. This allows, for instance, accommodating regression models with a time trend t/T as regressor (the scaling by 1/T ensures that the probability limit of T −1
[λT ] t=1 h t (θ 0 ) remains O p (1) and positive definite). If h t (θ 0 ), t = 1, . . . , T is positive semi-definite almost surely, part (ii) of (LLLN) is implied by part (iii). (MDA) assumes the sequence of scores to constitute a martingale difference array with slightly more than two conditional moments, with an average conditional variance of (λ) at time t = [λT ]. Whenever the relevant conditional moments exist, {s t (θ 0 }, F t } and {s t (θ 0 )s t (θ 0 ) − h t (θ 0 ), F t } are martingale difference arrays by construction-see Chapter 6.2 of Hall and Heyde (1980) . Phillips and Ploberger (1996) and Li and Müller (2009) make very similar assumptions to (LLLN) and (MDA). Models with asymptotically stochastic information, such as unit root models, are not covered by Condition 1. Now consider an unstable version of this parametric model, with time-varying parameter
where θ and δ t are k × 1 and
where the action space A T is a topological space and L T is assumed Borel-measurable with respect to the product sigma algebra on R k × R Tk × A T . (For reasons that will become apparent below, loss is also defined for parameter values outside .) The bound L is finite and does not depend on T ; this assumption of bounded loss greatly facilitates the subsequent analysis. When the true parameter evolution is {θ + δ t } T t=1 and action a ∈ A T is taken, the incurred loss is L T (θ , δ, a). A typical action could be an estimate of the entire parameter path, so that A T = T , or an estimate of the parameter at a specific point in time, in which case A T = . Decisionsâ are measurable functions from the data to A T . The risk of decisionâ given parameter evolution
Let Q T be a measure on R Tk , and let w : → [0, ∞) be a Lebesgue probability density. For each θ ∈ , let V T (θ ) = {δ : δ t + θ ∈ ∀t} ⊆ R Tk . The WAR of decisionâ is then given by
4. In rational expectation models, the presence of time variation in θ potentially affects the model's solution, and thus complicates the derivation of an appropriate likelihood compared to the corresponding model with stable parameters; see Fernandez-Villaverde and Rubio-Ramirez (2007) for one possible computationally intensive approach.
The weighting functions w and Q T describe the importance attached to alternative true parameter paths in the overall risk calculations; the weight function w attaches different weights to the baseline value θ , and Q T describes the weight on deviations from this baseline value. In the parameterization
, the average T −1 δ t and θ are obviously not uniquely identified. The same WAR criterion may thus be expressed by different choices of w and Q T . The parameterization is useful because the weighting schemes analysed in this paper assume different asymptotic properties of Q T and w as follows.
Condition 2 (GS). The weight function Q T is the distribution of
, where G is a k × 1 zero mean Gaussian semi-martingale on the unit interval with covariance kernel Under Condition 2 (GS), the weight function Q T focuses on persistent paths of relatively small variability, because Gaussian processes that satisfy the differentiability assumptions on their kernel are almost surely continuous for all s ∈ [0, 1]\τ by Kolmogorov's continuity theorem. This concentration on persistent parameter paths drives the derivation of the asymptotic equivalence results below, and it is appealing in many applications, as parameter instability is typically thought of as a low-frequency phenomenon. As discussed in Section 2 above, a popular choice in applied work has been the assumption that parameters vary as a Gaussian random walk, which may be achieved by setting G equal to
, where W is a k × 1 standard Wiener process. Random walk parameter variability that only occurs in, say, the first half of the sample is achieved by letting
). An assumption of slowly mean reverting parameters can be expressed by letting G be a stationary Ornstein-Uhlenbeck process, more weight on smoother paths by letting G be an integrated Brownian motion G(s) = s 0 W (r)dr, etc. Condition 2 also accommodates piece-wise constant paths with finitely many jumps, as in the multiple breaks literature, although specification of Q T requires knowledge of the break dates.
Under Condition 2 (GS), the WAR criterion (12) focuses on parameter paths whose variability is of order of magnitude T −1/2 . This choice is motivated by a desire to develop procedures that work well when there is relatively little information about the parameter path. For parameter paths of fixed magnitude and persistence, larger samples naturally contain more information, as more adjacent observations can be used to pinpoint the value of the slowly varying parameter at a given date. The sample-size-dependent choice of the magnitude of {δ t } under Q T counteracts this effect, making the estimation of the form of the scaled parameter variation {T 1/2 δ t } difficult even asymptotically. In this way, the asymptotic arguments derived below based on the sequence of weights as described in Condition 2 (GS) become hopefully relevant to the small sample problem where there is in fact little information about the parameter evolution. At the same time, Condition 2 (CNT) assumes w not to depend on the sample size, reflecting a "global" uncertainty about the baseline level of the time-varying parameter path. With the continuity at θ 0 , the weight function becomes asymptotically flat in the T −1/2 local neighbourhood around θ 0 , so that sample information dominates inference about the baseline value.
The order of magnitude T −1/2 for δ t under Condition 2 (GS) corresponds to the local neighbourhood in which efficient stability tests have non-trivial asymptotic power. The null hypothesis of a stability test is that the parameter path {θ t } T t=1 = {θ + δ t } T t=1 is constant, i.e.
against the alternative that the parameter is time varying. For the development of optimal parameter stability tests, it makes sense to restrict the parameter paths under the alternative such that the difference to the corresponding stable model is the time variability of the path, rather than a different average value of the path. The appropriate restriction is achieved by the multivariate Gaussian measure Q *
. When information accrual is constant, that is (s) = H for all s ∈ [0, 1], then the restriction amounts to a demeaning of δ t , such that δ t = 0 a.s. under Q * T . In the general case, the restriction forces (t/T )δ t = 0, so that the information weighed parameter path deviations sum to zero, just as in the efficient tests derived by Andrews and Ploberger (1994) . Intuitively, a model with time-varying parameter is closest to the stable model with a parameter that is the information-weighted average of the parameter path.
Possibly randomized parameter stability tests ϕ T are measurable functions from the data to the interval [0, 1], where ϕ T (y T ) indicates the probability of rejecting the null hypothesis of parameter stability when observing Y T = y T . Tests of the same size can then usefully be compared by considering their weighted average power
similar to Andrews and Ploberger (1994) . While θ 0 is typically unknown, we show below that there exists a feasible test ϕ * T that asymptotically maximizes this weighted average power. With the weighting of parameter paths specified as the distribution of a Gaussian process, the problem of finding WAR-minimizing actions essentially becomes a non-linear smoothing exercise. The WAR-minimizing decision is to choose the action a that minimizes
for each data realization Y T = y T . With the weighting functions normalized to integrate to unity, this is simply Bayes Rule for minimizing Bayes risk (15), which can be interpreted as finding the action that minimizes the posterior expected loss, i.e. loss integrated with respect to the posterior distributions of (θ , δ) under a prior for (θ , δ) that corresponds to the weights in Condition 2. A large literature has developed around numerically finding exact posterior distributions in non-linear filtering/smoothing problems, often by Monte Carlo simulation techniques, as reviewed in the introduction. This paper complements this research by an asymptotic analysis. First, this yields a deeper theoretical understanding of the link between the estimation testing problems. Second, the asymptotic analysis suggests a computationally simple and asymptotically efficient procedure for choosing the risk-minimizing action. Third, unlike the Bayes Rule computed numerically from (15), the approximately risk-minimizing action can easily be appropriately modified for potentially misspecified models.
Note that Condition 1 makes assumptions about the stable model only, that is, on its behaviour when the parameter path is constant. Clearly, with a focus on the problem of estimating the parameter path, we need to argue for the accuracy of approximations also when the true data-generating process has time-varying parameters. In general, most models with time-varying parameters generate non-stationary data, to which standard asymptotic results are not easily applicable. In a vector autoregressive regression model, for instance, parameter instabilities lead to highly complicated interactions between the evolution of the lagged variables and the unstable parameters. Our approach is thus to derive asymptotic results for unstable models as an implication of the contiguity of models with time-varying parameters of order T −1/2 to the corresponding stable model, similar to Andrews and Ploberger (1994) , Phillips and Ploberger (1996) , Elliott and Müller (2006) , and Li and Müller (2009) . The following Lemma follows from Lemma 1 of Li and Müller (2009) 
The main result of the paper is the following Theorem. 
t=1 (induced by G), and let ϕ *
T be a test of (13) of asymptotic level α that maximizes weighted average power with respect to the weighting functionQ *
T in the pseudo model
Then under Conditions 1 and 2, for any other test ϕ T of (13) of asymptotic level α, lim inf
Under Condition 1, the total variation distance between the posterior distribution of (θ , δ) in model (11) with priors as in Condition 2 and the posterior distribution of (θ , δ) in the pseudo model (17) with either the same priors or with a flat prior on θ and prior Q T on δ converges in probability to zero in both the stable model with parameter θ 0 and any unstable model that satisfies the condition of Lemma 1.
Theorem 1 asserts that asymptotically efficient decisions and tests are obtained from combining the sample information from pseudo models (17) and (18), respectively, with the weighting of Condition 2. Since both of these are Gaussian, the resulting distribution can be computed explicitly. Let e be the Tk × k matrix e = (I k , . . .
e(e Dh e − e Dh KDh e)
−1 e (I Tk − Dh K ).
Note that with δ ∼ N(0, δ ) and the measurements X t =h t δ t + ν t , ν t ∼ independent N(0,h t ), t = 1, . . . , T , the distribution of δ conditional on the measurements X = (X 1 , . . . , X T ) and Dh is δ|(X, Dh ) ∼ N(K X, K ). The second term in the definition of results from the uncertainty concerning the baseline value θ. The matrix remains the same if δ is substituted by the covariance matrix of δ underQ * T , as defined in Theorem 1 (ii).
5
Theorem 2. Let be the distribution N(eθ + ŝ, ). (i) The decisionâ * that minimizes expected risk relative to the distribution eθ + δ ∼ for each Y T = y T minimizes WAR in the pseudo model (17) with a flat weighting on θ.
(
ii) A test that rejects for large values ofŝ ŝ is the optimal stability test in the pseudo model (18), and under Conditions 1 and 2
under the null hypothesis, where G
independent of G and E G denotes integration with respect to the probability measure of G. (iii) The posterior distribution of eθ + δ under a flat prior on θ in the pseudo model (17) is given by .
Comments:
1. Part (i) of Theorem 1 establishes that for arbitrary bounded loss functions, the decision that minimizes WAR in the Gaussian pseudo model (17) is also asymptotically optimal in the true model. As shown in part (i) of Theorem 2, this amounts to finding the risk-minimizing action relative to a multivariate Gaussian distribution for the parameter path. Note that loss may be defined arbitrarily (subject to the bound L) for parameter values outside , allowing the problem in the pseudo model to be made entirely spherical. For the wide range of bounded bowl-shaped loss functions for which one would choose the posterior mean in a Gaussian model, an asymptotically efficient parameter path estimator is hence given by eθ + ŝ by Anderson's (1955) Lemma. Note that such loss functions include those that consider a weighted average of symmetric losses incurred by estimation errors in the parameter value, such as
where a = (a 1 , . . . , a T ) ∈ R Tk , inf t≤T q T ,t ≥ 0, functions (20) contains the special case where one only cares about the parameter at time T , i.e. q T ,T = 1 and q T ,t = 0 for all t < T , which arises naturally in a forecasting problem. For more general losses and decision problems, the asymptotically efficient decision can still be obtained by implementing the efficient decision in the Gaussian pseudo model. This typically represents a very substantial computational simplification.
2. Part (ii) of Theorems 1 and 2 spell out the implications of the approximation for efficient tests of the null hypothesis of parameter stability (13). Part (i) of Theorem 2 shows that under symmetric loss, the asymptotically efficient parameter path estimator is eθ + ŝ with an asymptotic uncertainty described by a zero mean multivariate normal with covariance matrix . The asymptotically efficient test statisticŝ ŝ = ( ŝ) + ( ŝ), where + denotes a general inverse, is recognized to be of the usual Wald form: efficient instability tests are based on a quadratic form in the efficient estimator of the instability. Efficient estimation and testing in (potentially) unstable models are hence unified in one framework. This ensures coherence between the stability test and the path estimator, asŝ ŝ can be large only if the path estimator eθ + ŝ shows substantial variation.
3. Part (iii) of Theorems 1 and 2 describe the approximation result in Bayesian terms: the posterior distribution of the parameter path eθ + δ comes arbitrarily close to the Tk -dimensional multivariate normal distribution N(eθ + ŝ, ). This is a considerably stronger statement than a convergence in distribution of, say, the posterior of T 1/2 δ [·T ] viewed as an element of the space of cadlag functions on the unit interval. With G(s) = 0, so that δ = K = 0, becomes = e(e Dh e) −1 e , and one recovers the standard result that the posterior distribution of θ
the average information. In practice, part (iii) of Theorem 1 is useful for Bayesian analyses, as it provides a simple way to compute approximation to the posterior of the unstable parameter path. Even if the exact small sample posterior is required, the approximation of Theorem 1 might be accurate enough for a simple importance sampling algorithm to succeed.
4. The asymptotic distribution of the test statisticŝ ŝ is provided in Theorem 2 (ii). This distribution is non-standard and depends on the weighting function G and the evolution of the information . Even with known, a simulation based on this expression is quite cumbersome due to the integration over the measure of G. Theorem 2 (ii) is still useful as it shows the existence of an asymptotic distribution. It thus suffices to consider a computationally convenient stable model that has the same asymptotic distribution, such as the stable Gaussian location model X t =h t θ + Z t , t = 1, . . . , T with Z t independent and distributed N(0,h t ). The limiting distribution ofẐ
T s=1h s Z s is therefore the same as the asymptotic null distribution ofŝ ŝ, for {h t } drawn both from the stable model and under all local alternatives for which Lemma 1 implies (16) to also hold. 6 Asymptotically justified critical values of the test statisticŝ ŝ might hence be obtained by considering the empirical distribution of sufficiently many draws from the distribution ofẐ Ẑ , similar to the approach of Hansen (1996) .
5. The approximation results in Theorems 1 and 2 hold for any choice of positive definite sequences {h t } that satisfy (16) in the stable model: in the limit, it is only the average behaviour ofh t that determines the properties of the pseudo models (17) and (18). In particular, with (s) = H a constant function, this result allows us to chooseh t time invarianth t =Ĥ for any consistent estimatorĤ of H , as exploited by the algorithm of Section 2. Without the assumption of a constant , it makes sense to seth t equal to a standard non-parametric estimator of (s), 6 . Formally, this follows from replacingŝ byẐ in the derivation of the asymptotic null distribution in Theorem 2 (ii).
such as a kernel-smoothed average of h t (θ) as studied in Robinson (1989) . Lemma 3 (vi) in the Appendix shows thath t = h t (θ), and thus for continuous (s), also kernel-smoothed averages with bandwidth of order T −1/5 , satisfy (16) under Condition 1. As explained in Section 2.2, the smoothing extracts the pertinent low-frequency properties of (s) without imposing an accurate quadratic approximation of the log-likelihood for each t. Pronounced instabilities can also lead to effectively time-varying (s), as in the example of Section 2.3; so choosingh t time varying in this fashion might improve approximation accuracy even in models where formally (s) = H . 6. For certain applications, it makes sense to make the scale of the weighting function in the estimation (12) and testing problems (14) a function of the information . In a testing context, for instance, it is often attractive to choose G such that alternatives that are equally difficult to detect receive a similar weight, as in Wald (1943) and, conditional on the break date, in Andrews and Ploberger (1994) . Typically, of course, is unknown, and needs to be estimated from the data. Optimal decisions and tests from the pseudo models (17) and (18) with respect to an estimated weighting function generally continue to be asymptotically optimal decisions in terms of (12) and (14), i.e. with respect to the data-independent weighting functions described in Condition 2. 
t =R T ,t R(t/T )
−1 is smooth by imposing
This condition is typically satisfied for parametric estimators of R when R is of bounded variation, such as, for example, when R is a linear trend of unknown slope or when R is a step function with known step locations.
Moreover, optimal decisions from the pseudo model typically retain their WAR (12) optimality under such estimated weights, such as the path estimator eθ + ŝ under the class of loss functions (20) when L 0 is continuous. The restriction of the loss functions in the second claim of Theorem 3 is necessary to rule out a somewhat pathological focus of L T on the scale of the weighting function for δ. 
7. For some purposes, it makes sense to consider weighting functions that are more agnostic about the magnitude and/or form of the parameter instability than is possible under Condition 2. One way to achieve this without foregoing the computational advantages of a Gaussian weighting function is to consider weighting functions (or priors) for δ that are a weighted average of distributions of different Gaussian processes. The following Theorem shows how parts (i) and (iii) of Theorems 1 and 2 need to be adapted in the case of such a finite mixture. G i , i = 1, . 
Theorem 4. Let
Theorem 4 is a simple consequence of the fact that the Gaussian pseudo model (17) remains an accurate approximation of the sample information for each of the n G weighting functions, such that the likelihood ratios can be explicitly computed. The WAR-minimizing parameter path estimator under mixture weightings generally depends much more on the loss function than in the single Gaussian process case, as mixtures of normal distributions are not generally symmetric around their mean. Under truncated quadratic loss (20) with L 0 (x ) = min(x , L), the WAR-minimizing path estimator converges to
8. So far we assumed that the model in Condition 1 is correctly specified. As demonstrated by Huber (1967) and White (1982) , in misspecified models maximum likelihood estimators are consistent for the pseudo-true parameter value that minimizes the Kullback-Leibler divergence of the true model from the maintained model. This pseudo-true parameter value sometimes remains the natural object of interest as, for instance, in exponential models with correctly specified mean (cf. Gourieroux, Monfort, and Trognon, 1984) . We now discuss a modification of the pseudo model (17) such that, under some conditions, the best decision about the pseudotrue parameter path in a misspecified model yields the same asymptotic risk as the best decision in a corresponding correctly specified model.
Suppose the evolution of the pseudo-true parameter through time is θ t = θ 0 + T −1/2 π 0 (t/T ), and letŝ t = s t (θ ) andĥ t = h t (θ) be the scores and Hessians in the misspecified model. Under standard primitive assumptions, by the usual Taylor approximations, one would typically find that
and
with V : [0, 1] → R k ×k and : [0, 1] → R k ×k positive definite, non-stochastic matrix functions. See, for instance, Andrews (1993) and Li and Müller (2009) for primitive conditions that induce such convergences. The matrix V (s) is the average long-run variance of the scores s t (θ 0 ) at the time t = [sT ], which in a misspecified model is not in general equal to the average of the Hessians (s). The pseudo model (17) based onŝ t ,θ andĥ t directly thus behaves differently than the pseudo model of any correctly specified model, even asymptotically. Note, however, that if we premultiply the scores and Hessians by (t/T )V (t/T ) −1 , we obtain a long-run variance for (t/T )V (t/T )
, which coincides with the local average of (t/T )V (t/T )
−1ĥ
t . This adjustment is the time-varying parameter analogue to the sandwich pseudo model suggested in Müller (2009) for Bayesian inference in stable misspecified models.
Condition 3. In the misspecified model with parameter path equal to θ
The "robustified" estimatorθ r and partial sums of the scoresŝ 
have the same risk as best decisions in a correctly specified model with this Fisher Information. At the same time, if the model ends up being correctly specified, then (s) = V (s) by the information equality, andθ r and partial sums ofŝ r t andh r t have the same asymptotic properties as the originalθ,ŝ t andĥ t .
In general, for Condition 3 to follow from the weak convergences mentioned above,ˆ t and V t must be sufficiently accurate estimators of (t/T ) and V (t/T ). Clearly, the construction of appropriate estimators is the more difficult the less is known about the variability of (·) and V (·). In the important special case of constant (s) = H and V (·) = V , it suffices to setˆ t =Ĥ andV t =V for any consistent estimators (Ĥ ,V ) of (H , V ) (and in this case, θ r =θ and one possible choice forh 
whenever the total variation distance between the two Tk × 1 normal distributions 1T and 2T converges to zero, then the difference between the sampling distributions of L T (θ 0 , π 0 ,â * ) in the correctly specified model and L T (θ 0 , π 0 ,â r * ) in the potentially misspecified model converges to zero in the Prohorov metric.
(ii) If (24) Theorem 5 formalizes the link between best inference based on the pseudo model in a misspecified model using the robustified statistics of Condition 3, and best inference based on the pseudo model in a corresponding correctly specified model. The key assumption (24) for part (i) is that similar multivariate normal distributions 1T and 2T induce best actions of similar loss. This holds, for instance, for the loss function (20) as long as L 0 is continuous. Under this assumption, the sampling distribution of the losses in these two models is asymptotically identical, which-given that the loss is assumed bounded-also implies identical (frequentist) risk of the best decisionsâ * andâ r * . Thus, from a decision theoretic perspective, ignoring the misspecification is not costly in the sense that one still obtains inference of the same asymptotic quality as in the corresponding correctly specified model. Similarly, part (iii) shows that the test statisticŝ r rŝr has the same asymptotic distribution asŝ ŝ does in the corresponding correctly specified model, and thus the same local power. In particular, if Condition 3 holds for π 0 (·) = 0, one may simulate the null distribution by many draws ofẐ It is easy to see that these correspondences do not hold in general without the robustification detailed in Condition 3 and, in analogy to the formal results in Müller (2009) , one would expect that asymptotic risk is generally smaller in the robustified pseudo model. The reason is that under misspecification, both the original likelihood and uncorrected pseudo model (17) convey a misleading account of the sample information about the pseudo-true parameter, as the variance of partial sums ofŝ t is different from the partial sum behaviour of the Hessiansĥ t . Whenever the optimal action depends on the variance r , one therefore should obtain lower asymptotic risk decisions from the robustified model. What is more, if the weighting function (or prior) averages over alternative Gaussian processes as in Theorem 4, then a Bayesian or uncorrected pseudo model (17) will in general lead to biased estimation of the magnitude of the parameter time variation, as the variability ofŝ t is mistakenly judged relative toh t . Inference based on the robustified pseudo model (23) is thus not only more convenient computationally compared to a fully fledged Bayesian analysis, but also provides more reliable inference about the pseudo-true parameter path in misspecified models.
9. Much applied work is based on the special case where the prior or weighting function of a time-varying parameter is a Gaussian random walk, such that G(·) = ϒ 1/2 W (·) for some positive semidefinite matrix ϒ and standard Wiener process W ; see the citations in Section 2. The Markovian structure of the Wiener process enables the application of an iterative Kalman smoothing algorithm. We provide such an algorithm in the Appendix, which also takes care of the impact of the flat weighting of θ in the smoothing, along similar lines as Jong (1991) , and enables computation of the statistics appearing in Theorems 2, 4, and 5 without matrix computations of dimension Tk × Tk .
The algorithm described in Section 2 of this paper exploits the additional computational simplifications whenh β is the upper left p × p block of H −1 . 10. A number of previous papers have considered parameter stability tests against random walk-type alternatives: Nyblom (1989) derives locally best tests against general martingale variability in the parameters for general likelihood models, Shively (1988) considers small sample tests in a linear regression model, and Elliott and Müller (2006) derive asymptotic results for point optimal parameter instability tests in linear regression models for a class of weighting functions that includes the Gaussian random walk case. The contribution of Theorems 1, 2, and 5 with respect to this literature is the generalization of the point optimal tests to general, potentially misspecified likelihood models, including non-stationary models with, say, a time trend. Under the assumption of correct misspecification, the degree of generality of the results here concerning parameter stability tests is similar to those of Andrews and Ploberger (1994) , but the focus there is on parameters that shift at unknown dates, which leads Andrews and Ploberger (1994) to consider weighting functions that are a continuous mixture of piece-wise constant parameter paths with Gaussian shifts. Elliott and Müller (2006) show that efficient tests for a Gaussian random walk in the parameters and efficient tests for a single break at unknown date have asymptotic power that is roughly comparable no matter what the true alternative is; the efficient tests for the Gaussian random walk have the advantage that they avoid the need for trimming the break dates 8. The algorithm in Section 2.2 stems from combining our results with those of Elliott and Müller (2006) : applying the matrix identity (A5) in the Appendix, r becomes (I T − G c ) ⊗Ŝ β with G c defined in Elliott and Müller (2006) , and the expressions for qLL(c) = −ŝ r rŝr ,w i and κ t in Section 2.2 follow.
away from the beginning and end of the sample, and their computational convenience, at least compared to efficient tests for more than one potential break.
CONCLUSIONS
Most economic relationships are potentially unstable over time. In empirical work, this translates into time-varying parameters of estimated models. It is often of interest to keep track of this potential instability. Going beyond time variation in the coefficients of Gaussian linear regression models, however, typically leads to substantial numerical and computational complications.
This paper considers a general likelihood model and focuses on parameter instabilities of a magnitude that are non-trivial to detect, which seems a relevant part of the parameter space for many instabilities economists care about. The main contribution is an asymptotically justified approximation to the sample information about the time-varying parameter, so that under a Gaussian weighting, WAR-minimizing path estimators and weighted average power maximizing parameter stability tests become straightforward to compute. In addition to this computational advantage, an appropriately robustified version of the approximating model yields decisions of the same asymptotic risk as in a corresponding correctly specified model. For notational convenience, we describe the algorithm for the pseudo models (17) and (18 
The tth k × 1 block of eθ + ŝ is then given byθ +b t + (I k −B t )d , and the t, tth k × k block of is given by R t +
|h t P t−1 + I k | and |e Dh e − e Dh KDh e| = | T t=1h t (I k −B t )|. To computeẐ Ẑ , replaceŝ t byẐ t throughout. To generate a draw from N(eθ + ŝ, ), one may proceed as follows. Drawb T ∼ N(â T , P T − T −2 ϒ), and then draw iteratively for t = T − 1, . . . , 1
If ϒ is singular, then P −1 t is to be replaced by the Moore-Penrose generalized inverse of P t .
A.2. Proofs
A.2.1. Notation. For notational ease, extend the domain of f T by letting f T (θ) = 0 for θ / ∈ , and let s t (θ) = 0 for θ / ∈ 0 , t = 1, . . . , T .
The following notation is used in the following Lemmas and proofs:
where F 0 is a T × T matrix with zeros above the main diagonal and 1's elsewhere
, where η is defined in Condition 1 (ID) and we assume η < 1/2 without loss of generality and
A.2.2. Proofs of theorems in the main text. The general strategy for the proof of Theorem 1 is as follows. Given Lemma 1, it suffices to prove convergences in probability for data generated under the stable model. All following probability calculations are thus made under the stable Condition 1 model, if not explicitly noted otherwise. We first establish part (iii) of Theorem 1, from which part (i) follows relatively easily. The main thrust of the proof of part (iii) is the argument that E δ w (θ 0 + T −1/2 u)LR T (u, δ) − w (θ 0 ) LR T (u, δ) du converges in probability to zero. Lemma 4 (i) below shows that replacing LR T (u, δ) by S T (δ)A T (u)LR T (u, δ) in this expression induces a negligible approximation error. The "main" approximation via Taylor series expansions is performed in Lemma 2, whose statement and proof is below. The proofs of the additional Lemmas of Section A.2.3 may be found in the Supplementary Materials.
Proof of Theorem 1. (iii) We focus on the claim for a flat weighting on θ; the claim for a weighting w on θ follows very similarly.
Letf T (θ, δ) be the density of the observations in the pseudo model (17), so that LR T (u, δ) =f T (θ 0 + T −1/2 u, δ)/ f T (θ 0 , 0). The total variation distance between the posterior distributions computed from the true model density f T and the pseudo model densityf T is then given by
. Now by Fubini's theorem and a direct calculation,
Lemma 3 (iii) showsû = O p (1), so that also exp[−
2û
Hû ] = O p (1). By Lemma 7 and the continuous mapping
Furthermore, with S T (δ) and A T (u) as defined in Lemma 4,
The last term converges in probability to zero by Lemma 4, part (i). Also
The last term converges in probability to zero by Lemma 2 (iii). For the first term after the inequality, we compute 
Similarly, define
Note that
Now since m T > 0 andm T > 0 a.s., we have
Since contains an open ball around θ 0 and sup λ∈ [0, 1] ||G(λ)|| is bounded almost surely, M T → 1. Note that for all T , M −1 T E δ f T (θ 0 , δ) is a probability density with respect to μ T , so that the convergence in probability
established in part (iii) of the Theorem under the unstable model with density M −1
for almost all θ 0 . Since this is also bounded by 2, by another application of the dominated convergence theorem, we have 
(ii) By the Neyman Pearson Lemma, Fubini's Theorem, and a direct calculation, the weighted average power maximizing test of (13) under a Q * T weighting rejects for large values of E δ LR T (0, δ − eδ), and the weighted average power maximizing test in the pseudo model (18) under aQ * T weighting rejects for large values of E δ LR T (δ) (where E δ continues to denote integration with respect to Q T as defined in Condition 1). We have
by applying Lemmas 4 (ii) and 2 (iv). Furthermore, the asymptotic distribution of E δ LR T (δ) under the null hypothesis is absolutely continuous by Lemma 7, so that the result follows from the second claim in Lemma 1 by the same arguments as employed in Andrews and Ploberger (1994) in the proof of their Theorem 2.
Proof of Theorem 2. (iii) In matrix form, the pseudo model (17) isŝ + Dh eθ|(Dh , δ, θ) ∼ N(Dh (δ + eθ), Dh ), so that conditionally on Dh and θ only,
Using the identity
we find with
Furthermore, with a flat prior, the posterior for θ is proportional to the likelihood, so that ( = O p (1). The result now follows by proceeding as in the remainder of the proof of Theorem 1 (iii) and by invoking Lemmas 4 (i) and 2 (iii) for each of the n G components in the measure of δ.
The conditionally normal distribution N(eθ + iŝ , i ) follows as in the proof of Theorem 2. For the mixing probabilities, note that the Bayes factor between pseudo models i and j is given bym (i ),T /m (j ),T . Using (A2) and (A6), we findm 
and the result follows.
(ii) By a direct calculation, 
