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ABSTRACT 
The family of minimal forbidden graphs for the set of graphs with all eigenvalues 
at least - 2 is described. It is shown that each minimal forbidden graph has at most 10 
vertices and the bound is the best possible. 
1. INTRODUCTION 
A graph is a pair G = (X, ( , )) where X is a finite set (called the set of 
vertices)and( , ):XxX-{O,l} satisfying(x,y)=(y,x), (x,x)=Ofor 
alI x, y in X. If for x, y in X, (x, y) = 1, we say that the set {x, y} is an edge 
of the graph G; and if 
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Let R” be the n-dimensional vector space over the field of real numbers 
R. Let B= {e,,e, ,..., e,} be an orthonormal basis for R. For any x, YE R”, 
with x = 8:=rxiei and y = E:=ryiei, the inner product (x, y) is given by 
(x, y) =Bf=,xiyi. Let W CR” b esuchthat(w,o)=lforallwEW. Wewill 
say that W represents a connected graph G = (x, ( , )) iff there exists 
W, c W and a bijection f: X + W, such that for all x, YE X, x # y, we have 
(x7 Y> =P/Wf(r),f(y)). Thenf is called a representation of G in W. 
Let [W] be the set of all lines spanned by vectors in W. Then if W 
represents a graph G, we will also say that [ W] represents G. A disconnected 
graph G is said to be represented by W (or [WI) iff each connected 
component of G is represented by W (or [WI). 
For various graph-theoretic definitions not given here we refer to [4]. 
Let G=(x,( , )) b e a graph and A c X. We will denote by GA the 
induced subgraph of G on A, that is, GA = (A,( , )/x X x). By an eigenvalue 
of a graph G we mean an eigenvalue of the adjacency matrix of G. For any 
graph G, define a(G) to be the minimum eigenvalue of G. For any real 
number x define L, = {G ] G is a graph with o(G) 2 - x}. The study of the 
families L, was started by Hoffman [5] (see also [2]). If GEL,, then clearly 
all induced subgraphs of G are also in L,. A graph G is said to be forbidden 
for L, if G @ L,. Such a graph G is said to be minimal forbidden if all its 
induced subgraphs GA, A C X, are in L,. Thus a graph G, E L, 
iff no induced subgraph of G,% isomorphic to a minimal forbidden graph for 
L,. 
The main aim of this paper is to describe the family F of all minimal 
forbidden graphs for the set L,. This will be done in Section 3. The number 
of nonisomorphic graphs in F is quite large, more than 100. However, it is 
shown that the number of vertices in a graph GE F is at most 10. We also 
determine the list and exact number of nonisomorphic graphs in F with v 
vertices, v < 7. 
The main tools are the following Theorems 1.1 and 1.2. Theorem 1.1 is 
one of the main results in [2] (see [2] f or other details regarding the root 
systems D,,, E,, etc.). Theorem 1.2 was proved in [6] (see also [3]). 
THEOREM 1.1. A graph G E L, iff G is represented by the root system D,, 
for some n or E,. 
THEOREM 1.2. A graph G is represented by the root system D,, for some n 
iff G has no induced subgraph isomorphic to any of the 31 graphs Hi, 
1~ i < 11, of Figure 1 or Gi , 1 < i < 20, of Figure 2. 
. In view of the above theorems our main task is to study graphs repre- 
sented by the root system E,. In the next section we give a definition of E, 
and prove some results which will be used in Section 3. 
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FIG. 2. The graphs Gi, 1 <i G 20. 
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FIG. 2. (cont.) 
2. THE ROOT SYSTEM Es 
In this section we will prove various properties of certain subsets of E,. 
We will first give a definition of Es, using the unique 3-(8,4,1) design as given 
in [l]. 
Throughout this paper we will denote by Iws the eight-dimensional vector 
space over Iw and by E = {e, ) 1. < i =S S} an orthonormal basis for Iw8. We also 
assume that D = (E, /?) denotes the unique 3-( 18,4,1) design (see [I]), with E 
as the set of points. The set. /? is a set of 14 blocks of D (that is certain 
4-subsets of E). We will not give here a complete description of D. However, 
we list a few well-known properties of D which we will use later (see [l] for 
details). 
REMARK 2.1. 
(i) ]El =8, ID] =14. 
(ii) BE B implies ) B ( = 4, B c E, and the complement E\B of B is in p. 
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(iii) Given distinct x, Y, x E E, there exists a unique block B of D such that 
x, Y, .zE B. 
(iv) Given e,, ei E E, i # j, there are exactly three blocks of D containing 
both ei and ei. 
(v) B,, I&E /?, B, # B, implies 1 B,flB,I = 0 or 2. 
(vi) If B,, B,E/? are such that IBinB,] = 2 then (B,nB,)U[E\(B,UB,)] 
and (Bl\B,)U(B,\B,) are also in D. 
(vii) If B,, B,, B,EP are such that B,fU3, # B,flB, and B,nB2nB3 f0, 
IB,nB,I=(B,nB,I=IBZn17,1=2, thenanyset C~Xsuchthat ICnB,l= 
I cf-&,l = IcnB,I = 2, ICI = 4 is also a block of D. (This essentially follows 
from the uniqueness of the projective plane of order 2. Note that D is an 
extension of such a plane.) 
(viii) Any 3-(8,4,1) design is isomorphic to D. The group of automor- 
phisms of D, Aut D, is triply transitive on E and transitive on p. 
For any set S CR’ and cw~iR, we will denote by (YS the set {(YsIsES}. 
Let XA c BB a be defined by 
and X, = XAUBEU( -2E). 
The following facts can be easily verified. 
REMARK 2.2. 
(i) (x, x) = 4 for all xE X R’ 
(ii) (x, Y) = 22 or 0 for all X, YE Xs, r fi Y. 
(iii) xE X, iff - X E X N’ 
(iv) IX,) = 240. 
(v) Let x, ye x,. If (x, y) = 2 then x - YE Xs, and if (r, Y> = -2 then 
x + yE x,. 
DEFINITION. E, is defined to be the set of all lines spanned by vectors in 
X,. (Clearly I E, I = 120; see [Z] for other details about ER.) 
By an automorphism of X, we will mean an 8 X 8 orthogonal transforma- 
tion q of lR8 such that q( X,) = X,. Note that if cp E Aut X, then (x, y) = 
(9% VY>. 
REMARK 2.3. 
(i) Aut D c Aut X,. 
(ii) The map ‘pi taking ei - - ej and ei + ei for i # i can be easily seen to 
define an automorphism of X,. 
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PROPOSITION 2.4. Let A,, A, c As be two sets of eight mutually orthog- 
onal vectors each. Then there exists ‘p E Aut X, such that q~(Ar) = A,. 
Proof. Let A,={zi(l G i G S} be any set of 8 mutually orthogonal 
vectors. For any YEX,, yeA,, define supp,,y={xi~(y,xi)#O}. Now 
(y, y) = 4 implies that 1 supp,, y ) = 4. Further, one can easily see that the 
distinct sets among the sets suppA, y, yE X,\A, form blocks of a 3-(8,4,1) 
design, say M. Let cp be any isomorphism of D to M: such an isomorphism 
exists by Remark e.l(viii). Then clearly, cpE Aut X, and cp(A,) = E. The 
proof of the proposition is now clear. n 
PROPOSITION 2.5. Let L c X, be any set of mutually orthogonal vectors. 
Then there exists a set L, of mutually orthogonal vectors such that L c L, 
and lLll=8. 
Proof. We will prove this by induction on 1 LI. Suppose first that 
L = {x}. Now if x = aei, (Y = 2 2 for some i, then clearly we can take L, to be 
the set (YE. Hence, using Remark 2.3, we can suppose that x = e, + ei + ek + el 
with {ei, ei, ek, e,} EB. Now L, defined as L,= {x, e, - ei - ek - e,, e, - ei + 
ek - el, ei - ei - ek + e,} U {Ze,) t # i, i, k, l} serves the purpose. 
Now suppose that IL) > 1. Again clearly we can assume that L g2E~ 
(-2E). Hence using the induction hypothesis, Proposition 2.4, and Remark 
2.3, we can assume without loss of generality that there exists an x~ L such 
that x = e, + ei + ek + el, {e,, ei, ek, el} E p, and L\(x) C 2E. Clearly e, 6? L 
for t = i, j, k, or 1. Thus L\(x) c {2e,j f # i, j, k, Z}. Therefore, as in the case 
1 L ) = 1, we can construct an orthogonal set L, such that I L, ( = 8 and L c L,. 
H 
COROLLARY 2.6. Zf A, and A, are two sets of mutually orthogonal 
vectors in X,, I A, ( = I A, I # 4, then there is an automorphism cp of X, such 
that cp(A,) = A,. 
Proof. The corollary follows from the above proposition and the triple 
transitivity of Aut D on E. n 
LEMMA 2.7. Let S C X, and x, YE X, satisfying 
(i) (x,a)=(y,a) foraZlaES, 
(ii) (x, y) = *4 or 0. 
Then there exists cp E Aut X, such that q(a) = a for all a E S and q(x) = y. 
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Proof. If (x, y) = 4, then x = y and we can take q to be the identity 
map. Suppose that (x, y) = -4. Now using Corollary 2.6 we can assume that 
x = 2e,. Hence y = -2ei. By condition (i), (e,, a) = 0 for all a E S. Hence 
the automorphism vi taking e, to - ei and ei to ei for i f 1 is the required 
automorphism. 
Now suppose that (x, y) = 2. By Remark 2.2(v), x - yE X,. By Corollary 
2.6 we can assume that x - y = 2e,. Now using Remark 2.3 it is easy to see 
that we can assume that x = e, + e, + ei + ek and y = - e, + ei + ei + eI; 
where XE/~. From this it is clear, by condition (i), that (e,, n) = 0 for all 
a E S. Hence the map qr taking e, to - ei and e, to e, for i # 1 is the required 
automorphism. This completes the proof. n 
Throughout the remainder of this section we will assume that L3, = 
{e,, e2, e,, e4} and B, = {e,, es, ei, eH} are blocks of D. 
DEFINITION. Let x = B:ziaiei, x E X,; define X = Zf_,a,e, and f = x - 2. 
Clearly 
(i) x=X + 9; 
(ii) (X, X) = 0, 2, or 4 and (x!, 2) = 0, 2, or 4; 
(iii) (x, y) = (x, Y) + (a,$). 
LEMMA 2.8. Let x, YE X, he such that 
(i) (x, x) = (y, y) = 2, (x, y) = 0 or 2, and 
(ii) (X, y) = ‘1. 
Let x’, Y’E X, he such that X=X’ and ij= ij’ and (x, y) = (s‘, Y’). Then 
there exists u cp E Aut X, such that QJ( x ) = X’, ~p( Y ) = Y ‘. 
Proof. By Corollary 2.7 and Remark 2.3, and by permuting the set E if 
necessary, we can assmne that 
~‘=x=X+e,+e,, 
y=rj+(f,tj)(e,+e,). 
(Note that from the hypothesis it follows that (a, y) = z 1.) It can now be 
easily seen using Remark 2.1(v) that ( y’, y) = (y, y) = 2. Hence the lemma 
follows from Lemma 2.7. n 
From now onwards we will assume throughout this section that x, yE X, 
are two vectors satisfying (X, X) = (y, y) = 2, (x, y) = 0 or 2, and (X, ij) = 
i 1. As stated in the proof of Lemma 2.8, we can assume without loss of 
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generality that x = X + es + es and 
(2.9) 
DEFINITION. LetxEX,,z#x,y. Suppose (x,z)=o>Oand (y,z)= 
p > 0. Define Type,,(x) to be the ordered triple (X, (Y, p). When there is no 
confusion we will also denote Type,, z by simply Type z. 
For any ordered triple (a, (Y, p), a = Zf=ru ,ei, (~7, a) = 0, 2, or 4 and 
(Y, p E R, define 
- - 
&=a-(x,a), 
b=P-(&a). 
(2.10) 
REMARK. Suppose z~ X,. Let Type2 be equal to (5, (Y, /I), and let 
Z = Zq_,Z,e,. Now using (2.9) and (2.10) it can be easily seen that 
&=z,fz,, 
fi=(Zs+Z,)(r>Y). 
(2.11) 
REMARK 2.12. Using Remark 2.1(v) it can easily be seen that for any 
zEX*, B is one of the following vectors: 0, *ei ke,, ‘e,‘e,-+e7 k 
es, *2e,, ~ +2e,,t2e,,t2e,,where5~i#l9g. 
The following two lemmas can be verified easily by considering various 
cases, using the equations (2.11), Remark 2.12, and Remark 2.l(viii). 
LEMMA 2.13. Let zEX,, TypeZ=(a,a,P), =;fx,y; then (a,a,P) 
satisfies exactly one of the following conditions (a), (b), and (c): 
(a) (a,a)=4, aEX,, (~=(a,?), P=(a,ij); 
(b) (i) (a,a)=2,a=2~~~ajei,a~O~r2,~~Oor2, 
(ii) &=O, tl or *2, /?=O, ‘1, or 22, 
(iii) either6= *l orb= il; 
(c) (i) a = 0, (Y = 0 or 2, p = 0 or 2, 
(ii) cx=2,/3=2iff(3i,f_j)=l. 
LEMMA 2.14. Let (a, (Y, j3) he a triple satisfying Lemma 2.13(a), (b), or 
(c). Then 
(i) If Lemma 2.13(a) is satisfied, there is a unique vector Z,E X, namely 
z1 = a of type (a, a, p). 
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(ii) Zf Lemma 2.13(b) is satisfied and 6 + b = 0 (mod 3) then there is a 
unique vector .zlE X, of type (a, a, j?). 
(iii) Zf Lemma 2.13(b) or %.13(c) is satisfied and a + p 90 (mod 3), there 
are exactly three vectors z,, z2, z,~ X8 of type (a, a, /3). Further, (zi, zi) = 2, 
l<i#j<2. 
(iv) If Lemma 2.13(c) is satisfied, (8, 8) = (O,O), there are exactly six 
vectors * zl, i z2, - N3 + 7 E X, of type (O,O,O), where 
z1=2e8, z2 = e, -e6-ee,+e,, 
z3 = -e,5+e6+e7+e,. 
(Note that (zi, z2) = (zi, z3) = 2 and (=a, z3) = -2.) 
The following corollary follows immediately from the above lemmas and 
Lemma 2.7. 
COROLLARY 2.15. 
(i) There are at most three vectors of a given type (a, a, ,f3) (a, ,8) # (0,O). 
(ii) Let A c X,, {2e,,2e,,2e,,2e4, x, y} CA, and let zl, z2 be such that 
(zl,a)=(z,,a)foraEZaEA( in particular, Type zi = Type z2). Then there 
exists cp E Aut X, which is identity on A, and takes z1 to z3. 
3. THE MINIMAL FORBIDDEN GRAPHS 
In this section we will describe the family F of minimal forbidden graphs 
for the family L, using the results of the previous sections. 
Let G=(X,( , )) b e a graph. A subset A c X is said to be an indepen- 
dent set iff (x, y) = 0 for all x, YE A, x # y. The following proposition 
follows using Propositions 2.4 and 2.5. 
PROPOSITION 3.1. Let G = (x, ( , )) he a graph represented by E,, and 
A c X he an independent set. Then there is a representation f of G such that 
f(A)c2E. 
REMARK 3.2. In fact with the hypothesis of Proposition 3.1, if A = {x, 11 
<i<lAl} and IAl f4, th en using Corollary 2.6 we can assume that there is 
a representation f of G such that f(x, ) = 2e,, 1~ i < ) A 1. 
The following lemma can be verified directly or by using the above 
remark. 
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LEMMA 3.3. The graphs Hi, 1 =S i < 11, given in Figure 1 are not repre- 
sented by E,. 
REMARK 3.4. Our aim is to get all minimal forbidden graphs for L,. By 
Theorems 1.1, 1.2 and Lemma 3.3 it follows that such a graph G satisfies (i) G 
is connected, (ii) either G is isomorphic to some Hi, i G i < 11, of Figure 1 or 
G has an induced subgraph isomorphic to some Gi, 1~ i < 20, of Figure 2 
and is not represented by E,. 
REMARK 3.5. It can be easily seen from Figure 2 that for any graph Gi, 
l<i<20, Gi=(Xi,( , )), we can find a set yCXi, Y={y,, yz,ys, y4}, of 
vertices such that G, is isomorphic to the graph Ti or T2 given in Figure 3. 
DEFINITION. A graph G is said to be uniquely represented by E, if given 
any two representations fi and fi of G, there exists cp~ Aut X, such that 
GDfi = fi. 
LEMMA 3.6. 
(i) Let 
M,={x,=2e,,~~=2e,,x,=e~+e~+e~-e~, 
x4 = el + e2 + e3 + e4}, 
M, = {x1 = 2e,, x2 = 2e,, x3 = 2e,, x4 = elf e2 f e3 + e4}. 
Then Mi represents the graph T, i = 1,2. 
(ii) The graphs Tl and T2 are uniquely represented by E,. 
Proof. (i): In fact yi + xi, 1~ i d 4, is a representation. (ii): The unique- 
ness of the representation for the graph T, follows easily by using Remarks 3.2 
e ifi- 
FIG. 3. The graphs T, and T, respectively. 
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and 2.3 and Lemma 2.7. Hence we have only to verify the uniqueness for Tr. 
Let fbe any representation of Z’,. Now clearly, f( y4 ) = f( yu) E X, by Remark 
2.2(v). Also by Corollary 2.6 we can assume that f(y,) = 2e,, f(yz) = 2e,, 
and 
f(y4)-f(y3)=2e4 (3.7) 
Now using Remark 2.3 it can be easily verified that we can assume that 
izoi = e, + e2 + e3 + e4 and f( ya) = e, + e2 + es - e4. This completes the 
n 
The following lemma can be verified directly or by using the above 
lemma. 
LEMMA~.~. A graph G(X( , )) is isomorphic to the graph Gi, 1 G i G 20, 
of Figure 2, iff G is represented by a set M C X8 such that M = MiU {x, Y}, 
i = 1, or 2, where 
(i) M, and M, are as defined in Lemma 3.7, 
(ii> (X,X) =(y,r/)=2, (x,y)=O or2, and (x,Y)= *l. 
COROLLARY 3.9. Let G be a graph represented by E, such that G bus an 
induced subgraph isomorphic to Gi , 1 G i G 20. Then G is represented uniquely 
by E,. 
Proof. This follows from Lemmas 3.8 and 2.8 and Corollary 2.15. n 
Let G=(X,( , )) b e a graph with the property that there exists a set 
y, c X such that G,, is isomorphic to Gi, 1 =Z i G 20. By Lemma 3.8 we can 
write Y, = YU {x’, y’}, G, is the graph I; or T2 and take a set ‘I4 C X,, with 
M = M,U {x, y}, i = 1 or 2, as described in the statement of Lemma 3.8, such 
that f: Yl - M defined below is a representation of Gr,: 
f(yi)=x, and f(x’)=x, f(y’)=y. Now for ZEX, define TypeyIZ= 
(a, a, PI, where 
(i) (Y= (x’, z), /I = (y’, z), a=C4_,a,e,. 
(ii) (a) a, = (z, yl), a2 = (=;, Y2), 
n,=g((=,Y,)+(u’,Y3))-(Z,YI)-(~,Y2)~ 
a4 = i((z, y4) - (z, y,)) if Gy is the graph T1. 
(b) a, = (a, yl), a2 = (=, y2), a3 = (=;, ~3)~ 
~~=(-_,y~)-(=,y~)-(=,y~)-(~,y~) if G,is thegraph T2. 
REMARK 3.10. Suppose G = (x,( , )) d escribed above is represented by 
Es. Then we can assume, by Corollary 3.9, that there exists a representation 
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f, of G such that fl,Y, = f. Now it can be easily seen that for any z E X, 
Type,, z = Type,,fi( z ). 
DEFINITION. Suppose G=(X,( , >I is as described preceding Remark 
3.10 (not necessarily represented by E,). We will say that G satisfies property 
(P) ,if the following holds: 
(i) G is connected, 
(ii) Exactly one of the following holds: 
(a) X = Y,U {Z}, 2 E Yl, and Type,, Z does not satisfy any one of the 
conditions (a), (b), or (c) of Lemma 2.13. 
(b) There is a Z E X, Z @ Yr, such that 
Type,,Z=(a,a,P), (o,a> 754, (% P) f(O,O) 
and (a, (Y, p) satisfies Lemma 2.13(b) or (c). Let z,, x2, zl, 1 = 1 or 3, 
be vectors in X, such that Type,,z, = Type,‘Z, 1 d i f 1. Then 
X = Y,U {Z, m,, m2, ml}, Z # mj, 1 G i G 1, m,, m2, m, ~2 yl, and there 
is a representation fI of the graph Gy,ofm,, m2, w,ri satisfying 
(1) f,/Y, =f, 
(2) either zi =f(mi) o7 (zi, f(mi)) # (2, mi)l G i c E. 
(Note that in the above, mi may be equal to mi, 1 d i, j < I; hence 
(X( <lo.) 
We are now ready to describe the family F. 
Let F be the family of all graphs G = (x, ( , )) such that exactly one of 
the following holds: 
(i) G - H, for some i, l<i ~11. 
(ii) G satisfies property (P), and no induced subgraph of G either is 
isomorphic to Hi, l< i g 11, of Figure 1 or satisfies property (P). 
THEOREM. F is the family of all minimal forbidden graphs for L,. 
Proof. Suppose GE F; then the fact that G @ L, follows easily from the 
definition, Remark 3.10, Lemmas 3.3 and 2.13, and Corollary 3.9. 
Conversely, suppose G = (x, ( , )) is a minimal forbidden graph for the 
family L,, G +H,, 1 G i G 11. We will show that G satisfies property (P). By 
Remark 3.4, we can assume that G is connected and G = (X,( , )) is as 
described in the paragraph before Remark 3.10. Now clearly Yr + X, and 
since G is connected, there is .z E X such that Type,,, x = (a, a, p) # (a,O,O). 
Using the fact that G has no induced subgraph isomorphic to Hi, 1 G i G 11, it 
can be checked that (a, a) # 4 (if ( a, a) = 4, one can see, using the fact that 
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f-:;‘: 
g-: 
FIG. 4. The 14 minimal forbidden graphs of order 7. 
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FIG. 4. (cont.) 
FIG. 5. A minimal forbidden graph of order 10. 
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the induced subgraph GX,(ZJ is represented by Es, that is G is represented by 
Es). Thus (a, a) = 0 or 2. Again if Type, z does not satisfy Lemma 2.13(b) or 
(c), clearly X = YIU (2) and G satisfies property (P). Hence we can assume 
that Type,z satisfies one of the conditions (b) or (c) of Lemma 2.13 and 
(a, j?) # (0,O). Let zi, z2z1, E = 1 or 3, be the vectors of X, such that 
Type,, zi = Typer,z,i<i<Z.LetX,=X\{z}.ThenbytheminimahtyofG, 
G,, is represented by E,. By Corollary 3.9 we can assume that there is a 
representation f,: X, + M’, of G,, such that fi,r, = J Since G is not repre- 
sented by X,, it is clear that we can find m,, mz, m, E X, and that .zi = f( mi) 
or (z, flmi>> f ( z, m,). From this it follows that G satisfies property (P). 
The minimality of graphs in F is now clear. n 
COROLLARY. U-G=(X( > )) is a minim& forbidden graph for L,, then 
1 X 1 < 10 and 10 is the best possible upper bound. 
The number of nonisomorphic graphs in F is quite large. Clearly if 
G=(X,( , ))EFand lXIG6, th en G-H, for some i, lGi<ll. A com- 
puter program was written for a DEC-10 to test for nonisomorphism of 
graphs in F. It was found that there are exactly 14 nonisomorphic graphs G in 
F such that I X 1 = 7. These graphs are described in Figure 4. It was also found 
that the number of nonisomorphic graphs with 8 vertices is at least 100. 
Further, the graph given in Figure 5 shows that 10 is the best possible upper 
bound in the corollary above. 
This work was done while the second author was visiting the Department 
of Mathematics, The Ohio St&e University, Columbus. He expresses deep 
gratitude to Professor D. K. Ray-Chaudhuri and the faculty of mathematics 
for this opportunity. 
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