Abstract. The purpose of this paper is to provide a characterisation of fibrations into 2-quasi-categories using inner horn inclusions. There are two slightly different definitions of horn inclusion for Θ 2 -sets; one is the usual subcomplex generated by all but one codimension-one faces, and the other was introduced by David Oury in his PhD thesis. We prove that either notion can be used for the characterisation.
Introduction
There are several different models for (∞, 1)-categories, but arguably the most prominent one is the quasi-categories. In addition to their being the most economical model among the geometric ones, many authors and most notably André Joyal [4, 5] and Jacob Lurie [7, 6] have shown that one can "do category theory" in quasi-categories. In a similar vein, our ultimate goal is to "do 2-category theory" in 2-quasi-categories.
As the name suggests, 2-quasi-categories are an (∞, 2)-analogue of quasi-categories; a model structure on Θ n modelling (∞, n)-categories was constructed by Dimitri Ara in [1] , which coincides with Joyal's model structure on ∆ when n = 1, and 2-quasi-categories are by definition the fibrant objects for n = 2. In particular, we originally wanted to understand the Θ 2 -version of (lax) Gray tensor product, and the main result of this paper was developed as a combinatorial tool for proving it is left Quillen (which will be done in a future paper). In [1] , Ara characterises not only the 2-quasi-categories, but also the fibrations into them, by the right lifting property with respect to a set J A of monomorphisms. Thus in theory, we could have simply checked the left-Quillenness with respect to J A . Unfortunately, the definition of J A is somewhat complicated and not very easy to deal with. The purpose of this paper is to provide an alternative set that is combinatorially more tractable.
More specifically, we show the set J O of inner horn inclusions and equivalence extensions, introduced by David Oury in his PhD thesis [8] , can be used instead of J A . These maps are constructed from their simplicial counterpart using the box tensor product : ∆ ≀ ∆ → Θ 2 , analogously to how the bisimplicial horns may be constructed from the simplicial ones using : ∆ × ∆ → ∆ × ∆. The precise construction and other background material will be reviewed in Section 2.
Most combinatorics, comparing the sets J A and J O and the class of trivial cofibrations, will be done in Section 3. In Section 4, we consider a different notion of horn, namely the sub-Θ 2 -sets of the representables generated by all but one codimension-one faces. Section 5 is very short and devoted to proving that the infinite family of horizontal equivalences (contained in both J A and J O ) can in fact be replaced by a single map as long as we keep the horn inclusions. Finally, we state the main theorem (Theorem 6.1) in Section 6 whose proof simply combines the intermediate results proved in the preceding sections.
2. Background 2.1. Simplicial sets and shuffles. As usual, we denote by ∆ the category of nonempty finite ordinals [n] def = {0, . . . , n} and order-preserving maps. The morphisms in ∆ will be called simplicial operators. The category ∆ has an automorphism (−) op that is the identity on objects and sends α : We can visualise (m, n)-shuffles as paths on the m × n grid from the lower-left corner to the upper-right corner. For example, corresponds to the (3, 2)-shuffle {0, 0, 1, 2, 2, 3}, {0, 1, 1, 1, 2, 2} . This motivates the following notation. Given an (m, n)-shuffle α, α ′ , we will write
For example, if α, α ′ is the (3, 2)-shuffle depicted above, then α, α ′ = {3} and α, α ′ = {1, 4}. The following are straightforward to prove.
Moreover, this condition determines β, β ′ uniquely and induces a bijection between α, α ′ and the set of immediate predecessors of α, α ′ . Similarly, there is a bijection between α, α ′ and the set of immediate successors of α, α ′ .
2.2.
The category Θ 2 . The category ∆ can be seen as the category of free categories [n] generated by linear graphs:
Similarly, Joyal's 2-cell category Θ 2 is the category of free 2-categories [n; q 1 , . . . , q n ] generated by "linear-graph-enriched linear graphs":
so that the hom-categories are given by
More precisely, Θ 2 has objects [n; q] = [n; q 1 , . . . , q n ] where n, q k ∈ N for each k.
. By a cellular operator we mean a morphism in Θ 2 . This description of Θ 2 is essentially that given in [3,
There is a Reedy category structure on Θ 2 defined as follows; see [2, Lemma 2.4]
is a face operator if α is monic and {α k : α(ℓ−1) < k ≤ α(ℓ)} is jointly monic for each 1 ≤ ℓ ≤ m. It is a degeneracy operator if α and all α k are epic. Each degeneracy operator is uniquely determined by the set of its sections, which in particular implies for any presheaf X over Θ 2 and for any x ∈ X n;q there is a unique way to express x as x = y · [α; α] where [α; α] : [m; p] → [n; q] is a degeneracy operator and y ∈ X m;p is non-degenerate.
We say a face map
• inner if α and all α k preserve the top and bottom elements, and otherwise outer ;
• inert if α and all α k are inert.
By the codimension of the face map [α; α] : [m; p] → [n; q], we mean the difference dim [n; q] − dim [m; p]. We will in particular be interested in the face maps of codimension 1, which we call hyperfaces. Such [α; α] has precisely one of the following forms:
• for n ≥ 1, [n; q] always has the 0-th horizontal face
which has codimension 1 if and only if q 1 = 0; • similarly, if q n = 0 then the n-th horizontal face
has codimension 1; • for each 1 ≤ k ≤ n − 1, there is a family of k-th horizontal hyperfaces
is given by α k = δ i and α ℓ = id for ℓ = k. The proposition stays true if we replace all occurrences of "outer" by "inner", but we will not need that version.
We will write Θ 2 for the category [Θ 
factors through Y , then we abuse the notation and write [α; α] : X → Y for the (necessarily unique) map giving the factorisation.
The automorphism (−) op on ∆ induces two automorphisms on Θ 2 , namely [8] .
The main purpose of this subsection is to describe the category ∆ ≀ ∆ and the functor : ∆ ≀ ∆ → Θ 2 which allow one to construct certain cellular sets by describing their "horizontal" and "vertical" components separately. In the next subsection, we will use them to turn simplicial inner horns into cellular inner horns.
We start by going back to the representable cellular sets and "decomposing" them into simplicial sets, to motivate the definition of ∆ ≀ ∆.
Obviously the horizontal component of Θ 2 [n; q] should be ∆ [n] . The description of the hom-categories of [n; q] tells us that the vertical component of Θ 2 [n; q] should be given by assigning
we will think of the higher simplices α ∈ ∆[n] m as witnessing the "freeness":
More precisely, we see α →
as giving the m-component
into the pseudo-functor ∆ (−) which we now describe. The object part assigns to
Since ∆ γ ∆ β is only naturally isomorphic (and these isomorphisms satisfy the standard coherence laws) and not equal to ∆ βγ , we get a pseudo-functor instead of a strict functor. The transformation being pseudo-natural means that, for each simplicial operator β : [k] → [m], the naturality square
of categories commutes only up to natural isomorphism (again satisfying the coherence laws). Here the pseudo-naturality of X essentially amounts to existence of isomorphisms
for α ∈ ∆[n] m that are compatible with the simplicial structure of ∆[n]. So in general, we can think a pair (W, X) consisting of a simplicial set W and a pseudo-natural transformation X from ∆ op Set CAT W to ∆ (−) as describing the horizontal and vertical components of some cellular set. Moreover, if we fix the horizontal part W , then these pairs naturally form a category ( ∆ ≀ ∆) W where a morphism from (W, X) to (W, Y ) is precisely a modification from X to Y . Such a modification amounts to a family of simplicial maps X 1 (α) → Y 1 (α) indexed by α ∈ W 1 , compatible with the pseudo-naturality isomorphisms. In particular, one
Furthermore, the action W → ( ∆ ≀ ∆) W can be extended to a functor ∆ op → CAT. Finally, we define ∆ ≀ ∆ to be the total category of its Grothendieck construction. That is, ∆ ≀ ∆ has objects pairs (W, X) as above (here W is no longer fixed) and a morphism (f, ω) :
The "decomposition" of the representable cellular sets discussed above in fact describes a full embedding of Θ 2 into ∆ ≀ ∆. We denote by : ∆ ≀ ∆ → Θ 2 the induced nerve functor. Note that the embedding being full is equivalent to saying the composite Θ 2 ∆ ≀ ∆ Θ 2 is naturally isomorphic to the Yoneda embedding.
For each n, there is a functor
(where the first factor in the domain is the slice of ∆ over ∆[n]) given by sending
under the pullback f
We denote by n the composite of this functor with . This composite functor preserves all small colimits in the first variable by [8, Lemma 3 .74] and small connected colimits in each of the other variables by [8, Lemma 3.77 ]. We will write Σ for 1 (id; −) : ∆ → Θ 2 .
2.4.
Oury's elementary anodyne extensions. Joyal's model structure for quasicategories on ∆ can be characterised using
• the boundary inclusions
; and • the equivalence extension e : ∆[0] ֒→ J which is the nerve of the inclusion {♦} ֒→ {♦ ∼ = } into the chaotic category on two objects. Oury constructs the Θ 2 -version of those morphisms using the Leibniz box product n as follows.
First, we describe the Leibniz construction. Suppose F :
Denote by I the inclusion of the full subcategory of ¾ n consisting of all non-terminal objects. Then H defines a cone under the diagram HI, so we get an induced morphism colim HI → F (X 1 1 , . . . , X 1 n ). Sending (f 1 , . . . , f n ) to this morphism defines the object part ofF , and the morphism part is defined in the obvious way using the universal property.
. The domain of this cellular map, denoted by ∂Θ 2 [n; q], is generated by all hyperfaces of [n; q], and coincides with the usual definition of boundary of a representable presheaf on a Reedy category ([8, Observation 3.84]). Let I denote the set of all boundary inclusions. Then the closure cell(I) of I under transfinite composition and taking pushouts along arbitrary maps is precisely the set of monomorphisms in Θ 2 .
The k-th horizontal horn inclusion, where 0
is generated by all hyperfaces except for the k-th horizontal ones. The (k; i)-th vertical horn inclusion, where 0 ≤ k ≤ n satisfies q k ≥ 1 and 0
, is generated by all hyperfaces except for the (k; i)-th vertical one.
A horizontal equivalence extension is a map of the form
We regard Θ 2 [n; q] as a cellular subset of Ψ k [n; q] via the inclusion induced by e. 2.5. Vertebrae and spines. Here we introduce the notions of vertebra and of spine. The only vertebra of Θ 2 [0] is the identity map. For [n; q] ∈ Θ 2 with n ≥ 1, 
⊂ is a pullback square.
2.6. Ara's model structure on Θ 2 . In [1] , Ara defines a model structure on Θ n whose fibrant objects can be seen as a model for (∞, n)-categories. Here we recall a characterisation of this model structure, but specialising to the case n = 2. Let J A denote the union of E h and the closure of
under taking Leibniz products
with the nerve of {♦} ∐ { } ֒→ {♦ ∼ = }. We will call elements of J A elementary A-anodyne extensions. . There is a model structure on Θ 2 characterised by the following properties:
• the cofibrations are precisely the monomorphisms; and • a map f : X → Y into a fibrant cellular set Y is a fibration if and only if it has the right lifting property with respect to all maps in J A .
In particular, the fibrant objects, called 2-quasi-categories, are precisely those objects with the right lifting property with respect to all elementary A-anodyne extensions.
This is the only model structure with which we are concerned in this paper, and hence no confusion should arise in the following when we simply refer to "trivial cofibrations" or "fibrant objects".
2.7.
Gluing. This paper only contains two kinds of results:
(i) the inclusion J ⊂ cell(J ′ ) holds for certain sets J and J ′ of maps in Θ 2 ; and (ii) a certain set J of monomorphisms (= cofibrations) in Θ 2 is contained in the class of trivial cofibrations.
We prove the first kind by directly expressing each map in J as a transfinite composite of pushouts of maps that we already know are in cell(J ′ ). We use the right cancellation property for proving the second kind, that is, if f, g are cofibrations such that both f and gf are trivial, then so is g (which of course follows from the 2-out-of-3 property of the weak equivalences). In each case, the proof reduces to checking existence of certain gluing squares, as defined below.
Suppose we have a pullback square
O-anodyne extensions and Ara's model structure
Here we show Ara's model structure on Θ 2 , which was characterised using the spine inclusions Ξ[n; q] ֒→ Θ 2 [n; q], can be alternatively characterised using the inner horn inclusions. More precisely, we prove that elementary A-anodyne extensions are O-anodyne extensions, and also (elementary) O-anodyne extensions are trivial cofibrations. We first consider the case where n = 1. Define the cellular subsets
so that Ξ † [1; q] is generated by the spine and the (1; q)-th vertical hyperface, and Ξ ‡ [1; q] is generated by Ξ † [1; q] and the (1; 0)-th vertical hyperface. We prove by induction on q that each of the inclusions above is an O-anodyne extension.
Assuming q ≥ 2, the first inclusion fits in the gluing square
where the upper horizontal map is O-anodyne by inductive hypothesis. Similarly, the second inclusion fits in the following gluing square: 
so that Ξ ′ [n; q] is generated by the spine and the n-th horizontal face δ n h : Θ 2 [n − 1; q ′ ] → Θ 2 [n; q], and Ξ ′′ [n; q] is generated by Ξ ′ [n; q] and the 0-th horizontal face δ
, where q ′ = (q 1 , . . . , q n−1 ) and q ′′ = (q 2 , . . . , q n ). We prove by induction on dim [n; q] that each of the inclusions above is an O-anodyne extension.
If n = 1 then the first two inclusions are the identity and the last inclusion was treated above. So we may assume n ≥ 2, in which case the first inclusion fits in the gluing square
3.2.
Inner horn inclusions are trivial cofibrations. Next we show that the elements of H h and H v are trivial cofibrations. In fact, we will prove a wider class of "generalised inner horn inclusions" is contained in the trivial cofibrations.
Warning. We will consider three kinds of generalised horns in this subsection, and in the following the meaning of "Λ S [n; q]" (and what S can be) will change depending on which kind we are considering at that point.
We start by gluing the outer hyperfaces of Θ 2 [n; q] to Ξ[n; q] according to the following order ≺:
Let S be a set of outer hyperfaces of Θ 2 [n; q] that is downward-closed with respect to ≺. We prove by induction on |S| that the inclusion Λ S [n; q] ֒→ Θ 2 [n; q] of the cellular subset generated by Ξ[n; q] and S is a trivial cofibration. If S is empty then Λ S [n; q] = Ξ[n; q] and so the result follows trivially. So suppose |S| ≥ 1. Let δ : [m; p] → [n; q] be the ≺-maximum element in S and let Next, we consider the cellular subset Λ S [n; q] generated by all outer hyperfaces and some admissible set S of inner vertical hyperfaces of Θ 2 [n; q], where [n; q] is poly-vertebral, and by admissible we mean S is not the set of all inner hyperfaces (which is a vacuous condition unless n = 1). Again, we proceed by induction on |S|. Since Λ S [n; q] for empty S was treated above, we may assume |S| ≥ 1. Choose an element δ k;i v ∈ S, which necessarily satisfies 1 ≤ k ≤ n and 0 < i < q k , and let S ′ = S \ {δ k;i v }. By a similar argument to above, what we have to prove reduces to showing that X in
is of the form X = Λ T [n; p] for some admissible set T of inner vertical hyperfaces of Θ 2 [n; p] with |T | < |S|. Note that [n; p] must be poly-vertebral because the only cell with an inner vertical hyperface of mono-vertebral shape is [1; 2] , but for [n; q] = [1; 2] the only admissible S is the empty set.
• Outer hyperfaces: If p 1 = q 1 = 0 (respectively if p n = q n = 0), then the pullback of the horizontal hyperface δ 0 h (resp. δ • Admissibility: We can thus deduce X = Λ T [n; p], where the correspondence above gives a bijection S ′ → T . It remains to show that T is indeed admissible. Notice that if T is not admissible, then we must have n = 1 and |T | = p 1 − 1. But this implies |S| = p 1 = q 1 − 1 and so S is not admissible, which is a contradiction. Finally, we consider the cellular subset Λ S [n; q] generated by all outer hyperfaces and some admissible set S of inner hyperfaces of Θ 2 [n; q], where [n; q] is polyvertebral. Here by admissible we mean that
• S is not the set of all inner hyperfaces of Θ 2 [n; q];
• there is at most one 1 ≤ k S ≤ n − 1 such that S contains some, but not all, k S -th horizontal hyperfaces of Θ 2 [n; q]; and
is downward-closed with respect to the order described in Section 2.1. Note that this definition of admissibility reduces to the previous one if S contains no horizontal hyperfaces.
Let S h denote the sets of horizontal hyperfaces in S. We proceed by induction on dim [n; q] and |S h |. The case |S h | = 0 was treated above, so assume |S h | ≥ 1. Choose 1 ≤ k ≤ n − 1 so that S contains a k-th horizontal hyperface, where we take k = k S if the latter exists. Let α, α ′ be a maximal (q k , q k+1 )-shuffle such that δ
} is admissible, and so once again it suffices to prove that X in
is of the form X = Λ T [m; p] for some admissible T . By a similar argument to above, [m; p] must be poly-vertebral.
• Outer horizontal hyperfaces: If q 1 = 0, then the pullback of δ . Similarly for the latter.
• Inner horizontal hyperfaces: For each ℓ < k − 1 (respectively ℓ > k + 1) and each β, β ′ ∈ Shuffle(p ℓ , p ℓ+1 ), the pullback of δ can be treated dually. Since α is epic and order-preserving, α −1 (j) is non-empty and contains neither 0 nor p k . If α −1 (j) = {i} is a singleton, then the pullback of this hyperface is δ
The rest is identical to the last three sentences of the previous paragraph, but with δ
• Admissibility: By analysing the above argument, we can construct a set T such that X = Λ T [m; p]. Moreover, it can be seen that if T contains some ℓ-th horizontal hyperface for 1 ≤ ℓ ≤ m − 1 then T contains all ℓ-th horizontal hyperfaces. Thus it remains to show that T is not the set of all inner hyperfaces of Θ 2 [m; p]. We will assume otherwise and deduce that S too must then be the set of all inner hyperfaces of Θ 2 [n; q], which contradicts admissibility of S.
First, observe that since T contains all inner horizontal hyperfaces, S must contain all ℓ-th horizontal hyperfaces for 1 ≤ ℓ ≤ n − 1 with ℓ = k. Similarly, that T contains all inner vertical hyperfaces implies that S at least contains all inner (ℓ; j)-th vertical hyperfaces for 1 ≤ ℓ ≤ k − 1 and k + 2 ≤ ℓ ≤ n.
Next, we show that α, α ′ must be the maximum (q k , q k+1 )-shuffle. Suppose otherwise, then we can choose i ∈ α, α ′ . Since αδ i and α ′ δ i are both epic, it is impossible to obtain δ Hence we can assume that α, α ′ is maximum, which in particular implies that S contains all k-th horizontal hyperfaces. Furthermore, δ
This completes the proof.
We have now proved the desired result since setting S to be all inner hyperfaces except δ
, and setting S to be all inner hyperfaces except for the k-th horizontal ones yields Λ S [n; q] = Λ k h [n; q], for the appropriate ranges of k and i.
3.3.
Vertical equivalence extensions are trivial cofibrations. The last result we prove in this section is that the vertical equivalence extensions are trivial cofibrations. More specifically, we will show that both Θ 2 [n; q] ֒→ Ψ k [n; q] and Θ 2 [n; q] ֒→ Φ k [n; q] are trivial cofibrations (provided q k = 0 so that Ψ k [n; q] and Φ k [n; q] make sense), and then deduce using the right cancellation property that
0] is Σ(e) and thus the result follows trivially. So assume n ≥ 2. We may also assume k ≤ n − 1, since the case k ≥ 2 can be treated dually. By construction of
• Θ 2 [n; q] unless there exists 1 ≤ ℓ ≤ m such that α(ℓ − 1) < k ≤ α(ℓ) and ∈ im α k .
• Ψ k [n; q] unless α and all α ℓ are epic for ℓ = k and ∈ im α k .
We will construct Ψ k [n; q] and Φ k [n; q] from Θ 2 [n; q] by gluing the missing cells. First, glue Σ(J) as • α = id;
• there exists 1 ≤ ℓ ≤ n such that ℓ = k and α ℓ = id; and 
• α k+1 is epic;
• ∈ im α k ; and
] is monic. We consider the following two cases separately.
(i) q k+1 = 0: Let
Then Y ֒→ Ψ k [n; q] fits in the gluing square This completes the proof.
Alternative horizontal horns
We now consider a slightly different set of horn inclusions. Given Warning. In Section 4.1, Λ S [n; q] denotes the cellular subset of Θ 2 [n; q] generated by the hyperfaces that are NOT in S, as opposed to our convention in the rest of the paper. Since e admits a retraction, we obtain the following corollary by setting Y to be the terminal cellular set Θ 2 [0]. Corollary 6.2. Let X ∈ Θ 2 be a cellular set. Then the following are equivalent:
(i) X is a 2-quasi-category; (ii) X has the right lifting peoprety with respect to all maps in J A ; (iii) X has the right lifting property with respect to all maps in H h ∪ H v ∪ E v ; and (iv) X has the right lifting property with respect to all maps in H ′ h ∪ H v ∪ E v .
