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WEAKLY INTERACTING PARTICLE SYSTEMS ON INHOMOGENEOUS RANDOM
GRAPHS
SHANKAR BHAMIDI1, AMARJIT BUDHIRAJA1, AND RUOYUWU2
ABSTRACT. We consider weakly interacting diffusions on time varying randomgraphs. The
system consists of a large number of nodes in which the state of each node is governed by a
diffusion process that is influenced by the neighboring nodes. The collection of neighbors
of a given node changes dynamically over time and is determined through a time evolving
random graph process. A law of large numbers and a propagation of chaos result is estab-
lished for a multi-type population setting where at each instant the interaction between
nodes is given by an inhomogeneous random graph which may change over time. This
result covers the setting in which the edge probabilities between any two nodes is allowed
to decay to 0 as the size of the system grows. A central limit theorem is established for the
single-type population case under stronger conditions on the edge probability function.
1. INTRODUCTION
In this work we study some asymptotic results for large particle systems given as weakly
interacting diffusion processes on time varying inhomogeneous randomgraphs. Themodel
is described in terms of two types of stochastic dynamical systems, one that describes the
evolution of the graph that governs the interaction between nodes of the system (dynam-
ics of the network) and the other that describes the evolution of the states of all the nodes
in the system (dynamics on the network). We consider a setting where the interaction be-
tween the nodes is weak in that the ‘strength’ of the interaction between a node and its
neighbor is inversely proportional to the total number of neighbors of that node. Such sto-
chastic systems arise in many different areas, such as social networks (e.g. in the study of
gossip algorithms [3,30]), biological systems (e.g. swarming and flocking models, see [35]
and references therein), neurosciences (e.g. in modeling of networks of spiking neurons,
see [2,7] and references therein), andmathematical finance (e.g. in modeling correlations
between default probabilities of multiple firms [14]).
The case where the interaction graph is complete, i.e. each node interacts with every
other node, is classical and dates back to works of Boltzmann, Vlasov, McKean and oth-
ers (see [22,33] and references therein). Original motivation for the study of such systems
came from Statistical Physics but, as noted above, in recent years similar models have
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arisen inmany different application areas, ranging frommathematical finance and chem-
ical and biological systems to communication networks and social sciences (see [9] for
an extensive list of references). The asymptotic picture in the setting of a complete graph
is well resolved and many different results have been established, including laws of large
numbers (LLN), propagation of chaos (POC) properties, and central limit theorems (CLT),
see e.g. [8, 15, 20, 26–29, 31–34]. A number of variations have also been studied. For ex-
ample, in [10,11,23,24] a setting where a common noise process influences the dynamics
of every particle is considered and limit theorems of the above form are established. For
a setting with K -different subpopulations within each of which particle evolution is ex-
changeable, LLN and POC have been studied in [2], and a corresponding CLT has been
established in [11]. Mean field results for heterogeneous populations have also been stud-
ied in [12,13]. All of these papers consider complete interaction graphswhere every vertex
influences every other vertex (albeit in a ‘weak’ fashion).
1.1. Informal overview of our contributions and proof techniques. The goal of the cur-
rent work is to develop an analogous limit theory when the interaction graph is not com-
plete and is possibly time varying. The two main results of this work are Theorem 3.1 and
Theorem 4.2. Theorem 3.1 and its corollaries (Corollary 3.2 and Corollary 3.3) give a law of
large numbers result and a propagation of chaos property whereas Theorem 4.2 proves a
central limit theorem.
In the area of interacting particle systems there is a large amount of work for many dif-
ferent settings with dynamics on randomgraphs, for example, the votermodel or the con-
tact process [1,17,18,25]. There ismuch lesswork for the class ofmodels considered in this
paper. The closest in spirit to thework here is [35,36] where the authors consider an Erdo˝s-
Rényi randomgraphGN (p)=
{
ξi j : 1≤ i < j ≤N
}
, where ξi j = 1 if there is an edge between
vertices i and j , and 0 otherwise. Using the interaction structure generated by this graph
these papers consider a family of coupled ordinary differential equations (ODE),
dzi
dt
= 1
N
N∑
j=1
ξi jF (|zi − z j |)
zi − z j
|zi − z j |
, i = 1, . . . ,N .
Here F (·) is a suitable repulsive-attractive force that captures the phenomenon that parti-
cles are attracted to each other unless they get too close, in which case they are repelled.
The aim of these works is to understand the consensus behavior of the associated coupled
system of ODE as N →∞. Themodel considered in the current work is different in several
aspects: (1) The random graph is allowed to change over time in quite a general fashion;
(2) the population can be multi-type, namely the associated random graph can be ‘inho-
mogeneous’; (3) Edge probabilities can change with system size and are even allowed to
decay to zero (for the LLN result) as system size increases; (4) the dynamics of the node
states can have external noise and be described through stochastic differential equations
(SDE) rather than ODE. Another recent work that is close to ours is [16] where interacting
diffusions on static graphs are studied and quenched results on propagation of chaos are
established.
For the law of large numbers result, we consider a random graph model that is a time
evolving version of the inhomogeneous random graph models studied by Bollobas, Jan-
son and Riordan in [6]. Roughly speaking, each node can be of K possible types and at any
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time instant edges between two nodes form independently with probabilities depending
only on the types of the two nodes. These probabilities may change over time and are al-
lowed to decay with N (see Condition 3.2). The evolution of the node states is described
through a collection of weakly interacting stochastic differential equations(SDE) such that
the interaction of a particular particle with its neighbors is given through the coefficients
in the SDE for that particle that depend on the states of all its neighbors through functions
that depend only on the node-type (see equation (2.2) for a precise description of the evo-
lution). The proof of the law of large numbers relies on certain coupling arguments along
with exchangeability properties of nodes of each type, and concentration inequalities for
various functionals of the random graph.
Our second main result proves a central limit theorem for scaled functionals of the em-
pirical measures of the particle states. For simplicity, here we consider the single type
setting, namely K = 1. The proof of CLT relies on a change of measure technique using
Girsanov’s theorem, which goes back to [31, 32]. This technique reduces the problem to
a setting with i.i.d. particles and edges, while the price to pay is that one must carefully
analyze the asymptotic behavior of the Radon-Nikodym derivative JN (T ), which is given
in terms of quantities (see JN ,1(T ) and JN ,2(T ) in (7.1) and (7.2) for themartingale and the
quadratic variation part, respectively) involving all particles and edges. For the asymp-
totics of the quadratic variation part JN ,2(T ), one can modify the system to reduce the
analysis to the setting of a complete graph by carefully studying the effect of the time
evolving random interaction graph (Lemma 7.5) and bounding the corresponding error
(Lemma 7.6), and then apply classical limit theorems for symmetric statistics [19]. For the
martingale part JN ,1(T ), however, one cannot easily modify the system to replace the ran-
dom graph by a complete graph while keeping the particle interaction to be i.i.d. Due to
the interaction being governed by a time evolving random graph, neither can one apply
classical techniques from [31,32], since the entire collection of particles and edges cannot
be viewed as a collection of i.i.d. particle-edge combinations. The asymptotic analysis of
JN ,1(T ) presents one of themain challenges in the proof. For this, we first show in Lemma
7.4 that JN ,1(T ) is asymptotically close to J˜N ,1(T ) defined in (7.13), which is written in a
form similar to an incomplete U-statistic and that has ‘lesser dependence’ on the random
interaction graph. The significance of this result is that incomplete U-statistics, first intro-
duced by Blom [5], have been shown to be asymptotically normal by Janson [21], under
suitable conditions. We extend Janson’s limit result to the setting of stochastic processes
where the incompleteness shows up in the integrands of certain stochastic integrals and
combine it with classical limit theorems for symmetric statistics, to obtain in Lemma 7.7,
a key characterization of the asymptotic distribution of J˜N ,1(T ) as the sum of a normal
random variable and a multiple Wiener integral (see Section 7.1 for precise definitions)
with certain independence properties. These properties allow us to obtain joint asymp-
totic behavior of JN ,1(T ) and JN ,2(T ), which completes the analysis of the Radon-Nikodym
derivative.
The proof of the central limit theorem requires a stronger condition on the edge prob-
abilities (see Condition 4.1) than that needed for the law of large numbers. In particular,
here we are unable to treat the case where the edge probabilities decay to 0 with N . One
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interesting aspect of the proof is the role of the non-degeneracy assumptionon edge prob-
abilities in Condition 4.1. For simplicity, consider the setting where the random graph is
static, given at time instant 0 according to an Erdo˝s-Rényi random graph with edge prob-
abilities pN and suppose that pN → p > 0 as N →∞. Then, as seen in Theorem 4.2, the
variance of the limiting Gaussian random field does not depend on p. One may conjec-
ture that because of this fact one may be able to relax the condition p > 0 and allow pN
to converge to 0 at an appropriate rate. However, as noted earlier, a crucial ingredient in
our proof is the study of the asymptotic behavior of the Radon-Nikodym derivative JN (T ).
The limit of this random variable is described (see Proposition 7.2) in terms of a Normal
random variable Z (along with a multiple Wiener integral of order 2) with mean b(p) and
variance σ2(p) where both b(p) and σ2(p) approach∞ as p → 0. The arguments of Sec-
tion 7.2 show that the distribution of the limiting Gaussian random field depend on the
quantity EeZ = eb(p)+σ2(p)/2 and one finds that although both b(p) and σ2(p) diverge, the
quantity b(p)+σ2(p)/2 = 0 for each p > 0. This is the key observation in the proof and
the reason the limit random field does not depend on p . However, when pN → 0, a simi-
lar analysis of the asymptotics of the Radon-Nikodym derivative JN (T ) cannot be carried
out and even the tightness of this term is unclear. Proving a suitable fluctuations result
in this regime (i.e. when pN → 0 at a suitable rate) is an interesting and challenging open
problem.
1.2. Organization. The paper is organized as follows. We conclude this Section by outlin-
ing the notation used in the rest of the paper. Our model of weakly interactingmulti-type
diffusions on random graphs is introduced in Section 2. In Section 3 two basic conditions
(Conditions 3.1 and 3.2) on coefficients in the model and sparsity of the interaction graph
are stated, under which a law of large numbers and propagation of chaos property are es-
tablished in Theorem 3.1 and its corollaries. Next in Section 4 we present a central limit
theorem (Theorem 4.2) in the single-type setting under a stronger condition (Condition
4.1) on sparsity of the interaction graph. The rest of this paper gives proofs of Theorems
3.1 and 4.2. We start in Section 5 with some preliminary concentration results on the de-
gree distribution. Theorem 3.1 is proved in Section 6. In Section 7 we give the proof of
Theorem 4.2. The proofs of several technical Lemmas and auxiliary results are given in the
Appendix.
1.3. Notation. The following notationwill be used in the sequel. For a Polish space (S,d(·, ·)),
denote the corresponding Borel σ-field by B(S). For a signed measure µ on S and µ-
integrable function f : S→ R, let 〈 f ,µ〉 .= ∫ f dµ. Denote by P (S) (resp. M (S)) the space
of probability measures (resp. sub-probability measures) on S, equipped with the topol-
ogy of weak convergence. A convenient metric for this topology is the bounded-Lipschitz
metric dBL, defined as
dBL(ν1,ν2)
.= sup
‖ f ‖BL≤1
|〈 f ,ν1−ν2〉|, ν1,ν2 ∈M (S),
where ‖ ·‖BL is the bounded Lipschitz norm, i.e. for f : S→R,
‖ f ‖BL .=max{‖ f ‖∞,‖ f ‖L}, ‖ f ‖∞ .= sup
x∈S
| f (x)|, ‖ f ‖L .= sup
x 6=y
| f (x)− f (y)|
d(x, y)
.
WIPS ON RANDOM GRAPHS 5
Denote by Cb(S) the space of real bounded and continuous functions. For ameasure ν on
S and a Hilbert space H , let L2(S,ν,H) denote the space of measurable functions f : S→
H such that
∫
S ‖ f (x)‖2H ν(dx) <∞, where ‖ · ‖H is the norm on H . When H = R, we write
L2(S,ν) or simply L2(ν) ifS is clear from context.
Fix T < ∞. All stochastic processes will be considered over the time horizon [0,T ].
We will use the notations {X t } and {X (t )} interchangeably for stochastic processes. For a
Polish space S, denote by C([0,T ] : S) (resp. D([0,T ] : S)) the space of continuous func-
tions (resp. right continuous functions with left limits) from [0,T ] to S, endowed with
the uniform topology (resp. Skorokhod topology). For d ∈ N, let Cd .= C([0,T ] : Rd ) and
‖ f ‖∗,t .= sup0≤s≤t ‖ f (s)‖ for f ∈ Cd , t ∈ [0,T ]. We say a collection {Xm} of S-valued ran-
dom variables is tight if the distributions of Xm are tight in P (S). We use the symbol ‘⇒’
to denote convergence in distribution. The distribution of an S-valued random variable
X will be denoted as L (X ). Expected value under a probability distribution P will be de-
noted as EP but when clear from the context, Pwill be suppressed from the notation.
We will usually denote by κ,κ1,κ2, . . . , the constants that appear in various estimates
within a proof. The value of these constants may change from one proof to another.
2. MODEL
We now describe the precise model that will be studied in this work. Law of large num-
bers will be established in the generalK -type setting described belowwhereas for the cen-
tral limit theorem in Section 4 we will consider for simplicity the case K = 1.
2.1. Random graph. Our random graphmodel is a (possibly time evolving) version in the
class of inhomogeneous random graph models studied by Bollobas, Janson and Riordan
in [6]. We start with N vertices represented by the vertex set N
.= {1,2, . . . ,N }. Assume
that each vertex can be one of K possible types (sometimes called populations) labelled
according to K
.= {1,2, . . . ,K }. We will require, for every α ∈ K , the number of type α ver-
tices, denoted by Nα, to approach infinity and the ratio Nα/N to converge to a positive
value as N →∞. It will be notationally convenient to assume that Nα are nondecreas-
ing in N so that by reindexing if needed the type α vertices in the N-th model can be
described through a membership map p : N→ K such that type α-vertices in the N-th
model are given as Nα
.= {i ∈ N : p(i ) = α}. In this work we take the membership map
to be fixed over time. It may be viewed as a given deterministic function or determined
through a sample realization (which is then fixed throughout) ofN i.i.d. K -valued random
variables {p(i )}N
i=1 distributed according to some probability distribution pi = (pi(α),α ∈
K ) on K . The evolution of the random graph is given in terms of a stochastic process{
ξN
i j
(t ) : t ∈ [0,T ],1≤ i ≤ j ≤N
}
given on some filtered probability space (Ω,F ,P , {Ft }).
We assume that ξN
ii
(t ) ≡ 1 for all t ∈ [0,T ] while {ξN
i j
(t ) ≡ ξN
ji
(t ) : 1 ≤ i < j ≤ N } are mu-
tually independent {Ft }-adapted RCLL(right continuous with left limits) processes such
that
P(ξNi j (t )= 1)= 1−P (ξNi j (t )= 0)= pαγ,N (t ), α,γ ∈K , i ∈ Nα, j ∈ Nγ, i 6= j ,
where pαγ,N is a [0,1]-valued continuous function on [0,T ] for every α,γ ∈K , N ∈N. Note
that pαγ,N = pγα,N for all α,γ ∈ K . Given such a stochastic process, for any t ∈ [0,T ] the
graph GN (t ) is formed via the following procedure: for any unordered pair i 6= j ∈ N if
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ξN
i j
(t ) = 1, this implies at that given time instant t , there exists an edge between vertex i
and j ; if ξN
i j
(t )= 0 then no edge exists at time t . The self-loop edges ξN
ii
(·)≡ 1 are used just
as a simplification in the interacting particle system process described in the next subsec-
tion. Ignoring these self-loop edges, the random graph GN (t ) belongs to the class of in-
homogeneous random graph models analyzed in [6] wherein edges are formed randomly
between vertices and connection probabilities depend only on the ‘type’ of the vertex. For
later use, let Ni ,γ(t )
.=∑ j∈Nγ ξNi j (t ) for i ∈ N , γ ∈ K . Thus Ni ,γ(t ) represents the number of
γ-th type neighbors of vertex i at time t . Note that Ni ,α(t ) ≥ 1 for all t ∈ [0,T ] and i ∈ Nα.
Define,
p¯N
.= inf
t∈[0,T ]
min
α,γ∈K
pαγ,N (t ). (2.1)
The following are two natural families for the edge process.
Example 2.1 (Static networks). Let {ξN
i j
(t )} be unchanging over time, namely ξN
i j
(t ) ≡
ξN
i j
(0). In this case
p¯N = min
α,γ∈K
pαγ,N (0), Ni ,γ(t )≡Ni ,γ(0)
for all t ∈ [0,T ], i , j ∈N and γ ∈K .
Example 2.2 (Markovian edge formation). For each N ≥ 1 let {ξN
i j
(0)}1≤i< j≤N bemutually
independent {0,1}-valued random variables such that P (ξN
i j
(0) = 1) = pαγ,N (0) for i 6= j ∈
N with i ∈ Nα and j ∈ Nγ and α,γ ∈ K . Fix positive {λαγ,N = λγα,N }α,γ∈K and {µαγ,N =
µγα,N }α,γ∈K . For any two vertices i 6= j ∈ N with i ∈ Nα and j ∈ Nγ, let
{
ξN
i j
(t ) : t ≥ 0
}
be a
{0,1}-valuedMarkov process with rate matrix,
Γαγ,N
.=
[−λαγ,N λαγ,N
µαγ,N −µαγ,N
]
.
We assume that the evolutions of Markov chains for different edges are independent. In
this setting
pαγ,N (t )= pαγ,N (0)e−(λαγ,N+µαγ,N )t +
λαγ,N
λαγ,N +µαγ,N
(
1−e−(λαγ,N+µαγ,N )t
)
and hence
p¯N = min
α,γ∈K
min{pαγ,N (0),pαγ,N (T )}≥ min
α,γ∈K
min
{
pαγ,N (0),
λαγ,N
λαγ,N +µαγ,N
}
.
One can also allow non-Markovian edge formation processes where the holding times
have general probability distributions that satisfy appropriate conditions.
2.2. Interacting particle system. The main object of interest in this paper is a collec-
tion of Rd-valued diffusion processes {Z 1,N , . . . ,ZN ,N }, representing trajectories of N par-
ticles of K types and that interact through the evolving graphical structure represented
by {GN (t ) : t ≥ 0}. The dynamics is given in terms of a collection of stochastic differen-
tial equations (SDE) driven by mutually independent Brownian motions with each par-
ticle’s initial condition governed independently by a probability law that depends only
on its type. The interaction between particles occurs through the coefficients of the SDE
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in that for the i-th particle Z i ,N , with p(i ) = α, the coefficients depend on not only the
i-th particle’s current state, but also K empirical measures of its neighbors correspond-
ing to K types. A precise formulation is as follows. Recall the filtered probability space
(Ω,F ,P , {Ft }) on which the edge processes
{
ξN
i j
: i ≤ j ∈ N
}
are given. We suppose that
on this space we are also given an infinite collection of standard d-dimensional {Ft }-
Brownian motions {W i : i ∈ N } and F0-measurable Rd-valued random variables {X i0 : i ∈
N }, with L (X i0)= µα0 for i ∈ Nα,α ∈K , such that {W i ,X i0,ξNi j : i ≤ j ∈ N } are mutually inde-
pendent.
Recall that Ni ,γ(t )
.= ∑ j∈Nγ ξNi j (t ) denotes the number of γ-th type particles that inter-
act with i-th particle at time instant t . For α ∈ K and i ∈ Nα consider the collection of
stochastic differential equations given by,
Z i ,Nt = X i0+
K∑
γ=1
∫t
0
bαγ(Z
i ,N
s ,µ
i ,γ,N
s )ds+
K∑
γ=1
∫t
0
σαγ(Z
i ,N
s ,µ
i ,γ,N
s )dW
i
s , (2.2)
µ
i ,γ,N
t =
1
Ni ,γ(t )
∑
j∈Nγ
ξNi j (t )δZ j ,Nt
1{Ni ,γ(t)>0}, (2.3)
where for α,γ ∈K , x ∈Rd and θ ∈M (Rd ),
bαγ(x,θ)
.=
∫
Rd
b¯αγ(x, y)θ(dy), σαγ(x,θ)
.=
∫
Rd
σ¯αγ(x, y)θ(dy)
for suitable functions b¯αγ : R
d ×Rd → Rd and σ¯αγ : Rd ×Rd → Rd×d . Under Condition 3.1
one can easily establish existence and uniqueness of pathwise solutions to the above sys-
tem of stochastic differential equations [33].
We can now summarize themain contributions of this work.
(i) In Theorem 3.1 and its corollaries we show that with suitable assumptions on co-
efficients (Condition 3.1) and a sparsity condition on the interaction graph that is
formulated in terms of the decay rate of p¯N (Condition 3.2), a law of large numbers
and propagation of chaos result hold.
(ii) In Section 4 we study the fluctuations of {Z i ,N } from its law of large numbers limit by
establishing a central limit theorem. For simplicity, we study the single-type setting,
i.e. K = 1. Specifically, let
ηN (φ)
.= 1p
N
N∑
i=1
φ(Z i ,N ), φ ∈ L2c(Cd ,µ),
where L2c (Cd ,µ) is a family of functions on the path space that are suitably centered
and have appropriate integrability properties (see Section 4.3 for definitions). We
show in Theorem 4.2 that under Condition 3.1 and a stronger assumption on edge
probability pN (Condition 4.1) the family {η
N (φ) :φ ∈ L2c (Cd ,µ)} converges weakly to
a mean 0 Gaussian field {η(φ) : φ ∈ L2c (Cd ,µ)} in the sense of convergence of finite
dimensional distributions.
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3. LAWS OF LARGE NUMBERS
We now describe our main results. This section deals with the law of large numbers
while the next section concerns central limit theorems. Recall the collection of SDE {Z i ,Nt :
i ∈ N } describing the evolution of N interacting particles, defined in Section 2 via (2.2).
Along with this system, we will also consider a related infinite system of equations for Rd-
valued nonlinear diffusions X i , i ∈N, given on (Ω,F ,P , {Ft }). Let Nα .= {i ∈N : p(i ) = α}.
For α ∈K and i ∈Nα,
X it = X i0+
K∑
γ=1
∫t
0
bαγ(X
i
s ,µ
γ
s )ds+
K∑
γ=1
∫t
0
σαγ(X
i
s ,µ
γ
s )dW
i
s , µ
γ
t =L (X
j
t ), i ∈Nα, j ∈Nγ.
(3.1)
The existence and uniqueness of pathwise solutions of (2.2) and (3.1) can be shown under
the following conditions on the coefficients (cf. [33]).
Condition 3.1. There exists some L ∈ (0,∞) such that for all α,γ ∈ K , ‖b¯αγ‖BL ≤ L and
‖σ¯αγ‖BL ≤ L.
We start with the following moment estimate. The proof is given in Section 6. For later
use define N¯
.=minα∈K Nα.
Theorem 3.1. Suppose Condition 3.1 holds. Then
sup
N≥1
max
i∈N
√
N¯ p¯NE‖Z i ,N −X i‖2∗,T <∞. (3.2)
Remark 3.1. From the above theorem it is clear that E‖Z i ,N − X i‖2∗,T is of order at most
(N¯ p¯N )
−1/2. If one assumes diffusion coefficients {σαγ}α,γ∈K to be constants, then the fol-
lowing result with a better order can be obtained:
sup
N≥1
max
i∈N
√
N¯ p¯NE‖Z i ,N −X i‖∗,T <∞. (3.3)
See Remark 6.1 for comments on this point.
We will make the following assumption on p¯N .
Condition 3.2. N¯ p¯N →∞ as N →∞.
Theorem 3.1 together with a standard argument (cf. [33]) implies that, under Condi-
tions 3.1 and 3.2, the following propagation of chaos result holds. We omit the proof.
Corollary 3.2. Suppose Conditions 3.1 and 3.2 hold. Then for any n-tuple (iN1 , . . . , i
N
n ) ∈Nn
with iN
j
6= iN
k
whenever j 6= k, and p(iN
j
)=α j , j = 1, . . . ,n,
L ({Z i
N
1 ,N , . . . ,Z i
N
n ,N })→µα1⊗·· ·⊗µαn
in P (C n
d
) as N →∞, where µα .=L (X i ) ∈P (Cd ) for α ∈K and i ∈Nα.
Using above results and an argument similar to [33] one can further show the following
law of large numbers result. Proof is included in Appendix A for completeness.
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Corollary 3.3. Suppose Conditions 3.1 and 3.2 hold. Then
(a) For each α ∈K , as N →∞,
µα,N
.= 1
Nα
∑
i∈Nα
δZ i ,N ⇒µα.
(b) Suppose in addition that we are in the setting of Example 2.1, namely ξN
i j
(t )≡ ξN
i j
(0) for
all t ≥ 0 and i , j ∈N . Then for each α,γ ∈K and i ∈Nα, as N →∞,
µi ,γ,N
.= 1
Ni ,γ(0)
∑
j∈Nγ
ξNi j (0)δZ j ,N 1{Ni ,γ(0)>0}⇒µγ.
4. FLUCTUATIONS AND CENTRAL LIMIT THEOREMS
Next we will study the fluctuations of empirical measures about the law of large num-
bers limit. For simplicity, we consider the single-type setting, i.e. K = 1, and assume con-
stant diffusion coefficients, i.e.σαγ ≡ Id , thed-dimensional identitymatrix. Consequently,
we will write µN , µi ,N , µ, Ni (t ), pN (t ), b and b¯ instead of µ
α,N , µi ,γ,N , µα, Ni ,γ(t ), pαγ,N (t ),
bαγ and b¯αγ. Also, to simplify the notation, we will abbreviate ξ
N
i j
(t ) and ξN
i j
as ξi j (t ) and
ξi j in the rest of the paper.
4.1. Canonical processes. We first introduce the following canonical spaces and stochas-
tic processes. Let Ωd
.= Cd ×Cd , Ωe .= D([0,T ] : {0,1}) and ΩN .= ΩNd ×ΩN×Ne . Denote by
ν ∈P (Ωd ) the common law of (W i ,X i ) where i ∈ N and X i is given by (3.1) (under the set-
ting of this section). Also denote by νe,N ∈ [P (Ωe )]N×N the law of the random adjacency
matrix process {ξi j (t ) : i , j ∈ N , t ∈ [0,T ]}. Define for N ∈N the probability measure PN on
ΩN as
PN
.=L
(
(W 1,X 1), (W 2,X 2), . . . , (W N ,XN ), {ξi j : i , j ∈N }
)
≡ ν⊗N ⊗νe,N .
For ω = (ω1,ω2, . . . ,ωN ,ω¯) ∈ ΩN with ω¯ = (ω¯i j )1≤i , j≤N , let V i (ω) .= ωi , i ∈ N and abusing
notation,
V i
.= (W i ,X i ), ξi j (ω) .= ω¯i j , i , j ∈ N .
Also define the canonical processes V∗
.= (W∗,X∗) onΩd as
V∗(ω)
.= (W∗(ω),X∗(ω)) .= (ω1,ω2), ω= (ω1,ω2) ∈Ωd .
4.2. Some integral operators. Wewill need the following functions for stating our central
limit theorem. Recall that µ = ν(2) denotes the law of X i . Let µt be the marginal of µ at
instant t , namely, µt
.=L (X it ). Define for t ∈ [0,T ], function b¯t from Rd ×Rd to Rd as
b¯t (x, y)
.= b¯(x, y)−
∫
Rd
b¯(x,z)µt (dz), (x, y) ∈Rd ×Rd . (4.1)
Define function h fromΩd ×Ωd to R (ν⊗ν a.s.) as
h(ω,ω′) .=
∫T
0
b¯t (X∗,t (ω),X∗,t (ω′)) ·dW∗,t (ω), (ω,ω′) ∈Ωd ×Ωd . (4.2)
Now consider the Hilbert space L2(Ωd ,ν). Define integral operators A on L
2(Ωd ,ν) as
A f (ω)
.=
∫
Ωd
h(ω′,ω) f (ω′)ν(dω′), f ∈ L2(Ωd ,ν), ω ∈Ωd . (4.3)
10 BHAMIDI, BUDHIRAJA, ANDWU
Denote by I the identity operator on L2(Ωd ,ν). For t ∈ [0,T ], let
λt
.=
∫
Rd×Rd
‖b¯t (x, y)‖2µt (dx)µt (dy). (4.4)
The following lemma is taken from [11] (see Lemma 3.1 therein).
Lemma 4.1. (a) Trace(AA∗) =
∫
Ω
2
d
h2(ω,ω′)ν(dω)ν(dω′) =
∫T
0 λt dt. (b) Trace(A
n) = 0 for
all n ≥ 2. (c) I − A is invertible.
4.3. Central limit theorem. For the central limit theoremwe need the following strength-
ened version of Condition 3.2.
Condition 4.1. K = 1, σαγ ≡ Id , where Id is the d-dimensional identity matrix. The collec-
tion {pN (·)}N∈N is pre-compact in C([0,T ] :R) and liminfN→∞ p¯N > 0.
We can nowpresent the central limit theorem. Let L2c (Cd ,µ) be the space of all functions
φ ∈ L2(Cd ,µ) such that 〈φ,µ〉 = 0. For φ ∈ L2c (Cd ,µ), let ηN (φ)
.= 1p
N
∑N
i=1φ(Z
i ,N ) and φ
.=
φ(X∗) ∈ L2(Ωd ,ν).
Theorem 4.2. Suppose Conditions 3.1 and 4.1 hold. Then {ηN (φ) :φ ∈ L2c(Cd ,µ)} converges
as N →∞ to a mean 0 Gaussian field {η(φ) : φ ∈ L2c(Cd ,µ)} in the sense of convergence of
finite dimensional distributions, where for φ,ψ ∈ L2c (Cd ,µ),
E[η(φ)η(ψ)]= 〈(I − A)−1φ, (I − A)−1ψ〉L2(Ωd ,ν).
Proof of the theorem is given in Section 7.
5. PRELIMINARY ESTIMATES
In this section we present several elementary results for a binomial distribution, which
will be used for the proof of Theorems 3.1 and 4.2. Proofs to these results are provided in
Appendix B for completeness.
Lemma 5.1. Let X be a Binomial random variable with number of trials n and probability
of success p. Let q
.= 1−p. Then
E
1
X +1 =
1−qn+1
(n+1)p ≤
1
(n+1)p .
Also for each m = 2,3, . . . ,
E
1
X +m ≤
1−qn+1
(n+m)p ≤
1
(n+m)p ,
E
1
(X +1)m ≤
mm
(n+1)mpm .
For the following lemma, let ζi i ≡ 1 for i ∈ N and {ζi j = ζ j i : 1 ≤ i < j ≤ N } be indepen-
dent Bernoulli random variables with P (ζi j = 1) = pαγ,N = pγα,N for i ∈ Nα, j ∈ Nγ, and
α,γ ∈K . Let qαγ,N .= 1−pαγ,N and Ni ,γ .=
∑
j∈Nγ ζi j for i ∈N and α,γ ∈K .
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Lemma 5.2. For α,γ ∈K ,
E
( ∑
k∈Nα
Nγζkiγ
NαNk,γ
1{Nk,γ>0}−1
)2
≤ 4
Nαpαγ,N
+2e−Nγpαγ,N , iγ ∈Nγ,
E
( ∑
k∈Nα
ζkiα
Nk,α
−1
)2
≤ 3
Nαpαα,N
, iα ∈Nα.
For the following lemma, let Y = 1+∑Ni=2 ζi , where {ζi , i = 2, . . . ,N } are i.i.d. Bernoulli
random variables with probability of success pN . We have the following tail bound on the
random variable Y .
Lemma 5.3. For k > 0, let CN (k) .=
√
k(N −1) logN. Then P
(
|Y −NpN | >CN (k)+1
)
≤ 2
N2k
.
6. PROOF OF THEOREM 3.1
Fix α ∈ K and iα ∈ Nα. For fixed t ∈ [0,T ], we have from Cauchy–Schwarz and Doob’s
inequalities that
E
∥∥∥Z iα,N −X iα∥∥∥2
∗,t
≤ 2KT
K∑
γ=1
∫t
0
E
∥∥∥bαγ(Z iα,Ns ,µiα,γ,Ns )−bαγ(X iαs ,µγs )∥∥∥2ds
+8K
K∑
γ=1
∫t
0
E
∥∥∥σαγ(Z iα,Ns ,µiα,γ,Ns )−σαγ(X iαs ,µγs )∥∥∥2ds. (6.1)
Fix γ ∈K . Note that by adding and subtracting terms we have for s ∈ [0,T ],∥∥∥bαγ(Z iα,Ns ,µiα,γ,Ns )−bαγ(X iαs ,µγs )∥∥∥
=
∥∥∥∥∥
∑
j∈Nγ
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0}b¯αγ(Z
iα,N
s ,Z
j ,N
s )−bαγ(X iαs ,µγs )
∥∥∥∥∥
≤
4∑
n=1
T
γ,N ,n (s), (6.2)
where
T
γ,N ,1(s)
.=
∥∥∥∥∥
∑
j∈Nγ
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0}
(
b¯αγ(Z
iα,N
s ,Z
j ,N
s )− b¯αγ(X iαs ,Z j ,Ns )
)∥∥∥∥∥ ,
T
γ,N ,2(s)
.=
∥∥∥∥∥
∑
j∈Nγ
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0}
(
b¯αγ(X
iα
s ,Z
j ,N
s )− b¯αγ(X iαs ,X js )
)∥∥∥∥∥ ,
T
γ,N ,3(s)
.=
∥∥∥∥∥
∑
j∈Nγ
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0}
(
b¯αγ(X
iα
s ,X
j
s )−bαγ(X iαs ,µγs )
)∥∥∥∥∥ ,
and
T
γ,N ,4(s)
.=
∥∥∥∥∥
( ∑
j∈Nγ
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0}−1
)
bαγ(X
iα
s ,µ
γ
s )
∥∥∥∥∥ .
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Now we will analyze these terms one by one. For T γ,N ,1, first note that
∑
j∈Nγ
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0} = 1{Niα ,γ(s)>0} ≤ 1.
So we have from Cauchy–Schwarz inequality and Lipschitz property of b¯ that
E[T γ,N ,1(s)]2 =E
∥∥∥∥∥
∑
j∈Nγ
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0}
(
b¯αγ(Z
iα,N
s ,Z
j ,N
s )− b¯αγ(X iαs ,Z j ,Ns )
)∥∥∥∥∥
2
≤ L2E
∑
j∈Nγ
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0}
∥∥∥Z iα,Ns −X iαs ∥∥∥2
≤ L2E‖Z iα,Ns −X iαs ‖2. (6.3)
For T γ,N ,2, when γ 6=α, we have
E[T γ,N ,2(s)]2 =E
∥∥∥∥∥
∑
j∈Nγ
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0}
(
b¯αγ(X
iα
s ,Z
j ,N
s )− b¯αγ(X iαs ,X js )
)∥∥∥∥∥
2
≤ L2E
∑
j∈Nγ
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0}
∥∥∥Z j ,Ns −X js ∥∥∥2
= L2E
Nγξiαiγ(s)
Niα,γ(s)
1{Niα ,γ(s)>0}
∥∥∥Z iγ,Ns −X iγs ∥∥∥2
= L2E
∑
k∈Nα
Nγξkiγ(s)
NαNk,γ(s)
1{Nk,γ(s)>0}
∥∥∥Z iγ,Ns −X iγs ∥∥∥2 , (6.4)
where the last two equalities follow from the fact that when γ 6=α
L (ξiα j (s),Niα,γ(s),Z
j ,N
s ,X
j
s )=L (ξiαiγ(s),Niα,γ(s),Z
iγ,N
s ,X
iγ
s )
=L (ξkiγ(s),Nk,γ(s),Z
iγ,N
s ,X
iγ
s ), j ∈ Nγ,k ∈ Nα.
When γ=α, we have
E[T α,N ,2(s)]2 =E
∥∥∥∥∥
∑
k∈Nα
ξiαk(s)
Niα,α(s)
(
b¯αα(X
iα
s ,Z
k,N
s )− b¯αα(X iαs ,X ks )
)∥∥∥∥∥
2
≤ L2E
∑
k∈Nα
ξiαk(s)
Niα,α(s)
∥∥∥Z k,Ns −X ks ∥∥∥2
= L2E
∑
k∈Nα
ξkiα (s)
Nk,α(s)
∥∥∥Z iα,Ns −X iαs ∥∥∥2 , (6.5)
where the last line follows from the fact that
L (ξiαk(s),Niα,α(s),Z
k,N
s ,X
k
s )=L (ξkiα (s),Nk,α(s),Z iα,Ns ,X iαs ), k ∈Nα.
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Combining (6.4) and (6.5) shows that for each γ ∈K ,
E[T γ,N ,2(s)]2
≤ L2E
∑
k∈Nα
Nγξkiγ(s)
NαNk,γ(s)
1{Nk,γ(s)>0}
∥∥∥Z iγ,Ns −X iγs ∥∥∥2
= L2E
[( ∑
k∈Nα
Nγξkiγ(s)
NαNk,γ(s)
1{Nk,γ(s)>0}−1
)∥∥∥Z iγ,Ns −X iγs ∥∥∥2
]
+L2E
∥∥∥Z iγ,Ns −X iγs ∥∥∥2
≤ L2
[
E
( ∑
k∈Nα
Nγξkiγ(s)
NαNk,γ(s)
1{Nk,γ(s)>0}−1
)2
E
∥∥∥Z iγ,Ns −X iγs ∥∥∥4
]1/2
+L2E
∥∥∥Z iγ,Ns −X iγs ∥∥∥2 . (6.6)
From Condition 3.1 and an application of Cauchy–Schwarz and Doob’s inequalities anal-
ogous to that for (6.1) it follows that
sup
N∈N
max
i∈N
E
∥∥∥Z i ,Nt −X it ∥∥∥4∗,T .= κ1 <∞. (6.7)
Applying this and Lemma 5.2 to (6.6) gives us for all γ ∈K
E[T γ,N ,2(s)]2 ≤ κ2
(
1
Nαpαγ,N (s)
+e−Nγpαγ,N (s)
)1/2
+L2E
∥∥∥Z iγ,Ns −X iγs ∥∥∥2 . (6.8)
For T γ,N ,3, since {X i : i ∈N } are independent of {ξi j ,Ni ,γ : i , j ∈N ,γ ∈K }, we have
E
[
T
γ,N ,3(s)
]2 =E
∥∥∥∥∥
∑
j∈Nγ
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0}
(
b¯αγ(X
iα
s ,X
j
s )−bαγ(X iαs ,µγs )
)∥∥∥∥∥
2
=
∑
j∈Nγ
∑
k∈Nγ
[
E
(
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0}
ξiαk(s)
Niα,γ(s)
1{Niα ,γ(s)>0}
)
· E
((
b¯αγ(X
iα
s ,X
j
s )−bαγ(X iαs ,µγs )
)(
b¯αγ(X
iα
s ,X
k
s )−bαγ(X iαs ,µ
γ
s )
))]
=
∑
j∈Nγ
[
E
(
ξiα j (s)
N2
iα,γ
(s)
1{Niα ,γ(s)>0}
)
E
(
b¯αγ(X
iα
s ,X
j
s )−bαγ(X iαs ,µγs )
)2]
.
Thus using Lemma 5.1,
E
[
T
γ,N ,3(s)
]2 ≤ 4L2E ∑
j∈Nγ
ξiα j (s)
N2
iα,γ
(s)
1{Niα ,γ(s)>0} = 4L
2E
1
Niα,γ(s)
1{Niα ,γ(s)>0}
≤ 4L2E 2
1+Niα,γ(s)
≤ 8L
2
(Nγ+1)pαγ,N (s)
. (6.9)
For T γ,N ,4, we have
E
[
T
γ,N ,4(s)
]2 =E
∥∥∥∥∥
( ∑
j∈Nγ
ξiα j (s)
Niα,γ(s)
1{Niα ,γ(s)>0}−1
)
bαγ(X
iα
s ,µ
γ
s )
∥∥∥∥∥
2
≤ L2P(Niα,γ(s)= 0)≤ L2(1−pαγ,N (s))Nγ ≤ L2e−Nγpαγ,N (s). (6.10)
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Combining (6.2), (6.3) and (6.8) – (6.10) gives us
E
∥∥∥bαγ(Z iα,Ns ,µiα,γ,Ns )−bαγ(X iαs ,µγs )∥∥∥2
≤ κ3max
i∈N
E
∥∥∥Z i ,N −X i∥∥∥2
∗,s
+κ3
(
1
Nαpαγ,N (s)
+e−Nγpαγ,N (s)
)1/2
+ κ3
Nγpαγ,N (s)
+κ3e−Nγpαγ,N (s).
(6.11)
From exactly the same argument as above, it is clear that (6.11) holds with bαγ replaced by
σαγ, for all α,γ ∈K . So we have from (6.1) that
max
i∈N
E
∥∥∥Z i ,N −X i∥∥∥2
∗,t
≤ κ4
∫t
0
max
i∈N
E
∥∥∥Z i ,N −X i∥∥∥2
∗,s
ds+κ4
(
1
N¯ p¯N
+e−N¯ p¯N
)1/2
+ κ4
N¯ p¯N
+κ4e−N¯ p¯N .
The result now follows from Gronwall’s lemma. 
Remark 6.1. With a slight modification to the proof it can be shown that if one assumes
diffusion coefficients {σαγ}α,γ∈K to be constants, then the estimate in (3.3) holds. To see
this, first note that (6.1)–(6.5) are still valid with each second moment replaced by first
moment. Combining (6.4) and (6.5), usingCauchy-Schwarz inequality as in (6.6), applying
Lemma 5.2 and (6.7), one can argue (6.8) holds with second moment replaced by first
moment. Also one can apply Cauchy-Schwarz inequality to get estimate of first moment
from (6.9) and (6.10). The desired result then follows once more from an application of
Gronwall’s lemma.
7. PROOF OF THEOREM 4.2
In this section we prove Theorem 4.2. Conditions 3.1 and 4.1 will be in force throughout
the section and thus will not be noted explicitly in the statement of various results. For
N ∈N, letΩN ,PN ,V∗,V i , i ∈N ,ν be as in Section 4.1. For t ∈ [0,T ] and i ∈ N , define
JN (t )
.= JN ,1(t )− 1
2
JN ,2(t ), µ˜i ,Nt
.= 1
Ni (t )
N∑
j=1
ξi j (t )δX jt
,
where
JN ,1(t )
.=
N∑
i=1
∫t
0
(
b(X is , µ˜
i ,N
s )−b(X is ,µs)
)
·dW is (7.1)
and
JN ,2(t )
.=
N∑
i=1
∫t
0
∥∥∥b(X is , µ˜i ,Ns )−b(X is ,µs)∥∥∥2 ds. (7.2)
Let F˜Nt
.=σ{V i (s),ξi j (s),0≤ s ≤ t , i , j ∈ N }. Note that
{
exp
(
JN (t )
)}
is an {F˜Nt }-martingale
under PN . Define a new probability measureQN onΩN by
dQN
dPN
.= exp
(
JN (T )
)
.
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By Girsanov’s Theorem, (X 1, . . . ,XN , {ξi j : i , j ∈ N }) has the same probability distribution
underQN as (Z 1,N , . . . ,ZN ,N , {ξi j : i , j ∈ N }) under P . For φ ∈ L2c (Cd ,µ), let
η˜N (φ)
.= 1p
N
N∑
i=1
φ(X i ). (7.3)
Thus in order to prove the theorem it suffices to show that for any φ ∈ L2c (Cd ,µ),
lim
N→∞
EQN exp
(
i η˜N (φ)
)
= exp
(
−1
2
∥∥(I − A)−1φ∥∥2L2(Ωd ,ν)
)
,
which is equivalent to showing
lim
N→∞
EPN exp
(
i η˜N (φ)+ JN ,1(T )− 1
2
JN ,2(T )
)
= exp
(
−1
2
∥∥(I − A)−1φ∥∥2L2(Ωd ,ν)
)
. (7.4)
For this we will need to study the asymptotics of JN ,1 and JN ,2 as N →∞.
7.1. Asymptotics of symmetric statistics. The proof of (7.4) crucially relies on certain
classical results from [19] on limit laws of degenerate symmetric statistics. In this section
we briefly review these results.
LetS be a Polish space and let {Yn}
∞
n=1 be a sequence of i.i.d.S-valued randomvariables
having common probability law θ. For k ∈ N, let L2(θ⊗k ) be the space of all real-valued
square integrable functions on (Sk ,B(S)⊗k ,θ⊗k). Denote by L2c (θ
⊗k) the subspace of cen-
tered functions, namely φ ∈ L2(θ⊗k) such that for all 1≤ j ≤ k,∫
S
φ(x1, . . . ,x j−1,x,x j+1, . . . ,xk)θ(dx)= 0, θ⊗k−1 a.e. (x1, . . . ,x j−1,x j+1, . . . ,xk).
Denote by L2sym(θ
⊗k) the subspace of symmetric functions, namely φ ∈ L2(θ⊗k) such that
for every permutation pi on {1, . . . ,k},
φ(x1, . . . ,xk )=φ(xpi(1), . . . ,xpi(k)), θ⊗k a.e. (x1, . . . ,xk).
Also, denote by L2c,sym(θ
⊗k) the subspace of centered symmetric functions inL2(θ⊗k), namely
L2c,sym(θ
⊗k) .= L2c(θ⊗k )
⋂
L2sym(θ
⊗k). Given φk ∈ L2sym(θ⊗k) define the symmetric statistic
U
n
k
(φk) as
U
n
k (φk)
.=


∑
1≤i1<i2<···<ik≤n
φk(Yi1 , . . . ,Yik ) for n ≥ k
0 for n < k.
In order to describe the asymptotic distributions of such statistics consider a Gaussian
field {I1(h) : h ∈ L2(θ)} such that
E (I1(h))= 0, E
(
I1(h)I1(g )
)
= 〈h,g 〉L2(θ), h,g ∈ L2(θ).
For h ∈ L2(θ), define φh
k
∈ L2sym(θ⊗k ) as
φhk (x1, . . . ,xk)
.= h(x1) . . .h(xk)
and set φh0
.= 1.
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The multiple Wiener integral (MWI) of φh
k
, denoted as Ik(φ
h
k
), is defined through the
following formula. For k ≥ 1,
Ik(φ
h
k )
.=
⌊k/2⌋∑
j=0
(−1) jCk, j ||h||2 jL2(θ)(I1(h))
k−2 j , whereCk, j
.= k !
(k−2 j )!2 j j ! , j = 0, . . . ,⌊k/2⌋.
The following representation gives an equivalent way to characterize theMWI of φh
k
:
∞∑
k=0
tk
k !
Ik(φ
h
k )= exp
(
t I1(h)−
t2
2
||h||2
L2(θ)
)
, t ∈R,
where we set I0(φ
h
0 )
.= 1. We extend the definition of Ik to the linear span of {φhk ,h ∈ L2(θ)}
by linearity. It can be checked that for all f in this linear span,
E(Ik( f ))
2 = k ! || f ||2
L2(θ⊗k ). (7.5)
Using this identity and standard denseness arguments, the definition of Ik( f ) can be ex-
tended to all f ∈ L2sym(θ⊗k) and the identity (7.5) holds for all f ∈ L2sym(θ⊗k ). The following
theorem is taken from [19].
Theorem 7.1 (Dynkin-Mandelbaum [19]). Let {φk }
∞
k=1 be such that φk ∈ L2c,sym (θ⊗k) for
each k ≥ 1. Then the following convergence holds as n→∞:(
n−
k
2 U
n
k (φk)
)
k≥1
⇒
(
1
k !
Ik(φk)
)
k≥1
as a sequence of R∞-valued random variables.
7.2. Completing the proof of Theorem 4.2. From Condition 4.1 for any subsequence of
{pN } there is a further subsequence and a p ∈ C([0,T ] : R) such that, along the subse-
quence, pN converges to p. In order to prove Theorem 4.2 it suffices to prove the state-
ment in the theorem along every such subsequence. Thus, without loss of generality, we
will assume that for some p ∈C([0,T ] :R),
pN → p, p¯ .= inf
0≤s≤T
p(s)> 0 and p(s)∈ [0,1] for all s ∈ [0,T ]. (7.6)
Let (Ω∗,F∗,P∗) be some probability space on which we are given
(a) a Gaussian random field {I1(h) : h ∈ L2(ν)} as in Section 7.1 with S=Ωd and θ = ν (see
Section 4.1).
(b) a Gaussian random variable Z with zero mean and variance
σ2
.=
∫T
0
1−p(s)
p(s)
λs ds, (7.7)
whereλt is defined in (4.4), such that Z is independent of {I1(h) : h ∈ L2(ν)}. Note that (7.6)
implies σ2 <∞. Define on this probability space multipleWiener integrals Ik( f ) for k ≥ 1
and f ∈ L2sym(ν⊗k ) as in Section 7.1. Note that the collection {Ik( f ) : k ≥ 1, f ∈ L2sym(ν⊗k)} is
independent of Z . Recall functions h andφ (corresponding to each φ ∈ L2c (Cd ,µ)) defined
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in Sections 4.2 and 4.3. Define
hsym(ω,ω′) .= 1
2
(h(ω,ω′)+h(ω′,ω)), (ω,ω′) ∈Ω2d (7.8)
mt (x, y)
.=
∫
Rd
b¯t (z,x) · b¯t (z, y)µt (dz), x, y ∈Rd , t ∈ [0,T ] (7.9)
l (ω,ω′) .=
∫T
0
ms(X∗,s(ω),X∗,s(ω′))ds, (ω,ω′) ∈Ω2d . (7.10)
In order to prove (7.4) (which will complete the proof of Theorem 4.2), we will make use
of the following key proposition, whose proof will be given in Section 7.3. Recall JN ,1 and
JN ,2 defined in (7.1) and (7.2) respectively. Also recall η˜N (φ) associatedwith aφ ∈ L2c (Cd ,µ)
introduced in (7.3).
Proposition 7.2. Let φ ∈ L2c (Cd ,µ). Then, as N →∞,
(η˜N (φ), JN ,1(T ), JN ,2(T ))⇒
(
I1(φ),Z + I2(hsym), I2(l )+
∫T
0
1
p(s)
λs ds
)
. (7.11)
We now complete the proof of (7.4) using the above proposition. It follows from the
proposition that as N →∞,
(
η˜N (φ), JN (T )
)
⇒
(
I1(φ),
1
2
I2( f )+Z −
∫T
0
1
2p(s)
λs ds
)
.= (I1(φ), J ), (7.12)
where f is defined as
f (ω,ω′) .= h(ω,ω′)+h(ω′,ω)− l (ω,ω′), (ω,ω′) ∈Ω2d .
Recalling the formula for Trace(AA∗) established in Lemma 4.1, the definition of σ2 in
(7.7), and using independence between Z and {Ik(·)}k≥1, we have
EP∗ exp(J )=EP∗ exp
(
1
2
I2( f )−
1
2
Trace(AA∗)
)
EP∗ exp
(
Z − 1
2
σ2
)
= 1,
where the last equality follows from Lemma C.1 in Appendix C. Since EPN exp(J
N (T )) =
1 for all N , we have from Scheffe’s lemma that {exp(JN (T ))} is uniformly integrable and
consequently so is {exp(i η˜N (φ)+ JN (T ))}. Hence, from (7.12) we have that as N →∞,
EPN exp
(
i η˜N (φ)+ JN (T )
)
→EP∗ exp
(
i I1(φ)+ J
)
=EP∗ exp
(
i I1(φ)+
1
2
I2( f )−
1
2
Trace(AA∗)
)
EP∗ exp
(
Z − 1
2
σ2
)
= exp
(
−1
2
∥∥(I − A)−1φ∥∥2L2(Ωd ,ν)
)
,
where the first equality uses the independence between Z and {Ik(·)}k≥1 and the last equal-
ity again follows from Lemma C.1. Thus we have shown (7.4), which completes the proof
of Theorem 4.2. 
7.3. Proof of Proposition 7.2. In this sectionwe prove Proposition7.2. Wewill first reduce
JN ,1(T ) and JN ,2(T ) to forms that are more convenient to analyze.
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7.3.1. Reducing JN ,1 and JN ,2. The term JN ,1(T ) in (7.1) can be written as
JN ,1(T )=
N∑
i=1
∫T
0
(
b(X is , µ˜
i ,N
s )−b(X is ,µs)
)
·dW is
=
N∑
i=1
∫T
0
(
1
Ni (s)
N∑
j=1
ξi j (s)b¯(X
i
s ,X
j
s )−b(X is ,µs)
)
·dW is
=
N∑
i=1
N∑
j=1
∫T
0
ξi j (s)
Ni (s)
b¯s(X
i
s ,X
j
s ) ·dW is ,
where b¯s is defined in (4.1). Let
J˜N ,1(T )
.=
N∑
i=1
N∑
j=1
∫T
0
ξi j (s)
NpN (s)
b¯s(X
i
s ,X
j
s ) ·dW is . (7.13)
We will argue in Lemma 7.4 that the asymptotic behavior of JN ,1 is the same as that of
J˜N ,1(T ), the proof of which relies on the following lemma.
Lemma 7.3. As N →∞,
sup
s∈[0,T ]
EPN
[
N2
N21 (s)
− 1
p2
N
(s)
]2
→ 0, sup
s∈[0,T ]
EPN
[
N
N1(s)
− 1
pN (s)
]2
→ 0.
Proof. It suffices to prove the first convergence, since the second one follows from the
inequality
∣∣∣∣ NN1(s) −
1
pN (s)
∣∣∣∣=
∣∣∣∣ N2N21 (s) − 1p2N (s)
∣∣∣∣∣∣∣ NN1(s) + 1pN (s)
∣∣∣ ≤
∣∣∣∣∣ N
2
N21 (s)
− 1
p2
N
(s)
∣∣∣∣∣ .
Recall CN (·) from Lemma 5.3. For s ∈ [0,T ], consider the event GN (s) .= {ω ∈ΩN : |N1(s)−
NpN (s)| >CN (3)+1}. It follows from Lemma 5.3 that PN (GN (s))≤ 2N6 . Write[
N2
N21 (s)
− 1
p2
N
(s)
]2
=
(N21 (s)−N2p2N (s))2
N41 (s)p
4
N
(s)
1GN (s)+
(N21 (s)−N2p2N (s))2
N41 (s)p
4
N
(s)
1Gc
N
(s). (7.14)
Noting that |N21 (s)−N2p2N (s)| ≤N2 and N1(s)≥ 1, we have as N →∞,
EPN
[
(N21 (s)−N2p2N (s))2
N41 (s)p
4
N
(s)
1GN (s)
]
≤ N
4
p4
N
(s)
PN (GN (s))≤
2
N2p¯4
N
→ 0, (7.15)
where the convergence follows from Condition 4.1. Now consider the second term on the
right side of (7.14). Condition 4.1 implies that Np¯N −CN (3)− 1 > 0 for large enough N .
Hence
EPN
[
(N21 (s)−N2p2N (s))2
N41 (s)p
4
N
(s)
1Gc
N
(s)
]
≤EPN
[
(CN (3)+1)2(N1(s)+NpN (s))2
(NpN (s)−CN (3)−1)4p4N (s)
1Gc
N
(s)
]
≤ 4N
2(
√
3(N −1) logN +1)2
(Np¯N −
√
3(N −1) logN −1)4p¯4
N
→ 0
(7.16)
as N →∞. The result follows by combining (7.15) and (7.16). 
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The following lemma says that to study the asymptotics of JN ,1(T ), it suffices to study
the asymptotic behavior of J˜N ,1(T ).
Lemma 7.4.
lim
N→∞
EPN
∣∣JN ,1(T )− J˜N ,1(T )∣∣2 = 0.
Proof. First note that as N →∞
EPN
∣∣∣∣∣
∑
1≤i< j≤N
∫T
0
ξi j (s)
Ni (s)
b¯s(X
i
s ,X
j
s ) ·dW is −
∑
1≤i< j≤N
∫T
0
ξi j (s)
NpN (s)
b¯s(X
i
s ,X
j
s ) ·dW is
∣∣∣∣∣
2
=EPN
( ∑
1≤i< j≤N
∫T
0
(
1
Ni (s)
− 1
NpN (s)
)
ξi j (s)b¯s(X
i
s ,X
j
s ) ·dW is
)2
=
∑
1≤i< j≤N
∫T
0
(
EPN
[(
1
Ni (s)
− 1
NpN (s)
)
ξi j (s)
]2
EPN b¯
2
s (X
i
s ,X
j
s )
)
ds
≤ κN2
∫T
0
EPN
(
1
N1(s)
− 1
NpN (s)
)2
ds→ 0,
where the convergence follows from Lemma 7.3. Similarly one can show that
lim
N→∞
EPN
∣∣∣∣∣
∑
1≤ j<i≤N
∫T
0
ξi j (s)
Ni (s)
b¯s(X
i
s ,X
j
s ) ·dW is −
∑
1≤ j<i≤N
∫T
0
ξi j (s)
NpN (s)
b¯s(X
i
s ,X
j
s ) ·dW is
∣∣∣∣∣
2
= 0,
lim
N→∞
EPN
∣∣∣∣∣
N∑
i=1
∫T
0
1
Ni (s)
b¯s(X
i
s ,X
i
s ) ·dW is −
N∑
i=1
∫T
0
1
NpN (s)
b¯s(X
i
s ,X
i
s ) ·dW is
∣∣∣∣∣
2
= 0.
Combining above results completes the proof. 
Next we study the asymptotics of JN ,2(T ). For that we will need the following lemma.
Lemma 7.5. Suppose γ,ϑ,ρ are bounded measurable real maps on [0,T ]× (Rd )3, [0,T ]×
(Rd )2 and [0,T ]×Rd respectively, such that for all s ∈ [0,T ] γs ≡ γ(s, ·) ∈ L2c(µ⊗3s ),ϑs ≡ϑ(s, ·) ∈
L2c(µ
⊗2
s ) and ρs ≡ ρ(s, ·) ∈ L2c(µs). Then as N →∞
EPN
∣∣∣∣∣
∑
i 6= j , j 6=k,i 6=k
∫T
0
ξi j (s)ξik(s)
N2
i
(s)
γs(X
i
s ,X
j
s ,X
k
s )ds
∣∣∣∣∣→ 0, (7.17)
EPN
∣∣∣∣∣
∑
1≤i 6=k≤N
∫T
0
ξik(s)
N2
i
(s)
ϑs(X
i
s ,X
k
s )ds
∣∣∣∣∣→ 0, (7.18)
EPN
∣∣∣∣∣
∑
1≤i 6=k≤N
∫T
0
ξik(s)
N2
i
(s)
ρs(X
k
s )ds
∣∣∣∣∣→ 0, (7.19)
EPN
∣∣∣∣∣
∑
1≤i 6=k≤N
∫T
0
ξik(s)
N2
i
(s)
ρs(X
i
s )ds
∣∣∣∣∣→ 0. (7.20)
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Proof. To prove (7.17), it is enough to prove the convergence with the summation taken
over the ordered sum i < j < k. Now note that
EPN
( ∑
1≤i< j<k≤N
∫T
0
ξi j (s)ξik(s)
N2
i
(s)
γs(X
i
s ,X
j
s ,X
k
s )ds
)2
=EPN
∑
1≤i< j<k≤N
(∫T
0
ξi j (s)ξik(s)
N2
i
(s)
γs(X
i
s ,X
j
s ,X
k
s )ds
)2
≤ κ1N3
∫T
0
EPN
1
N41 (s)
ds ≤ κ2N3
∫T
0
1
N4p4
N
(s)
ds ≤ κ2T
Np¯4
N
→ 0,
where the second inequality follows from Lemma 5.1. Thus (7.17) holds. Proofs for (7.18),
(7.19) and (7.20) are similar and hence omitted. 
Recall the definition ofmt from (7.9). Define
J˜N ,2(T )
.= N −2
N2
∑
1≤ j 6=k≤N
∫T
0
ms(X
j
s ,X
k
s )ds+
∫T
0
λs
p(s)
ds. (7.21)
The following lemma shows that J˜N ,2(T ) is asymptotically the same as JN ,2(T ).
Lemma 7.6. As N →∞, JN ,2(T )− J˜N ,2(T ) converges to 0 in probability.
Proof. We split JN ,2(T ) as follows:
JN ,2(T )=
N∑
i , j ,k=1
∫T
0
ξi j (s)ξik(s)
N2
i
(s)
b¯s(X
i
s ,X
j
s ) · b¯s(X is ,X ks )ds
=
5∑
n=1
∑
(i , j ,k)∈Sn
∫T
0
ξi j (s)ξik(s)
N2
i
(s)
b¯s(X
i
s ,X
j
s ) · b¯s (X is ,X ks )ds
.=
5∑
n=1
T˜
N ,n ,
whereS1,S2,S3,S4 andS5 are collections of (i , j ,k) ∈ N3 such that {i = j = k}, {i = j 6= k},
{i = k 6= j }, { j = k 6= i } and {i , j ,k distinct}, respectively. For T˜ N ,1, we have
EPN |T˜ N ,1| =EPN
N∑
i=1
∫T
0
1
N2
i
(s)
‖b¯s(X is ,X is )‖2ds ≤ κ1N
∫T
0
EPN
1
N21 (s)
ds
≤ κ2N
∫T
0
1
N2p2
N
(s)
ds ≤ κ2NT
N2p¯2
N
→ 0
asN →∞, where the second inequality follows from Lemma 5.1. To study the asymptotics
of T˜ N ,2, T˜ N ,3, T˜ N ,4 and T˜ N ,5, we will use Lemma 7.5.
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For T˜ N ,2, note that
T˜
N ,2 =
∑
1≤i 6=k≤N
∫T
0
ξik(s)
N2
i
(s)
b¯s(X
i
s ,X
i
s ) · b¯s (X is ,X ks )ds
=
∑
1≤i 6=k≤N
∫T
0
ξik(s)
N2
i
(s)
(
b¯s(X
i
s ,X
i
s ) · b¯s(X is ,X ks )−
∫
Rd
b¯s(y, y) · b¯s (y,X ks )µs(dy)
)
ds
+
∑
1≤i 6=k≤N
∫T
0
ξik(s)
N2
i
(s)
∫
Rd
b¯s(y, y) · b¯s (y,X ks )µs(dy)ds.
It then follows from Lemma 7.5 (see (7.18) and (7.19)) that EPN |T˜ N ,2|→ 0 as N →∞. Sim-
ilarly EPN |T˜ N ,3|→ 0 as N →∞.
Consider now the fourth term T˜ N ,4. Recalling λt defined in (4.4), we write
T˜
N ,4 =
∑
1≤i 6= j≤N
∫T
0
ξi j (s)
N2
i
(s)
‖b¯s(X is ,X
j
s )‖2ds
=
∑
1≤i 6= j≤N
∫T
0
ξi j (s)
N2
i
(s)
(
‖b¯s(X is ,X js )‖2−〈‖b¯s(X is , ·)‖2,µs〉−〈‖b¯s(·,X js )‖2,µs〉+λs
)
ds
+
∑
1≤i 6= j≤N
∫T
0
ξi j (s)
N2
i
(s)
(
〈‖b¯s(X is , ·)‖2,µs〉−λs
)
ds
+
∑
1≤i 6= j≤N
∫T
0
ξi j (s)
N2
i
(s)
(
〈‖b¯s(·,X js )‖2,µs〉−λs
)
ds+
∑
1≤i 6= j≤N
∫T
0
ξi j (s)
N2
i
(s)
λs ds
.=
4∑
n=1
T˜
N ,4
n .
It follows from Lemma 7.5 (see (7.18), (7.19) and (7.20)) that as N →∞,
EPN |T˜ N ,4n |→ 0, n = 1,2,3.
We now show that
EPN
∣∣∣∣T˜ N ,44 −
∫T
0
1
p(s)
λs ds
∣∣∣∣→ 0 (7.22)
as N →∞. For this, first write
T˜
N ,4
4 =
N∑
i=1
∫T
0
Ni (s)−1
N2
i
(s)
λs ds =
N∑
i=1
∫T
0
1
Ni (s)
λs ds−
N∑
i=1
∫T
0
1
N2
i
(s)
λs ds.
By Lemma 7.3
lim
N→∞
EPN
N∑
i=1
∫T
0
1
N2
i
(s)
λs ds = lim
N→∞
∫T
0
EPN
N
N21 (s)
λs ds = 0.
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Also as N →∞,
EPN
∣∣∣∣∣
N∑
i=1
∫T
0
1
Ni (s)
λs ds−
∫T
0
1
p(s)
λs ds
∣∣∣∣∣
2
≤ κ3NEPN
N∑
i=1
∫T
0
(
1
Ni (s)
− 1
Np(s)
)2
ds
≤ κ3N2
∫T
0
EPN
(
1
N1(s)
− 1
Np(s)
)2
ds→ 0,
where the convergence follows from Lemma 7.3 and (7.6). This proves (7.22) and hence as
N →∞,
T˜
N ,4→
∫T
0
1
p(s)
λs ds in probability.
Finally consider the last term T˜ N ,5. Recallingmt defined in (7.9), we have
T˜
N ,5 =
∑
(i , j ,k)∈S5
∫T
0
ξi j (s)ξik(s)
N2
i
(s)
b¯s(X
i
s ,X
j
s ) · b¯s (X is ,X ks )ds
=
∑
(i , j ,k)∈S5
∫T
0
ξi j (s)ξik(s)
N2
i
(s)
(
b¯s(X
i
s ,X
j
s ) · b¯s (X is ,X ks )−ms(X js ,X ks )
)
ds
+
∑
(i , j ,k)∈S5
∫T
0
ξi j (s)ξik(s)
N2
i
(s)
ms(X
j
s ,X
k
s )ds
.= T˜ N ,51 + T˜
N ,5
2 .
It follows from Lemma 7.5 (see (7.17)) that EPN |T˜ N ,51 |→ 0 as N →∞. Let
Tˆ
N ,5 .=
∑
(i , j ,k)∈S5
∫T
0
ξi j (s)ξik(s)
N2p2
N
(s)
ms(X
j
s ,X
k
s )ds.
We now show that as N →∞,
EPN |T˜ N ,52 − Tˆ N ,5|2→ 0. (7.23)
To see this, as before, it suffices to consider the summation over ordered indices i < j < k.
Note that
EPN
( ∑
1≤i< j<k≤N
∫T
0
ξi j (s)ξik(s)
(
1
N2
i
(s)
− 1
N2p2
N
(s)
)
ms(X
j
s ,X
k
s )ds
)2
≤NEPN
N∑
i=1
( ∑
1≤ j<k≤N
∫T
0
ξi j (s)ξik(s)
(
1
N2
i
(s)
− 1
N2p2
N
(s)
)
ms(X
j
s ,X
k
s )ds
)2
=NEPN
N∑
i=1
∑
1≤ j<k≤N
(∫T
0
ξi j (s)ξik(s)
(
1
N2
i
(s)
− 1
N2p2
N
(s)
)
ms(X
j
s ,X
k
s )ds
)2
≤ κ4N4EPN
∫T
0
(
1
N21 (s)
− 1
N2p2
N
(s)
)2
ds→ 0,
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where the convergence follows from Lemma 7.3. So (7.23) holds. Next split Tˆ N ,5 as
Tˆ
N ,5 =
∑
(i , j ,k)∈S5 , j<k
∫T
0
ξi j (s)ξik(s)−p2N (s)
N2p2
N
(s)
ms(X
j
s ,X
k
s )ds
+
∑
(i , j ,k)∈S5 , j>k
∫T
0
ξi j (s)ξik(s)−p2N (s)
N2p2
N
(s)
ms(X
j
s ,X
k
s )ds
+
∑
(i , j ,k)∈S5
1
N2
∫T
0
ms(X
j
s ,X
k
s )ds
.= Tˆ N ,51 + Tˆ
N ,5
2 + Tˆ
N ,5
3 . (7.24)
It follows from Condition 4.1 that as N →∞
EPN |Tˆ N ,51 |2 =
∑
(i , j ,k)∈S5 , j<k
EPN
(∫T
0
ξi j (s)ξik(s)−p2N (s)
N2p2
N
(s)
ms(X
j
s ,X
k
s )ds
)2
≤ κ5
∑
(i , j ,k)∈S5 , j<k
∫T
0
EPN
(
ξi j (s)ξik(s)−p2N (s)
N2p2
N
(s)
)2
ds
≤ κ6
Np¯4
N
→ 0.
Similarly EPN |Tˆ N ,52 |2→ 0 as N →∞. Combining the above convergence results, we have
JN ,2(T )− Tˆ N ,53 −
∫T
0
λs
p(s)
ds→ 0
in probability as N →∞. The result now follows on observing that
J˜N ,2(T )= Tˆ N ,53 +
∫T
0
λs
p(s)
ds. 
From Lemma 7.4 and 7.6 we have that(
JN ,1(T ), JN ,2(T )
)
=
(
J˜N ,1(T )+RN ,1, J˜N ,2(T )+RN ,2
)
, (7.25)
where RN ,1,RN ,2 → 0 in probability as N →∞.
7.3.2. Asymptotics of (η˜N (φ), J˜N ,1(T ), J˜N ,2(T )). Define for ζ ∈D([0,T ] : {0,1}) and ν⊗ν a.e.
(ω,ω′) ∈Ω2
d
,
uN (ζ,ω,ω
′) .=
∫T
0
ζ(s)−pN (s)
pN (s)
b¯s(X∗,s(ω),X∗,s(ω′)) ·dW∗,s(ω)
+
∫T
0
ζ(s)−pN (s)
pN (s)
b¯s(X∗,s(ω′),X∗,s(ω)) ·dW∗,s (ω′).
Let, with {V i } and {ξi j } as in Section 4.1,
UN
.= 1
N
∑
1≤i< j≤N
uN (ξi j ,V
i ,V j ). (7.26)
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The following result is key for studying the asymptotics of (η˜N (φ), J˜N ,1(T ), J˜N ,2(T )). The
special case where ξi j (s) = ξi j (0) for all s ∈ [0,T ], i , j ∈ N and φk = 0 for all k 6= 2 was
considered by Janson in the study of incompleteU -statistics [21].
Recall Z and {Ik(·)} introduced in Section 7.2.
Lemma 7.7. Let {φk }
∞
k=1 be such that φk ∈ L2c,sym (ν⊗k) for each k ≥ 1. Then the following
convergence holds as N →∞:(
UN ,
(
N−
k
2 U
N
k (φk)
)
k≥1
)
⇒
(
Z ,
(
1
k !
Ik(φk)
)
k≥1
)
as a sequence of R∞-valued random variables, where Z and {Ik(·)}k≥1 are as introduced in
Section 7.2, and U N
k
(·) is as defined in Section 7.1with Yi replaced by Vi .
Proof. The proof uses similar conditioning arguments as in Janson [21] (see Lemma 2
and Theorem 1 therein). Fix K ∈ N, φk ∈ L2c,sym(ν⊗k) and t , sk ∈ R for k = 1, . . . ,K . De-
note by EPN ,V the conditional expectation under P
N given (V i )N
i=1. Since the collection
{uN (ξi j ,V
i ,V j )}i< j is conditionally independent given (V i )Ni=1, andEPN ,V [uN (ξi j ,V
i ,V j )]=
0 for each i < j , we have
σ2N
.=EPN ,V [U 2N ]=
1
N2
∑
1≤i< j≤N
EPN ,V [u
2
N (ξi j ,V
i ,V j )].
Recall σ2 defined in (7.7). It follows from (7.6) that as N →∞,
EPN [σ
2
N ]=
1
N2
∑
1≤i< j≤N
EPN [u
2
N (ξi j ,V
i ,V j )]= 2
N2
∑
1≤i< j≤N
∫T
0
1−pN (s)
pN (s)
λs ds→σ2
and
EPN
(
σ2N −EPN [σ2N ]
)2 = 1
N4
∑
1≤i< j≤N
EPN
(
EPN ,V [u
2
N (ξi j ,V
i ,V j )]−EPN [u2N (ξi j ,V i ,V j )]
)2
≤ N (N −1)
2N4
EPN [u
4
N (ξ12,V
1,V 2)]→ 0.
So σ2
N
→σ2 in probability. Suppose without loss of generality that σ2 > 0, since otherwise
we have that Z = 0,UN → 0 in probability as N →∞ and the desired convergence holds
trivially by Theorem 7.1. Also note that as N →∞,
EPN
∑
1≤i< j≤N
EPN ,V
∣∣∣∣∣uN (ξi j ,V
i ,V j )
N
∣∣∣∣∣
4
= N (N −1)
2N4
EPN [u
4
N (ξ12,V
1,V 2)]→ 0.
Hence the Lyapunov’s condition for CLT (see [4], Theorem 27.3) holds with δ= 2:
lim
N→∞
1
σ2+δ
N
∑
1≤i< j≤N
EPN ,V
∣∣∣∣∣uN (ξi j ,V
i ,V j )
N
∣∣∣∣∣
2+δ
= 0,
where the convergence is in probability. It then follows from standard proofs of CLT and a
subsequence argument that for each t ∈R,
EPN ,V
[
e i tUN
]
−e− 12 t2σ2N → 0
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in probability as N →∞, which together with the convergence of σ2N →σ2 implies that
EPN ,V
[
e i tUN
]
→ e−t2σ2/2 (7.27)
in probability as N →∞. Now let (t , s1, . . . sK ) 7→ϕN (t , s1, . . . , sK ) be the characteristic func-
tion of
(UN ,N
− 12U N1 (φ1), . . . ,N
−K2 U NK (φK )),
and
ϕ(t , s1, . . . , sK )
.= e− 12 t2σ2ψ(s1, . . . , sK ), (t , s1, . . . , sK ) ∈RK+1
be that of (Z , I1(φ1), . . . ,
1
K !
IK (φK )). It follows from Theorem 7.1 that for all (s1, . . . , sK ) ∈RK
EPN [e
i
∑K
k=1 skN
− k2 U N
k
(φk )]→ψ(s1, . . . , sK ) as N →∞. (7.28)
Thus as N →∞,
ϕN (t , s1, . . . , sK )−ϕ(t , s1, . . . , sK )=EPN
[
e i tUN+i
∑K
k=1 skN
− k2 U N
k
(φk )−e− 12 t2σ2ψ(s1, . . . , sK )
]
=EPN
[(
EPN ,V
[
e i tUN
]
−e− 12 t2σ2
)
e i
∑K
k=1 skN
− k2 U N
k
(φk )
]
+
(
EPN [e
i
∑K
k=1 skN
− k2 U N
k
(φk )]−ψ(s1, . . . , sK )
)
e−
1
2 t
2σ2
→ 0,
where the convergence follows from (7.27) and (7.28). This completes the proof. 
Nowwe complete the proof of Proposition 7.2. From (7.13), (7.26) and (7.8) we canwrite
J˜N ,1(T )=
∑
1≤i< j≤N
(∫T
0
ξi j (s)−pN (s)
NpN (s)
b¯s(X
i
s ,X
j
s ) ·dW is +
∫T
0
ξi j (s)−pN (s)
NpN (s)
b¯s(X
j
s ,X
i
s ) ·dW
j
s
)
+ 1
N
∑
1≤i< j≤N
(∫T
0
b¯s(X
i
s ,X
j
s ) ·dW is +
∫T
0
b¯s(X
j
s ,X
i
s ) ·dW
j
s
)
+
N∑
i=1
∫T
0
1
NpN (s)
b¯s(X
i
s ,X
i
s ) ·dW is
=UN +
2
N
U
N
2 (h
sym)+
N∑
i=1
∫T
0
1
NpN (s)
b¯s(X
i
s ,X
i
s ) ·dW is .
It follows from Condition 4.1 and law of large numbers that as N →∞
N∑
i=1
∫T
0
1
NpN (s)
b¯s(X
i
s ,X
i
s ) ·dW is ⇒ 0.
Also, from (7.21) we have, with l as in (7.10),
J˜N ,2(T )−
∫T
0
λs
p(s)
ds =
∑
1≤ j 6=k≤N
N −2
N2
∫T
0
ms(X
j
s ,X
k
s )ds =
2(N −2)
N2
U
N
2 (l ).
Combining above three displayswith (7.25), noting that η˜N (φ)=N− 12U N1 (φ), and applying
Lemma 7.7 gives us (7.11). This completes the proof of Proposition 7.2. 
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APPENDIX A. PROOF OF COROLLARY 3.3
(a) Fix α ∈ K and distinct iα, i ′α ∈ Nα. For each fixed g ∈ Cb(Cd ) and x ∈ Cd , let g c(x)
.=
g (x)−〈g ,µα〉. Then as N →∞
E
(
〈g ,µα,N 〉−〈g ,µα〉
)2 =E
(
1
Nα
∑
i∈Nα
g c(Z i ,N )
)2
= 1
N2α
∑
i , j∈Nα
E
(
g c(Z i ,N )g c(Z j ,N )
)
= 1
Nα
E
(
g c (Z iα,N )
)2
+ Nα−1
Nα
E
(
g c(Z iα,N )g c (Z i
′
α,N )
)
≤ 1
N¯
+E
(
g c(Z iα,N )g c (Z i
′
α,N )
)
,
which goes to 0 as N →∞ by Corollary 3.2 and Condition 3.2. This proves part (a).
(b) Fix α,γ ∈K , i ∈Nα and iγ ∈Nγ. Abbreviate ξNi j (0),Ni ,γ(0),pαγ,N (0) as ξi j ,Ni ,γ,pαγ,N .
Let µ¯i ,γ,N
.= 1
Ni ,γ
∑
j∈Nγ ξi jδX j 1{Ni ,γ>0}. It suffices to show that dBL(µ
i ,γ,N , µ¯i ,γ,N )⇒ 0 and
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µ¯i ,γ,N ⇒µγ as N →∞. Note that
EdBL(µ
i ,γ,N , µ¯i ,γ,N )=E sup
‖g ||BL≤1
∣∣∣〈g ,µi ,γ,N 〉−〈g , µ¯i ,γ,N 〉∣∣∣
=E sup
‖g ||BL≤1
∣∣∣∣∣
∑
j∈Nγ
ξi j
Ni ,γ
1{Ni ,γ>0}
(
g (Z j ,N )− g (X j )
)∣∣∣∣∣
≤
∑
j∈Nγ
E
ξi j
Ni ,γ
1{Ni ,γ>0}‖Z j ,N −X j ‖∗,T .
By similar arguments as in (6.4)–(6.6) we see that the above display can be bounded by
(
E
( ∑
k∈Nα
Nγξkiγ
NαNk,γ
1{Nk,γ>0}−1
)2
E
∥∥∥Z iγ,N −X iγ∥∥∥2
∗,T
)1/2
+E
∥∥∥Z iγ,N −X iγ∥∥∥
∗,T
≤ κ
(
1
Nαpαγ,N
+e−Nγpαγ,N
)1/2
+E
∥∥∥Z iγ,N −X iγ∥∥∥
∗,T
≤ κ
(
1
N¯ p¯N
+e−N¯ p¯N
)1/2
+E
∥∥∥Z iγ,N −X iγ∥∥∥
∗,T
,
where the first inequality is from Lemma 5.2 and (6.7). From Theorem 3.1 and Condition
3.2, the last quantity goes to 0 as N →∞. Thus dBL(µi ,γ,N , µ¯i ,γ,N )⇒ 0 as N →∞.
Next we show that µ¯i ,γ,N ⇒µγ as N →∞. Recall that for g ∈Cb(Cd ) and x ∈Cd , g c(x) .=
g (x)−〈g ,µγ〉. Then as N →∞,
E
(
〈g , µ¯i ,γ,N 〉−〈g ,µγ〉1{Ni ,γ>0}
)2
=E
( ∑
j∈Nγ
ξi j
Ni ,γ
1{Ni ,γ>0}g
c(X j )
)2
=E
∑
j∈Nγ
ξi j
N2
i ,γ
1{Ni ,γ>0}
(
g c(X j )
)2
.
The expression on the right can be bounded above by
4‖g‖2∞E
∑
j∈Nγ
ξi j
N2
i ,γ
1{Ni ,γ>0} = 4‖g‖2∞E
1
Ni ,γ
1{Ni ,γ>0} ≤ 4‖g‖2∞E
2
Ni ,γ+1
≤ 8‖g‖
2
∞
Nγpαγ,N
≤ 8‖g‖
2
∞
N¯ p¯N
→ 0,
where the second inequality follows from Lemma 5.1. Also as N →∞,
E
(
〈g ,µγ〉1{Ni ,γ=0}
)2
≤ ‖g‖2∞(1−pαγ,N )Nγ ≤ ‖g‖2∞e−Nγpαγ,N ≤ ‖g‖2∞e−N¯ p¯N → 0.
Combing above two convergence results implies that µ¯i ,γ,N ⇒ µγ as N →∞, and part (b)
follows. 
APPENDIX B. PROOF OF LEMMAS FROM SECTION 5
In this section we give the proofs of Lemmas 5.1, 5.2, 5.3.
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B.1. Proof of Lemma 5.1. Note that
E
1
X +1 =
n∑
k=0
1
k+1
(
n
k
)
pkqn−k = 1
(n+1)p
n∑
k=0
(
n+1
k+1
)
pk+1qn−k = 1−q
n+1
(n+1)p .
Hence for eachm ∈N,
E
1
X +m =E
1
X +1
X +1
X +m ≤E
1
X +1
n+1
n+m =
1−qn+1
(n+1)p
n+1
n+m =
1−qn+1
(n+m)p ≤
1
(n+m)p .
Similarly,
E
1
(X +1)m ≤E
mm
(X +1)(X +2) · · · (X +m) =
n∑
k=0
mm
(k+1)(k+2) · · · (k+m)
(
n
k
)
pkqn−k
≤ m
m
(n+1)(n+2) · · ·(n+m)pm ≤
mm
(n+1)mpm ,
which completes the proof. 
B.2. Proof of Lemma 5.2. Fix α 6= γ, iγ ∈Nγ and iα ∈ Nα. Since
L (ζkiγ ,Nk,γ)=L (ζiαiγ ,Niα,γ)=L (ζiα j ,Niα,γ), k ∈Nα, j ∈Nγ,
we have
E
∑
k∈Nα
Nγζkiγ
NαNk,γ
1{Nk,γ>0} =E
Nγζiαiγ
Niα,γ
1{Niα ,γ>0} =E
∑
k∈Nγ
ζiαk
Niα,γ
1{Niα ,γ>0} =P (Niα,γ > 0).
Using this we can write
E
( ∑
k∈Nα
Nγζkiγ
NαNk,γ
1{Nk,γ>0}−1
)2
=
N2γ
N2α
E
∑
k,l∈Nα
ζkiγζl iγ
Nk,γNl ,γ
1{Nk,γ>0}1{Nl ,γ>0}−2P(Niα,γ > 0)+1
=
N2γ
N2α
E
∑
k∈Nα
ζkiγ
N2
k,γ
1{Nk,γ>0}+
N2γ
N2α
E
∑
k,l∈Nα ,k 6=l
ζkiγζl iγ
Nk,γNl ,γ
1{Nk,γ>0}1{Nl ,γ>0}+2P(Niα,γ = 0)−1
.=
3∑
n=1
T
N ,n
γ −1, (B.1)
For T N ,1γ , we have by a straightforward conditioning argument,
T
N ,1
γ
.=
N2γ
N2α
∑
k∈Nα
E
ζkiγ
N2
k,γ
1{Nk,γ>0} =
N2γ
N2α
∑
k∈Nα
pαγ,NE
1
(Nk,γ−ζkiγ +1)2
≤
N2γ
N2α
Nαpαγ,N
4
(Nγpαγ,N )2
= 4
Nαpαγ,N
, (B.2)
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where the inequality follows fromLemma5.1. ForT N ,2γ , using the independence of (ζkiγ,Nk,γ)
and (ζl iγ ,Nl ,γ) for different k, l ∈Nα, we have
T
N ,2
γ =
N2γ
N2α
∑
k,l∈Nα ,k 6=l
E
(
ζkiγ
Nk,γ
1{Nk,γ>0}
)
E
(
ζl iγ
Nl ,γ
1{Nl ,γ>0}
)
=
N2γ
N2α
∑
k,l∈Nα ,k 6=l
p2αγ,NE
(
1
Nk,γ−ζkiγ +1
)
E
(
1
Nl ,γ−ζl iγ +1
)
≤
N2γ
N2α
Nα(Nα−1)p2αγ,N
(
1
Nγpαγ,N
)2
≤ 1, (B.3)
where the first inequality once more follows from Lemma 5.1. Finally, for T N ,3γ , we have
T
N ,3
γ
.= 2P (Niα,γ = 0)= 2(1−pαγ,N )Nγ ≤ 2e−Nγpαγ,N . (B.4)
Plugging (B.2)–(B.4) into (B.1) gives the first statement when α 6= γ. The case α = γ is
immediate from the second statement which we prove next.
Fix iα ∈ Nα. Since
L (ζkiα ,Nk,α)=L (ζiαk ,Niα,α), k ∈Nα, (B.5)
we have
E
∑
k∈Nα
ζkiα
Nk,α
=E
∑
k∈Nα
ζiαk
Niα,α
= 1.
Using this we can write
E
( ∑
k∈Nα
ζkiα
Nk,α
−1
)2
=E
( ∑
k∈Nα
ζkiα
Nk,α
)2
−2E
∑
k∈Nα
ζkiα
Nk,α
+1=E
∑
k,l∈Nα
ζkiαζl iα
Nk,αNl ,α
−1
=
4∑
n=1
E
∑
(k,l )∈S N ,nα
ζkiαζl iα
Nk,αNl ,α
−1 .=
4∑
n=1
T
N ,n
α −1, (B.6)
where S N ,1α , S
N ,2
α , S
N ,3
α and S
N ,4
α are collections of (k, l ) ∈ Nα×Nα such that {k = l },
{k 6= l ,k = iα}, {k 6= l , l = iα} and {iα,k, l distinct}, respectively. For T N ,1α , it follows from
(B.5) that
T
N ,1
α
.=
∑
k∈Nα
E
ζkiα
N2
k,α
=
∑
k∈Nα
E
ζiαk
N2
iα,α
=E 1
Niα,α
≤ 1
Nαpαα,N
, (B.7)
where the inequality follows fromLemma5.1. ForT N ,2α , using independence ofNiα,α−ζl iα
and Nl ,α−ζl iα for different iα, l ∈Nα, we have
T
N ,2
α =
∑
l∈Nα ,l 6=iα
E
ζl iα
Niα,αNl ,α
=
∑
l∈Nα,l 6=iα
pαα,NE
1
(Niα,α+1−ζl iα)(Nl ,α+1−ζl iα)
=
∑
l∈Nα ,l 6=iα
pαα,NE
1
Niα,α+1−ζl iα
E
1
Nl ,α+1−ζl iα
≤ (Nα−1)pαα,N
1
(Nαpαα,N )2
≤ 1
Nαpαα,N
, (B.8)
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where the first inequality again follows from Lemma 5.1. Similarly for T N ,3α , we have
T
N ,3
α =
∑
k∈Nα ,k 6=iα
E
ζkiα
Niα,αNk,α
≤ 1
Nαpαα,N
. (B.9)
Finally forT N ,4α , using the independence ofNk,α−ζkiα−ζkl andNl ,α−ζl iα−ζkl for distinct
iα,k, l ∈Nα, we have
T
N ,4
α =
∑
(k,l )∈S N ,4α
E
ζkiαζl iα
Nk,αNl ,α
=
∑
(k,l )∈S N ,4α
p2αα,NE
1
(Nk,α+1−ζkiα )(Nl ,α+1−ζl iα)
≤
∑
(k,l )∈S N ,4α
p2αα,NE
1
(Nk,α+1−ζkiα −ζkl )(Nl ,α+1−ζl iα −ζkl )
=
∑
(k,l )∈S N ,4α
p2αα,NE
1
Nk,α+1−ζkiα −ζkl
E
1
Nl ,α+1−ζl iα−ζkl
≤ (Nα−1)(Nα−2)p2αα,N
(
1
(Nα−1)pαα,N
)2
≤ 1, (B.10)
where the second inequality once more follows from Lemma 5.1. Plugging (B.7)–(B.10)
into (B.6) completes the proof. 
B.3. Proof of Lemma 5.3. First note that the result holds trivially when pN = 0 or pN = 1.
Now consider the case pN ∈ (0,1). For t ≥ 0, it follows from Hoeffding’s inequality that
P
(
|Y −NpN | > t +1
)
≤P
(∣∣∣∣∣
N∑
i=2
(ζi −pN )
∣∣∣∣∣> t
)
≤ 2e− 2t
2
N−1 .
Taking t =CN (k) completes the proof. 
APPENDIX C. A LEMMA ON INTEGRAL OPERATORS
Let S be a Polish space and ν ∈P (S). Let a(·, ·) ∈ L2(ν⊗ν) and denote by A the integral
operator on L2(ν) associated with a: Aφ(x)
.=
∫
S a(x, y)φ(y)ν(dy) for x ∈S and φ ∈ L2(ν).
Then A is a Hilbert-Schmidt operator. Also, AA∗, and for n ≥ 2, An , are trace class opera-
tors. The following lemma is taken from Shiga-Tanaka [31].
Lemma C.1. Suppose that Trace(An)= 0 for all n ≥ 2. Then E[e 12 I2( f )]= e 12Trace(AA∗), where
f (x, y)
.= a(x, y)+a(y,x)−
∫
Sa(x,z)a(y,z)ν(dz), and I2(·) is the MWI defined as in Section
7.1. Moreover, I − A is invertible and for any φ ∈ L2(ν),
E
[
exp(i I1(φ)+
1
2
I2( f ))
]
= exp
{
−1
2
(‖(I − A)−1φ‖2
L2(ν)
−Trace(AA∗))
}
,
where I is the identity operator on L2(ν).
