Abstract-Tensor train is a hierarchical tensor network structure that helps alleviate the curse of dimensionality by parameterizing large-scale multidimensional data via a set of network of low-rank tensors. Associated with such a construction is a notion of Tensor Train subspace and in this paper we propose a TT-PCA algorithm for estimating this structured subspace from the given data. By maintaining low rank tensor structure, TT-PCA is more robust to noise comparing with PCA or Tucker-PCA. This is borne out numerically by testing the proposed approach on the Extended YaleFace Dataset B.
I. INTRODUCTION
Robust feature extraction and dimensionality reduction are among the most fundamental problems in machine learning and computer vision. Assuming that the data is embedded in a low dimensional subspace, popular and effective methods for feature extraction and dimensionality reduction are the Principal Component Analysis (PCA) [3] , [11] , and the Laplacian eigenmaps [2] . In this paper we consider structured subspace models, namely tensor subspaces to further refine these subspace based approaches, with significant gains on processing and handling multidimensional data.
Most of the real-world data is multidimensional, i.e. it is a function of several independent variables, and typically represented by a multidimensional array of numbers. These arrays are often referred to as tensors, terminology borrowed from multilinear algebra [7] . For example, a color image can be considered as a third-order tensor, two of the dimensions (rows and columns) being spatial, and the third being spectral (color), while a color video sequence can be considered as an four-order tensor, time being the fourth dimension besides spatial and spectral.
A very popular tensor representation format namely the Tucker format has shown to be useful for a variety of applications [7] , [8] , [13] , [18] , [23] . However, for large tensors, Tucker representation can still be exponential in storage requirements. In [10] it was shown that hierarchical Tucker representation, and in particular Tensor Train (TT) representation can alleviate this problem. Nevertheless, the statistical and computational tradeoffs of such reduced complexity formats, such as the TT, have not been studied so far.
In this paper, we begin by showing that TT decompositions are associated with a structured subspace model, namely the Tensor Train subspace. Based on this model, the problem of finding the Tensor Train subspace and the representation of the data is formulated as an extension of the Tucker and traditional PCA based technique. An algorithm to solve this non-convex problem is provided, and is referred to as TT-PCA. We show that if the data admits a TT representation, then TT-PCA significantly reduces storage and complexity as compared to the standard PCA and the Tucker-PCA (T-PCA). We use TT-PCA for classification on Extended YaleFace Dataset B [9] , [12] , where different images of 38 humans are classified. We see that TT-PCA is able to exploit the structure better than the standard PCA and the T-PCA approaches and achieves the lowest classification error at a lower amount of compressed data dimension.
The rest of the paper is organized as follows. The technical notations and definitions are introduced in Section II. The tensor train subspace (TT-subspace) model is described in Section III, and TT-PCA algorithm is proposed in Section IV. Section V provides the numerical results for the proposed algorithms on Yale Face and MNIST databases. Finally, Section VI concludes the paper.
II. NOTATIONS AND PRELIMINARIES
In this section, we introduce the notations that will be extensively used in this paper. Vectors and matrices are represented by bold face lower letters (e.g. x) and bold face capital letters (e.g. X), respectively. An identity matrix of r rows is denoted as I r . Transpose of matrix X is denoted by X T . An n th order tensor is denoted by calligraphic letter X ∈ R I1×I2×...×In , where I i:i=1,2,...,n is the dimension along the i th mode. An entry inside a tensor X is represented as X(i 1 , i 2 , · · · , i n ), where i k:k=1,2,..,n is the location index along the k th mode. A colon is applied to represent all the elements of a mode in a tensor, e.g. X(:, i 2 , · · · , i n ) represents the fiber along mode 1 and X[:, :, i 3 , i 4 , · · · , i n ] represents the slice along mode 1 and mode 2 and so forth. V(·) is a tensor vectorization operator such that X ∈ R I1×···×In maps to a vector V(X) ∈ R I1···In . Under tucker format [6] , any entry insider a tensor is represented by the Tucker Decomposition
where C ∈ R r1×···×rn is the core tensor and U i ∈ R multilinear subspace is defined by the span of a given set of core tensors after the set of linear transformation given by U i . In this paper, we refer the method to recover the multilinear subspace, or the Tucker Subspace, as Tucker PCA (T-PCA). Tensor train decomposition [10] , [16] is a tensor factorization method that any elements inside a tensor X ∈ R I1×···×In , denoted as
where U 1 ∈ R I1×r1 , U n ∈ R rn−1×In are the boundary matrices and U i ∈ R ri−1×Ii×ri , i = 2, · · · , n − 1 are middle decomposed tensors. Without loss of generality, we can define U 1 ∈ R 1×I1×r1 as the tensor representing U 1 , and U n ∈ R rn−1×In×1 representing U n . The TT-Rank of a tensor is denoted by the vector of ranks (r 1 , · · · , r n−1 ) in the tensor train decomposition. We let r 0 = 1. We note that the representation of a tensor as the product of tensors is called the Matrix Product State Structure, and the different U i are called Matrix Product States (MPS) [17] .
We next define the mode-i unfolding of a tensor as follows.
Definition 1.
(Mode-i unfolding [5] ) Let X ∈ R I1×···×In be a n-mode tensor. Mode-i unfolding of X, denoted as X [i] , matrized the tensor X by putting the i th mode in the matrix rows and remaining modes with the original order in the columns such that
(1) Next, we define the notion of left-unfolding for third order tensors. Definition 2. (Left Unfolding [10] ) Let X ∈ R ri−1×Ii×ri be a third order tensor, the left unfolding is the matrix obtained by taking the first two modes indices as rows indices and the third mode indices as column indices such that L(X) ∈ R (ri−1Ii)×ri , and is given as L(X) = (X [3] ) T . (Left Refolding) Left refolding operator L −1 is the reverse operator of left unfolding L, which reshapes a R (ri−1Ii)×ri matrix to a R ri−1×Ii×ri tensor. Similar to left unfolding and refolding, right unfolding is
where for any two adjacent third-order tensor, the tensor connect product satisfies
Tensor connect product is the tensor product for third order tensors, and matrix product for second order tensors (matrices).
III. TENSOR TRAIN SUBSPACE (TTS)
A tensor train subspace, S TT ⊆ R I1···In , is defined as the span of a matrix that is generated by the left unfolding of a tensor, such that
We note that a tensor subspace is determined by
. In a special case when n = 1, the proposed tensor train subspace is reduced to the linear subspace model under matrix case.
The next result shows that for the given U 1 , U 2 , · · · , U n , S TT is a subspace.
We next give some properties of the TT decomposition that will be used in this paper. 
Thus, we can without loss of generality, assume that L(U i ) are left-orthogonal for all i. Then, the projection of a data point y ∈ R rn on the subspace
IV. TENSOR TRAIN PCA
Given a set of tensor data X i ∈ R I1×···×In , i = 1, · · · , N , we intend to find r n principal vectors that convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables. The r n principal vectors can be stacked as a matrix
, with r 0 = 1. The objective of Tensor Train PCA (TT-PCA) is to find such U 1 , U 2 , · · · , U n such that the distance of the points from the TTS formed by U 1 , U 2 , · · · , U n is minimized. We note that for n = 1, this is the same objective as that for standard PCA [19] .
Given N data points
I1···In×N be the matrix that concatenates the N vectorizations such that the i th column of D is V(X i ). The goal then is to find U 1 , U 2 , · · · , U n such that the distance of points from the subspace is minimized. More formally, we wish to solve the following problem,
A. Algorithm This optimization problem in (5) is a non-convex problem. We however note that the problem is convex w.r.t. each of the variables (U i , i = 1, · · · , n, A) when the rest are fixed. Thus, one approach to solve the problem is to alternatively minimize over the variables when the rest are fixed.
In this paper, we propose an alternate approach that is based on successive SVD-algorithm for computing TT Decomposition in [10] . The algorithm steps are given in Algorithm 1. The algorithm steps assume that rank vector is not known, and estimates the ranks based on thresholding singular values. However, if the ranks are known, the threshold will be at the r i number of singular values rather than at τ fraction of the maximum singular value. The proposed algorithm goes from left to right and find the different U i s. We note that this algorithm extends computing TT Decomposition in [10] by thresholding over the singular values, which tries to find the low rank approximation since the data is not exactly low rank. Such approaches for thresholding singular values for data approximation to low rank have been widely used for matrices [4] , [8] .
The advantage of the approach include the following: (i) 
Threshold singular values in S 1 by maintaining the singular value larger than τ σ max1 , where σ max1 is the largest singular value of S 1 , to getS 1 and the number of non-zero singular values inS 1 as r 1 , calculate X 2 =S 1 V and set
3: for i = 2 to n do 4:
Threshold singular values in S i by maintaining the singular value larger than τ σ maxi to getS i and the number of non-zero singular values inS i as r i . 6 :
B. Classification Using TT-PCA In order to use TT-PCA for classification, we assume that we have N tr data points X i ∈ R I1×I2×···×In , i = 1, · · · , N tr for training, each having label l i ∈ {1, · · · , C} that identify the association of the data points to the C classes, and let N te data points as test data points that we wish to classify into the C classes. The first step is to perform TT-PCA for each of the C classes based on the data points that have that particular label among the N training data points. Let the corresponding U i:i=1,··· ,n for class j be denoted as U
n ). For a data point in the testing set Y ∈ R I1×···In , we wish to decide its label based on its distance to the subspace. Thus, the assigned label is given by
C. Storage and Computation Complexity
In this subsection, we will give the amount of storage needed to store the subspace, and complexity for doing TT-PCA and classification based on TT-PCA. For comparisons, we consider the standard PCA and Tucker based PCA (T-PCA) algorithm [7] . We let d = I 1 · · · I n be the dimension of each vectorized n th order tensor data. Suppose we have N data points. We assume that I 1 = · · · = I n . Further, rank for PCA is chosen to be r, rank in each unfold for T-PCA is assumed to be r, and the ranks r i = r for i ≥ 1 are chosen for TT-PCA. We note that ranks in each decomposition have a different interpretation and not directly comparable. Storage of subspace: Under PCA model, the storage needed is for a d × r matrix which is left-orthogonal, and thus dim(PCA) = dr − r(1 + r)/2,
where the r(1+r)/2 component is saved in storage as a result of orthonormal property of the PCA bases.
Under T-PCA model, n linear transformations and r core tensors need to be stored, and thus dim(T-PCA) = r n+1 + n d
where r n+1 is the storage for r cores, each ∈ R r×···×r , and n(d 1 n r−r(1+r)/2) is the storage for n linear transformations. nr(1+r)/2 amount of storage is saved due to the orthonormal property of the linear transformation matrices.
Under TT-PCA model, we need to store U 1 , · · · , U n which are all left-orthogonal, and thus dim(TT-PCA) = d 1 n r(r(n − 1) + 1) − r(1 + r)n/2, (9) where U 1 takes d 1 n r − r(1 + r)/2 and the remain n − 1 MPS takes (n − 1)(d 1 n r 2 − r(1 + r)/2). We also consider a metric of normalized storage, compression ratio, which is the ratio of subspace storage to the entire N d amount of data storage, or equivalently ρ ST =
dim(ST)
Ntrd , where ST can be any of PCA, T-PCA, or TT-PCA.
Computation Complexity of finding reduced subspace:
We will now find the complexity of the three PCA algorithms (standard PCA, T-PCA, and TT-PCA). We assume that there are C classes, N tr is the total number of training data points, and N te be the total number of test data points. To compute standard PCA, we first compute the covariance matrix of the data, whose complexity is O(d 2 N tr ). This is followed by eigenvalue decomposition of the covariance matrix, whose complexity is O(d 3 ). Thus, the overall complexity is O(d 2 max (N tr , d) ). To compute the subspace corresponding to T-PCA, we first compute n orthonormal linear transformations using SVD, which takes O(nd 1 n r 2 ) [16] time. This is followed by finding the subspace basis for the dimensional reduced tensor by PCA, which takes O(r 2n max(N tr , r n )) time. Thus, the total computation complexity is O(r 2n max(N tr , r n ) + nd 1 n r 2 ). The computation complexity for finding the tensor train subspace needs the recovery of the n components (U 1 , · · · , U n ), which takes O(nd 1 n r 3 ) time for calculation based on Algorithm 1. Classification Complexity: Prediction under standard PCA model is equivalent to solving (6), whose computation complexity is O(N te Cdr). For T-PCA, we need additional step to make U for each class, which required an additional complexity of O(dCr 2 ). Thus, the overall complexity for prediction based on T-PCA is O (Cdr max(N te , r) ). TT-PCA needs the same steps as T-PCA where first a conversion to U is needed which has a complexity of O(dCr 2 ) for each class giving an overall complexity of O (Cdr max(N te , r) ).
These results for PCA, T-PCA and TT-PCA are summarized in Table IV -C, where the lowest complexity entries in each column are bold-faced. We can see that TT-PCA has advantages in both storage and subspace computation. Although TT-PCA degrades in computation complexity compared with PCA in making prediction, the extra complexity is dependent on amount of testing data and is negligible for N te > r.
V. EXPERIMENTAL RESULTS
In this section, we compare the proposed TT-PCA algorithm with the T-PCA [14] , [15] , [22] , and the standard PCA algorithms. T-PCA is a Tucker decomposition based PCA that has been shown to be effective in face recognition. The evaluation is conducted in the Extended YaleFace Dateset B [9] , [12] , which consists of 38 persons with 64 faces each that are taken under different illumination, where each face is represented by a matrix of size 48 × 42. Each element of the face is the grayscale intensity of the pixel which can have value from 0 to 255. Extended YaleFace Dateset B has been shown to satisfy subspace structure [1] , which motivates our choice for exploring multi-dimensional subspace structures in this dataset. For the experiments each image of a person is reshaped as X i ∈ R 6×8×6×7 to validate the approach using tensor subspaces.
Data representation via tensor subspaces-We first compare the first dominant eigen-face for PCA and the first dominant tensor-face for T-PCA and TT-PCA by sampling N tr = 20 images from one randomly selected person, and reshape each of the images into a 4 th order tensor for tensor PCA analysis. We add a Gaussian noise N (0, 900) to each pixel of the image. TT-PCA and T-PCA have the flexibility in controlling compression ratio by switching τ , where larger τ gives high compression ratio and less accuracy in approximation and vice versa. Figure 1 shows the tensor-face for T-PCA and TT-PCA under different compression ratio, and the eigen-face for PCA, where the compression ratio (marked on top) is decreasing from left-right (implying increasing data compression) for the tensor PCA algorithms. TT-PCA shows a better performance in constructing tensor-face than both the T-PCA and PCA algorithms since the dominant eigenface pictorially takes more features of the noiseless image of the person. As τ increases (which changes compression, from left to right), tensor rank becomes lower and tensor-face degrades to more blurry images. Under similar compression ratio, such as 6.86% for TT-PCA and 9.72% for T-PCA, TT-PCA performs better than T-PCA since the tensor face is less affected by noise.
We further illustrate one image sampled from the 20 noisy images and its projection onto (a) the linear subspace given by PCA with ranks being 16, 14, 12, 10, 8, 6, 4 The reconstruction error, defined as the distance between the original image (without noise) and the projection of the noisy image to the subspace, is depicted at the top of images in Figure 2 . As seen from the figure the reconstruction errors of T-PCA and TT-PCA are significantly lower than that of PCA, and TT-PCA gives the lowest 15.31% reconstruction error under 0.069 compression ratio.
Classification using TT-PCA -Next, we test the performance of the three approaches for classification. For classification, we choose f training data points (at random) from each of the 38 people, and thus the amount of training data points is N tr = 38f . The remaining data of each person is used for testing, and thus N te = 38(64 − f ). We add a Gaussian noise N (0, 100) to each pixel of the data. For training sizes Figure 3 compares the classification error of the different algorithms as a function of compression ratio for each f . We note that as f increases, the classification performance becomes better for all algorithms. We further see that TT-PCA performs better at low compression ratios, and the classification error increases after first decreasing. This is because with higher compression ratios (low compression), the approaches will try to over-fit noise leading to lower classification accuracy. Table II highlights the data from Figure 3 to illustrate the improved performance of TT-PCA. This table shows the compression ratio at which the best classification performance is achieved, and the classification error at this compression ratio. We note that the point at which best compression ratio is achieved is lowest for TT-PCA, and so is the best classification error thus demonstrating that TT-PCA is able to extract the data structure well at high data compressions. This indicates that human face data under different illumination conditions lies not only close to the subspace models, but are better approximated by tensor train subspace models. Further we note that TT-PCA requires far less training sample size compared to other approaches.
VI. CONCLUSION
This paper outlines novel algorithms and methods for tensor train subspaces for data representation. A PCA like algorithm namely TT-PCA is proposed. This algorithm is validated on vision dataset and exhibit improved classification performance, better dimensionality reduction, and lower computational complexity as compared to the considered baseline approaches.
