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Nowadays, maritime transport is the backbone of the international trade of goods. Therefore, seaports 
play a very important role in global transport. The use of containers is significantly represented in the 
maritime transport. Considering the increased number of container shipments in the global transport, 
seaport container terminals have to be adapted to a new situation and provide the best possible 
service of container transfer by reducing the transfer cost and the container transit time. Therefore, 
there is a need for optimization of the whole container transport process within the terminal. The 
logistic problems of the container terminals have become very complex and logistics experts cannot 
manually adjust the operations of terminal processes that will optimize the usage of resources. 
Hence, to achieve further improvements of terminal logistics, there is a need to introduce scientific 
methods such as metaheuristics that will enable better and optimized use of the terminal resources 
in an automated way. There is a large number of research papers that have successfully proposed the 
solutions of optimizing the container logistic problems with well-known metaheuristics inspired by 
the nature. However, there is a continuous emergence of new nature inspired metaheuristics today, like 
artificial bee colony algorithm, firefly algorithm and bat algorithm, that outperform the well-known 
metaheuristics considering the most popular optimization problems like travel salesman problem. 
Considering these results of comparing algorithms, we assume that better results of optimization 
of container terminal logistic problems can be achieved by introducing these new nature inspired 
metaheuristics. In this paper we have described and classified the main subsystems of the container 
terminal and its logistic problems that need to be optimized. We have also presented a review of new 
nature inspired metaheuristics (bee, firefly and bat algorithm) that could be used in the optimization 
of these problems within the terminal.
1 Introduction
Today, maritime transport is the backbone of the global 
trade of goods. It is generally accepted that more than 90% 
of global trade is carried by sea [1]. Consequently, seaports 
have become the most important junction of global trade. 
Considering the modes of transportation by sea, in 2016, 
more than 15% of the overall maritime transportation re-
fers to the transport of goods by containers [2], therefore, 
a container transport plays an essential role in the world 
trade. According to [3], containers are large boxes used 
for the transport of goods from one destination to another. 
Compared to conventional bulk unit, the use of containers 
has several advantages, namely less product packaging, less 
damaging and higher productivity. An increasing number 
of container shipments leads to higher demands on the 
seaport container terminals, container logistics, and man-
agement, as well as on technical equipment [4]. Therefore, 
container transport requires almost perfect coordination 
between all participants, working resources and processes 
within the entire container transport system [5]. Hence, 
the largest seaport container terminals have to be adapted 
to new changes and technologies. Transit time, reliability 
of delivery times and cost are the main factors influencing 
mode choice in the container transport sector [6]. There are 
many logistical problems (berth allocation, stowage plan-
ning, crane split, transport optimization etc.) within con-
tainer terminals that need to be optimized and mutually 
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synchronized in order to improve the complete container 
transport. If only one process is not synchronized with oth-
er processes within the container terminal, this could lead 
to a delay in the transfer of the container between the two 
transport means as well as in an increase of the transport 
cost of a single container. Considering the business activity 
of the container terminal, the main interest is to provide the 
best service to shipping companies in order to reduce the 
waiting time of transfer means (vessels, trains and trucks) 
when loading/unloading containers and thus to increase 
the total container traffic within the terminal. According 
to [6], the main optimization problems at the intermodal 
container terminal are: stacking containers in the stacking 
area (the part of a storage yard), allocating resources in the 
terminal and scheduling transport mean (especially vessel) 
loading and unloading operations. Today, an effective and 
efficient use of information technology as well as appropri-
ate optimization methods play a key role when resolving 
these optimization problems [4]. The optimization of the 
container transfer within a container terminal is a non-de-
terministic polynomial hard (NP-hard) problem. If a prob-
lem is NP-hard, it means that the best solution for certain 
problem cannot be determined as the size of this problem 
increases [6]. Hence, it is impossible to determine an opti-
mized solution of the transfer within the container terminal 
manually. Therefore, the procedure of resolving NP-hard 
problems in order to get a sufficiently good solution must 
be automated. Thus, the metaheuristics can be used. In [7], 
the authors have defined the term metaheuristic in compu-
ter science and mathematical optimization: 
In computer science and mathematical optimization, 
a metaheuristic is a higher-level procedure or heu-
ristic designed to find, generate, or select a heuristic 
(partial search algorithm) that may provide a suffi-
ciently good solution to an optimization problem, es-
pecially with incomplete or imperfect information or 
limited computation capacity.
Hence, there is a large number of research papers that 
have proposed the solutions of optimizing the terminal 
logistic problems with metaheuristics. The majority of 
these researches are based on the well-known metaheu-
ristics inspired by nature [6, 8-29], like genetic algorithm 
(inspired by the process of natural selection) [30], ant 
colony optimization algorithm (inspired by the behaviour 
of ants seeking a path between their colony and a source 
of food) [31] and particle swarm optimization (inspired by 
the social behaviour of bird flocks) [32]. Nature inspired 
metaheuristics mimic different natural systems and proc-
esses using mathematical models and algorithms [33]. 
Using these nature inspired algorithms, very good results 
of optimizing some logistic problems within the container 
terminal are obtained. While genetic algorithm, ant colony 
optimization algorithm, and particle swarm optimization 
are well-known optimization metaheuristics, there is a 
continuous emergence of new nature inspired metaheu-
ristics that could be used in the optimization of contain-
er terminal problems like artificial bee colony algorithm 
(based on the intelligent behaviour of honey bee swarm) 
[34], firefly algorithm (inspired by the flashing behaviour 
of fireflies) [35, 36], bat algorithm (based on the echoloca-
tion which is important to hunt prey as well as to perceive 
distances and the environment) [37] etc. According to the 
results presented in [38-44] in which the old (genetic al-
gorithm, ant colony algorithm and particle swarm algo-
rithm) and the new (bee, firefly and bat algorithm) nature 
inspired metaheuristics are compared, the new metaheu-
ristics inspired by nature outperform the old algorithms in 
solving various optimization problems. Considering these 
results of comparing algorithms, we assume that better re-
sults of optimization of terminal logistic problems can be 
achieved by introducing these new nature inspired meta-
heuristics. Therefore, artificial bee colony algorithm, fire-
fly algorithm and bat algorithm will be presented in this 
paper as potential solutions for better optimization of lo-
gistic problems within a container terminal.
In this paper, we have described and classified the 
main subsystems of the container terminal and its logis-
tics problems that need to be optimized. We have also 
presented a review of new nature inspired metaheuristics 
that could be used in the optimization of these logistics 
problems within the terminal. This paper is organized as 
follows: in section 2, the container terminal and the main 
optimization problems within the subsystems of container 
terminals are described; in section 3, new nature inspired 
metaheuristics that could be used to resolve the optimi-
zation of logistic problems are presented; and, finally, the 
conclusion is given in section 4. 
2 Optimization of Logistic Problems within the 
Seaport Container Terminal
In general terms, a seaport container terminal can be 
described as an open system of material flow with two ex-
ternal interfaces of which one is the quayside where con-
tainers are loaded and unloaded on/off vessel, and the 
other is the landside (hinterland) where the same proc-
ess is done but there are trucks and trains instead of ves-
sels on/off which the containers are loaded or unloaded 
[4]. On the transfer from the quayside to the landside, the 
containers are placed in a storage yard thus facilitating the 
whole transfer process of containers. In Figure 1, opera-
tion areas of a seaport container terminal and flow of con-
tainer transports can be seen.
When arriving at the port, a container vessel is as-
signed to a berth where the containers are unloaded by 
quay cranes. Next, the containers are transferred from 
quayside to the terminal yard (usually to the stacking 
area) by special vehicles (terminal tractor with trailer, 
multi-trailer, shuttle carrier, automated guided vehicles 
etc.). The containers are stacked side by side and on the 
top of each other forming blocks. The blocks are served by 
stacking cranes like rail mounted gantry cranes, rubber-
tiered gantries, overhead bridge cranes etc. Each contain-
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er in the stacking area can be stored for a certain period 
waiting for the transport means (truck or train) in which 
it has to be loaded. The transfer from the storage yard to 
the particular transport means is made by special termi-
nal vehicles like straddle carriers. This process can also 
be performed in reverse order, to unload containers off 
trucks and train, transfer through the container terminal 
and load on board a vessel. According to [4], the stacking 
blocks, vessels, trains, and trucks belong to the category 
‘stock’. Each stock is defined as a source that can store 
containers. There is no difference between these various 
stocks and the only difference is in capacity and complex-
ity. The usage of these stocks has to be optimally used in 
order to decrease the container transfer time through the 
terminal and the cost of this container transfer as well as 
to maximally and fully utilize the usage of seaport contain-
er terminal resources. 
Therefore, there is a need for the optimization of the 
whole container transfer process within the terminal. The 
logistics of container terminals, especially large terminals, 
has become very complex and logistics experts cannot 
manually adjust the operations of terminal processes that 
will optimize the usage of resources. Hence, to achieve 
the further improvements of terminal logistics, there is a 
need to introduce scientific methods like optimization al-
gorithms that will enable better utilization of the terminal 
resources in an automated way. 
Furthermore, the transfer of containers through the 
terminal is dynamic and demands online optimization. 
There are various problems that can interfere the opti-
mized schedule of operations within the container ter-
minal like damaged container, container documentation 
delay, container delay, technical problems of a crane or a 
vehicle, a modification in the plan of loading containers 
on board the vessel, bad weather conditions (e.g. strong 
wind) etc. Therefore, if the optimized schedule of opera-
tions is interfered for just one process within the termi-
nal, the optimization algorithm shall be capable to adapt 
quickly to the new situation and find the optimal solution 
for that situation minimizing a delay time and the unex-
pected expenses. As stated earlier, all processes of a con-
tainer transfer within the container terminal need to be 
optimized and mutually synchronized. If only one process 
is not synchronized with the others, the container transfer 
through the terminal may be delayed causing an increase 
of transport cost.
In this section, we have presented specific problems 
within the container terminal that should be optimized for 
a better utilization of seaport resources and also for the 
reduction of the transit time of each container through the 
container terminal. 
2.1 The Ship Planning Problem
The ship planning problem can be divided into three 
main logistic sub problems: the berth allocation, the stow-
age planning and the crane split. This is a very complex 
logistic problem and there is a great challenge how to syn-
chronize all these sub problems to optimize the whole lo-
gistic problem.
2.1.1 Berth Allocation
Before entering a port, each vessel must have an 
assigned berth on which it will stay during the con-
tainer loading/unloading process. Several objectives of 
optimized berth allocation exist: allocating the berth for 
a certain vessel as close as possible to the stacking area 
where the containers for loading are located, capability to 
utilize all berths by allocating them at the same time in or-
der to maximally use the complete berth facilities as well 
as to minimize the waiting times of all vessels before each 
vessel berthing and capability to minimize the berthing 
time of all vessels using the optimal assignment of seaport 
resources. Minimizing the waiting and berthing times af-
fects the reduction of the complete time of a vessel stay in 
the port which is one of the greatest challenges in optimiz-
ing logistic problems of the container terminal. It may oc-
cur that one vessel is delayed so, due to this unscheduled 
situation, the whole plan of allocating berths has to be 
changed in order to establish a new optimal plan of berth 
allocation. Hence, there is a need for an automatic and 
optimized berth allocation plan which can be adjusted to 
new changes because creating a new modified optimized 
berth allocation plan is a very complex problem and can-
not be made manually by an expert, especially when creat-
ing a plan for one of the world largest seaports where a 
large number of vessels arrives every day.
According to [45-49], the berth allocation problem is 
known to be NP-hard problem when a number of vessels, 
for which an allocation berth has to be done, is growing 
and the exact methods cannot find a satisfactory solution. 
Therefore, as stated earlier, to resolve a NP-hard problem, 
metaheuristics can be used. The well-known metaheu-
ristics inspired by nature, like genetic algorithm [30], ant 
Figure 1 Operation Areas of a Seaport Container Terminal and Flow of 
Container Transports
Source: [4]
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colony optimization algorithm [31] and particle swarm 
optimization [32] have been successfully used in solving 
this problem for a large number of vessels. The research 
in [8-13] has used these metaheuristics to solve different 
models of berth allocation problem automatically. As the 
well-known metaheuristics inspired by the nature are suc-
cessfully used in the optimization, we assume that the new 
metaheuristics, like bee, firefly or bat algorithm, should 
be used for berth allocation optimization in order to im-
prove the optimization results according to the excellent 
performances of these new metaheuristics obtained in 
[38-44]. These metaheuristics will be presented in Section 
3 in details.
2.1.2 Stowage Planning
Stowage planning is the most important logistic prob-
lem of ship planning. Stowage planning is divided in two-
step processes. First, the shipping line operator creates 
a stowage plan of the vessel for all seaports in which the 
vessel is staying. In the stowage plan, the position of every 
transported container has to be defined. Usually, a stow-
age position of each container is defined according to the 
category (type, length or weight of container, discharge 
port etc.) to which it belongs. Then, each container of a 
certain category has a defined stow position inside the 
part of stowage where its category loads. Considering the 
shipping line interest of minimizing the time of loading/
unloading process, the optimization objective of stowage 
planning is minimization of shifts during loading/unload-
ing containers. The containers are stacked on the top of 
each other and the stowage plan need to be created in a 
way that, when unloading containers, there is a minimal 
number of unnecessary reshuffles of containers that have 
to be moved in order to get and unload certain container. 
Thus, the loading/unloading process is faster and the ves-
sel port time in a seaport is reduced. Furthermore, it is 
necessary that, when creating a stowage plan, the strength 
and stability of the vessel must be satisfied. Therefore, 
stowage planning is a very complex problem which con-
sists of optimizing the stacking of containers to mini-
mize the port time when a vessel stays at a port while, at 
the same time, satisfying the vessel parameters such as 
stability.
After an employee of the shipping company has creat-
ed a stowage plan, this plan is sent to the terminal opera-
tor. This plan serves as the starting point of the terminal 
ship planner. There are various objectives of optimization 
here but the most important ones are the stacking reshuf-
fles (similar to the vessel stowage reshuffles) and distance 
between the assigned berth of the vessel and the position 
of containers within the stacking area. The smaller the dis-
tance between containers and vessel is, the faster is the 
loading process of these containers. The similar process is 
when the unloading is done. Considering the unnecessary 
reshuffles, the containers have to be stacked in the stack-
ing area in a way that on the top of the container blocks 
are those containers that must be loaded first. Otherwise, 
the number of reshuffles increases as well as the cost and 
the waiting time. As stated earlier, all processes within the 
terminal that have to be optimized are interconnected. 
Hence, without an optimized stacking of the container 
in the stacking area, an optimized container loading on 
board the vessel cannot be done. Optimization of stacking 
area will be described in detail later in section 3.2.
According to the research in [50], the stowage planning 
is NP-hard problem therefore using a metaheuristics to re-
solve such a problem is welcome in the stowage planning 
logistic problem. The authors in [14, 15] have used the ge-
netic algorithm (nature inspired metaheuristic method) to 
generate stowage plan automatically. The initial computa-
tional results have shown effective sub-optimal solutions 
of this problem.
2.1.3 Crane Split
The crane split is the allocation of quay cranes to indi-
vidual vessels that are in the seaport. This logistic problem 
is very important because if small number of quay cranes 
is allocated for a certain vessel, the loading/unloading 
process may be slow and the port time can be increased. 
On the contrary, allocating too many quay cranes to cer-
tain vessel can reduce maximal utilization of these cranes 
and there may be a delay during the loading/unloading 
process of a vessel for which a small number of cranes is 
allocated. It can be seen that inaccurate crane split affects 
the berth allocation problem too (longer vessel port time 
causes longer operations of a particular berth causing the 
delay of other vessels berthing), therefore these two lo-
gistic problems are strongly related. Thus, the objective 
for optimization is the allocation of an optimal number of 
quay cranes for serving every vessel in the seaport mini-
mizing the vessels’ stays in the port and maximizing the 
economic utilization of each crane. The problem of quay 
cranes allocation is called quay crane assignment problem 
(QCAP). Beside the QCAP, a scheduled plan of operations 
has to be determined for each assigned quay crane. This 
problem is called quay crane scheduling problem (QCSP). 
Furthermore, there are additional parameters that have 
to be fulfilled like safety distance between adjacent cranes 
which limits the movement of cranes. These additional 
parameters for operations and cranes lead to a variety of 
different models for crane split scheduling. The authors in 
[51] have proven that the crane split is NP-hard problem. 
The manual method for solving crane split problem has to 
be replaced with a method which determines a good so-
lution automatically. Using metaheuristics, the resolving 
of the crane split problem can be automated. The authors 
in [16-19] have used genetic algorithm for solving crane 
split problems. Besides the genetic algorithm, which is the 
most popular metaheuristic inspired by nature, there are 
two research papers [20, 21] in which the authors have 
used particle swarm optimization algorithm inspired by 
nature to resolve this crane split problem. As the well-
known metaheuristics inspired by nature have been suc-
cessfully used in the crane split optimization, we assume 
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that the usage of new nature inspired metaheuristics, like 
bee, firefly or bat algorithm, in the optimization of the 
crane split problems could improve the optimization re-
sults. Therefore, in future researches, it will be interesting 
to introduce these new algorithms in solving crane split 
problems.
2.2 Storage and Stacking Logistics
The optimization of the storage and stacking logis-
tic problems is increasingly in the focus of research over 
the years. Considering the growth of container traffic in 
the world, there is an increasing number of containers 
that have to be stacked in seaports. Therefore, the space 
within the stacking area is becoming a part of the seaport 
which has to be optimized in order to manage as many 
containers as possible. According to [6], an average of 
80% of the containers is transferred to the stacking area 
before transferring from the container terminal. As stated 
earlier, containers are stacked side by side and on top of 
each other forming blocks. Therefore, it often occurs that 
one or more containers block the retrieval of a particular 
container which has to be transferred according to the 
defined schedule. Hence, the containers must be stacked 
in a way that, when retrieving containers, there is a mini-
mal number of additional movements of containers that 
stay in the stacking area. These additional unproductive 
movements are called reshuffles. Reshuffling consumes 
time and slows down the transhipment time between 
the stacking area and other areas of the container termi-
nal. Furthermore, this delay causes the delay of loading/
unloading vessels and also increases the port time of a 
vessel. Besides the optimization of additional container 
movements, the usage of stacking area resources needs to 
be optimized. Stacking crane performs a container move-
ment. Usually, it needs to optimize the retrieving of more 
containers within the stacking area in a way to minimize 
the retrieval time, the operational cost and a number 
of crane operations. Hence, the operation schedule of 
each stacking crane, which minimizes the cost and the 
number of operations for a certain task, has to be defined. 
Minimizing the number of crane operations on one task, 
can result with a possibility to maximize the utility of this 
crane on other tasks within the stacking area.
The well-known optimization problems within the 
stacking area are post-stacking problems like Blocks 
Relocation Problem (BRP), the ReMarshalling Problem 
(RMP) and the PreMarshalling Problem (PMP) [52]. In 
RMP and PMP the containers are reshuffled within the 
bay to minimize the number of future unproductive 
moves. The number of containers in the bay remains con-
stant while performing RMP and PMP. The BRP problem 
consists of reshuffles and retrieval of containers from a 
stacking area to a destination vessel. Thus, retrieving and 
reshuffling operations might be carried out in parallel for 
the BRP. All the containers have to be retrieved with a min-
imal number of reshuffles.
Since these optimization problems described above 
are NP-hard, it is difficult to optimize the container sched-
uling problems [6]. Thus, the metaheuristics should be 
used in order to resolve these problems. The genetic algo-
rithm, which is the metaheuristic inspired by nature, has 
been used in [6, 22-26, 53] to resolve the various stacking 
problems. Considering these researches listed above, we 
assume that it would be good to introduce new nature in-
spired metaheuristics in order to improve the results ob-
tained by using genetic algorithm.
2.3 Transport Optimization
At a container terminal, a transport can be divided 
into the horizontal and the vertical transport (stacking 
cranes). Furthermore, the horizontal transport consists 
of the quayside and the landside transport. The quayside 
transport includes a transport between the stacking area 
and the vessels, while the landside transport includes a 
transport between the stacking area and the trucks or 
trains and vice versa. There are different transport vehi-
cles that are used for the horizontal transport like trucks, 
multi-trailers, manned or automated straddle carriers, au-
tomated guided vehicles (AGVs) etc.
When loading/unloading containers on board/
off board the vessel, containers have to be transported 
from/to the stacking area. The quayside transport prob-
lem consists of synchronization and optimization related 
to quay cranes, transport vehicles and stacking cranes. 
Optimization of container transfer between the quay and 
the stacking area takes into account the synchronization 
with the quay and the stacking cranes. Therefore, these 
additional requirements make the optimization problem 
difficult. There are two primary modes of transport at the 
quayside: the single-cycle mode, where the vehicles serve 
only one quay crane and the dual-cycle mode, where the 
vehicles serve multiple quay cranes simultaneously. In 
the single-cycle mode, it is hard to optimize the contain-
er transport. Eventually, the distance between the quay 
cranes and the containers that have to be transferred could 
be reduced by stacking the containers within the stacking 
area as close as possible to the quay crane, but this opti-
mization problem does not belong to the transport vehi-
cles optimization but to the storage and stacking logistics 
described in Section 3.2. In the dual-cycle mode, there is 
a possibility to optimize the problem of quayside trans-
port by creating an optimized transport schedule for each 
transport vehicle in order to minimize the transfer time 
and the empty distance for the vehicle in order to increase 
the vehicle productivity. The landside transport is similar 
to the quayside transport, but instead of vessels, there are 
trucks or trains. Considering the optimization problem 
when the containers are loaded from the stacking area to 
the trains, it is the similar procedure as is loading contain-
ers on board the vessels. Here, the most important thing 
is increasing the productivity of transport vehicles (which 
operate between the stacking area and the railhead area) 
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by defining the optimized work schedule for every vehi-
cle in order to minimize the transfer time and the empty 
distance of the vehicles. Furthermore, the waiting times of 
cranes (in stacking area and railhead area) have to be re-
duced as much as possible. It is easy to see that the verti-
cal transport (stacking cranes) is related to the horizontal 
transport and these transports have to be synchronized in 
order to achieve high-quality optimization of logistic prob-
lems within these transports. The authors in [27-29] have 
used the genetic algorithm for resolving specific problems 
within the horizontal and vertical transport. We assume 
that the introduction of the new nature inspired metaheu-
ristics could also improve this optimization problem con-
sidering the performances of these metaheuristics. In the 
next section, these new metaheuristics are presented.
3 New Metaheuristics Inspired by Nature
As stated earlier, the optimization of the container trans-
fer within the container terminal is a NP-hard problem 
which cannot be resolved manually in an optimizing way. 
Therefore, a metaheuristic, which is a higher-level pro-
cedure that may provide a sufficiently good solution to an 
optimization problem, can be used to resolve the optimiza-
tion problem of the transfer within the container terminal. 
In Section 2 the logistic problems within the container ter-
minal, which have to be optimized, have been presented. 
Moreover, there is a large number of research papers that 
have proposed very good solutions of optimizing the con-
tainer terminal logistic problems with well-known meta-
heuristics inspired by nature, like genetic algorithm, ant 
colony optimization algorithm and particle swarm optimi-
zation. Nowadays, there is a continuous emergence of new 
metaheuristics inspired by nature. In this paper, artificial 
bee colony (ABC) algorithm [34], firefly algorithm [35, 36] 
and bat algorithm [37] will be presented in details as the 
potential solution for resolving the optimization problems 
at the seaport container terminal. We assume that these 
three metaheuristics could improve the optimization of the 
terminal logistic problems because these metaheuristics 
show better optimization results on well-known optimi-
zation problems than the old nature inspired metaheuris-
tics (genetic algorithm, ant colony algorithm and particle 
swarm algorithm), in view of the research in [38-44]. 
In [38], the ABC algorithm is compared with the ge-
netic algorithm and the particle swarm algorithm. These 
algorithms are used for optimizing multivariable functions 
(Griewank, Rastrigin, Rosenbrock, Ackley and Schwefel 
functions). The results showed that ABC outperforms the 
other algorithms. 
Bat algorithm, genetic algorithm and particle swarm 
algorithm have been compared in [39] on the problem of 
neural network training which is a complex task of great 
importance in the supervised learning field of research. 
According to the results of neural network training, bat al-
gorithm shows better time performance and better quality 
of solution than the other two algorithms.
Travels Salesman Problem (TSP) is a well-known NP-
hard problem in which a salesman wants to visit all cities 
and return to the start city by minimizing travel time. In 
[40], the author has compared the particle swarm opti-
mization algorithm, ABC algorithm, bat algorithm and ant 
colony optimization algorithm given the produced results 
when solving a TSP problem. Bat algorithm outperforms 
the other algorithms. ABC algorithm produces similar re-
sults as the well-known particle swarm optimization al-
gorithm while the well-known ant colony optimization 
algorithm produces the worst results. In [44], the authors 
have proposed an algorithm which is the combination of 
the ABC and genetic algorithm. This proposed algorithm 
outperforms the ‘ordinary’ genetic algorithm in resolving 
a TSP problem.
Furthermore, the genetic algorithm and the ABC algo-
rithm are compared according to the results performed on 
the Capacitated Vehicle Routing Problem (CVRP) [41] and 
the Job Shop Scheduling problem (JSSP) [42]. The CVRP 
problem is an optimization problem of the goods distribu-
tion to different customers by vehicles of the same capac-
ity. The goal is to minimize the total cost of distribution. 
JSSP problem is an optimization problem in which ideal 
jobs are assigned to resources minimizing the makespan. 
The results have shown that the ABC algorithm provides 
better results for the CVRP and JSSP problems than the ge-
netic algorithm. 
In [43], the firefly algorithm has been compared with 
the genetic algorithm, ant colony optimization algorithm 
and particle swarm optimization on the TSP problem. The 
results have shown that the firefly algorithm outperforms 
other three algorithms in resolving the TSP problem.
This indicates that, considering the very good results 
of optimizing the terminal logistic problems by using old 
metaheuristics, there is a high probability that new me-
taheuristics will also behave well when using these meta-
heuristics in the optimization of the terminal problems as 
these new metaheuristics outperform the old metaheuris-
tics in resolving different well-known optimization prob-
lems. Therefore, we will present the ABC algorithm, firefly 
algorithm and bat algorithm in this section as the poten-
tial solutions for the optimization of the container termi-
nal logistic problems.
3.1	 The	Artificial	Bee	Colony	Algorithm
The artificial bee colony (ABC) algorithm [34] is the 
most popular metaheuristic inspired by the behaviour of 
bees. There are many customized versions of this algo-
rithm that solve different continuous, discrete and com-
binatorial problems. The ABC algorithm is based on the 
bees’ foraging. This process consists of food sources, scout 
bees, onlooker bees and employed bees. 
The bees evaluate the interest of particular food source 
according to the many criteria like distance from the hive, 
quantity of food etc. It is important to reduce the energy 
cost of delivering as much food as possible to the hive. 
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This is an optimization task. Thus, the bee colony always 
exploits the best food source at the moment. When anoth-
er food source seems to be better, the bee colony adapts 
and starts to exploit this food source. An employed bee ex-
ploits some food source and brings food to the hive. After 
storing this food, the employed bee decides if it will dance 
on the dance floor to provide the information about the 
‘interest’ of the food source. The dance floor is an integral 
part of each hive and it attracts onlooker bees (searching 
for a good food source) that are not exploiting any food 
source currently. If the employed bee considers that the 
exploited food source is of interest for the colony, it dances 
on the floor to give the information about the food source. 
After the dance of the employed bee, onlooker bees that 
are interested in exploiting this food source, use provided 
information and may go to the food source. The more in-
teresting the food source is, the more onlooker bees leave 
the hive and go to this food source. The information about 
good food sources provides minimizing (optimizing) the 
energy cost of bee colony while searching for food. If the 
employed bee considers that the exploited food source is 
no more interesting for the colony, it does not dance on 
the floor. It may become an onlooker bee or scout bee. The 
scout bee tries to discover a new interesting food source. 
If it discovers an interesting food source, it becomes an 
employed bee, exploits the food source and returns to the 
hive in order to attract other onlooker bees with its danc-
ing on the dance floor. 
In Figure 2, the main steps of the artificial bee colony 
algorithm can be seen. The food sources are actually indi-
vidual areas of the entire solution space of the particular 
optimization problem. There are N food sources defined 
randomly at the beginning of the algorithm. The more 
interesting the food source, the better the solution found 
in this food source. Therefore, there is a higher probabil-
ity that the onlooker bee will choose the most interesting 
food source, i.e. the algorithm will search for a better solu-
tion in the area of a solution space with the best solution 
found so far. Hence, more onlooker bees that become em-
ployed bees will exploit this food source i.e. the algorithm 
will search for solutions much more in this area of solu-
tion space. 
To fully exploit the food source, the employed bees 
look for the food in the entire neighbourhood of the de-
tected food source. Considering the ABC algorithm, the ini-
tially found solution in some area of the solution space has 
to be mutated in order to discover solutions in the neigh-
bourhood of this initial solution. Each solution consists 
of fragments where each fragment holds some value that 
determines this solution. When mutating the solution, the 
algorithm changes the value only of one fragment in order 
to get a completely new solution which is in the solution 
space neighbourhood of the initial mutated solution. In 
this way, the similar solutions are compared in order to 
find the best solution among this area of solution space 
(food source).
When there is no more food in the particular food 
source i.e. no more better solutions are found in the neigh-
bourhood for a certain period of searching, the employed 
bees return to the hive and become onlooker bees (wait 
for some more interesting food area) or scout bees (search 
randomly for some new food source). Scout bees which 
randomly discover new food sources, provide the possi-
bility of discovering better food sources (solution areas) 
in order to minimize the energy cost of collecting food i.e. 
the procedure that randomly discovers better solution 
within the solution space, finds new solutions in the solu-
tion space of a particular optimization problem that can 
be better than the solutions found before. Thus, when one 
food source is fully exploited (i.e. there is no more better 
solution for the optimization problem), this food source 
(area of solution space) is changed with new food source 
(area of the solution space) discovered randomly by some 
scout bee.
The algorithm always remembers the best solution ob-
tained after each iteration. The algorithm ends when the 
number of iterations is finished or a sufficiently good solu-
tion is found. 
3.2	 The	Firefly	Algorithm
The firefly algorithm [35, 36] is based on the ability of 
fireflies to emit light in order to attract a mate. Attracting a 
mate by emitting light depends on the intensity of the light 
and the distance between potential mates. Considering 
two fireflies at a short distance, the one firefly emits light 
with weaker intensity moves toward the firefly which 
emits light with stronger intensity. Thus, a firefly with the 
Figure 2 Main Steps of the ABC Algorithm
Source [54]
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strongest light is the most attractive mate. As stated above, 
the distance between two fireflies also plays an important 
role in attracting potential mates. The smaller the distance 
between two fireflies is, the greater is the possibility of at-
traction between these fireflies. In the firefly algorithm, 
fireflies are moving in the solution space. The current po-
sition of each firefly represent a solution (determined by 
the objective function) of the optimization problem. The 
better the solution, the stronger the light intensity that 
firefly emits. Thus, a firefly with a worse solution moves 
toward the firefly with a better solution. In this way, a so-
lution space is searching in order to find the best possible 
solution of the optimization problem. In Figure 3 the pseu-
do code of the firefly algorithm is presented.
First, the objective function has to be defined. Next, the 
algorithm generates the initial population of fireflies (so-
lutions). The fireflies are randomly distributed within the 
space area, i.e. the solutions are randomly defined within 
the solution space. For each firefly, the light intensity is de-
termined, i.e. for each randomly defined solution, the qual-
ity of solution is calculated with the objective function. 
Considering the light intensity of the fireflies, a light ab-
sorption coefficient has to be defined in order to setup the 
rule of convergence between the fireflies i.e. the solutions. 
As stated above, besides the light intensity, the distance 
between fireflies also affects the convergence between the 
fireflies. In each iteration, each solution (firefly) is com-
pared with all defined solutions (fireflies) according the 
value of the objective function (light intensity). If the light 
intensity of the currently comparable firefly is less strong 
than the light intensity of a certain firefly in the solution 
space (i.e. if the value of the currently comparable solution 
is smaller than the value of a certain defined solution), 
than this firefly with a less strong light intensity moves to-
wards the firefly with a stronger light intensity (i.e. the so-
lution moves toward the better solution). The movement 
of the solution (firefly) within the solution space, actually 
represents the change of the coordinates of this solution 
i.e. it represents a new solution with the coordinates that 
are closer to the coordinates of solution with better good-
ness of the objective function. This change of the coordi-
nates is defined by the light absorption coefficient and the 
distance between the solutions. In this way, the algorithm 
searches for better solution within the solution space. If a 
solution has the highest value of the objective function (i.e. 
if a firefly has the strongest light intensity), the algorithm 
changes randomly its coordinates in order to find some 
new solution with a better value of the objective func-
tion (i.e. the firefly moves randomly in order to find better 
mate). The best result obtained in each iteration is saved 
within the algorithm. The algorithm is stopped when the 
maximum number of iterations is reached or the goodness 
of the solution is good enough to solve requested optimi-
zation problem.
3.3	 The	Bat	Algorithm
The bat algorithm [37] is based on the echolocation be-
haviour of bats. Using the echolocation, a bat moves (flies) 
in the complete darkness, detects the prey and avoids ob-
stacles on its way. After emitting a very loud sound pulse, 
the bat listens to the echo that bounces back and creates 
a ‘picture’ of their environment and recognizes the prey 
within this environment. When the bat detects the prey, 
the pulse rate accelerates in order to determine the prey 
as precise as possible. The algorithm for resolving an op-
timization problem is based on this hunting strategy de-
scribed above. The algorithm is searching for the good 
solution within the solution space. When the algorithm 
detects a good solution, then it starts to search the neigh-
bourhood of this solution in order to find an even better 
solution of the defined optimization problem. In this way, 
a solution space is searched in order to find the best pos-
sible solution of the optimization problem. In Figure 4 the 
pseudo code of the bat algorithm is presented.
First, the objective function that solves the optimization 
problem has to be defined. Next, the algorithm randomly 
generates the initial bat population. Each bat represents a 
solution within the solution space. At the beginning, the ve-
locity of each bat is set to 0, i.e. the bats start to fly in the 
first iteration. Moreover, the frequency of each bat has to be 
defined. The frequency affects the velocity of the bat. Higher 
the frequency, greater the velocity of the bat i.e. the bat 
moves faster through the air in order to detect the prey. A 
greater velocity means that the algorithm searches for new 
solutions within the solution space much farther away than 
the current solution of the bat is. Furthermore, the loudness 
and the pulse rate have to be defined for each bat. At the 
beginning, the loudness of each bat is high because there is 
no good solution found so far. Therefore, searching for the 
good solution is performed on a large area of the solution 
space i.e. the bat has not found the prey so far and therefore 
it emits a very loud sound pulse in order to detect the prey 
in a large area. Unlike the loudness, the pulse rate is very 
low at the beginning because the bat just starts to detect 
Figure 3 Pseudo Code of the Firefly Algorithm
Source [36]
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the prey i.e. the algorithm starts to find solutions within 
the solution space. In this moment, there is no good solu-
tion found and therefore the algorithm randomly searches 
for a solution within the solution space. In each iteration, 
every bat is flying randomly to detect a prey (i.e. the algo-
rithm is trying to find better solutions by randomly chang-
ing the parameters of each existing solution) or is flying in 
the direction of the bat that has detected the best possible 
prey so far (i.e. the algorithm is trying to find better solu-
tions by changing the parameters of each existing solution 
to make the existing solutions closer to the best solution 
found so far within the solution space). When a pulse rate 
of a bat is low (no prey in sight i.e. no good solution found 
by this bat within the algorithm), there is a greater possi-
bility that the bat is flying towards the bat that has detect-
ed the best prey so far. On the contrary, when a pulse rate 
of a bat is high (a prey is in sight i.e. a good solution has 
been already found by this bat within the algorithm), there 
is a greater possibility that the bat is flying around its prey 
(searching for the better solution within the solution space 
in the neighbourhood of already found solution). When a 
bat detects a better prey than detected before (algorithm 
finds better solution), then the loudness is reducing and 
the pulse rate is increasing. These parameters ensure the 
future searching of new solutions around this good solu-
tion found by this bat. The algorithm is stopped when the 
maximum number of iterations is reached or the goodness 
of the solution is good enough to solve the requested opti-
mization problem.
4 Conclusion
As stated at the beginning, a maritime trade is the 
backbone of the global trade of goods. Therefore, sea-
ports have become the most important intersection of 
global trade. A container transport plays an essential role 
in the global trade. Given the increasing number of con-
tainer shipments in the world, there is a need to improve 
the entire container transport system. Thus, the con-
tainer transport requires almost perfect coordination be-
tween all participants, working resources and processes. 
As a part of the container transport system, the seaport 
container terminals have to be adapted to this increased 
number of container shipments by maximally utilising the 
seaport resources in order to optimize the terminal logis-
tic problems as well as to speed up the container transfer 
through the terminal. There are many logistic problems 
(berth allocation, stowage planning, crane split, trans-
port optimization etc.) within the container terminal that 
need to be optimized and mutually synchronized to im-
prove the container transfer through the terminal. The 
logistics of container terminals have become increasingly 
complex and therefore experts can no longer manually 
optimize the usage of terminal resources. Hence, there is 
a need to introduce scientific methods like optimization 
algorithms that will enable better utilization of the ter-
minal resources in an automated way. A large number of 
research papers propose the solutions for optimizing the 
container terminal logistic problems with well-known me-
taheuristics inspired by nature like genetic algorithm, ant 
colony optimization algorithm and particle swarm opti-
mization. Using these nature inspired algorithms has led 
to very good results in the optimization of terminal prob-
lems. There is a large number of new nature inspired me-
taheuristics that could be used in the optimization of the 
container terminal logistic problems. Artificial bee colony 
algorithm, firefly algorithm and bat algorithm have been 
presented in this paper. These three new metaheuristics 
outperform the old metaheuristics in solving well-known 
optimization problems like travel salesman problem. 
Therefore, we assume that better results of optimization 
of container terminal problems can be achieved by intro-
ducing these new nature inspired metaheuristics. In the 
future, we are going to introduce these new metaheuris-
tics and test them while resolving logistic problems within 
the container terminal.
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