The objective of this paper is threefold: (1) to provide an extensive review of signal subspace speech enhancement, (2) to derive an upper bound for the performance of these techniques, and (3) to present a comprehensive study of the potential of subspace filtering to increase the robustness of automatic speech recognisers against stationary additive noise distortions. Subspace filtering methods are based on the orthogonal decomposition of the noisy speech observation space into a signal subspace and a noise subspace. This decomposition is possible under the assumption of a low-rank model for speech, and on the availability of an estimate of the noise correlation matrix. We present an extensive overview of the available estimators, and derive a theoretical estimator to experimentally assess an upper bound to the performance that can be achieved by any subspace-based method. Automatic speech recognition (ASR) experiments with noisy data demonstrate that subspace-based speech enhancement can significantly increase the robustness of these systems in additive coloured noise environments. Optimal performance is obtained only if no explicit rank reduction of the noisy Hankel matrix is performed. Although this strategy might increase the level of the residual noise, it reduces the risk of removing essential signal information for the recogniser's back end. Finally, it is also shown that subspace filtering compares favourably to the well-known spectral subtraction technique.
INTRODUCTION
One particular class of speech enhancement techniques that has gained a lot of attention is signal subspace filtering. In this approach, a nonparametric linear estimate of the unknown clean-speech signal is obtained based on a decomposition of the observed noisy signal into mutually orthogonal signal and noise subspaces. This decomposition is possible under the assumption of a low-rank linear model for speech and an uncorrelated additive (white) noise interference. Under these conditions, the energy of less correlated noise spreads over the whole observation space while the energy of the correlated speech components is concentrated in a subspace thereof. Also, the signal subspace can be recovered consistently from the noisy data. Generally speaking, noise reduction is obtained by nulling the noise subspace and by removing the noise contribution in the signal subspace.
The idea to perform subspace-based signal estimation was originally proposed by Tufts et al. [1] . In their work, the signal estimation is actually based on a modified SVD of data matrices. Later on, Cadzow [2] presented a general framework for recovering signals from noisy observations. It is assumed that the original signal exhibits some well-defined properties or obeys a certain model. Signal enhancement is then obtained by mapping the observed signal onto the space of signals that possess the same structure as the clean signal. This theory forms the basis for all subspace-based noise reduction algorithms.
A first and indispensable step towards noise reduction is obtained by nulling the noise subspace (least squares (LS) estimator) [3] . However, for improved noise reduction, also the noise contribution in the (signal + noise) subspace should be suppressed or controlled, which is achieved by all other estimators as is explained in subsequent sections of this paper.
Of particular interest is the minimum variance (MV) estimation, which gives the best linear estimate of the clean data, given the rank p of the clean signal and the variance of the white noise [4, 5] . Later on, a subspace-based speech enhancement with noise shaping was proposed in [6] . Based on the observation that signal distortion and residual noise cannot be minimised simultaneously, two new linear estimators 2 EURASIP Journal on Advances in Signal Processing are designed-time domain constrained (TDC) and spectral domain constrained (SDC)-that keep the level of the residual noise below a chosen threshold while minimising signal distortion. Parameters of the algorithm control the trade-off between residual noise and signal distortion. In subspacebased speech enhancement with true perceptual noise shaping, the residual noise is shaped according to an estimate of the clean signal masking threshold, as discussed in more recent papers [7] [8] [9] .
Although basic subspace-based speech enhancement is developed for dealing with white noise distortions, it can easily be extended to remove general coloured noise provided that the noise covariance matrix is known (or can be estimated) [10, 11] . A detailed theoretical analysis of the underlying principles of subspace filtering can, for example, be found in [4, 6, 12] .
The excellent noise reduction capabilities of subspace filtering techniques are confirmed by several studies, both with the basic LS estimate [3] and with the more advanced optimisation criteria [6, 10, 13] . Especially for the MV and SDC estimators, a speech quality improvement that outperforms the spectral subtraction approach is revealed by listening tests.
Noise suppression facilitates the understanding, communication, and processing of speech signals. As such, it also plays an important role in automatic speech recognition (ASR) to improve the robustness in noisy environments. The latter is achieved by enhancing the observed noisy speech signal prior to the recogniser's preprocessing and decoding operations. In ASR applications, the effectiveness of any speech enhancement algorithm is quantified by its potential to close the gap between noisy and clean-speech recognition accuracy.
Opposite to what happens in speech communication applications, the improvement in intelligibility of the speech and the reduction of listener's fatigue are of no concern. Nevertheless, a correlation can be expected between the improvements in perceived speech quality on the one hand, and the improvement in recognition accuracy on the other hand.
Very few papers discuss the application of signal subspace methods to robust speech recognition. In [14] an energy-constrained signal subspace (ECSS) method is proposed based on the MV estimator. For the recognition of large-vocabulary continuous speech (LV-CS) corrupted by additive white noise, a relative reduction in WER of 70% is reported. In [15] , MV subspace filtering is applied on a LV-CS recognition (LV-CSR) task distorted with white and coloured noise. Significant WER reductions that outperform spectral subtraction are reported.
Paper outline
In this paper we elaborate on previous paper [16] and describe the potential of subspace-based speech enhancement to improve the performance of ASR in noisy conditions. At first, we extensively review several subspace estimation techniques and classify these techniques based on the optimisation criteria. Next, we conduct a performance comparison for both white and coloured noise removal from a speech enhancement and especially from a speech recognition perspective. The impact of some crucial parameters, such as the analysis window length, the Hankel matrix dimensions, the signal subspace dimension, and methodspecific design parameters will be discussed.
SUBSPACE FILTERING

Fundamentals
Any noise reduction technique requires assumptions about the nature of the interfering noise signal. Subspace-based speech enhancement also makes some basic assumptions about the properties of the desired signal (clean speech) as is the case in many-but not all-signal enhancement algorithms. Evidently, the separation of the speech and noise signals will be based on their different characteristics.
Since the characteristics of the speech (and also of the noise) signal(s) are time varying, the speech enhancement procedure is performed on overlapping analysis frames.
Speech signal
A key assumption in all subspace-based signal enhancement algorithms is that every short-time speech vector s = [s(1), s(2), . . . , s(q)] T can be written as a linear combination of p < q linearly independent basis functions m i , i = 1, . . . , p,
where M is a (q × p) matrix containing the basis functions (column-wise ordered) and y is a length-p column vector containing the weights. Both the number and the form of these basis functions will in general be time varying (framedependent). An obvious choice for m i are (damped) sinusoids motivated by the traditional sinusoidal model (SM) for speech signals. A crucial observation here is that the consecutive speech vectors s will occupy a (p < q)-dimensional subspace of the q-dimensional Euclidean space (p equals the signal order). Because of the time-varying nature of speech signals, the location of this signal subspace (and its dimension) will consequently be frame-dependent.
Noise signal
The additive noise is assumed to be zero-mean, white, and uncorrelated with the speech signal. Its variance should be slowly time varying such that it can be estimated from noiseonly segments. Contrarily to the speech signal, consecutive noise vectors n will occupy the whole q-dimensional space.
Speech/noise separation
Based on the above description of the speech and noise signals, the aforementioned q-dimensional observation space is split in two subspaces, namely a p-dimensional (signal + noise) subspace in which the noise interferes with the speech signal, and a (q− p)-dimensional subspace that contains only Kris Hermus et al.
3 noise (and no speech). The speech enhancement procedure can now be summarised as follows:
(1) separate the (signal+noise) subspaces from the (noiseonly) subspace, (2) remove the (noise-only) subspace, (3) optionally, remove the noise components in the (signal + noise) subspace. 1 The first operation is straightforward for the white noise condition under consideration here, but can become complicated for the coloured noise case as we will see further on. The second operation is applied in all implementations of subspace-based signal enhancements, whereas the third operation is indispensable to obtain an increased noise reduction. Nevertheless, the last operation is sometimes omitted because of the introduction of speech distortion. The latter problem is inevitable since the speech and noise signals overlap in the signal subspace.
In the next section we will explain that the orthogonal decomposition into frame-dependent signal and noise subspaces can be performed by an SVD of the noisy signal observation matrix, or equivalently by an eigenvalue decomposition (EVD) of the noisy signal correlation matrix.
Algorithm
Let s(k) represent the clean-speech samples and let n(k) be the zero-mean, additive white noise distortion that is assumed to be uncorrelated with the clean speech. The observed noisy speech x(k) is then given by
Further, letR x ,R s , andR n be (q × q) (with q > p) true autocorrelation matrices of x(k), s(k), and n(k), respectively. Due to the assumption of uncorrelated speech and noise, it is clear thatR
The EVD ofR s ,R n , andR x can be written as follows:
withΛ a diagonal matrix containing the eigenvaluesλ i ,V an orthonormal matrix containing the eigenvectorsv i , σ 2 w the noise variance, and I the identity matrix. A crucial observation here is that the eigenvectors of the noise are identical to the clean-speech eigenvectors due to the white noise assumption such that the eigenvectors ofR s can be found from the EVD ofR x in (6).
Based on the assumption that the clean speech is confined to a (p < q)-dimensional subspace (1), we know that R s has only p nonzero eigenvaluesλ i . If
the noise can be separated from the speech signal, and the EVD ofR x can be rewritten as
if we assume that the elementsλ i ofΛ are in descending order. The subscripts p and q − p refer to the signal and noise subspaces, respectively. Regardless of the specific optimisation criterion, speech enhancement is now obtained by (1) restricting the enhanced speech to occupy solely the signal subspace by nulling its components in the noise subspace, (2) changing (i.e., lowering) the eigenvalues that correspond to the signal subspace.
Mathematically this enhancement procedure can be written as a filtering operation on the noisy speech vector
with the filter matrix F given by (10) in which the (p × p) diagonal matrix G p contains the weighting factors g i for the first p eigenvalues ofR x , whileV T and V are known as the KLT (Karhunen Loeve transform) matrix and its inverse, respectively. The filter matrix F can be rewritten as
which illustrates that the filtered signal can be seen as the sum of p outputs of a "filter bank" (see below). Each filter in this filter bank is solely dependent on one eigenvectorv i and its corresponding gain factor g i .
From EVD to SVD filtering
In many implementations the true covariance matrices in (4) to (6) Figure 1 : FIR-filter implementation of subspace-based speech enhancement. Each singular triplet corresponds to a zero-phase filtered version of the noisy signal.
containing N (N q, and m + q = N + 1) samples of x(k). In that case an equivalent speech enhancement can be obtained via the SVD of H x [6] . A commonly used modified SVD-based speech enhancement procedure proceeds as follows.
Let the SVD of H x be given by
If the short-time speech and noise signals are orthogonal (H T s H n = 0) and if the short-time noise signal is white (H T n H n = σ 2 ν I), then
withΣ the matrix containing the singular values of the clean Hankel matrix H s , and σ ν the 2-norm of the columns of H n (observe that for large N and in the case of stationary white noise, σ 2 ν /m converges in the mean square sense to σ 2 w ). Under weak conditions, the empirical covariance matrix H T x H x /N will converge to the true autocorrelation matrixR x . In other words, for sufficiently large N, the subspace that is spanned by the p dominant eigenvectors of V will converge to the subspace that is spanned by the vectors ofV p from (6) .
The enhanced matrix H s is then obtained as
or
with σ i denoting the ith singular value of Σ. The enhanced signal s(k) is recovered by averaging along the antidiagonals of H s . Dologlou and Carayannis [17] , and later on Hansen and Jensen [18] proved that this overall procedure is equivalent to one global FIR-filtering operation on the noisy time signal (Figure 1 This FIR-filter equivalence is an important finding and gives an interesting frequency-domain interpretation of the signal subspace denoising operation.
The main advantage of working with the SVD, instead of the EVD, is that no explicit estimation of the covariance matrix is needed. In this paper we will further focus on the SVD description. However, it is stressed that all estimators can as well be performed in an EVD-based scheme, which allows for the use of any arbitrary (structured) covariance estimates like, for example, the empirical Toeplitz covariance matrix.
Optimisation criteria
By applying a specific estimation criterion, the elements of the weighting matrix G p from (14) can be found. In this section the most common of these criteria are briefly reviewed. Note that the derivations and statements below are only exact if the aforementioned conditions (speech of order p, white noise interference, and orthogonality of speech and noise) are fulfilled.
Least squares
The least squares (LS) estimate H LS is defined as the best rank-p approximation of H x :
with rk(A) and A 2 F denoting the rank and the Frobenius of matrix A, respectively.
The LS estimate is obtained by truncating the SVD UΣV T of H x to rank p:
Observe that this estimate removes the noise subspace, but keeps the noisy signal unaltered in the signal subspace. This estimate yields an enhanced signal with the highest residual noise level (= (p/q)σ 2 ν ) but with the lowest signal distortion (= 0). The performance of the LS estimator is crucially dependent on the estimation of the signal rank p.
Minimum variance
Given the rank p of the clean speech, the MV estimate H MV is the best approximation of the original matrix H s that can be obtained by making linear combinations of the columns of H x :
with
In algebraic terms, H MV is the geometric projection of H s onto the column space of H x , and is obtained by setting
The MV estimate is the linear estimator with the lowest residual noise level (LMMSE estimator) [4, 5] , and is related to Wiener filtering and spectral subtraction.
Singular value adaptation
In the singular value adaptation (SVA) method [5] , the p dominant singular values of H x are mapped onto the original (clean) singular values of H s by setting
Observe that
which illustrates the conservative noise reduction of the SVA estimator.
Time domain constrained
The TDC estimate is found by minimising the signal distortion while setting a user-defined upper bound on the residual noise level via a control parameter μ ≥ 0. In the modified SVD of H x , g TDC,i is given by
This estimator can be seen as a Wiener filter with adjustable input noise level μσ 2 ν [6] . If μ = 0, the gains for the signal subspace components are all set to one which means that the TDC estimator becomes equal to the LS estimator. Also, the MV estimator is a special case of TDC with μ = 1.
The most straightforward way to specify the value of μ is to assign a constant value to it, independently of the speech frame at hand. A more complex method is to let μ depend on the SNR of the actual frame [19] . Typically μ ranges from 2 to 3.
Spectral domain constrained
A simple form of residual noise shaping is provided by the SDC estimator. Here, the estimate is found by minimising the signal distortion subject to constraints on the energy of the projections of the residual noise onto the signal subspace. More than one solution for the gain factors in the modified SVD exists. One possible expression for g SDC,i is [6] 
with β ≥ 0, but mostly ≥ 1 for sufficient noise reduction. We will further refer to this estimator as SDC 1. An alternative solution [6] is to choose
with γ ≥ 1, further denoted as SDC 2. The amount of noise reduction can be controlled by the parameters β and γ. Note that the SDC 2 estimator is a generalisation of both the MV estimator (20) for γ = 2 and the SVA estimator (21) for γ = 1.
Extensions of the SDC estimator that exploit the information obtained from a perceptual model have been presented [7, 8] .
Optimal estimator
In practice, the assumption of a low-rank speech model (1) will almost never be (exactly) met. Also, the processing of short frames will cause deviations from assumed properties such as orthogonality of speech and noise (finite sample behaviour). Consequently, the eigenvectors of the noisy speech are not identical to the clean-speech eigenvectors such that the signal subspace will not be exactly recovered ( (6) is not valid). Also, the measurement of the perturbation of the singular values of H s as stated in (13) will not be exact (the singular value spectrum of the noise Hankel matrix H n will not be isotropic if H T n H n = kI). In particular, the empirical correlation estimates will not yield a diagonal covariance matrix for the noise, and the assumption of independence of speech and noise will mostly not be true for short-time segments. As a result, the noise reduction that is obtained with the above estimators will not be optimal.
It is interesting to quantify the decrease in performance in such situations. Thereto we derive our so-called optimal estimator (OPT).
Assume that both the clean and noisy observation matrices H s and H x are observable (= cheating experiment). We will now explain how to find the optimal-in LS sense-gain factors g OPT,i [20] . If the SVD of H x is given by
the optimal estimate H OPT of H s is defined as
where, again, the subscript p denotes truncation to the p largest singular vectors/values (of H x ). In other words, based on the exact knowledge of H s , we modify the singular values of H x such that H OPT is closest to H s in LS sense.
Based on the dyadic decomposition of the SVD, it can be shown that the optimal gains g OPT,i (i = 1, . . . , p) are given by the following expression:
where diag{A} is a diagonal matrix constructed from the elements on the diagonal of matrix A.
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Proof. The values g OPT,i (i = 1, . . . , p) are found by minimising the following cost function that is equivalent to (27) :
where A(k, l) is the element on row k and column l of matrix A, and H x, j = σ j u j v T j is the jth rank-one matrix in the dyadic decomposition of H x .
Taking the derivative of C with respect to g i and setting to zero yield:
Since
Note that in the derivation of the optimal estimator we do not take into account the averaging along the antidiagonals to extract the enhanced signal. However, the latter operation is not necessarily needed to obtain an optimal result [21] .
Also, it can be proven that g i,OPT = g i,MV if the assumptions of orthogonality and white noise are fulfilled [20] .
Visualisation of the gain factors
An interesting comparison between the different estimators is obtained by plotting the gain factors g i as a function of the unbiased spectral SNR:
By rewriting the expressions for g i as a function of a
In Figure 2 these gains are plotted as a function of the unbiased spectral SNR. Evidently, for all estimators, g i ranges from 0 (low spectral SNR, only noise) to 1 (high spectral SNR, noise free).
In practice, some of the estimators require flooring in order to avoid negative values for the weights g i . Indeed, in these estimators the singular valuesσ i of the clean-speech matrix are implicitly estimated as σ
Evidently, the latter expression can become negative, especially in very noisy conditions. Negative weights become apparent when the gain factors are expressed (and visualised) as a function of the biased spectral SNR spec,biased = 10 log 10 (σ 2 i /σ 2 ν ).
Relation to spectral subtraction and Wiener filtering
From the above discussion the strong similarity between subspace-based speech enhancement and spectral subtraction should have become clear [6] . While spectral subtraction is based on a fixed FFT, the SVD-based method relies on a data-dependent KLT, 3 which results in larger computational load. For a frame of N samples, the FFT requires (N/2) · log 2 (N) operations, whereas the complexity of the SVD of a matrix with dimensions m × q is given by O(mq 2 ).
Recall that m q, with q typically between 8 and 20, and with m + q − 1 = N. This means that for typical values of N and q, the SVD requires 10 up to 100 times more computations than the FFT. However, real-time implementations of subspace speech enhancement are feasible on nowadays (high-end) hardware.
Another major difference between subspace-based speech enhancement and spectral subtraction is the explicit assumption of signal order or, equivalently, a rank-deficient speech observation matrix or a rank-deficient speech correlation matrix. Note that in Wiener filtering, this rank reduction is done implicitly by the estimation of a (possibly) rank-reduced speech correlation matrix.
For completeness we mention that beside FFT-based and SVD-based speech enhancement, also a DCT-based enhancement approach is possible [22] . While the DCT provides a better energy compaction than the FFT, it is still inferior to the theoretically optimal KLT transform that is used in subspace filtering.
IMPLEMENTATION ASPECTS
In this section we discuss the choice of the most important parameters in the SVD-based noise reduction algorithm, namely the frame length N, the dimensions of H x , and the dimension p of the signal subspace.
Signal subspace dimension
In theory the dimension of the signal subspace is defined by the order of the linear signal model in (1). However, in practice the speech contents will strongly vary (e.g., voiced versus unvoiced segments) and the entire signal will never exactly obey one model. Several techniques, such as minimum description length (MDL) [23] were developed to estimate the model order. Sometimes, the order p is chosen on a frameby-frame basis, and, for example, chosen as the number of positive eigenvalues of the estimate R s ofR s . A rather similar strategy is to set p such that the energy of the enhanced signal is as close as possible to an estimate of the clean-speech energy. This concept was introduced in [24] and is called "parsimonious order". For 16 kHz data the value of p is usually around 12.
Frame length
The frame length N must be larger than the order of the assumed signal model, such that the correlation that is embedded in the speech signal can be fully exploited to split the latter signal from the noise. On the other hand, the frame length is limited by the time over which the speech and noise can be assumed stationary (usually 20 to 30 milliseconds). Besides, N must not be too large to avoid prohibitively large computations in the SVD of H x . Hence, the value of N is typically between 320 and 480 samples for 16 kHz data.
Matrix dimension
Observe that the dimensions (m × q) of H x cannot be chosen independently due to the relation m + q = N + 1. The smaller dimension q of H x should be larger than the order of the assumed signal model, such that the separation into a signal and a noise subspace is possible. If q is small, for example, q ≈ p, the smallest nontrivial singular value of H s decreases strongly and becomes of the same magnitude as the largest singular value of the noise, such that the determination of the signal subspace becomes less accurate. For this reason, q must not be taken too small [5] . A sufficiently high value for m is beneficial for the noise removal, since the necessary conditions of orthogonality of speech and noise (i.e., H T s H n = 0), and white noise (H T n H n = σ 2 ν I) will on average be better fulfilled. Also, for large m, the noise threshold that adds up to every singular value of H s (see (13) ) becomes more and more pronounced such that the expressions for the gain functions g i become more accurate. Note that the value of m is bounded since the value of q decreases for increasing values of m. A good compromise is to choose m in the range 20 to 30 (16 kHz data).
For more information on the choice of m and q we refer to [4, 5] .
EXTENSION TO COLOURED NOISE
If the additive noise is not white, the noise correlation matrixR n cannot be diagonalised by the matrixV with the right (6) and SVD of H x (13) are no longer valid. In this case, a different procedure should be applied. It is assumed that the noise statistics have been estimated during noise-only segments, or even during speech activity itself [25] [26] [27] . Below, we shortly review the most common extensions of the basic subspace filtering theory to coloured noise conditions.
Explicit pre-and dewhitening
The modified SVD noise reduction scheme can easily be extended to the general coloured noise case if the Cholesky factor R of the noise signal is known or has been estimated. 4 Indeed, the noise can be prewhitened by a multiplication by R −1 [4, 5] :
such that
A corresponding dewhitening operation (a postmultiplication by the matrix R) should be included after the SVD modification.
Implicit pre-and dewhitening
Because subsequent pre-and dewhitening can cause a loss of accuracy due to numerical instability, usually an implicit preand dewhitening is performed by working with the quotient SVD (QSVD) 5 of the matrix pair (H x , H n ) [10] . The QSVD of (H x , H n ) is given by
In this decomposition, U and V are unitary matrices, Δ and M are diagonal matrices with δ 1 ≥ δ 2 ≥ · · · ≥ δ q and μ 1 ≤ μ 2 ≤ · · · ≤ μ q , and Θ is a nonsingular (invertible) matrix.
Including the truncation to rank p, the enhanced matrix is now given by [10] :
The expressions for G p are the same as for the white noise case, but considering that σ 2 ν is now equal to 1 due to the prewhitening. Also, the QSVD-based noise reduction can be interpreted as a FIR-filtering operation, in a way that is very similar to the white noise case [18] .
A QSVD-based prewhitening scheme for the reduction of rank-deficient noise has recently been proposed by Hansen and Jensen [29] .
Optimal estimator
The generalisation of the optimal estimator (OPT) in (28) to the coloured noise case is rather straightforward. The expression for the QSVD implementation is found by
which leads to [20] 
This expression is very similar to the white noise case (28), except for the inclusion of a normalisation step. The latter is necessary since the columns of the matrix Θ are not normalised.
Signal/noise KLT
A major drawback of pre-and dewhitening is that not only the additive noise but also the original signal is affected by the transformation matrices since
The optimisation criteria (e.g., minimal signal distortion) will hence be applied to a transformed, that is, distorted, version of the speech and not to the original speech. It can be shown that in this case only an upper bound of the signal distortion is minimised when the TDC and SDC estimators are applied [30] . As a possible solution, Mittal and Phamdo [30] proposed to classify the noisy frames into speech-dominated frames and noise-dominated frames, and to apply a clean-speech KLT or noise KLT, respectively. This way, prewhitening is not needed.
Noise projection
The pre-and dewhitening can also be avoided by projecting the coloured noise onto the clean signal subspace [11] .
Based on the estimates R n and R x of the correlation matricesR n andR x of the noise and noisy speech, we obtain an estimate R s of the clean-speech correlation matrixR s as
If R s = V ΛV T , the energies of the noise Hankel matrix H n along the principal eigenvectors of R s (i.e., the clean signal subspace) are given by the elements of the following diagonal matrix: 6
In the weighting matrix G p that appears in the noise reduction scheme for white noise removal (14) , the constant σ 2 w is now replaced by the elements of Σ 2 c,proj [11] . In other words, instead of having a constant noise offset in every signal subspace direction, we now have a direction-specific noise offset due to the nonisotropic noise property.
Latest extensions for TDC and SDC estimators
Hu and Loizou [31, 32] proposed an EVD-based scheme for coloured noise removal based on a simultaneous diagonalisation of the estimates of the clean-speech and noise covariance matrices R s and R n by a nonsingular nonorthogonal matrix. This scheme incorporates implicit prewhitening, in a similar way as the QSVD approach. 7 An exact solution for the TDC estimator was derived, whereas the SDC estimator is obtained as the numerical solution of the corresponding Lyaponov equation.
Lev-Ari and Ephraim extended the results obtained by Hu and Loizou, and derived (computationally intensive but) explicit solutions of the signal subspace approach to coloured noise removal. The derivations allow for the inclusion of flexible constraints on the residual noise, both in the time and frequency domain. These constraints can be associated to any orthogonal transformation, and hence do not have to be associated with the subspaces of the speech or noise signal. Details about this solution are beyond the scope of this paper. The reader is referred to [12] .
EXPERIMENTS
In this section we first describe simulations with the SVDbased noise reduction algorithm, and analyse its performance both in terms of SNR improvement (objective quality measurement) and in terms of perceptual quality by informal listening tests (subjective evaluation). In the second section we describe the results of an extensive set of LV-CSR experiments, in which the SVD-based speech enhancement procedure is used as a preprocessing step, prior to the recognisers' feature extraction module.
Speech quality evaluation
Objective quality improvement
To evaluate and to compare the performance of the different subspace estimators, we carried out computer simulations and set up informal listening tests with four phonetically balanced sentences ( f s = 16 kHz) that are uttered by one man and one woman (two sentences each). These speech signals were artificially corrupted with white and coloured noise at different segmental SNR levels. This SNR is calculated as the average of the frame SNR (frame length = 30 milliseconds, 50% overlap). Nonspeech and low-energy frames are excluded from the averaging since these frames could seriously bias the result [33, page 45] .
The coloured noise is obtained as lowpass filtered white noise, c(z) = w(z) + w(z −1 ) where w(z) and c(z) are the Z-transforms of the white and coloured noise, respectively. In Table 1 we summarise the average results for these four sentences. The results are obtained with optimal values (obtained by an extensive set of simulations) for the different parameters of the algorithm. For coloured noise removal the QSVD algorithm was used.
For white noise, we found by experimental optimisation that choosing μ = 1.3, β = 2, and γ = 2 for the TDC, SDC 1, and SDC 2 estimators, respectively, is a good compromise. For coloured noise, (μ, β, γ) = (1.3, 1.5, 2.1). The noise reference is estimated from the first 30 milliseconds of the noisy signal. The smaller dimension of H x is set to 20 for all estimators.
(a) Subspace dimension p
The value of p (given in the 4th column of Table 1 ) is dependent on the SNR and is optimised for the MV estimator but it was found that the optimal values for p are almost identical for the SDC, TDC, and SVA estimators.
A totally different situation is found for the LS estimator. Due to the absence of noise reduction in the signal subspace, the performance of the LS estimator behaves very differently from all other estimators, and its performance is critically dependent on the value of p. Therefore, we assign a specific, SNR-dependent value for p to this estimator (as indicated between brackets in the 2nd column of Table 1 ).
The 3rd column gives the result of the LS estimator with a frame-dependent value of p. The value of p is derived in such a way that the energy E sp of the enhanced frame is as close as possible to an estimate of the clean-speech energy E s :
where E sl is the energy of the enhanced frame based on the l dominant singular triplets [24] . Based on the assumption of additive and uncorrelated noise, this can be rewritten as
Note that p cannot be calculated directly but has to be found by an exhaustive search (analysis-by-synthesis). It was found that using a frame-dependent value of p does not lead to significant SNR improvements for the other estimators [20] . Also note that severe frame-to-frame variability of p may induce (additional) audible artefacts. The difference in sensitivity between the LS estimator and all other estimators to changes in the value of p (for a fixed matrix order q) is illustrated in Figure 3 . This figure shows the segmental SNR of the enhanced signal as a function of the order p for four different values of q, for white noise at both an SNR of 0 dB (dashed line) and at an SNR of 10 dB (solid line). For the LS estimator (a) we observe that the SNR has a clear maximum and that the optimal value of p depends on the noise level. For the MV estimator (b) we notice that the SNR saturates as soon as q is above a given threshold. The results presented here are for the white noise case but a very similar behaviour is found for the coloured noise case.
(b) Comparison with spectral subtraction
In the last column of Table 1 the results with some form of spectral subtraction are given. The enhanced speech spectrum is obtained by the following spectral subtraction formula:
with control parameters μ and β [6, 33] . The optimal values for these parameters are fixed to a value that is dependent on the SNR of the noisy speech: μ ranges from 1 (high SNR) to 3 (low SNR), and β from 0.001 (low SNR) to 0.01 (high SNR).
(c) Discussion
From the table we observe the poor performance of the LS estimator with a fixed p. Since no noise reduction is done in the (signal + noise) subspace, the LS estimator causes (almost) no signal distortion (at least for p larger than the true signal dimension), but this goes at the expense of a high residual noise level and lower SNR improvement. Working with a frame-dependent signal order p is very helpful here, mainly to reduce the residual noise in noise-only signal frames. The impact of such a varying p is rather low for the other estimators [20] . Apart from the LS estimator, all other estimators yield comparable results, except for the SVA estimator that performs clearly worse, also due to insufficient noise removal (see (22) ). Overall, the TDC and SDC 2 estimators score best, with rather small deviations from the theoretical optimal result (OPT estimator). Also, SVD-based speech enhancement outperforms spectral subtraction.
Perceptual evaluation
Informal listening tests have revealed a clear difference in perceptual quality between speech enhanced by spectral subtraction on the one hand, and by SVD-based filtering on the other hand. While the first one introduces the well-known musical noise (even if a compensation technique like spectral flooring is performed), the latter produces a more pleasant form of residual noise (more noise-like, but less annoying in the long run). This difference is especially true for low-input SNR. The intelligibility of the enhanced speech seems to be comparable for both methods. These findings are confirmed by several other studies [6, 10] .
Note that the implementations of subspace-based speech enhancement and spectral subtraction are very similar. While spectral subtraction is based on a fixed FFT, the SVD-based Kris Hermus et al. method relies on a data-dependent KLT, which results in a larger computational load.
Speech recognition experiments
In this section we describe the results of an extensive set of LV-CSR experiments, in which the SVD-based speech enhancement procedure is used as a preprocessing step, prior to the recognisers' feature extraction module. Experiments are carried out with all five above-mentioned estimators. The performance of SVD-based filtering will be compared to spectral subtraction.
Evaluation database
As test material we took the resource management (RM) database (available from LDC [34] ). These data are considered as clean data, to which distortions were artificially added. The SNR is determined in the same way as in the Aurora 4 benchmark database [35] . The ratio of signal-to-noise energy is defined after filtering both signals with the G.712 characteristic. To determine the speech energy, the ITU recommendation P.56 is applied by using the corresponding ITU software. The noise energy is calculated as RMS value with the same software. Also here, two noise types were added to the clean speech, namely white noise and coloured noise (obtained as lowpass filtered white noise). This was done for the following set of SNR values that yield meaningful recognition accuracies: 5, 10, 15, 20, 25, and 30 dB. In this case, a simple global SNR measure is used, since there is no evidence that ASR accuracies correlate more with a segmental than with a global SNR measure.
Speech recogniser
For the assessment of the different subspace approaches we use a speaker-independent LV-CSR system [36] . The system that we use is beneficial for this purpose because of its fast experiment turnaround time and good baseline accuracy. In the preprocessing, the common mel frequency cepstral coefficients (MFCCs) are combined with their first-and second-order derivatives, of which 25 features are selected. To remove convolutional noise distortions, a cepstral mean normalisation (CMN) step is included. The acoustic modelling is based on a set of 46 phones. Each of the 139 HMM states is modelled by a mixture of 128 tied Gaussian distributions, which are selected from a total set of 4526 Gaussians [37] . Training is performed with the original clean RM data; no retraining with SVD-enhanced speech material is conducted. A word-pair grammar language model for the 1k-word vocabulary is used, while decoding is done with a timesynchronous beam search algorithm. The training material consists of the SI-109 train set, while testing is done with the Feb89 test set.
Results
The estimation criteria mentioned above are compared in a series of recognition experiments. First, we will present the recognition results that can be achieved with the optimal values for all parameters. Afterwards, we will discuss the influence of the most important algorithm parameters (matrix dimensions, signal subspace order). Table 2 presents the word recognition rates (%) for both white and coloured noise distortions. First, the reference recognition rates (i.e., without noise reduction) are given, followed by the best recognition rates for each of the estimation criteria. The recognition accuracy for the original clean data is 95.12%. The SVD-based speech enhancement is integrated in the preprocessing module of the ASR system which allows a synchronisation of speech enhancement operations and feature extraction. The analysed frames (no windowing) have a length of 30 milliseconds with 20 milliseconds overlap. On average the smaller dimension q of the Hankel matrix is around 8 and-except for the LS estimator-no rank reduction of H x was performed, that is, p = q (as will be explained below). For the TDC and SDC estimators, the best results are obtained with μ = 3, β = 0.8, and γ = 2.
The results with the spectral subtraction algorithm are obtained with β = 0.005 (≈ optimal value at all SNRs) and with μ between 2 (highest SNR) and 6 (lowest SNR).
For the optimal (OPT) estimator, the number of free parameters increases with N and q. To allow a fair comparison with the other estimators, we took a frame length of 30 milliseconds (N = 480) and set q = 8.
The clear difference in reference recognition rates between the white and coloured noise cases can mainly be explained by the way the SNR is calculated in the Aurora framework.
For the TDC and SDC estimators, the best results are obtained with μ = 3, β = 1, and γ = 4.
(a) General observations
From our experiments we learn that the MV, TDC, and SDC 2 estimators are most effective in increasing the recognition accuracy of noisy data. The exponential expression of the SDC 1 estimator forces the smallest singular values to become very small, even for moderate values of β. This more "aggressive" noise reduction causes more signal distortion, 8 which explains its rather weak performance. On the other hand, the LS estimator yields very poor results due to its 8 For this reason, the parameter β must not be set larger than 1. high residual noise level. Intuitively, the results obtained with the optimal estimator (OPT) give an indication of an upper bound on the recognition accuracy improvement that could be obtained by SVD-based filtering of noisy speech data. The spectral subtraction technique leads to recognition accuracies that are comparable to those obtained by the SVD-based approach.
(b) Hankel matrix dimension q
For the LS estimator the best results are obtained with q = 8. For higher values of q, the recognition rates tend to saturate, or even slightly decrease. For all other estimators (except for the optimal estimator), the choice of p is not crucial and is best taken between 8 and 20, which is favourable for a limited computational complexity.
(c) Subspace order p
The order p plays a crucial role in optimising the recognition accuracy improvement for the LS estimator. In Figure 4 (a) the word recognition accuracy is plotted against the value of p, both for white noise at 10 (dashed line) and 20 (solid line) dB SNR. Moreover, the optimal value of p strongly depends on the SNR. Hence, it is important to obtain a reliable estimate of the a priori SNR of the noisy signal. As a rule of thumb, the value of p can be set approximately equal to q/2 (SNR < 10 dB), 2/3q (10 < SNR < 20 dB), and 0.8q (SNR > 20 dB). When using a variable order p, the speech recognition accuracy considerably drops. The most obvious explanation for this observation may be the nonstationarities that are introduced at the level of the signal distortion and the residual noise. It is well known that speech recognisers are very sensitive to variations of the background noise level, more than to the absolute level of the noise [38] .
For all estimators that combine the removal of the noise subspace with the suppression of the noise in the signal subspace, a different dependency is observed. In order to obtain the best recognition rate, the value of p should be set almost Kris Hermus et al. equal to q (no nulling of the noise subspace in this case). In general, it is observed that with increasing p/q, the recognition rate gradually saturates to reach its maximal value at p ≈ q. This is illustrated in Figure 4 (b) for the MV estimator. A similar behaviour is observed for the other estimators that perform noise reduction in the signal subspace. The most plausible explanation for this observation is that truncation introduces signal distortions (e.g., gaps in the spectrum of the enhanced signal) that compromise a proper decoding with the clean-speech acoustic models. Note that this observation is independent of the SNR of the input signal. Using a variable order p instead of a fixed one has almost no influence on the recognition rates.
CONCLUSION
Signal subspace speech enhancement has proven to be a powerful and very flexible tool, both for increasing the speech intelligibility in speech communications applications and for improving the accuracy of automatic speech recognisers in additive noise environments. In this paper we reviewed the basic theory of subspace filtering and compared the performance of the most common optimisation criteria. We derived a theoretical estimator to experimentally assess an upper bound to the performance that can be achieved by any subspace-based method, both for the white and the coloured noise case. We called this the optimal estimator. The simulations as well as the automatic speech recognition (ASR) experiments that were described in this paper have given a better insight in the potential of subspace-based speech enhancement techniques in general, and in the relative performance of the available estimators in particular.
It was found that KLT-based speech enhancement is to be preferred over FFT-based (i.e., spectral subtraction) algorithms, even though the latter operates at a (much) lower computational load. As described in earlier studies [6] , subspace filtering produces much less musical noise than spectral subtraction does. Also, for improved speech recognition accuracy in noisy environments, SVD-based speech enhancement turned out to be highly competitive with spectral subtraction.
Overall, the MV estimator-including its generalisation to the TDC estimator-and the SDC estimator proved to give the best results. However, the difference in performance with the optimal estimator remains significantly high in the framework of robust speech recognition, which motivates further research in this respect. The experiments further showed that a truncation of the signal observation matrix (i.e., nulling of the noise subspace) is only advisable for pure speech enhancement applications but not for speech recognition.
We believe that the use of more advanced noise estimation techniques and further integration of the subspace filtering into the ASR preprocessing module will lead to improved performance.
