In this paper, a kernel recursive maximum Versoria-like criterion (KRMVLC) algorithm has been constructed, derived, and analyzed within the framework of nonlinear adaptive filtering (AF), which considers the benefits of logarithmic second-order errors and the symmetry maximum-Versoria criterion (MVC) lying in reproducing the kernel Hilbert space (RKHS). In the devised KRMVLC, the Versoria approach aims to resist the impulse noise. The proposed KRMVLC algorithm was carefully derived for taking the nonlinear channel equalization (NCE) under different non-Gaussian interferences. The achieved results verify that the KRMVLC is robust against non-Gaussian interferences and performs better than those of the popular kernel AF algorithms, like the kernel least-mean-square (KLMS), kernel least-mixed-mean-square (KLMMN), and Kernel maximum Versoria criterion (KMVC).
Introduction
Nonlinear adaptive filters, like the Kernel methods [1, 2] , are widely used in adaptive filtering (AF) to promote nonlinear implementations in the field of signal processing [3, 4] , and plenty of linear filters have been recasted in high-dimensional space, such as the well-known reproducing-kernel-Hilbert space (RKHS), to give robust nonlinear extension [1] . In recent years, a great number of classical kernel AFs (KAF) have been proposed for non-linear filters [1, 2, 5] , including the kernel recursive least-square (KRLS) [6] and kernel least mean-square (KLMS) [2] . Variations of the early reported kernel algorithms have also been expanded to improve the behaviors of classical KAFs [7] [8] [9] [10] [11] [12] [13] . However, KLMS and KRLS algorithms perform poorly under non-Gaussian interferences, since they only consider the second-order error signal statistics [14, 15] .
Finding a cost function of an AF algorithm which can capture beyond second-order error statistics makes it very useful and powerful for AF under various non-Gaussian noise interferences [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . The least-mean with p-order error for realizing a powerful method called the LMP algorithm [16, 17] uses a high-ordered error to create a cost function to form new AF, which has better behavior than the least mean square (LMS) algorithm for non-Gaussian interferences. However, sometimes it still shows slow convergence, like the least mean-fourth (LMF) for the parameter p = 4, since its convergence characteristics might be sensitive to the adaptive weights that are in proximity to the optimal solution from the wiener method [18] . To solve the above problems, a kind of KAF algorithm has been developed by using two different norms to construct a cost function, such as the kernel least mean-mixed-norm (KLMMN) algorithm [19] [20] [21] [22] . Comparing with the KLMS and kernel LMF (KLMF), the KLMMN algorithm combines the advantages of these algorithms, which have fast speed with respect to the speed of convergence, and reduces the estimated bias with the help of the mean square error (MSE) evaluation. Then, the kernel methods have been introduced into the maximum Versoria criterion (MVC) [23] , as well as the recursive generalized mixed-norm (RGMN) to create the kerneled MVC (KMVC) [24] and kerneled RGMN (KRGMN) [22] for the nonlinear filter under non-Gaussian noise interferences.
The main purpose of this work was to develop a KAF algorithm for dealing with the equalization of nonlinear channels that is also denoted nonlinear channel equalization (NCE). Logarithmic second-order errors (LSOE) and the symmetry maximum Versoria-criterion (MVC) have been considered to form a desired novel cost function, while the gradient optimization has been adopted to seek for its solution to develop a more powerful KAF, called the kernel recursive maximum Versoria-like criterion (KRMVLC) algorithm. The KRMVLC algorithm has been derived in the field of the KAF, while its evaluated performance has been investigated and discussed for implementing NCE. The achieved numerical results demonstrate that the KRMVLC achieves better behaviors compared with the KLMF, KLMS, KMVC, KLMMN, KRGMN, and KRLS algorithms when using the convergence and MSE criterions to discuss the evaluation performance over NCE.
The main contributions of the proposed KRMVLC are the following three aspects: (1) it uses the LSOE and MVC to design a new function; (2) it has been derived in the field of the KAF; and (3) it achieves the best performance. The rest of this paper is constructed as follows: In Section 2, the proposed KRMVLC algorithm is introduced briefly. In Section 3, the performance of the KRMVLC algorithm is illustrated using the simulation experiments. Finally, in Section 4, the conclusion is given.
The KRMVLC Algorithm
The well-known kernel methods gave rise to the idea of converting the input data to a higher dimensional featured space via the nonlinear-mapping method under ϕ : U → F. Herein, U denotes the input space, and F is implemented in RKHS. The training data is written as
, where the training data has N elements, d(i) stands for the signal we expected, and u(i) is the input of the considered system. In the kernel methods, the input u(i) is transformed as ϕ(u(i)) in RKHS. According to Mercer's theorem [1] , the general kernel function is expressed as:
Here, σ denotes the kernel width that is used in the kernel function given in Equation (1). In this paper, the KRMVLC algorithm is derived, analyzed, and discussed in the field of the kernel and mixture AF algorithms. An exponential weighting method is used herein for finding out the solution of the new cost function that constructs the KRMVLC method since it can resist the impulse noise, and this new cost function is:
The expectation operator is written as E [·]. τ is the Versoria-shaped parameter, and ξ is a constant, while the forgetting factor γ is used for gradually strengthening the weights. ω and λ are the mixed and regularization factors, respectively. Herein, the regularization term is implemented by using a norm constraint to ensure the existence of the inverse autocorrelation matrix. The gradient operation of Equation (2) is
where z(j) is written as
Let Equation (3) be zero, and consider Ω
By considering
The matrix form of Equation (5) is
The matrix inverse lemma is introduced into Equation (9), which is
and considering
then, Equation (9) is modified as
Ω (i) can also be considered as
Then, Ω (i) is analyzed by considering the input data linear combination
with a (i) of
Defining Q (i) as
where Φ (i) = Φ (i − 1) , ϕ (i) , and then, Q (i) is obtained
Then, defining c (i)
Then, Q (i) is modified to be
Based on the derivation above, we have
where b (i) = Φ (i − 1) T ϕ (i), while the block-matrix inversion operation is presented as
Utilizing the block matrix inversion operation, Equation (19) can be rewritten as
where
. Therefore, we can get a (i) given by
In Equation (23),
. At last, the KRMVLC is devised and presented in Algorithm 1 in the form of a pseudo-code.
Algorithm 1 KRMVLC.

Require: τ, ξ, γ, ω, λ
Ensure: a(i) 10 :
Simulation Result
In this section, the NCE is considered to discuss the behavior of the devised KRMVLC under different noise-interference environments. The nonlinear channel equalization is presented in Figure 1 . In the channel equalization system, a binary signal s(i) is input to the nonlinear channel, and an output signal r(i) to which noise has been added is obtained at the output of the nonlinear channel, and the signal affected by channel distortion is used as the input signal of the nonlinear adaptive filter. The purpose of channel equalization is to construct an "inverse" filter to reproduce the original input signal with the lowest possible error probability, so when the MSE reaches the minimum value, the nonlinear adaptive filter can be used to represent the inverse model of a nonlinear channel. The basic nonlinear channel model is presented in Figure 2 , and the description of this model is given: {s (1) , s (2) , . . . , s (L)} where the binary value is considered as the input of the utilized nonlinear channel model. At the receiving side, the received signal is the presence of the additive noise n(i), while the observation is {r (1) , r (2) , r (3) , . . . , r (L − 1) , r (L)}. If it is regarded as a simple regression problem, the samples can be written as {([r (i) , . . . , r (i + l)] , s (i − D))}. In this paper, l was the embedded time-length, while D was considered as the equilibrium lag time. D = 2 and l = 3 are used in the following experiments. The input of the nonlinear channel is given by x (i) = s (i) + 0.5s (i − 1), while the output of this channel is expressed as r (i) = x (i) − 0.9x(i) 2 + n (i), and n (i) denotes the mixed noise using n 1 (i) and n 2 (i) [31] . The devised KRMVLC was investigated using Monte-Carlo simulations, and its MSE was compared with KLMF, KLMS, KRGMN, KLMMN, KMVC, and KRLS. Three different mixed noises were chosen to analyze the performance of the KRMVLC algorithm.
(1) Noise n 1 (i) with the Bernoulli distribution, a power of 0.5, and noise n 2 (i) with Gaussian distribution and power of 0.5 are utilized in the constructed Experiment-1.
(2) Noise n 1 (i) with the Laplace distribution, a power of 0.5, and noise n 2 (i) with Gaussian distribution and power of 0.5 are considered in the constructed Experiment-2.
(3) Noise n 1 (i) with a uniform distribution, power of 0.5, and noise n 2 (i) with Gaussian distribution and power of 0.5 are utilized in the constructed Experiment-3.
The achieved results with 50 independent Monte-Carlo runs are presented to discuss the proposed KRMVLC. In these simulations, the noise power is 0.1, and some parameters are listed in Table 1 , where τ was set to be 0.01, and ξ was set to be 0.01, where the parameters were settled to achieve almost the same initial convergence. The convergence of the algorithms is presented in Figure 3 . These figures show that the KRMVLC converges the fastest and has lower MSE, which is because the MVC can resist impulse noises. Then, only the Laplace distribution noise was considered to discuss the performance of the KRMVLC, given in Figure 2 . Herein, the power of the Laplace distribution noise is 0.5 in Experiment-4. The KRMVLC algorithm still converges faster and has the lowest MSE compared to the others with respect to algorithms. Thus, the proposed KRMVLC is amazing in the MSE and convergence speed for handling the non-Gaussian noises.
Next, the key parameters, λ and τ, are discussed regarding the performance effects on the devised KRMVLC algorithm. When a parameter is tuned, other parameters are fixed. λ was chosen from 0.15 to 0.9 with an interval of 0.15 to show the effect of the devised KRMVLC algorithm. In this case, other parameters are the same as the above simulations. The noise model in Experiment-1 was used herein. The achieved MSE are illustrated in Figure 4 . From Figure 4 , we see that the KRMVLC achieves the best MSE for λ = 0.15, meaning that λ has important effects on the estimation error behavior for the developed KRMVLC algorithm.
Then, the performance of the KRMVLC algorithms with different Versoria shape parameter is verified, where τ is set to be (1, 0.25, 0.0625, 0.01, 0.0025). In this experiment, other conditions are the same as in Experiment-1. The results obtained from the simulation are provided in Figure 5 , which shows that the KRMVLC has the best behavior when τ = 1.
Finally, the tracking ability for the derived KRMVLC was tested by considering an abrupt changing channel that was changed when 500 iterations had been done to analyze the tracking behavior. In this case, the measurement noise was considered to be the Laplace and Uniform distribution noises used above. After 500 iterations, the used channel was modified to r (i) = 0.9x 2 
The simulation results demonstrated in this paper were averaged from 50 independent Monte Carlo runs. The performance is illustrated in Figure 6 . Results from the experiment show that the behavior of the KRMVLC is still superior to other algorithms, with a small change at the 500th iteration. 
Conclusions
In this paper, the kernel recursive maximum Versoria-like criterion (KRMVLC) has been developed and analyzed for estimating nonlinear channels in a non-Gaussian interference environment. The KRMVLC algorithm was invented via taking the considering the logarithmic second-order error and the MVC in RKHS. Simulations show that the KRMVLC achieved excellent estimation behavior when using the convergence and MSE as criteria. The KRMVLC algorithm provides much more benefits in various environments compared with the other aforementioned algorithms, and can combat abrupt channel changes. The results also indicate that the devised KRMVLC provides a powerful solution for handling nonlinear and non-Gaussian signals. In the future, we will discuss and analyze the KRMVLC in complex kernel adaptive filter areas.
