Abstract: The authors show that the conditional entropy maximisation algorithm is a generalised version of the maximum likelihood algorithm for positron emission tomography (PET). Promising properties of the conditional entropy maximisation algorithm are as follows: an assumption is made that the entropy of the information content of the data should be maximised; it is a consistent way of selecting an image from the very many images that fit the measurement data; this approach takes care of the positivity of the reconstructed image pixels, since entropy does not exist for negative image pixel values; and inclusion of prior distribution knowledge in the reconstruction process is possible. Simulated experiments performed on a PET system have shown that the quality of the reconstructed image using the entropy maximisation method is good. A Gibbs distribution is used to incorporate prior knowledge into the reconstruction process. The mean squared error (MSE) of the reconstructed images shows a sharp new dip, confirming improved image reconstruction. The entropy maximisation method is an alternative approach to maximum likelihood (ML) and maximum a posteriori (MAP) methodologies.
Introduction
Entropy maximisation is a general tool for solving a large number of inverse problems where the possibility of direct solution is ruled out. Defining an entropy measure in the context of image reconstruction was originally due to Friden [1, 2] . The maximum likelihood (ML) algorithm plays a vital role in emission tomography (ET) [3, 4] . Though a few generalisations of ML estimation, such as Bayesian approaches to ET do exist, we propose to take an entropybased approach to ET. It is shown theoretically that the proposed algorithm leads to another generalisation of the ML algorithm for ET.
ET is an imaging technique potentially useful in the study of human physiology and organ function. The basic aim of ET is to obtain a quantitative map of the spatial and temporal distribution of radionuclides inside the human body which represent functional activity such as pain [5] , motor action [6] , etc. This is achieved by realistic modelling of a physical phenomenon involved along with the event measurement count of gamma rays either in coincidence or singly, depending upon the modality used. For positron emission tomography (PET), coincidence counts are detected due to the positron -electron annihilation process, while a single count is detected in single photon emission tomography (SPECT).
The maximum likelihood estimation (MLE) algorithm based on expectation maximisation (EM) produces a sequence of images that converge to the maximum likelihood estimate of the emission density. The quality of the image produced by MLE is found to be better than that generated by deterministic algorithms such as convolution back projection (CBP) [3, 4, 7] , especially with low measurement count data. The ML algorithm has not been found suitable for routine clinical application owing to its excessive computational requirements and the deteriorating nature of the reconstructed images [8] . Time constraint is not a serious concern because it can be reduced considerably by parallelising the algorithm [9, 10] and by using fast digital signal processor (DSP) chips as processing elements [11] . Various algorithmic methods have been suggested to accelerate the convergence of the ML algorithm [12 -16] . In particular, one can accelerate the image reconstruction process using an ordered subset (OS) method [17] . Many variants of the ordered subset algorithm, such as OSEM [18] , row -action maximum likelihood (RAMLA) [19] , rescaled bock iterative (RBI-EMML) [20] and RBI-MAP [21] have been proposed in the literature to reduce the number of iterations.
It is well known that as the iterations of the ML algorithm continue, estimates become more and more noisy. This has been termed 'dimensional instability' and occurs due to the application of unconstrained maximum likelihood estimation of density functions based on a point process [22] . To overcome this serious problem, two approaches have been suggested: (i) The iteration has to be stopped before the quality of the reconstructed image starts deteriorating [8] .
(ii) Inclusion of prior distribution knowledge of the emission densities in the reconstruction process [23, 24] .
Obviously, approach (ii) is more promising, as this enables the possibility of improved reconstruction over the ML algorithm. In view of this possibility, a generalised version of the ML algorithm was developed [25, 26] . This algorithm considers conditional entropy as a cost function rather than a likelihood function. The motivation behind conditional entropy maximisation is that the resulting image has minimum configurational information so that there must be information in the measurement data for any structure to be seen [27, 28] .
Maximum entropy estimation provides a consistent way of selecting a single image from the very many images that fit the measurement data. It is found that maximum entropy estimation does not introduce correlation in the image beyond that required by the data [29 -31] . Also this addresses the important factor of the positivity of image pixels, since entropy does not exist for negative image pixels. Moreover, this method provides a handle for the possible inclusion of prior knowledge in the image reconstruction process.
Maximum entropy reconstruction for positron emission tomography
Byrne [32, 33] has shown that maximisation of objective functions such as likelihood, posterior, entropy etc. is equivalent to minimisation of functionals of the form FðlÞ ¼ aKLðy; QlÞ þ ð1 À aÞDðlÞ; where KLðy; QlÞ ¼ P n y n logðy n =½Ql n Þ þ ½Ql n À y n is the Kullback -Leibler (KL) distance between two non-negative vectors, i.e. the actual count y and the expected counts Ql; DðlÞ is some penalty function that forces a degree of smoothness upon l. Minimising FðlÞ by choosing DðlÞ ¼ KLðP; xÞ for l ! 0 and 0< a 1 produces the iterative MAP algorithm of Lange et al. [14] , where PðlÞ is a prior estimate of l: Titterington [34] proved that maximising the likelihood function derived from a Poisson model is equivalent to minimising KLðy; QlÞ: Instead, given the prior estimate PðlÞ; minimising the functional KLðl; PðlÞÞ; subject to non-negativity ðl ! 0Þ and data consistency ðQl ¼ yÞ is equivalent to entropy maximisation [32, 33] .
The basic idea behind the conditional entropy maximisation algorithm is as follows: let Y be the observable measurement space and y 2 Y be the measurement data vector. The probability density function (or the likelihood function) for the measurement process Y is P Y ðy; lÞ; defined over the space Y where l 2 L is an unknown parameter vector to be estimated. In general, P Y ðy; lÞ is complicated to analyse and the estimation of l by direct maximisation of the likelihood function P Y ðy; lÞ is difficult. The entropy maximisation formulation postulates the existence of an unobservable space X which is related to the space Y by a many to one mapping x ! yðxÞ taking each element of x 2 X to an element yðxÞ 2 Y: It often happens that the number of parameters needed for an adequate description is considerably greater than the number of available measurements and so there are an infinite number of possible solutions. Given this formulation, we have to pick the best in some sense. The procedure begins with the assignment of entropy measure to indicate the uncertainty in the statistical environment. Each measurement or piece of prior information reduces the randomness and restricts statistical freedom. Once a given model is adopted, the maximum entropy approach proceeds by finding that reconstruction which maximises the entropy measure and at the same time remains compatible with both the measurement data and a priori available information. In situations where the data are insufficient to eliminate all uncertainty, the principle of maximum entropy can be used to assure that the admittedly incomplete description of the situation reflects only the statistical structure imposed by the available information. We propose to use this approach for the PET system, but this will remain valid for other modalities of emission tomography such as SPECT.
The measurements in PET, y j ; j ¼ 1; . . . ; M are modelled as independent Poisson random variables with mean parameters P N i¼1 l i p ij for j ¼ 1; . . . ; M; where l i ; i ¼ 1; . . . ; N are the mean parameters of the emission process and p ij is the probability that an annihilation in the ith pixel is detected in the jth detector. The conditional probability for observing Y ¼ y given the emission parameter L ¼ l is the joint probability of the individual Poisson process expressed as
Now, the conditional entropy of the measurement process Y ¼ y given the object image L ¼ l is given by
Conditional entropy measures the information content of y when l is known and our aim is to maximise the information content in the data set when the object image is given. So, the first derivative of the cost function with respect to l i ; i ¼ 1; . . . ; N produces
Pðy=lÞ log Pðy=lÞ
Expanding and simplifying (3) we obtain
The Kuhn -Tuker condition [35] for l i to be the optimal solution of the nonlinear optimisation problem is
Solution of the maximisation problem can be obtained by solving the set of nonlinear equations (5) and (6) . Substituting the derivative of Hðy=lÞ from (4) in (5), we obtain
Since we have only one realisation of the measurement, (7) becomeŝ
Differentiating (1) with respect to l i produces
Substitution of (9) in (8) gives
Since, Pðy=l lÞ 6 ¼ 0; the second product term of (10) becomes zero. Rearranging the second term we obtain
A closed form formula for solving (11) does not exist; it is necessary to devise schemes which will estimate a solution iteratively. Heuristically, a simple iterative algorithm for solving (11) can be built by consideringl l kþ1 i
on the lefthand side of (11) as the new estimate andl l k i on the righthand side as the old estimate.
We call (12) the entropy maximisation algorithm for PET, which recursively produces a series of reconstructed images that converge to the maximum entropy estimate. It is instructive to see that as Pðl l k i Þ tends to uniform distribution, the entropy maximisation algorithm becomes the ML algorithm
In other words, the entropy maximisation algorithm tends to the maximum likelihood algorithm when the prior distribution tends to a uniform distribution because a uniformly distributed prior gives equal probability for any estimate to be a solution.
Further simplification of (12) is possible if we make the following assumption:
This assumption is justifiable on the basis that Pðy=l lÞ is a probability distribution bounded between 0 and 1. In a PET system Pðy=l lÞ has very small positive values, much smaller than 1. Hence, the assumption is valid whenever Pðy=l lÞ ( 1:
With this assumption, (12) 
For the rest of the paper we use the above simplified version of the proposed algorithm. It can be seen that this is slightly different from Green's MAP algorithm [36] . We cannot give a general proof for the convergence of the above algorithm as this will depend on the form of the prior function P.
Modelling prior distribution
The next step in the reconstruction process is the proper modelling of the prior distribution function, which incorporates pixel -pixel interaction in the reconstructed image. It is found that when the prior tends to a uniform distribution, the proposed algorithm tends to the ML algorithm. Only when the prior is chosen to be physically more accurate and meaningful, can one expect to obtain improved reconstruction over the ML approach.
One such property of an image is nearest neighbour interaction between the pixels. The Markov random field (MRF) has been extensively used to incorporate such interactions in an image lattice [37, 38] . The MRF defined on a lattice is the collection of random variables l j ; corresponding to the site l i such that
where N i represents the subset of lattice sites in the neighborhood of the ith lattice site. The HammerslyClifford theorem [39] states that a random field over a lattice is a MRF if and only if its distribution function corresponds to a Gibbs distribution function and vice versa. So, a MRF model of image l characterised by a Gibbs distribution is given by
where Z is the normalising constant for the distribution, b is the Gibbs hyper-parameter, and UðlÞ is the Gibbs energy. For homogeneous MRF, the energy function has the following form:
where N i are the nearest neighbours of pixel i, and Vðl i ; l j Þ is termed the potential at the site containing the subset N i : Although a large number of potential functions have been suggested in the literature [37, 38, 40] , we have used a simple quadratic potential for evaluation of the proposed algorithm. Consider the following potential function first suggested by Geman and Geman [41] :
The potential Vðl i ; l j Þ utilises the correlation between neighbouring pixels and forces them to be of similar value. This is justifiable because we expect neighbouring pixels not to vary drastically in an image field.
It should be noted that the first term in (14) corresponds to the correction term due to the nearest neighbour contribution if the potential given by (18) is assumed, i.e.
with PðlÞ given by (16) . The second term of (14) is essentially the maximum likelihood contribution. For the simple potential defined by (18) , the first correction term becomes
As, the iteration increases, the numerator decreases since the value ofl l i slowly approaches the value ofl l j and in the limit k ! 1, Iðl k i Þ ! 0: This is due to the smoothening nature of the potential. The contribution of I l k i À Á is from P j2N i ðl l i Àl l j Þ and b: For small values of b; the contribution is more, whereas for large b it is essentially ML. So, we need to search for an appropriate value of b: It has been found that for b > 2:5 Â 10 4 ; the proposed algorithm converges.
Simulated experimental results
Implementation of the proposed algorithm was performed on the simulated PET system shown in Fig. 1 . The PET system consists of a ring detector system with 64 detectors and the object space is decomposed into 64 Â 64 square pixels. The object space is a square region inscribed within the circle of detectors. To exploit the eight-fold symmetry we have assumed the object to be bounded by a circle inscribed in this square object space [15, 16] . An electronpositron annihilation event occurring inside a pixel is governed by a number of physical phenomena such as attenuation, scattering, absorption, and detector characteristics. All these physical processes have a bearing on the probability matrix. Each element of the probability matrix defines the probability of a photon being detected in the detector j after emanating from the object pixel i. For simplicity, we assume that the probability of emission in pixel i that is detected in a detector tube j is proportional to the angle y ij seen by the centre of the pixel i into the detector tube j, i.e. p ij ¼ y ij =p (Fig. 2) [3, 4] . Before the reconstruction begins, the probability matrix Q ¼ ½ p ij ; i ¼ 1; . . . ; N and j ¼ 1; . . . ; M is computed and stored. It is found that using the symmetry available in the system the data size of the Q matrix can be reduced considerably [16] .
For simulating measurement data, a Monte Carlo procedure is used in which each emission is simulated as follows [3, 15] . First, a random pixel is chosen in the test phantom. The concentration of the radionuclei at the given pixel is assumed to be proportional to the emission density of the pixel. For each of the accepted emission points, a randomly oriented line (between 0 and p radians) is selected and the pair of detectors this line intersects is found. The random line corresponds to the direction in which the pair of annihilated photons travel and the pixel corresponds to the annihilation point in the phantom. The detectors which this line intersects are assumed to detect this annihilation event and the count in the corresponding detector tube is incremented. In this way all emissions are simulated and counted in the respective tubes, and used as the measurement data. A Shepp -Logan mathematical phantom with 100 000 emissions has been used for simulation studies.
For iterative update of the estimates, the algorithm needs repeated passage from data space to image space and vice versa through the operator P. So, it is convenient to write (14) in an additive form i.e.
Starting with a small positive initial value of the estimate, (21) updates the old estimatel l k ; by adding the correction factor Dðl l k Þ to produce the new estimatel l kþ1 :
The mean squared error (MSE) between the original Shepp -Logan phantom and the reconstructed phantom is considered to evaluate the performance of the proposed algorithm. The plot of MSE in Fig. 3 illustrates the general nature of the proposed algorithm for various b values. It is clear from the plot that only for restricted values of b does the algorithm produce superior quality reconstruction. We term this interval of b; the optimum interval. The image quality is found to be degraded outside this optimal interval, irrespective of the number of iterations performed. The reason for this is the smoothing behaviour of the potential. This potential increasingly penalises the difference between neighbouring pixels, thus forcing them to become the same.
In terms of entropy, it is clear that with increasing b the information content decreases, thereby resulting in saturation of the mean square error (MSE) as shown in Fig. 3 . On the other hand if b is in the optimal interval, then there is an increase in the information content gained at the cost of the local correlation invoked in the reconstruction procedure via prior knowledge. In the limit b ! large value, the maximum entropy algorithm approaches the ML algorithm. Below the optimal interval, the estimate becomes unstable due to the dominating nature of the prior. This basically removes the contribution of measurement data in the reconstruction algorithm. These can be visually verified from the reconstruction shown in Fig. 6 . Once b is chosen in the optimal interval, estimates will produce better reconstruction as the iterations continue. This is evident from the lower MSE of the reconstructed images as shown in Fig. 3 for 40 and 100 iterations.
In Fig. 4 , plots of the MSE against the number of iterations are shown with varying b values from 1:5 Â 10 4 to 2:5 Â 10 7 : The MSE is found to decrease with increasing iterations for b ¼ 2:5 Â 10 4 to 2:5 Â 10 5 (see Fig. 4 ). On the other hand, MSE increases with increasing iterations for b ! 2:5 Â 10 5 (see Fig. 4k and Fig. 4l ). The b value indicates the amount of prior to be introduced into the reconstruction procedure. When b is increased beyond a certain large value, then the reconstruction is effectively due to the likelihood contribution; the general nature of which is depicted in Fig. 4k and Fig. 4l . It is well known that the reconstruction improves during the earlier iterations of ML estimation, but becomes noisier as the iterations continued [8] . It is evident from the proposed algorithm that with an increase in the b value, the effect of the prior is nullified by the data and the maximum entropy estimation becomes equivalent to the EM estimation. This can be further seen in the reconstruction shown in Figs. 5 and 6. With increasing b values, the image makes a transition from smooth reconstruction to non-smooth. This non-smoothness in the reconstruction is an indicator of noise. It is clear from the reconstruction shown in Fig. 6 that noise artefacts are much more severe in Fig. 6k and Fig. 6l We also compare the results of the proposed algorithm with the well known maximum a posteriori (MAP) estimation [36, 40] . The potential used for the MAP estimation algorithm [36] and the proposed algorithm is the same (i.e. (18)) so as to compare the performance. Simulations were carried out for Gibbs hyperparameter b ranging from 10 3 to 10 7 . For brevity, we have shown MSE against iterations plots for some of the key b values in Fig. 7 . Comparing MSE values for the proposed algorithm and the MAP algorithm (Fig. 7) , it is clear that the proposed algorithm performs slightly better than the MAP algorithm. It should be noted that more realistic potentials are capable of producing better estimates but require additional parameter estimation [37, 38] . The second potential used for reconstruction is similar to the Huber function:
where m is an additional parameter to be chosen. Simulations are carried out using (22) as the potential and the results are shown in Fig. 8 . The first row and second row correspond to m ¼ 1; 10; 25 and 50 for MAP and the proposed algorithm, respectively. It is clear that quality decreases as m increases because for small pixel differences, the penalty is quadratic while the penalty is linear when the differences are large. Figure 9 shows images reconstructed using ML, MAP and the proposed algorithm with potential V (18), after 80 iterations. For visual inspection and quality of reconstruction the original test phantom is also shown in Fig. 9a . The ML reconstructed image is shown in Fig. 9b . The first and second row show reconstructed images for different Gibbs hyper-parameter values using MAP and the proposed algorithm, respectively. It can be seen that the images reconstructed using the proposed algorithm look sharper than the images reconstructed using the MAP algorithm. 
Conclusions
A new algorithm is proposed for the PET system, which is capable of good reconstruction. This is based on the maximisation of conditional entropy as a cost function rather than the likelihood or posterior function. The proposed method ensures positivity of the reconstructed image pixels since entropy is not defined for negative pixels. Furthermore, the proposed methodology enables the inclusion of prior distribution knowledge of the object during the image reconstruction process. The Gibbs distribution function is used for modelling the prior. The attractive feature of a Gibbs distribution prior is its ability to incorporate local correlation between neighbouring pixels in an image lattice. Simulated experimental results have shown much improved reconstruction for a broad range of Gibbs hyper-parameter values. It is shown that entropy is a better candidate as a cost function than the likelihood or posterior function.
