Properties of graph representation of genome scale metabolic networks have been extensively studied. However, the relationship between these structural properties and functional properties of the networks are still very unclear. In this paper, we focus on nutritional requirements of organisms as a functional property and study the relationship with structural properties of a graph representation of metabolic networks. In order to examine the relationship, we study to what extent the nutritional requirements can be predicted by using support vector machines from structural properties, which include degree exponent, edge density, clustering coefficient, degree centrality, closeness centrality, betweenness centrality and eigenvector centrality. Furthermore, we study which properties are influential to the nutritional requirements.
Introduction
Computational analysis of biological networks is becoming important in systems biology and bioinformatics. Among these networks, detailed and large-scale studies have mostly been performed on metabolic networks.
a It may be due to the fact that rather accurate and large-scale network data are available from such databases as KEGG [11] and EcoCyc [12] , compared to protein-protein interaction networks and gene regulatory networks.
a Extensive studies have been done on inference of protein-protein interaction networks and gene regulatory networks, but detailed and large-scale analysis of these networks are scarce.
In order to analyze structural properties of genome scale metabolic networks, many studies have been performed. In particular, such graph features as degree exponent, clustering coefficient, edge density, frequency of network motifs and various kinds of centrality measures have been extensively studied [3, 10, 21, 23] . However, the relationships between these structural features and functional properties of metabolic networks are still very unclear.
On the other hand, for prediction of some functional properties of metabolic networks, flux balance analysis (FBA) has been extensively studied [18, 20] . The FBA-based approach allows to infer an optimal flux distribution when the structure of a network and the target compounds whose production should be maximized are given. This approach has been successfully applied to predict flux distributions of E.coli [20] and to identify knock-out targets of enzymes/genes [5, 18] . Recently, as a complementary approach, Handorf et al. (2005) proposed the concept of scope [9] . The scope is the set of all possible metabolites obtained from a given set of seed compounds and a given structure of a metabolic network. Though the scope cannot do flux optimization, it is more tolerant against errors in the network and is much faster to calculate. Handorf et al. applied the scope to infer the minimal nutritional requirements that must be met to sustain maintenance or growth of an organism [8] .
In this paper, we focus on nutritional requirements of organisms as a functional property and study their relationship with structural features. For this purpose we examine to what extent the nutritional requirements can be predicted by using support vector machines (SVMs) from structural features. As for global features of metabolic networks, we use average clustering coefficient, edge density, degree exponent, cyclic coefficient, subgraph concentration, assortativity coefficient and average path length. As for local features of metabolic networks (i.e., features for each node), we use degree centrality, closeness centrality, betweenness centrality and eigenvector centrality. As for training/test data, we use the nutritional profile generated by the scope-based method described in [8] . Furthermore, we study which structural features are influential to the nutritional requirements by examining combinations of structural features. The results show that use of either degree centrality or eigenvector centrality alone is effective for obtaining good prediction accuracy. The results also suggest that combination of centralities or combination of centrality and global features does not necessarily lead to improvement of prediction accuracy though global features are still useful for obtaining good prediction accuracy.
The organization of the paper is as follows. Section 2 and Section 3 explain the nutritional profiles and network features, respectively. Section 4 presents our prediction method using SVMs and global and local network features. Then, Section 5 provides the results of computational experiments. Finally, Section 6 discusses about the results and concludes with future work.
Generation of Nutritional Profiles
Each organism requires a minimal set of biochemical species, the nutrients, to allow for the production of metabolic precursors of higher molecules (e.g. proteins, RNA, DNA) and thus facilitate growth. For many organisms chemically defined nutrients are unknown. In [8] a method was introduced to computationally assess the minimal nutrients and a measure was derived that defines their essentiality, denoting how important these molecules are for the organism's growth.
Calculating nutritional profiles makes use of the method of network expansion [9] , which calculates the set of producible metabolites from a given set of nutrients for a metabolic network. A biochemical reaction from the given metabolic network will operate if all its substrates are present. Subsequently, the reaction's products are added to the set of available metabolites. This procedure is iterated until no further metabolites are added, and the resulting set of metabolites is called the scope of the network for the given nutrients.
The method in [8] reverses this process: It calculates which nutrients are needed to produce a given set of target metabolites. Since the solution of this problem is not unique and highly combinatorial, a greedy algorithm is used to cover a large part of the solution space. Some molecules found in the solutions may be replaceable by others (e.g. because of nearly identical chemical composition). If a metabolite is replaceable by another, and the same holds true vice versa, these two metabolites are said to be exchangeable. For each organism one can therefore compile groups of so called exchangeable resource metabolites. These organism specific groups are then distilled into global resource types by joining two metabolites if they are exchangeable in the majority of organism specific exchangeable resource metabolites. The relative occurrence of metabolites from a global resource type in the multiple nutrient sets for an organism defines the resource type's essentiality, reflected by a value in the interval [0, 1]. A nutrient profile for an organism is therefore formally defined as the vector of essentialities for the different resource types.
We have performed the above calculation for 447 organisms from the KEGG database [11] , release 45. 45 resource types were defined. As targets we chose all metabolites that are present in at least 90% of the organisms' metabolic networks. In Fig. 1 we show the essentialities for a selected set of organisms to demonstrate White box: essentiality = 0, Blue box: 0 < essentiality < 0.9, Red box: essentiality ≥ 0.9 that the typical environment of an organism is reflected by the nutritional profiles. It can be clearly seen that the versatile E. coli needs a smaller set of nutrients to sustain growth compared to obligate symbionts and parasites such as Buchnera and Wolbachia, which satisfy their nutritional needs by using its host's metabolism.
The nutritional profiles thus describe a biological function, whose relationship to the structural properties of metabolic networks are studied in this work.
Structural Properties
To predict each nutrient profile from the network structure, we first constructed graphs from the metabolic networks, and then calculated nine global network parameters and four different centrality measures, where the centrality measures provide local features (i.e., each node's features) of a network.
Dataset and Network Representation
We downloaded the sets of metabolic reactions for 447 organisms from KEGG: Kyoto Encyclopedia of Genes and Genomes [11] . To emphasize the essential flow of metabolites, we neglected cofactor compounds of 71 types such as water and ATP in metabolic reactions.
The metabolic networks are represented by undirected graphs in which nodes and edges correspond to metabolites and substrate-product relationships, respectively. For example, considering a reaction S1+S2→P1+P2, metabolites S1 and S2 each connect to both products P1 and P2. That is, the edge list is as follows: (S1, P1), (S1, P2), (S2, P1), (S2, P2). In the case S1 and P1 are cofactor compounds the edge list is as follows: (S2, P2). Note that stoichiometric coefficients in the metabolic network are neglected.
To calculate network parameters (especially centrality measures), we extracted the largest connected component for each organism. In other words, small isolated clusters were removed.
Global Network Parameters
(i) The edge density: The edge density D is defined as the ratio of the number of edges E to the number of nodes N (i.e. D = E/N ).
(ii) Clustering coefficient: The clustering coefficient is the average edge density at each node (i.e. at local levels), and is defined as
, where Γ i and k i are the number of edges among neighbors of node i and the number of neighbors of node i, respectively. (iii) Degree exponent: This characterizes the heterogeneity of network connectivity. In biological networks such as metabolic networks, the frequency of nodes with k edges P (k) is well known to follow power-law distributions (reviewed in [3] ): P (k) ∝ k −γ , where γ is the degree exponent. As the degree exponent increases, the probability that a node with large degree exists in a network decreases. That is, most nodes have similar degrees in the networks, indicating that the connectivity of the network is homogeneous. When the exponent becomes low, in contrast, the probability that a node with large degree exists in a network becomes high. That is, nodes tend to have different degrees in the networks, suggesting that the connectivity of the network is heterogeneous.
Assuming that the degree distribution of the metabolic networks follows a power law: P (k) ∝ k −γ , the degree exponent γ is extracted using maximum likelihood estimate given by the formula [16] , where k min is the smallest degree (the number of neighbors) in the network. (iv) Cyclic coefficient The cyclic coefficient [13] is an extended clustering coefficient. The clustering coefficient only characterizes connections among neighbors (i.e. triangles or cycles of length 3), however, the cyclic coefficient can detect cycles of length more than 3 in addition to triangles. The cyclic coefficient is
all pairs of neighbors of node i, and L i jh is the length of the smallest cycle that passes through node i and its two neighbors j and h. (v-vii) Subgraph concentrations: The (nt)-subgraph consists of a central node, n − 1 neighbors and n − 1 + t edges, where t denotes the number of edges among the neighbors [22] . That is, a subgraph composed of n nodes contains (n−1)(n−2)/2+1 different subgraphs because the maximal value of t is ( n−1
2
) . The subgraph concentration [22] denotes a fraction of (nt)-subgraph abundance in all types of n-node subgraphs, and is defined as
s ni , where s nt corresponds to (nt)-subgraph abundance.
In this paper, we focus on (31)-subgraphs (i.e. triangles), (42)-subgraphs (i.e. squares including two triangles), and (43)-subgraphs (i.e. 4-node complete graphs). (viii) Assortative coefficient: The assortative coefficient [15] can be thought of as a compendium parameter of the correlation coefficient between the degree (the number of neighbors) of a node and the degrees of neighbors, and is defined as
, where k i and k j are the degrees of two nodes at the ends of an edge, and ⟨· · · ⟩ denotes the average over all edges. (ix) Average path length: The average path length is the average length of the shortest paths between two nodes, and is defined as
, where d ij is the shortest path length between nodes i and j.
Centrality Measures
(I) Degree centrality: Assuming correlation between the centrality (or importance) of a node and the degree (the number of neighbors) of the node, the degree centrality of node i is defined as C D (i) = k i /(N − 1) [7] , where k i is the degree of node i. (II) Closeness centrality: When the average path length between a node and all other nodes is relatively short, the centrality of such a node can be considered high.
Therefore the closeness centrality of node i is defined as [7] . (III) Betweenness centrality: If a walker moves from one node to another via their shortest path, then well-passed nodes are defined to have a high centrality. Based on this, the betweenness centrality of node i is defined as C B (i) = ∑ s̸ =t̸ =i σ st (i)/σ st [7] , where σ st (i) and σ st are the number of shortest paths between nodes s and t on which there is node i and the number of shortest paths between nodes s and t, respectively. For normalization, the betweenness centrality is finally divided by the maximum value. (IV) Eigenvector centrality: This is a higher version of the degree centrality. The degree centrality is only based on the number of neighbors. However, the eigenvector centrality can consider neighbors' centralities. The centrality C E (i) of node i is proportional to the average of the centralities of neighbors of node i:
, where λ is a constant and M ij is the adjacency matrix. M ij = 1 if node i connects to node j, and M ij = 0 otherwise. With x = (C E (1), . . . , C E (N )) this equation can be rewritten as λx = M · x. The eigenvector centrality is defined as the eigenvector with the largest eigenvalue [4] .
Prediction by Support Vector Machines
SVM is a kind of statistical learning method and is basically used for binary classification. Let POS and NEG be the sets of positive examples and negative examples in a training data set, where each example is represented as a point in d-dimensional Euclidean space, and the corresponding d-dimensional vector is called a feature vector. Then, an SVM finds a hyperplane h such that the distance between h and the closest point is the maximum (i.e., the margin is maximized) under the condition that all points in POS lie above h, and all points in NEG lie below h. Once this h is obtained, we can infer that a new test data is positive (resp. negative) if it lies above h (resp. below h). If it is impossible to completely separate positive points from negative points, the soft margin (weighted combination of the margin and classification errors) is optimized.
SVM does not usually use feature vectors directly. It uses feature vectors in the form of kernel functions, where the kernel function is basically defined as the inner product between two feature vectors. Let v i1 and v i2 be the feature vectors of examples i 1 and i 2 , respectively. Then, the value of the kernel function K(v i1 , v i2 ) for this pair is calculated by v i1 · v i2 . In some cases, more complex kernel functions are used to obtain better prediction performance. For example,
2 ) is frequently used. This kernel can be interpreted as the inner product between two infinite-dimensional vectors ϕ(v i1 ) and ϕ(v i2 ), where ϕ(v i j ) is obtained from v i j (i.e., feature vector v i j is transformed into the infinite-dimensional feature vector ϕ(v i j )). It is to be noted that we cannot show the exact form of ϕ(v i j ) or calculate ϕ(v i j ) explicitly, but can show the existence of ϕ(v i j ) and can calculate K(ϕ(v i1 ), ϕ(v i2 )) efficiently. This property (i.e., kernel functions can be efficiently computed without explicitly computing feature vectors) is known as kernel trick. For details of SVMs and kernel functions, see [6, 19] .
Let m and n be the numbers of compounds and organisms respectively (m = 2140, n = 447). Three types of matrices A, B, C appear in this prediction problem. As for A, a i,j represents the essentiality of the j-th resource type for the i-th organism. As for B, b i,j represents the value of the j-th global feature of the i-th organism. As for C, c i,j,k represents the value of the j-th local feature of the i-th compound and k-th organism. The purpose of the problem is to predict a i,j when b i,j and c i,j,k are given. a i,j is converted to a binary matrix with a threshold of 0.9. That is, if a i,j ≥ 0.9, it is treated as 1, otherwise it is treated as 0.
By shuffling organisms of A into five groups, we conducted fivefold cross validation test where information of B and C was used as the feature vector.
Each organism has at most 9+4m entries in the feature vector, where 9 elements are based on the information of B and 4m elements are based on the information from C. The kernel value for organisms i 1 
. In order to implement SVM, we used the software GIST [17] . We evaluated the prediction performance of our method by calculating sensitivity (sen), specificity (spe), negative sensitivity (senn), negative specificity (spen) and Matthew's correlation coefficient (MCC) [14] for each resource type. The definitions of these measures are as follows: Sensitivity=
TP, TN, FP, FN denote true positive, true negative, false positive and false negative respectively.
Results
Although we conducted the computer experiments for 45 resource types, we extracted 17 resource types which satisfy 1/3 ≤ (T P + F N )/(T N + F P ) ≤ 3 for the following tables. This is reasonable since a fair evaluation of predictive accuracy is difficult if the number of positive examples or negative examples is too small. Prediction results of fivefold cross validation where the feature vector consists of the 9 global parameters explained in Section 3.2 are shown in Table 1 . Average of sensitivity, specificity, negative-sensitivity and negative specificity are 0.7199, 0.7344, 0.7261 and 0.7414 respectively. Since all these values are larger than 0.7, we can infer that information of global structural properties of metabolic networks is useful for predicting nutritional requirements of organisms.
However, Tables 2-4 show that some local properties of networks are more useful to predict nutritional requirements than global properties. Table 2 shows prediction results of fivefold cross validation where only degree centrality is used to calculate the feature vector, that is, the number of elements of the feature vector is m. Average Finally, Table 4 corresponds to the case where only eigenvector centrality is used to calculate the feature vector. Although sensitivity (0.6907) is less than that of Table 1 by 0.0292, specificity, negative sensitivity and negative specificity (0.8431, 0.8179, 0.7774) are larger than those of Table 1 by 0.1087, 0.0918 and 0.0360, respectively. Since mcc of 0.5583 is larger than that of Table 1 (0.4604) by 0.0979 eigenvector centrality is more useful than global properties.
As said above, using only degree centrality or eigenvector centrality yields better predictive accuracy than using only global properties, but closeness centrality turns out not to be useful. The SVM calculations for betweenness centrality did not finish within three days and were aborted.
We also combined global and local properties to calculate the feature vector. Tables 5-9 show that combining global and local properties appropriately may yield better accuracies than using only either global or local properties. Tables 5-9 correspond to the cases where degree centrality, closeness centrality, betweenness centrality, eigenvector centrality alone and all these four properties together are used to calculate the feature vectors in addition to the 9 global features. In Table 5 , sensitivity, specificity, negative sensitivity, negative specificity and mcc were 0.7300, 0.8007, 0.7682, 0.7937 and 0.5422 and they are larger than those of Table 2 by 0.0068, 0.0078, 0.0033, 0.0119 and 0.0145. Therefore, we can conclude that combining degree centrality and global properties yields better predictive accuracies than using only degree centrality. In Table 6 mcc is 0.2668, thus taking closeness centrality into consideration still yields poor accuracies even when global properties are also taken into account. In Table 7 , sensitivity, specificity, negative sensitivity and negative specificity were 0.7322, 0.7625, 0.7409 and 0.7704, respectively. Since all these values are larger than 0.7 and mcc is also larger than 0.5, we can conclude that combining betweenness centrality and global properties yields good predictive accuracies. In Table 8 , although sensitivity and negative specificity (0.7021 and 0.7775) are larger than those of Table 4 by 0.0114 and 0.0001, specificity and negative-sensitivity (0.8231 and 0.8121) are smaller than those of Table 4 by 0.0200 and 0.0058. Since mcc of 0.5536 is smaller than that of Table 4 by 0.0047, it can be said that combining global properties with eigenvector centrality failed to improve the predictive accuracy. Finally, since mcc of Table 9 is 0.2575, we can conclude that combining all local and global features did not succeed in improving predictive accuracies.
Discussion and Conclusion
Here, we discuss the results of our computational experiments. First, we speculate about reasons for the predictability of nutrient profiles using network parameters. It is expected that metabolic pathways around compounds corresponding to nutrients are less dense because such compounds are not synthesized due to exogenous supply. In addition, the nutrient compounds are probably located at the periphery of metabolic networks for similar reasons. Thus, the global network parameters, which characterize network density, and the centralities of each node might be useful to predict nutrient profiles. Overall, we could predict nutrient profiles from the network structure. Using the closeness centrality, however, predictions for several nutrient profiles showed relatively low accuracy. This might be caused by small-worldness of metabolic networks [23] that are represented as substrate-product relationships. As our metabolic networks are constructed by this representation, they have small-world features, indicating that all nodes are linked by short paths. Since the closeness centrality is based on the average path length as above, it is roughly homogenous among nodes due to the small-worldness. For this reason, the prediction using the closeness centrality was not effective. To predict nutrient profiles more accurately using network parameters, we might need to consider more appropriate network representations. For example, metabolic networks are not small-world when they are defined by atomic mappings [2] instead of substrate-product relationships. Accordingly, we might have good predictions because the closeness centrality would be different among nodes.
It is also seen that combination of global and local features did not necessarily lead to (considerable) improvement of the prediction accuracy. Though we have not yet identified the reason, this might be caused by overfitting. Identification of the reason is left as future work as well as introduction of some techniques to avoid overfitting.
As discussed, the results of computational experiments suggest that a combination of SVMs and structural features is useful for the prediction of nutritional requirements. Since nutritional requirements inferred by a scope-based method [8] are not necessarily perfect, it is worthy to develop alternative methods.
A combination of SVMs and structural features might be used as a complementary method to the scope-based method.
Though we have used artificially generated nutritional profiles, real nutritional requirements might be obtained by biological experiments. Therefore, use of real nutritional profiles is an important task for the future and requires a close collaboration with experimental biologists. Additional important future work is to improve the prediction accuracy. For that purpose, we need to develop novel structural features (especially local features). In particular, the introduction of local features defined for multiple nodes might be useful because there are many cases that knock-out of a single node (corresponding to a single enzyme/gene) does not affect functions of metabolic networks (because of the robustness of metabolic networks), but knock-out of multiple nodes greatly affects functions [5] .
