Abstract. Let d 1 and α ∈ (0, 2). Consider the following non-local and non-symmetric Lévy-type operator on R d :
Introduction
Let L be a second order elliptic differential operator in R d given by . It is well known that there is a diffusion process X having L as its infinitesimal generator; see [19] . The celebrated DeGiorgi-NashMoser-Aronson theory asserts that every bounded parabolic function of L (or equivalently, of X) is locally Hölder continuous and the parabolic Harnack inequality holds for non-negative parabolic functions of L . Moreover, L has a jointly continuous heat kernel (or equivalently, transition density function of X) p(t, x, y) with respect to the Lebesgue measure on R d that enjoys the Aronson's Gaussian type estimates.
Quite a lot progress has been made during the last decade in developing DeGiorgi-NashMoser-Aronson type theory for symmetric non-local operators; see, e.g., [3, 8, 14, 15, 9] and the references therein. In particular, it is shown in Chen and Kumagai [14] that, for every 0 < α < 2 and for any symmetric measurable function c(x, y) on
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between two positive constants κ 0 and κ 1 , the symmetric non-local operator
c(x, y) |x − y| d+α dy (1.2) defined in the distributional sense admits a jointly Hölder continuous heat kernel p(t, x, y) with respect to the Lebesgue measure on R d , which satisfies C −1 t (t 1/α + |x − y|) d+α p(t, x, y) C t (t 1/α + |x − y|) d+α (1.3) for every t > 0 and x, y ∈ R d , where C 1 is a constant that depends only on d, α, κ 0 and κ 1 . The operator L in (1.2) is symmetric in the sense that α/2 on R d , which is the infinitesimal generator of a (rotationally) symmetric α-stable process on R d . The symmetric non-local stable-like operator L defined by (1.2) is the analog to ∆ α/2 of a symmetric uniformly elliptic divergence form operator to Laplacian ∆. Estimate (1.3) can be viewed as an Aronson type estimate for symmetric stable-like operator L of (1.2).
The purpose of this paper is to study heat kernels and their sharp two-sided estimates for non-symmetric and non-local stable-like operators of the following form: That κ(x, z) is symmetric in z is a commonly assumed condition in the literature of non-local operators; see [8] for example. Due to this symmetry condition, we may write
κ(x, z) |z| d+α dz. We point out here that, unlike the operator L of (1.2), the operator L κ α defined by (1.4) is typically non-symmetric. The relation between L κ α of (1.4) to L of (1.2) is analogous to that of elliptic operators of non-divergence form to elliptic operators of divergence form.
The following is the main result of this paper. 
(1.13) 16) and the convergence is uniform. 
This together with (1.9) and (1) of Theorem 1.1 yields that for 0 < s < t and x, x
where c 2 = c 2 + c 3 .
To the best of the authors' knowledge, Theorem 1.1 is the first result on heat kernels and their estimates for a general class of non-symmetric and non-local stable-like operators under Höder continuous condition in x → κ(x, z). We mention that in the framework of pseudodifferential operator theory, Kochubei [28] (see also [21] ) has already studied the existence of fundamental solutions for L κ α by using Levi's method. But strong smoothness of κ(x, y) in y and α ∈ [1, 2) are required. In Chen and Wang [16] , fractional Laplacian ∆ α/2 perturbed by lower order nonlocal operator is studied, which corresponds to the case when κ(x, z) = a + b(x, z)|z| α−δ for some constant a > 0 and a bounded measurable b(x, z) with b(x, z) = b(x, −z). As a special case of the much more general results obtained in [16] , it is proved there that for this type of κ(x, z), when there are two positive constants κ 0 , κ 1 so that κ 0 κ(x, z) κ 1 (but no Hölder continuity is assumed in x → b(x, z)), L κ α has a unique jointly continuous heat kernel p κ α (t, x, y) and it enjoys the two-sided estimates (1.8) and (1.14) .
Although quite a lot is known for symmetric non-local operators, there are very limited results in literature on heat kernel estimates for non-symmetric and non-local operators. In [6] , Bogdan and Jakubowski studied the estimates of heat kernel of ∆ α/2 perturbed by a gradient operator with α ∈ (1, 2) (see also [33] for some extension). Jakubowski and Szczypkowski [27] considered the time-dependent gradient perturbation of ∆ α 2 , while Jakubowski [25] established the global time estimate of heat kernel of ∆ α/2 under small singular drifts. In [11, 12, 13] , Chen, Kim and Song obtained sharp two-sided estimates for the Dirichlet heat kernel of ∆ α/2 as well as of its gradient and Feynman-Kac perturbations. Global as well as Dirichlet heat kernel estimates for non-local operators [10] and [17] , respectively. In the critical case of α = 1, the sharp two-sided heat kernel estimates of ∆ 1/2 + b · ∇ with Hölder continuous drift b was obtained recently in [34] by using a Levi's method. In [31] , Maekawa and Miura obtained the upper bounds estimates for the fundamental solutions of general non-local diffusions with divergence free drift.
We next briefly describe the approach of this paper. For the construction and upper bound estimates of the heat kernel, we use a method based on Levi's freezing coefficients argument (cf. [30, 23] ). However, in contrast to the previous work [34] , a new way to freeze the coefficient κ(x, z) is needed (see Section 3). This causes quite many new challenges. In particular, we need to estimate the fractional derivative of the freezing heat kernel and to prove the continuous dependence of heat kernels with respect to the kernel function κ (see Subsections 2.3 and 2.4). Strong stability of the heat kernels in terms of the maximal distance between jumping kernels has recently been studied in Bass and Ren [4] (see Theorem 5.3 there) for symmetric stable-like operators (1.2). But here we need a more refined stability results on the heat kernels and their derivatives; see Theorem 2.5 below. To show the uniqueness and non-negativeness of the heat kernel, we establish a maximum principle for solutions of the parabolic equation x) ; see Theorem 4.1. For the lower bound estimate (1.14) on the heat kernel, we use a probabilistic approach. The heat kernel p κ α (t, x, y) determines a strong Feller process X = {X t , t 0;
) with initial value x; see (4.24) below. We then deduce from it the Lévy system of X, which tells us that k(x, z)|z| −(d+α) is the jump intensity of X making a jump from x with size z. The lower bound estimate for p κ α can then be obtained by a probabilistic argument involving the use of the Lévy system of X.
the (unique) transition density function of the unique solution to the martingale problem for
Notion of analyticity of a C 0 -semigroup plays a central role in the semigroup theory of evolution equations (cf. [22, 24, 32] ). For differential operators L of (1.1), it is well-known that its associated C 0 -semigroup is analytic in L p -spaces for every p ∈ (1, ∞) at least when a i j are smooth (cf. [32, Chapter 7] ). The proof of this fact is based upon the following deep a priori estimate:
which is a consequence of singular integral operator theory. For nonlocal operator L κ α of (1.2), under some additional assumptions on κ(x, z), it was shown in [35] and [36] that for any p ∈ (1, ∞) and α ∈ (0, 2),
where
is the usual Bessel potential space. In this case, it is possible to show the analyticity of its associated semigroup (P κ t ) t 0 by using Agmon's method [22] . However in this paper we are able to establish the analyticity of the semigroup (P κ t ) t 0 without these additional assumptions. We achieve this by establishing the inequality L κ α P t f p ct −1 f p for every t > 0 and p ∈ [1, ∞).
We now give an application of Theorem 1.1 to stochastic differential equations driven by (rotationally) symmetric stable processes. Suppose that 
has a unique weak solution. (Although in [1] it is assumed d 2, the results there are valid for d = 1 as well.) The family of these weak solutions forms a strong Markov process {X, P x , x ∈ R d }. Using Itô's formula, one deduces (see the display above (7.2) in [1] ) that X has generator 19) where c d,α is a positive constant that depends on d and α. A change of variable formula z = A(x)y yields 20) where
(1.21)
Here det(A(x)) is the determinant of the matrix A(x) and A(x) −1 is the inverse of A(x). As an application of the main result of this paper, we have The remainder of the paper is organized as follows. In Section 2, we prepare some necessary results about the estimates of the heat kernel of spatial-independent symmetric Lévy operators. In Section 3, we construct the heat kernel of spatial-dependent Lévy operators by using Levi's method. Lastly, in Section 4 we present the proof of the main result of this paper, Theorem 1.1.
We conclude this section by introducing the following conventions. The letter C with or without subscripts will denote a positive constant, whose value is not important and may change in different places. We write f (x) g(x) to mean that there exists a constant C 0 > 0 such that
. We will also use the abbreviation f (
; dx) will be denoted as f p . We use ":=" to denote a definition. For a, b ∈ R, a ∧ b := min{a, b} and a ∨ b := max{a, b}.
Preliminaries
Throughout this paper, we shall fix α ∈ (0, 2) and assume
For γ, β ∈ R, we introduce the following function on (0, 1] × R d for later use: ] and γ ∈ R, we have
] and γ 1 , γ 2 ∈ R, we have
where B(γ, β) is the usual Beta function defined by
Moreover, the constants contained in the above only depend on d, α, and the β's.
Proof. (i) Notice that
which implies (2.2) by definition.
(ii) In view of
we have
Noticing that by (a + b)
Integrating both sides with respect to z and using (i), we obtain (ii).
(iii) Observe that for γ, β > 0,
Integrating both sides of (2.3) with respect to s from 0 to t, we obtain
which implies (2.4) by β 1 , β 2 < α and that B(γ, β) is symmetric and non-increasing with respect to variables γ and β.
Some estimates of heat kernel of
t ) t 0 be a rotationally invariant d-dimensional α-stable process, and p α (t, x) its probability transition density function with respect to the Lebesgue measure on R d . By the scaling property of Z
Let (W t ) t 0 be a d-dimensional standard Brownian motion, and S
Let η t (s) be the density of S (α)
t . By subordination, we have
By [5, Theorem 2.1], one knows that
The following obvious inequality will be used frequently:
Below, for a function f defined on R + × R d , we shall simply write
We need the following lemma.
Lemma 2.2. There is a constant C
Proof. By the scaling property (2.7), it suffices to prove these estimates for t = 1.
we have for |x| > 1,
Hence,
which gives (2.11) for k = 1. The estimates of higher order derivatives are similar.
(ii) Observe that
Estimate (2.12) follows.
(iii) By using (2.15) twice, we have
Hence, 
If |z| > 1 and |x − x ′ | 1, then we have
Combining (2.17), (2.18) and (2.19), we obtain
which implies (2.14). The proof is complete.
Fractional derivative estimate of heat kernel of
Consider the following nonlocal symmetric operator
is defined in a similar way as in (2.10) but with function f not containing t variable. It is the infinitesimal generator of a symmetric Lévy process that is stable-like. Let p
Under (2.20), it is well-known from the inverse Fourier transform that
Moreover, it follows from [14, Theorem
, then by the construction of the Lévy process, one can write
The following lemma is an easy consequence of (2.22), (2.23) and Lemma 2.2.
Lemma 2.3. Under (2.20), there exists a constant C
26)
Proof. By (2.23) and (2.12), we have 
Proof. By (2.26), we have
For I 1 , we have
For I 11 , by (2.9), we have
For I 12 , if |x| 2t 1/α , then
For I 2 , we have
Combining the above calculations, we obtain (2.28). By (2.27), as above, we have
The proof is complete.
2.4.
Continuous dependence of heat kernels with respect to κ. In this subsection, we prove the following continuous dependence of the heat kernel with respect to the kernel function κ, which seems to be new.
Theorem 2.5. Let κ andκ be two functions on R d satisfying (2.20). For any
γ ∈ (0, α ∧ 1), there exists a constant C = C(d, α, κ 0 , κ 1 , κ 2 , γ) > 0 such that |p κ α (t, x) − p˜κ α (t, x)| C κ −κ ∞ (̺ 0 α + ̺ γ α−γ )(t, x), (2.30) |∇p κ α (t, x) − ∇p˜κ α (t, x)| C κ −κ ∞ t −1/α (̺ 0 α + ̺ γ α−γ )(t, x),(2.
31)
and
where the third equality is due to the symmetry of the operator L˜κ α , (2.22), (2.28) and (2.3), and the fourth equality is due to
Thus, by (2.24) and (2.28), we have
, which gives (2.30).
(ii) By (2.23), (2.25) and (2.30), we have 
. Using the same argument as in estimating (2.29), we obtain (2.32).
Levi's construction of heat kernels
In this section we consider the spatial dependent operator L κ α defined by (1.4), with the kernel function κ(x, z) satisfying conditions (1.5)-(1.6). In order to reflect the dependence on x, we also write L
be the freezing operator
where, with a little abuse of notation, δ 0 (x) denotes the usual Dirac function.
The classical Levi's method suggests that q(t, x, y) solves the following integral equation:
In fact, we formally have
Thus, the main aims of this section are to solve equation (3.3), and to make the calculations in (3.4) rigorous.
Solving equation (3.3).
In this subsection, we use Picard's iteration to solve (3.3). 6) and for any γ ∈ (0, β), there is a constant C 2 = C 2 (d, α, β, γ, κ 0 , κ 1 , κ 2 ) > 0 so that
Theorem 3.1. For n ∈ N, define q n (t, x, y) recursively by
q n (t, x, y) := t 0 R d q 0 (t − s, x, z)q n−1 (s, z, y)dzds. (3.5)
Under (1.5) and (1.6), the series q(t, x, y) := ∞ n=0 q n (t, x, y) is absolutely convergent and solves the integral equation (3.3). Moreover, q(t, x, y) has the following estimates: there is a constant
Proof. Without loss of generality, we assume β ∈ (0,
]. We divide the proof into three steps. (Step 1). First of all, by (1.5), (1.6) and (2.28), we have
For n = 1, by definition (3.5) and (2.4), there exits a constant C d,α > 0 such that
Suppose now that
, where γ n > 0 will be determined below. By (2.4), we have
, where Γ is the usual Gamma function, we obtain + 1)β) .
Thus,
which in turn implies that
. Thus, (3.6) is proven. Moreover, by (3.5), we have (Step 2). In this step, we prove the following estimate:
In the case of |x − x ′ | > 1, we have
In the case of 1 |x − x ′ | > t 1/α , by (3.8), we have
By definition and Theorem 2.4, we have
Combining the above calculations, we obtain (3.11).
(Step 3). By definition (3.5) and (3.10), (3.11), we have for n ∈ N,
which yields (3.7) by summing up in n.
Some estimates about p y (t, x−y).
In this subsection, we prepare some important estimates for later use. Proof. Since
by definition of δ p x (t, x − y; w), we have
Thus, by Fubini's theorem and (2.32), we have for any γ ∈ (0, α ∧ 1),
which gives (3.13). As for (3.14), it is similar by (3.15) and (2.31) that
Lemma 3.3. Under (1.5) and (1.6), there is a constant C
Proof. Estimate (3.16) follows by (3.13). For (3.17) , by (3.1) we have
For (3.18), by (3.15), we have for any γ ∈ (0, α ∧ 1),
as t → 0. The proof is complete. (t, x, y) . In this subsection, we give a rigorous proof about (3.4). Below, for the simplicity of notation, we write (3.19) and
First of all, we have
Proof. First of all, by (2.24), we have
On the other hand, by (3.6) we also have
Combining the above two estimations, we obtain the desired estimate.
Lemma 3.5. For all x y ∈ R d , the mapping t → ϕ y (t, x) is absolutely continuous, and
Proof. We divide the proof into four steps.
(Step 1). In this step we prove that for any s ∈ (0, t),
Notice that
By (3.1) and (2.28), we have for
, which together with (3.6) yields
. By (2.3), one sees that
Hence, by the dominated convergence theorem, we have
and (3.22) is proven.
(
Step 2). In this step we prove that for all x y and t > 0,
By (3.22), we have
For Q (1) y (r, x, s), by (3.7) and (2.28), we have 
Notice that for any δ > 0,
s).
For any ε > 0, by (3.7), there exists a δ = δ(s, x, y) > 0 such that for all |x − z| δ,
On the other hand, we have
which, by (3.6) and (2.2), converges to zero as t ↓ r. Thus, (3.27) is proved. (Step 4) . Now, by the integration by parts formula and (3.27), we have
Integrating both sides with respect to s from 0 to t, and then by (3.23) and Fubini's theorem, we obtain
which in turn implies (3.21) by the Lebesgue differential theorem. 28) and if β > (1 − α) ∨ 0, then 29) where the integrals are understood in the sense of iterated integrals. Moreover, for any x y,
Lemma 3.6. For all t > 0 and x y, we have
Proof. We only prove (3.28), and (3.29) is analogue by using (3.14). First of all, for fixed
by (2.28) and Fubini's theorem, it is easy to see that
By definition of φ y and Fubini's theorem, we have for ε ∈ (0, 1)
Using (2.28), (3.13), (3.6) and (3.7), we further have
Now, by Fubini's theorem again, we obtain
which together with (3.31) yields (3.28).
As for (3.30), it follows by (3.28) and a direct calculation.
4. Proofs of Theorem 1.1 and Corollary 1.4
4.1. A nonlocal maximal principle. In this subsection, we prove a nonlocal maximal principle (cf. [35] ). Notice that the current assumptions are weaker than [35] .
and for any ε ∈ (0, 1) and some γ ∈ ((α − 1) ∨ 0, 1),
If u(t, x) satisfies the following equation: for all
Proof. First of all, by (4.1), it suffices to prove that for any ε ∈ (0, 1),
Below, we shall fix ε ∈ (0, 1). Let χ(x) : R d → [0, 1] be a smooth function with χ(x) = 1 for |x| 1 and χ(x) = 0 for |x| > 2. For R > 0, define the following cutoff function
Our aim is to prove that for each δ > 0, there exists an R 0 1 such that for all t ∈ (ε, 1) and
If this is proven, then taking R → ∞ and δ → 0, we obtain (4.4). We first prove the following claim: Claim: For β ∈ (0, α ∧ 1), there exists a constant C ε > 0 such that for all R 1,
Proof of Claim: Notice that by definitions,
For I 2 , by (4.3), we have
Moreover, it is also easy to see that
Combining (4.9)-(4.12), we obtain (4.7). As for (4.8), it follows by (4.2), (4.9) and the dominated convergence theorem.
We now use the contradiction argument to prove (4.6). Fix
Suppose that (4.6) does not hold, then there exists a (t 0 ,
Thus, by (4.5), we have for any h ∈ (0, t 0 − ε),
which implies by (4.8) and letting h → 0 that
On the other hand, by definition of L κ α and (4.14), we have 16) and by the claim and (4.13),
Combining (4.15)-(4.17), we obtain a contradiction, and the proof is complete. 
For Q 1 (t, x, y), by (2.28) and (3.7), we have for any γ ∈ (0, β),
For Q 2 (t, x, y), by (3.16) , we have
For Q 3 (t, x, y), by (2.28), (3.6) and (2.3), we have
Combining the above calculations and by (3.2), we obtain (4.18).
(ii) By (2.25), we have
. By (3.29), we can write
y).
For R 1 (t, x, y), by (2.25), (3.7) and Lemma 2.1, in view of α ∈ [1, 2), we have for any γ ∈ (0, β),
For R 2 (t, x, y), by (3.14), we have
For R 3 (t, x, y), by (2.28), (3.6) and (2.3), we have
Combining the above calculations and by (3.2), we obtain (4.19).
Below, we write
Lemma 4.3. For any bounded and Hölder continuous function f , we have
Proof. By definition of L κ α and Fubini's theorem, we have
Using the same argument as in proving (3.32), one can prove that for some p > 1,
Hence, we can interchange the limit and integral, and obtain (4.20).
Lemma 4.4. For any p
Proof. For any p ∈ [1, ∞], by Lemma 4.2 and Young's inequality, we have
Thus, we obtain (4.21).
On the other hand, for any ε ∈ (0, 1), by Lemma 4.2, we have
Since for fixed x y ∈ R d , the mapping t → L After the above preparation, we are now in a position to give the proof of Theorem 1.1. First of all, using Lemmas 3.5 and 3.6, one sees that the calculations in (3.4) make sense, and thus, we obtain (1.7).
(i) Notice that by (2.22), (3.6) and (2.4), 
Moreover, by (4.22), we also have
Thus, (1.11) is proven by equation (3.2).
We now show that kernels that satisfy (1.7)-(1.11) is unique. For this, let p κ α (t, x, y) be any kernel that satisfies (1.7)-(1.11) and, for f ∈ C
Secondly, by (1.9) we have for any γ ∈ (0, α ∧ 1),
The same holds for u f (t, (1) has already been proved in the above. , x) . Moreover, it is easy to see that (4.1), (4.2) and (4.3) are satisfied for u. Thus, by Theorem 4.1 we obtain
and the convergence is uniform. (2) and (4.21), it is easy to see that (P
, by equation (1.7) and Lemma 4.4, one sees that
The analyticity of C 0 -semigroup (P . We now derive a Lévy system of X by following an approach from [12] . By (4.24), one can derive that X t = (X 1 t , . . . , X d t ) is a semi-martingale. By Itô's formula, we have that, for any
where Let B(x, r) be the ball with radius r and center x. We need the following lemma (see [2, 14] ). 
where s 1 is the sphere area of the unit ball. Substituting this into (4.32), we get
Choosing first λ large enough and then A large enough yield the desired estimate.
Now we can give
Proof of lower bound of p κ α (t, x, y). By Lemma 4.6, there is a constant λ ∈ (0, 1 2 ) such that for all t ∈ (0, 1), P x (τ B(x,t 1/α /2) λt) 
