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ABSTRACT 
A Lyapunov transformation is a linear transformation on the set 2&n of hermitian 
matrices H E c=n*n of the form zA(H) = A*H + HA, where A ccnsn. Given a 
positive stable A E@ wn the Stein-Pfeffer Theorem characterizes those K l &fn for , 
which K = ZPe(H). where B is similar to A and H is positive definite. We give a 
new proof of this result, and extend it in several directions. The proofs involve the 
idea of a controllability subspace, employed previously in this context by Snyders 
and Zakai. 
1. PRELIMINARY DEFINITIONS 
We denote by @” the space of n-tuple complex column vectors, and by 
Pen the space of n x n complex matrices. The set of hermitian matrices 
in Cnsn will be denoted by S,; the letters H and K will consistently be 
used to denote hermitian matrices. 
Given A E UPsn, the inertia (see [7]) of A is the integer triple In A = 
[n(A), v(A), W)I,wheren(A), v(A), S(A) are, respectively, the numbers of 
characteristic roots of A with positive, negative, and zero real parts 
[z(A) + v(A) + 6(A) = n]. If the distinct characteristic roots of A are 
Ai, AZ,. . .I Ah, we define 
Note that d(A) # 0 implies that d(A) = 0, but not conversely. Also, the 
Lyapunov transformation gioa : 2, + Zn defined by _YZ’~(H) = A*H + 
HA is invertible precisely when d(A) # 0 (cf. [5] and [14]). 
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2. CONTROLLABILITY SUBSPACES 
Let A, B E 03~~. The controllability space C(A ; B) associated with 
(A, B) (see [B] and [15, pp. 498-5011) is the subspace of C” spanned by 
the vectors 
AkBe,, i = 1, 2,. . ., n, k = 0, 1, 2,. . ., 
where e, is the ith standard unit vector of zeros and ones. Equivalently, 
C(A; B) is the minimal A-invariant subspace of @” containing W(B), the 
range of B. It follows that C(A ; B) L is the maximal A*-invariant subspace 
contained in W(B)l = M(B*), the nullspace of B*. 
LEMMA 1. Given A E Wn, H E 3?,, K = T,(H). Every A-invariant 
szLbs$ace contained in J(H) is also contained in J’“(K), and thus also in 
C(A*; K)l. 
Proof. Suppose S is A-invariant, and S E X(H). If x E S, then 
Kx = (A*H + HA)% = A*(Hx) + H(Ax) = 0. Hence S c J-(K). That 
S E C(A*; K)l follows from the maximality of C(A*; K)l among A- 
invariant subspaces contained in J(K). n 
If d(A) # 0, we have a converse to Lemma 1. 
LEMMA 2 [4, Theorem VI]. Given A E cnsn for which d(A) # 0, 
H E Yi?,, and K = gA(H). Every A-invariant subspace zuhzich is contained 
in X(K) is also contained in J(H). In particular, C(A*; K)l G X(H). 
Proof. Let S be A-invariant, and S E N(K). Let x1, x2,. . . , x, E S 
be chosen so that 
Ax1 = Ix,, Ax2 = Ix, + x1,. . . , Ax, = Ax,,, + x,,_~, 
for some characteristic root L of A. Since S G N(K), 
0 = Kxl = (A*H + HA)%, = (A* + ilI)Hxl. 
But since d(A) # 0, A* + ;II must be nonsingular, and Hxl = 0, i.e., 
x1 E J(H). 
We proceed by induction. Suppose xlc_r E M(H). Now 
0 = KXk = (A* + l.I)Hx, + Hx,_~ = (A* + LI)Hx,, 
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so that we must have Hx, = 0, i.e., X~ E N(H). Since S is spanned by 
sets of vectors of this sort, S c M(H). n 
COROLLARY 1. Given A E en*” for uhich A(A) # 0, H E Z’, and non- 
singular, and K = ZpA(H). Then C(A*; K) = @“. 
P&. By Lemma 2, C(A*; K)l G N(H) = 0; hence C(A*; K) = 
C”. 
3. POSITIVE SEMIDEFINITE ELEMENTS OFTHE RANGE OFgA 
LEMMA 3. Given A E Fsn, HE Z,, and K = 2*(H) > 0, i.e., 
positive semidefinite. Then N(H) is A-invariant, and N(H) _C N(K). 
Also, M(H) s C(A*; K)l. 
Proof. If x E M(H), then 
x*Kx = x*(A*H + HA).2 = 0, 
andsinceK >O,wemusthaveKx = O,i.e.,x~Jlr(K). ThusN(H) c N(K). 
Also, 
o = Kx = (A*H + HA)% = H(Ax), 
i.e., Ax E N(H), and N(H) is A-invariant. n 
Lemmas 2 and 3, taken together, yield an immediate corollary. This 
result makes more precise Lemma 2.3 of [8]. 
COROLLARY 2. Given A E QZnsn for which A(A) # 0, HE Z,, and 
K = _YA(H) 3 0. Then N(H) = C(A*; K)‘-, the maximal A-invariant 
subspace contained in N(K), 
Our first theorem characterizes the positive semidefinite elements of 
the range of 9, when A(A) # 0. 
THEOREM 1. Given A E 0.n for which 6(A) = 0, HE Zn, and K = 
PA(H) > 0. Then In H < In A, i.e., n(H) < n(A), V(H) 6 V(A). If, in 
addition, A(A) # 0, then the following are equivalent: 
(i) C(A*; K) = @“, 
(ii) H is nonsingular, 
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(iii) In H = In A, i.e., x(H) = n(A), y(H) = y(A), 
(iv) for every characteristic vector x of A, x*Kx > 0. 
Proof. The first statement follows from Theorem 3 of [2]. That (i) 
and (ii) are equivalent is obvious from the previous corollary. That they 
are equivalent to (iii) follows then from the first statement of the theorem. 
Suppose that x is a characteristic vector of A, and that x*Kx = 0. 
As K > 0, then Kx = 0. Clearly the one-dimensional subspace spanned 
by x is A-invariant, and thus, by Lemma 2, is in N(H). This would imply 
that H is singular. On the other hand, if H is singular, by Lemma 3, 
N(H) is A-invariant, so that A has a characteristic vector x E M(H). 
Since J”(H) G H(K), Kx = 0, and hence x*Kx = 0. n 
If, in Lemma 2, Corollaries 1 and 2, and the last part of Theorem 1, we 
assume only that 6(A) = 0 (instead of d(A) # 0), our conclusions no 
longer hold. As an example, let 
A=(; -3, H=(; A): K=,,,,)=(; ;j. 
Now M(K) is the subspace of c2 generated by e2, and is A-invariant, hence 
C(A*; K)l = N(K) $ J’-(H) = (0). 
4. INEQUALITIES FOR In[PA(H)] WHEN H 3 0 
In this section we prove several inequalities for $9,(H)], ~[.l;p~(H)], 
given that H 3 0. Later we shall show that these inequalities characterize 
certain sets of matrices in which we are interested. 
First, we need a more detailed description of the structure of A. 
Suppose 1 E @ is a characteristic root of A. Let m, = m,(A) denote the 
number of nontrivial elementary divisors associated with 1, and assume 
that the degrees dAj = dhj(A) of these elementary divisors are ordered SO 
that 
Define d A,m~+l = ... = 0. (If 2 E C is not a characteristic root of A, define 
m L = 0 and d,, = dls = * *. = 0.) Further, define 
m+ = m+(A) = max{m,: Re 1 > 0}, 
m- = m-(A) = max{m,: Re 3, < O}. 
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LEMMA 4. Given A E @n, H > 0, and K = LF~(H) for which C(A*; K) = 
@“. Then 
n(K) b m+(A), V(K) 3 m-(A). (1) 
Proof. Suppose Ax = /lx, x # 0, and Re 1 > 0. Suppose Hx = 0. 
Then by Lemma 1, the one-dimensional subspace spanned by x would be 
contained in C(A * ; K)l = {0}, which is impossible. We have Hx # 0, and 
x*Kx = x*(A*H + HA)% = (1 + +*Hx > 0. 
Thus there exists a subspace (of characteristic vectors of A associated 
with 2) of dimension m+ on which K is positive definite, and hence 
n(K) 3 m+. A similar argument shows that V(K) > m-. n 
Recall that by Corollary 1, when d(A) # 0, C(A* ; K) = @” whenever 
H > 0. [This condition is not sufficient to guarantee H > 0, even when 
H>,O; take 
A = (A :)> H = (; :); S/i(H) = (; ;), 
for example.] From this it follows that Lemma 4 generalizes part of the 
Stein-Pfeffer Theorem [9, 10; see also 11. 
THEOREM 2. Given A E @nsn for which A(A) # 0, H > 0, and K = 
_FA(H). Then 
n(K) u(K) 
n(K) + y(K) < 2 2 d,i + C 2 d,j. (2) 
ReA>Oj=l RekOj=l 
(Observe that, while the outer sums on the right aye ovey all ;1 E C for which 
Re ;i > 0 and Re il < 0, respectively, the only nonzero contributions come 
from il which are actually characteristic roots of A. Also, if in the inner sums, 
the indexing set is zero, the sum is defined to be zero.) 
Proof. If C(A*; K) = @“, the theorem is obvious from Lemma 4. 
Assume C(A*; K) # @“. For any nonsingular S E @nnn, 
S*[_YPA(H)]S = S*(HA + A*H)S = S*HS - S-lAS + (S-lAS)*(S*HS) 
= ps+&S*HS). 
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Choose S with columns fl,. . , fk, fk+l,. . . , f,, k < n, where fl,. . . , fk and 
fk+l,. . ., fn are, respectively, bases of C(A*; K) and C(A*; K)l. Since 
C(A*; K)‘- is A-invariant, and contained in both N(H) and M(K), we 
have 
and A$?,, + A,,A,, = I?,,. Also, as is easily computed, 
C(d*; I?) = {S*x: x E C(A*; K)}, 
and also 
c(A*; I?) = {y 00: y E c(A;r,; I?,,)}, 
so that dim C(A,*,; R,,) = dim c(A*; R) = dim C(A*; K). 
Thus we may apply Lemma 4 to A,,, I?,,, I?,,: 
n(K) = 4&d 2 m+(An)> y(K) = @II) 3 m-(An). 
Since d,,(A) 3 d,,(A,,) for all 1 E C, j = 1, 2,. . ., (cf. [3]), we have 
n(K) + V(K) = n(R,,) + Q?,,) 6 dim C(A*, K) 
&d 
=,g>, Jz dadAd + 2 ‘(3’ dadAll) 
RekO j=l 
n(K) v(K) 
< 2 2 da&I) + C 2 dadA), 
Rel>O j=l ReA<O j=l 
our desired conclusion. n 
5. THE STEIN-PFEFFER THEOREM 
As we saw in the last proof, 
S*[ZA(H)]S = Zs-,,s(S*HS), (3) 
for every A and nonsingular S in V,n, and every H E Zn. Thus, for non- 
singular S E Cnsn, 
A + S-lA.S, H +S*HS 
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preserves the similarity structure of A and the congruence structure of 
H and PA(H). We use this heavily in the sequel, where we often assume 
A to have a particular form (viz. A is similar to a matrix of the form and 
we perform the above transformation). 
LEMMA 5. Given A E Cnpn for which n(A) = n. Then there exists 
H, > 0 for which K, = YA(HO) 3 0, of rank m+(A). 
Proof. It is sufficient to consider the case m+(A) = 1, for A may be 
regarded, without loss of generality, as a direct sum of matrices, A = 
A,@A,@**-@A,, where m = m+(A) andm+(A,) = 1, i = 1, 2,. . .,m. 
Each matrix Ai, i = 1, 2,. . . , m, has order 
and has, corresponding to each (distinct) characteristic root i?. of A, at 
most one nontrivial elementary divisor, of degree dAi(A). We could then 
choose K,, Ha to be the corresponding direct sums of the matrices given 
by this special case. 
Suppose now that m+(A) = 1, and that A has characteristic vectors 
x1, x$3, . . , xh associated with, respectively, the. distinct char.acteristic 
roots Ai, ;1s,. . . , Ah of A. There exists a nonsingular S E Cnsn for which 
sxi, SX,, . . . , Sx, are orthonormal. Define 
K, = (& s*%&)(k s*s+ 
clearly K, > 0, of rank m+(A) = 1. Every characteristic vector of A 
associated with lj has the form uxj, 0 # GC E @, and 
(~j)*Ko(uxj) = c?xj* (i s*sx@ s*sq Xj = ccii > 0. 
By Theorem 1, Ha = 9PA-1(K0) > 0. n 
We now state and prove the Stein-Pfeffer Theorem. We write A - B 
if A and B are similar. 
THEOREM 3 (Stein-Pfeffer). Givelz A E Cnsn for which n(A) = n. Then 
(Y,(H):B-A,H>O}={KE~,:~(K)>~+(A)} 
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Proof. It follows from Lemma 4 that if B N A and H > 0 we have 
ZZ[~‘~(H)] 2 m+(A). To show the opposite containment, choose K E Zn 
for which n(K) 3 m+(A). Let He and K,, be defined as in Lemma 5. For 
every E > 0 there exists a nonsingular S for which II.S*KS - Koll < e 
(for any specified matrix norm on Cnsn). Let G = 9A-1(S*KS). As 
gp,-l depends only on A, 
l/G - H,ll = II%-‘(S*KS - KC,)// < /j~_?l/. /jS*KS - K,ll 
can be made arbitrarily small. As Ha > 0, there exists an .S for which 
G > 0. Let T = S-l, B = T-lAT, and H = T*GT; we have B N A, 
H > 0, and, by Eq. (3), 
LZpB(H) = LZ’~-~~~(T*GT) = T*gtPA(G)T = T*S*KST = K. n 
. 
6. GENERALIZATIONS OF THE STEIN-PFEFFER THEOREM 
We first generalize the Stein-Pfeffer Theorem by requiring only that 
A satisfy d(A) # 0, rather than n(A) = n. 
THEOREM 4. Given A E Cnsn for which d(A) # 0. Then 
{PB(H): B -A, H > 0) = {K E 2,: z(K) > m+(A), y(K) 2 WC@)}. 
Proof. It follows from Lemma 4 that if B N A and H > 0, then 
K = gPs(H) satisfies Eq. (1). To show the opposite containment, we may 
assume A = A+ @ A_, where A+ (A_) has only characteristic roots with 
positive (negative) real parts. Given K satisfying n(K) 3 m+(A), v(K) > 
m-(A), we may choose n(K+), n(K_), v(K+), v(K_) so that 
$K+) + n(K) = n(K), (4) 
y(K+) + y(K) = V(K)> (5) 
n(K+) + y(K+) < n(A) = n(A+)> (6) 
n(K_) + v(K_) < v(A) = v(A_), (7) 
n(K+) 3 m+(A) = m+(A+), v(K_) > m-(A) = m-(A-). (8) 
If n(K) < n(A), v(K) < v(A), take n(K+) = n(K), v(K_) = v(K), 
n(K_) = y(K+) = 0; then (4)-(8) are obvious. If x(K) < x(A), 
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(4), (5), (7), and (8) are obvious, and since n(K) + 
y(K) < n = n(A) + V(A), (6) holds. If n(K) > n(A), 44 < y(A), 
analogous definitions may be made. 
Now (3) implies that sets of the form {Z#I): B -A, H > 0} are 
closed under congruence, so that by Theorem 3, there exist H, > 0, 
H_ > 0, of appropriate orders, so that 
Now 
In K = In[ZA+(H+) 0 ~A_(H-)l, 
so that K and Z’,(H+ OH_) = .lipA+(H,) @ 9, (H_) are congruent. As 
(6pB(H) : B - A, H > 0} is closed under congruence, it must contain K. n 
Our next generalization of the Stein-Pfeffer Theorem returns to the 
restriction that A satisfy n(A) = n, but allows H > 0. 
THEOREM 5. Given A E Cnsn for which n(A) = n. Then 
{cYps(H): B - A, H > 0} = K E S,: n(K) + v(K) < 2 2 d,,(A) 
A j=l 
Proof. If n(A) = n, B -A, H 3 0, and K = LZ’,JH), then the 
inequality (2) of Theorem 2 reduces to 
n(K) + y(K) < C 2 d,,(A). 
1 j=l 
. 
On the other hand, suppose K E Xn satisfies .(9). If n(K) > 
m+(A), then K = SB(H) for some B - A and H > 0, by the Stein-Pfeffer 
Theorem. Suppose then that n(K) < m+(A). We may assume that 
A = A1@A2@***@A,, where m = m+(A) and m+(AJ = 1, i = 
1, 2, . . . , m. Each matrix A,, i = 1, 2,. . . , m, is of order 
ni = 2 d,i(A), 
A 
and such that to each (distinct) characteristic root il of A there corresponds 
246 DAVID CARLSON AND RAPHAEL LOEWY 
an elementary divisor of degree d&l) in Ai. By (9) there exist 
hermitian matrices K,, K,, . . . , KncKj, of orders n,, na,. . . , nntKj, respec- 
tively, so that 
n(KJ = 1, i = 1, 2,. . .) n(K), 
4Kl) + 4&) + - * * + 4K(K)l = a-9. 
By (3) and Theorem 3, there exist Hi > 0 for which In[YAi(Hi)] = In Ki, 
i = 1, 2,. . ., n(K). Define Ki = Hi = 0, i = n(K) + 1,. . . , m. Now 
H,@H,@-** @H,>O, and 
In[PA(H1 @ H, 0 * * * @H,,J] = In(K, @K, @**a OK,) = InK. 
As before, we must have K E {-Yps(H): B - A, H 3 O}. n 
Our final result requires only that A satisfy d(A) # 0, and allows 
H > 0. 
THEOREM 6. Given A E Fs” for which d(A) # 0. Then 
{~B(H) : B wA,H>O} 
n(K) 
= K E X,,: n(K) + v(K) G 2 2 d,,(A) + c 
Red>0 j=l Re.kO j=l 
Proof. If d(A) # 0, B- A, H > 0, and K = LZA(H), then Eq. (2) 
holds by Theorem 2. 
To show the opposite containment, we assume A = A, @ A_, where 
A, (A_) has only characteristic roots with positive (negative) real parts. 
Given K satisfying Eq. (2), we can choose n(K+), n(K_), v(K+), v(K_) SO 
that (4), FL l 
4K+) 
nF+) + 4K+) G 2 C da,(A)> 
ReA>O j=l 
VW-) 
4K-) + 4K-) < 2 2 4,(A). 
Red<0 j=l 
To simplify notation, let 
(11) 
n(K) v(K) 
Z+ = 2 2 dAj, -z_ = 2 2 d,j. 
Rel>0 j=l RekO j=l 
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Now if n(K) <L’+ and y(K) < ,Z_, we may set n(K+) = n(K), V(K) = 
V(K), and n(K) = y(K+) = 0; now Eqs. (4), (5), (lo), and (11) are 
obvious. If 
~(4 
44 d z+ but y(K) > E_ = c 2 d,j, 
Rel>O ~=1 
we must have m-(A) < v(K) and LX?_ = V(A). Now take n(K+) = n(K), 
v(K_) = v(A) = L’_, n(K_) = 0, v(K+) = V(K) - V(A). Clearly Eqs. 
(4) and (5) are satisfied. Since, by (2), n(K) + v(K) < Z+ + X_, we 
have (10): 
n(K+) + VW+) = n(K) + y(K) - y(A) 
= n(K) + v(K) - Z__ <Z+ 
Since v(K_) = v(A) > m-(A), we have (11): 
m-(A) UP-) 
n(K_) + v(K_) = v(A) = 2 2 d,j = c c d,j. 
ReA<O j=l RekO j=l 
If V(K) < LY_ but n(K) > Z;, analogous definitions may be made. 
Now, as in the proof of Theorem 4, we may, by Theorem 5, assume 
the existence of H, 3 0, H_ > 0 for which In K = In[B,(H+ @ H_)]. 
It follows that K and PiP,(H+ OH_) are congruent, and we must have 
KE{~~(H):B~A,H>O}. n 
Given n, by an inertial vector we mean a triple w = (oi, os, 0s) of 
nonnegative integers for which wi + 0% + wa = n. Using Eq. (3), we 
obtain as a corollary of Theorem 3 that, given A E enan for which n(A) = n, 
and an inertial vector w, there exists an H > 0 for which In[LZA(H)] = w 
if and only if oi > m+(A). Analogous corollaries of Theorems 4, 5, and 6 
also hold. 
The contribution of the first author was begun while he was on sabbatical 
leave at Kent State University, Kent, Ohio. The contribution of the second 
asthor is part of a Ph.D. thesis [6] written at the California Institute of 
Technology under Professor Olga Taussky Todd. This author wishes to 
thank Professor Taussky for introducing him to the subject of stable matrices, 
and for her he@ while these results were developed. 
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