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Abstract. We analyze necessary and suﬃcient conditions on a nonsingular matrix A such that, for
any initial vector r0, an orthogonal basis of the Krylov subspaces Kn(A, r0) is generated by
a short recurrence. Orthogonality here is meant with respect to some unspeciﬁed positive
deﬁnite inner product. This question is closely related to the question of existence of
optimal Krylov subspace solvers for linear algebraic systems, where optimal means the
smallest possible error in the norm induced by the given inner product. The conditions on
A we deal with were ﬁrst derived and characterized more than 20 years ago by Faber and
Manteuﬀel (SIAM J. Numer. Anal., 21 (1984), pp. 352–362). Their main theorem is often
quoted and appears to be widely known. Its details and underlying concepts, however,
are quite intricate, with some subtleties not covered in the literature we are aware of.
Our paper aims to present and clarify the existing important results in the context of the
Faber–Manteuﬀel theorem. Furthermore, we review attempts to ﬁnd an easier proof of the
theorem and explain what remains to be done in order to complete that task.
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1. Introduction. Krylov subspace methods are powerful and widely used itera-
tive methods for solving large and sparse linear algebraic systems and singular value
and eigenvalue problems. They are based on subspaces spanned by an initial vector
r0 and vectors formed by repeated multiplication of r0 by the given square matrix A.
The use of these so-called Krylov subspaces,
Kn(A, r0) ≡ span{r0, Ar0, . . . , An−1r0} , n = 1, 2, . . . ,
in iterative methods for linear algebraic systems is counted among the “top 10 algo-
rithmic ideas of the 20th century” [11, 12].
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486 J. LIESEN AND Z. STRAKOSˇ
It is immediately clear that the basis of the Krylov subspace Kn(A, r0), formed by
the vectors r0, Ar0 . . . , An−1r0, is generally severely ill conditioned (recall the power
method) and hence infeasible for use in actual computations. A well-conditioned, at
best orthogonal basis is required in order to prevent loss of information due to repeated
matrix-vector multiplication performed in ﬁnite precision arithmetic. For eﬃciency
reasons, it is desirable to generate such a basis with a short recurrence, meaning that
in each iteration step only a few of the latest basis vectors are required to generate
the new basis vector. In this paper we discuss when (in exact arithmetic) orthogonal
Krylov subspace bases can be generated by short recurrences. More precisely, given
a Hermitian positive deﬁnite (HPD) matrix B, consider the corresponding B-inner
product 〈·, ·〉B . We analyze necessary and suﬃcient conditions on a nonsingular matrix
A such that, for any initial vector r0, a B-orthogonal basis of Kn(A, r0), n = 1, 2, . . . ,
is generated by an optimal short recurrence. The precise deﬁnition of what we consider
an optimal short recurrence is given in section 2.
The conditions on A we deal with in this paper are not new. In fact, they
were derived and characterized more than 20 years ago by Faber and Manteuﬀel [15]
(see also Greenbaum’s book [21, Chapter 6] for a summary and some discussion of
their results). Their work answered a question posed by Golub (SIGNUM Newsletter,
Vol. 16, No. 4, 1981), namely, to construct a three-term conjugate gradient-like descent
method for general nonsymmetric matrices or to prove that there can be no such
extension. Related questions were investigated by Voevodin and Tyrtyshnikov in [46];
see also [44, 45]. Their results, however, are not of the same strength as those of
Faber and Manteuﬀel. Moreover, the considerations of Voevodin and Tyrtyshnikov
are restricted to nonderogatory matrices.
Let us brieﬂy describe the kind of method Golub had in mind (for a more complete
description we refer to [15] or [21, Chapter 6]). Suppose that we want to solve a linear
system Ax = b, where A is a square nonsingular matrix, by an iterative method.
Starting from an initial guess x0, consider the nth iterate xn ∈ x0+span{p0, . . . , pn−1},
n = 1, 2, . . . , where the pj are certain direction vectors, and, in particular, xn =
xn−1 + αn−1pn−1, where αn−1 is some (nonzero) scalar coeﬃcient that needs to be
determined. This becomes a Krylov subspace method when span{p0, . . . , pn−1} =
Kn(A, r0), n = 1, 2, . . . , where r0 = b − Ax0 is the initial residual. The nth error of
this method is given by x−xn ∈ x−x0+span{p0, . . . , pn−1}. We speak of a conjugate
gradient-like descent method when the error is minimized in some given inner product
norm, ‖ · ‖B = 〈·, ·〉1/2B , where B is a given HPD matrix, that is independent of the
initial residual (see, e.g., [4] for a framework of methods whose norms depend on the
initial residual). The condition that ‖x − xn‖B is minimal is equivalent to the error
x − xn being B-orthogonal to the subspace spanned by the direction vectors. By
construction, the nth error can be written as
x− xn = (x− xn−1)− αn−1pn−1 .
Using this relation, the orthogonality conditions 〈x−xn, pj〉B = 0 for j = 0, . . . , n−1
become
〈x− xn−1, pj〉B − αn−1〈pn−1, pj〉B = 0 for j = 0, . . . , n− 1 .
This set of n equations is satisﬁed if and only if
αn−1 =
〈x− xn−1, pn−1〉B
〈pn−1, pn−1〉B and 〈pn−1, pj〉B = 0 for j = 0, . . . , n− 2 ,
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ON OPTIMAL SHORT RECURRENCES 487
i.e., the direction vectors p0, . . . , pn−1 must form a B-orthogonal set. If B is wisely
chosen, αn−1 can be computed even though x − xn−1 is unknown (note that x is
unknown); see [3] or [44] for frameworks containing numerous diﬀerent methods. In
the conjugate gradient method [25], A is HPD, B = A, and the A-orthogonal or
“conjugate” set of direction vectors is generated by orthogonalizing (with respect to
the A-inner product) the Krylov sequence r0, Ar0, . . . , An−1r0 by means of what we
call an optimal three-term recurrence. More generally, the existence of optimal short
recurrences is closely related to the existence of eﬃcient implementations of conjugate
gradient-like descent methods, and hence to the question asked by Golub.
The answer to Golub’s question given by Faber and Manteuﬀel [15], known as
the Faber–Manteuﬀel theorem, is that for most non-Hermitian matrices A there ex-
ists no extension of the conjugate gradient method based on a single short (let alone
three-term) recurrence. More precisely, apart from rather special classes of matrices
speciﬁed below, for general non-Hermitian matrices A there exists no optimal short
recurrence for generating B-orthogonal Krylov subspace bases (for any given HPD ma-
trix B). This fundamental message of the Faber–Manteuﬀel theorem is often quoted
and appears to be widely known. The details and underlying concepts, however, are
quite intricate, with some subtleties not covered in the literature we are aware of,
including [15], [21, Chapter 6], and the recent paper [37].
In [37], three diﬀerent matrix properties are studied in the context of optimal
short recurrences: A admits for the given B an optimal (s + 2)-term recurrence;
A is B-normal(s); and A is reducible for the given B to (s + 2)-band Hessenberg
form. Using this approach as a starting point, we clarify some inaccuracies, give more
rigorous deﬁnitions of all three properties (see Deﬁnitions 2.4, 2.6, and 2.11, resp.),
and review the known relations between them; see Figure 2.2. We thereby present and
clarify the existing important results in the context of the Faber–Manteuﬀel theorem.
We prove strengthened versions of the suﬃciency of the B-normal(s) property of the
matrix A for the other two properties; see the arrows labeled “Theorem 2.9” and
“Theorem 2.13” in Figure 2.2. Furthermore, we investigate the B-normal(s) property
of A, give a new equivalent characterization, improve the bound on the degree of the
minimal polynomial of A in terms of s for B-normal(s) matrices, and provide several
examples.
While the suﬃciency of theB-normal(s) property ofA for the two other properties
can be shown by a rather straightforward and completely algebraic proof, the proof
of necessity of this property given by Faber and Manteuﬀel [15] is based on a clever,
highly nontrivial construction. The proof uses a continuity argument to extend certain
“easy” cases to “diﬃcult” cases, where the “diﬃcult” cases form a set of measure zero
in the space of all cases. So far, this proof has not been reproduced in any of the
numerous surveys and books on iterative methods. It is unknown whether a simpler
proof of the necessity part can be found. In view of the fundamental nature of the
Faber–Manteuﬀel theorem, such a proof would be a welcome addition to the existing
literature. It would lead to a better understanding of the theorem by enlightening
some (possibly unexpected) relationships, and it would also be more suitable for
classroom teaching. In this paper, we discuss possible strategies for ﬁnding such a
proof.
We point out that the theory developed by Faber and Manteuﬀel, as well as most
results in this paper, only apply to what we call optimal short recurrences. Given
the negative implications of the Faber–Manteuﬀel theorem, several attempts have
been made to ﬁnd other types of short recurrences for generating orthogonal Krylov
subspace bases. For completeness, we brieﬂy review these attempts as well.
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488 J. LIESEN AND Z. STRAKOSˇ
The paper is organized as follows. In section 2, we deﬁne the concept of opti-
mal short recurrences. We then prove suﬃcient conditions for their existence, which
strengthen previous results (section 2.1). Next, we consider the necessary conditions,
and suggest possible approaches for proving the necessity part in a simpler way (sec-
tion 2.2). In section 3, we characterize the B-normal(s) property of A. In section 4,
we review results on other types of short recurrences for generating orthogonal Krylov
subspace bases. We end with concluding remarks in section 5.
Remark 1.1. Throughout the paper we consider exact arithmetic, and for sim-
plicity, with an application to linear algebraic solvers in mind, we make the following
assumptions: The matrix A is nonsingular and an element of FN×N , where either
F = R or F = C. If F = R, i.e., A is a real (nonsingular) matrix, we consider only
real HPD matrices B ∈ RN×N and real initial vectors r0 ∈ RN . In this case, state-
ments like “for any r0” should be read “for any r0 ∈ RN ,” the resulting polynomials
have real coeﬃcients, and the conjugate transpose, denoted by v∗ for a vector v and
M∗ for a matrix M , coincides with the transpose.
2. Optimal Short Recurrences. Let A be a given nonsingular N × N matrix,
and let r0 be any nonzero vector of length N . It is well known that the Krylov
subspaces Kn(A, r0), n = 1, 2, . . . , form a nested sequence of subspaces of increasing
dimension that eventually become invariant under A. Hence there exists an index
d = d(A, r0) ≡ dimKN (A, r0) ,(2.1)
often called the grade of r0 with respect to A, for which
K1(A, r0) ⊂ · · · ⊂ Kd(A, r0) = Kd+1(A, r0) = · · · = KN (A, r0) .
For a given vector r0, d is equal to the degree of the minimal polynomial of r0 with
respect to A; see [18, Chapter VII, sections 1, 2, and 8]. Clearly, d ≤ dmin(A), where
dmin(A) denotes the degree of the minimal polynomial of A, and there always exists an
r0 such that d = d(A, r0) = dmin(A); see, e.g., [18, Chapter VII, section 2, Theorem 2]
or [1, section 3].
For any N ×N HPD matrix B, the functional 〈·, ·〉B , deﬁned for vectors x and y
of length N by 〈x, y〉B ≡ y∗Bx, is a positive deﬁnite inner product. For a nonsingular
matrix A, a given HPD matrix B, and a vector r0 of grade d, consider a B-orthogonal
basis v̂1, . . . , v̂d,
span {v̂1, . . . , v̂n} = Kn(A, r0) , n = 1, . . . , d ,(2.2)
〈v̂j , v̂k〉B = 0 , j = k , j, k = 1, . . . , d .(2.3)
Such a set of basis vectors is generated by the Arnoldi recurrence [2]
v̂1 = r0 ,(2.4)
v̂n+1 = Av̂n −
n∑
m=1
ĥm,nv̂m , ĥm,n =
〈Av̂n, v̂m〉B
〈v̂m, v̂m〉B ,(2.5)
n = 1, . . . , d− 1 , d = dimKN (A, r0) ,(2.6)
stated here with the classical Gram–Schmidt orthogonalization. Its basic properties
can be found, e.g., in [41, section 6.3]. Note that we have skipped normalization
of the basis vectors for notational convenience. It is easy to see that the matrix
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representation of (2.4)–(2.6) is given by
v̂1 = r0 ,(2.7)
A [v̂1, . . . , v̂d−1]︸ ︷︷ ︸
≡ V̂d−1
= [v̂1, . . . , v̂d]︸ ︷︷ ︸
≡ V̂d


ĥ1,1 · · · ĥ1,d−1
1
. . .
...
. . . ĥd−1,d−1
1


︸ ︷︷ ︸
≡ Ĥd,d−1
,(2.8)
V̂ ∗d BV̂d is diagonal , d = dimKN (A, r0) .(2.9)
We point out that the whole basis v̂1, . . . , v̂d is generated in d−1 steps of (2.5), which
yields a (nonsquare) matrix Ĥd,d−1 of size d× (d− 1). Hence (2.8) does not represent
a reduction of A to Hessenberg form (see (2.16) below for such a reduction).
Any other basis v1, . . . , vd satisfying (2.2)–(2.3) can be obtained by scaling the
columns of V̂d by some d× d nonsingular diagonal matrix Sd,
Vd ≡ [v1, . . . , vd] = V̂dSd .
The matrix Vd then satisﬁes the identity
AVd−1 = VdHd,d−1 , where Hd,d−1 = S−1d Ĥd,d−1Sd−1(2.10)
and Sd−1 is the (d − 1) × (d − 1) leading principal submatrix of Sd. Clearly, with
any such scaling, the nonzero pattern of Hd,d−1 is uniquely deﬁned and identical to
the nonzero pattern of Ĥd,d−1. In the following we will be mostly interested in this
pattern, particularly in the upper bandwidth of Ĥd,d−1.
Definition 2.1. An unreduced upper Hessenberg matrix is called (s + 2)-band
Hessenberg when its sth superdiagonal contains at least one nonzero entry and all its
entries above its sth superdiagonal are zero.
Remark 2.2. Extension of this deﬁnition to the case s = 0 (2-band Hessenberg),
where the 0th superdiagonal means the diagonal, includes a lower bidiagonal matrix
with all entries on its subdiagonal nonzero and at least one nonzero entry on its
diagonal.
Remark 2.3. The square matrices A and B are both of the same size N ×N . In
order to simplify the statements, in the rest of the paper we will not repeat this fact
again.
Let the matrix Ĥd,d−1 be (s+2)-band Hessenberg; see Figure 2.1. Then for each
n = 1, . . . , d− 1, (2.5) reduces to
v̂n+1 = Av̂n −
n∑
m=max{n−s,1}
ĥm,nv̂m , ĥm,n =
〈Av̂n, v̂m〉B
〈v̂m, v̂m〉B ,(2.11)
and the B-orthogonal Krylov subspace basis v̂1, . . . , v̂d is then generated by an (s+2)-
term recurrence. Since precisely the last s+ 1 basis vectors v̂n, . . . , v̂n−s are required
to determine v̂n+1 (and not just any collection of s + 1 previous basis vectors), and
only one matrix-vector multiplication with A is performed, we call an (s + 2)-term
recurrence of the form (2.11) an optimal (s + 2)-term recurrence. We stress that in
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490 J. LIESEN AND Z. STRAKOSˇ
s︷ ︸︸ ︷ d− s− 2︷ ︸︸ ︷

∗ ∗ · · · ∗ 0 · · · 0
∗ ∗ ∗ · · · ∗ . . . ...
. . . . . . . . . . . . 0
. . . . . . . . . ∗
. . . . . . . . .
...
. . . . . . ∗
. . . ∗
∗


Fig. 2.1 The band structure of an (s+2)-band Hessenberg matrix of size d×(d−1). All entries above
its sth superdiagonal are zero, and at least one entry in its sth superdiagonal is nonzero.
the following we will be concerned only with this type of recurrence. There exist
other short recurrences which are not of the form (2.11). For example, in order to
generate v̂n+1, the isometric Arnoldi algorithm [20] subtracts from Av̂n not only a
linear combination of previously generated orthogonal basis vectors, but also a linear
combination of some of them multiplied by A. A brief review of results on various
types of short recurrences for generating orthogonal Krylov subspace bases is, for
completeness, given in section 4.
Optimal (s+2)-term recurrences of the form (2.11) are highly desirable, since they
conveniently limit work and storage requirements for generating the B-orthogonal
basis vectors. Given an HPD matrix B and a small s, it is therefore essential to
understand for which matrices A (2.7)–(2.9) lead for any initial vector r0 with d ≥ s+2
to a matrix Ĥd,d−1 which is at most (s+ 2)-band Hessenberg.
Definition 2.4. Let A be a nonsingular matrix with minimal polynomial degree
dmin(A). Let B be an HPD matrix, and let s be a nonnegative integer, s+2 ≤ dmin(A).
(1) If for an initial vector r0 the matrix Ĥd,d−1 in (2.7)–(2.9) is (s + 2)-band
Hessenberg, then we say that A admits for the given B and r0 an optimal
(s+ 2)-term recurrence.
(2) If A admits for the given B and any initial vector r0 an optimal recurrence
of length at most s + 2, while it admits for the given B and at least one r0
an optimal (s+ 2)-term recurrence, then we say that A admits for the given
B an optimal (s+ 2)-term recurrence.
It is appropriate to comment on some subtleties of this deﬁnition. First, the
deﬁnition intentionally distinguishes a property that holds for the given A, B, s,
and a particular given r0 (item (1)) from a property that holds for the given A, B,
s, and all r0 (item (2)). This distinction has not been made, to our knowledge, in
the previous literature, which has led to some ambiguities and inaccuracies. Second,
consistent with Remark 2.2, s is assumed to be nonnegative; there can be no 0- or
1-term recurrences. Third, no recurrence of the form (2.4)–(2.6) can produce more
than dmin(A) linearly independent vectors. Therefore it is meaningless to consider
s+ 2 > dmin(A).
In practice, dmin(A) is usually very large. Given B, we are interested in conditions
on A so that it admits an optimal (s+ 2)-term recurrence with s dmin(A).
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2.1. Sufﬁcient Conditions. Consider a nonsingular matrix A, an HPD matrix
B, and a nonnegative integer s with s+ 2 ≤ dmin(A). Our goal is to derive suﬃcient
conditions on A so that it admits for the given B an optimal (s+2)-term recurrence.
Remark 2.5. If s + 2 = dmin(A), then A can admit an optimal recurrence of
length at most s+ 2. It does admit an optimal (s+ 2)-term recurrence if there exists
an initial vector r0, with d = s+2, such that the upper right element ĥ1,d−1 of Ĥd,d−1
is nonzero. As we will see, this property is nontrivial. Until this point is clariﬁed, we
must include the otherwise uninteresting case s+ 2 = dmin(A) in our considerations.
It will be dropped later in this section; see Remark 2.8.
Let r0 be any initial vector with d ≥ s+2. If A admits for the given B and r0 an
optimal (s + 2)-term recurrence, then the entries ĥm,n of Ĥd,d−1 in (2.7)–(2.9) must
satisfy
ĥm,n = 0 whenever 1 ≤ m < n− s , n = 1, . . . , d− 1 , i.e.,(2.12)
ĥm,n = 0 whenever m+ s < n ≤ d− 1 , m = 1, . . . , d .
From (2.5) it follows that
0 = ĥm,n =
〈Av̂n, v̂m〉B
〈v̂m, v̂m〉B
if and only if
0 = 〈Av̂n, v̂m〉B = v̂∗mBAv̂n = (B−1A∗Bv̂m)∗Bv̂n = 〈v̂n, A+v̂m〉B ,(2.13)
where the matrix
A+ ≡ B−1A∗B(2.14)
is usually called the B-adjoint of A.
Now assume that, for the given B, A+ = ps(A), where ps is a polynomial of
degree s, and, for clarity, no polynomial with smaller degree and the same property
exists. Then
A+v̂m = ps(A) v̂m ∈ Km+s(A, v̂1) .
For n > m+ s, the vector v̂n is B-orthogonal to Km+s(A, v̂1) by construction, so that
〈v̂n, A+v̂m〉B = 0, giving ĥm,n = 0. The condition that A+ = ps(A) is worth a formal
deﬁnition.
Definition 2.6. Let A be a nonsingular matrix, and let B be an HPD matrix.
Suppose that
A+ ≡ B−1A∗B = ps(A) ,(2.15)
where ps is a polynomial of the smallest possible degree s having this property. Then
A is called normal of degree s with respect to B, or B-normal(s) for short.
The term B-normal(s) appears to be standard in this context; cf., e.g., [3, sec-
tion 2]. We emphasize that in our deﬁnition the B-normal(s) property of A refers to
the given HPD matrix B, and s is uniquely determined. In particular, contrary to the
usage of this term in the previous literature, here if A is B-normal(s), then A is not
B-normal(t) for any t = s. In section 3 below we show, in addition to other things,
that not only s, but also the polynomial ps of the smallest possible degree for which
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A+ = ps(A) is uniquely determined (see Theorem 3.1). Here we get the following
result.
Lemma 2.7. Let A be a nonsingular matrix with minimal polynomial degree
dmin(A). Let B be an HPD matrix, and let s be a nonnegative integer, s+2 ≤ dmin(A).
If A is B-normal(s), then for any r0 with d ≥ s+ 2 the corresponding matrix Ĥd,d−1
is (s+ 2)-band Hessenberg.
Proof. Let r0 be any initial vector of grade d ≥ s + 2. Using (2.15) and (2.7)–
(2.9), there exist a nonzero scalar ζ and a vector w ∈ Ks(A, v̂1), such that A+v̂1 =
ps(A)v̂1 = ζv̂s+1 + w. Using the B-orthogonality of v̂s+1 to Ks(A, v̂1) yields
ĥ1,s+1 =
〈Av̂s+1, v̂1〉B
〈v̂1, v̂1〉B =
〈v̂s+1, A+v̂1〉B
〈v̂1, v̂1〉B = ζ
〈v̂s+1, v̂s+1〉B
〈v̂1, v̂1〉B = 0 ,
and the sth superdiagonal of Ĥd,d−1 is nonzero. Since (2.12) and the considerations
following it show that Ĥd,d−1 is at most (s + 2)-band Hessenberg, the proof is ﬁn-
ished.
Remark 2.8. After Deﬁnition 2.4 we have already noted that the question of
whether A admits for the given B an optimal (s+ 2)-term recurrence is meaningless
when s+ 2 > dmin(A).
Furthermore, if s+2 = dmin(A), then, given any HPD matrix B, (2.12) is trivially
satisﬁed for any r0, i.e., A admits for any B an optimal recurrence of length at
most s+ 2. If A is, moreover, B-normal(s), then A admits for the given B and any
r0 with d = s+2 an optimal (s+2)-term recurrence (in particular, the element ĥ1,d−1
of Ĥd,d−1 is nonzero; cf. the proof of Lemma 2.7). Therefore A admits for the given
B an optimal (s+ 2)-term recurrence.
In the theorems throughout the rest of this section we will therefore exclude the
special and in practice uninteresting case s + 2 = dmin(A) and consider s + 2 <
dmin(A).
The discussion of the suﬃcient conditions on A can be summarized as follows.
Theorem 2.9. Let A be a nonsingular matrix with minimal polynomial degree
dmin(A). Let B be an HPD matrix, and let s be a nonnegative integer, s+2 < dmin(A).
If A is B-normal(s), then A admits for the given B and any initial vector r0 an optimal
recurrence of length at most s+2, while for any r0 of grade with respect to A at least
s+ 2, it admits an optimal (s+ 2)-term recurrence. Therefore, A being B-normal(s)
represents a suﬃcient condition for A to admit for the given B an optimal (s+2)-term
recurrence.
Note that Theorem 2.9 is stronger than the suﬃciency result of Faber and Man-
teuﬀel in [15]: In our notation, they show that if A is B-normal(s), then for any r0
the corresponding optimal recurrence has at most s + 2 terms (cf. [15, pp. 355–357];
also see the suﬃciency proof of [21, Theorem 6.1.1, p. 99]). Theorem 2.9, on the other
hand, states that for any r0 with d ≥ s+2, the corresponding optimal recurrence has
exactly s+ 2 terms.
2.2. Necessary Conditions. In our notation, Faber and Manteuﬀel consider a
given B and s + 2 < dmin(A). They show that if A admits for the given B and any
initial vector r0 an optimal recurrence of length at most s + 2, then A is normal of
degree at most s with respect to B (cf. [15, pp. 359–361] or [21, Theorem 6.1.1]).
Considering Deﬁnition 2.4 and Theorem 2.9, we can make the statement of Faber
and Manteuﬀel a little stronger. Suppose that A admits for the given B an optimal
(s + 2)-term recurrence. Then, by [15], A must be normal of degree at most s with
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respect to B. If A is B-normal(t) for some t < s, then, by Theorem 2.9, A admits for
the given B an optimal (t + 2)-term recurrence, which is a contradiction. Hence A
must be B-normal(s), and s is the smallest nonnegative integer with this property.
Theorem 2.10. Let A be a nonsingular matrix with minimal polynomial degree
dmin(A). Let B be an HPD matrix, and let s be a nonnegative integer, s + 2 <
dmin(A). If A admits for the given B an optimal (s + 2)-term recurrence, then A is
B-normal(s).
As described in the introduction, the proof of Theorem 2.10 given by Faber and
Manteuﬀel in [15] is based on a clever, highly nontrivial construction. Finding an eas-
ier proof (that possibly avoids continuity and topological arguments) is an interesting
research problem. Some work in this direction has recently been done in [37], where
the authors extend earlier ideas of Voevodin and Tyrtyshnikov [45, 46]. It turns out,
however, that the exposition in [37] is not fully accurate, and some claims made there
are incorrect. We will now summarize and clarify the approach from [37].
Consider A and B as above, and let r0 be any initial vector of grade d with respect
to A; see (2.1). By construction, Av̂d ∈ Kd(A, v̂1) and
Av̂d =
d∑
m=1
ĥm,d v̂m , where ĥm,d =
〈Av̂d, v̂m〉B
〈v̂m, v̂m〉B , m = 1, . . . , d .
This relation can be used to extend the matrix equation (2.8),
A [v̂1, . . . , v̂d]︸ ︷︷ ︸
≡ V̂d
= [v̂1, . . . , v̂d]︸ ︷︷ ︸
≡ V̂d


ĥ1,1 · · · ĥ1,d−1 ĥ1,d
1
. . .
...
...
. . . ĥd−1,d−1 ĥd−1,d
1 ĥd,d


︸ ︷︷ ︸
≡ Ĥd
.(2.16)
In (2.16), the matrix A is orthogonally reduced to upper Hessenberg form. Analogously
to Deﬁnition 2.4 we have the following deﬁnition.
Definition 2.11. Let A be a nonsingular matrix with minimal polynomial degree
dmin(A). Let B be an HPD matrix, and let s be a nonnegative integer, s+2 ≤ dmin(A).
(1) If for an initial vector r0 the matrix Ĥd in (2.16) is (s + 2)-band Hessen-
berg, then we say that A is reducible for the given B and r0 to (s + 2)-band
Hessenberg form.
(2) If A is reducible for the given B and any initial vector r0 to at most (s+ 2)-
band Hessenberg form, while it is reducible for the given B and at least one
r0 to (s + 2)-band Hessenberg form, then we say that A is reducible for the
given B to (s+ 2)-band Hessenberg form.
This deﬁnition is more rigorous than the one given in [37, p. 2151].
Remark 2.12. Note that it is possible to extend Deﬁnition 2.11 to the case s+1 =
dmin(A) (in contrast to Deﬁnition 2.4, where this case is meaningless). However, for
clarity we have chosen to exclude this special case and to unify the assumptions in
both deﬁnitions. In order to be consistent with our main focus (see Remark 2.8) we
will not further consider the special case s + 2 = dmin(A), and so we continue with
the assumption s+ 2 < dmin(A).
Clearly, if s + 2 < dmin(A) and A is reducible for the given B to (s + 2)-band
Hessenberg form, then A admits for the given B an optimal (s+ 2)-term recurrence.
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Fig. 2.2 Implications between the diﬀerent properties of a nonsingular matrix A for a given HPD
matrix B and a nonnegative integer s, s + 2 < dmin(A). The numbers of the theorems in
this paper are shown at the respective arrows. Solid arrows indicate known linear algebra–
based proofs, and the dashed arrow indicates the proof of Theorem 2.10 given by Faber and
Manteuﬀel [15].
If, on the other hand, A admits for the given B an optimal (s + 2)-term recurrence,
then, without further analysis, we can say nothing about the possible zero elements
in the last column of Ĥd. In particular, one cannot immediately conclude that A is
reducible for the given B to (s+ 2)-band Hessenberg form. A simple modiﬁcation of
the proof of Theorem 2.9, however, gives a strengthened version of results published
before (cf. [37, section 3] and [26, Theorem 5], where the author considers the case
B = I).
Theorem 2.13. Let A be a nonsingular matrix with minimal polynomial degree
dmin(A). Let B be an HPD matrix, and let s be a nonnegative integer, s+2 < dmin(A).
If A is B-normal(s), then A is reducible for the given B and any initial vector r0 to at
most (s+2)-band Hessenberg form, while for any r0 of grade with respect to A at least
s+2, it is reducible to (s+2)-band Hessenberg form. Therefore, A being B-normal(s)
represents a suﬃcient condition for A to be reducible for the given B to (s+ 2)-band
Hessenberg form.
An overview of the known implications between the three diﬀerent matrix prop-
erties studied in this paper is shown in Figure 2.2. Theorems 2.9 and 2.10 comprise
what is known as the Faber–Manteuﬀel theorem [15]. Using the necessity part (The-
orem 2.10) as well as Theorem 2.13 yields the following important equivalence, which
in particular shows that A being B-normal(s) also represents the necessary condition
for reducibility of A to (s+ 2)-band Hessenberg form.
Theorem 2.14. Let A be a nonsingular matrix with minimal polynomial degree
dmin(A). Let B be an HPD matrix, and let s be a nonnegative integer, s+2 < dmin(A).
Then the following three assertions are equivalent:
(1) A admits for the given B an optimal (s+ 2)-term recurrence.
(2) A is B-normal(s).
(3) A is reducible for the given B to (s+ 2)-band Hessenberg form.
Proof. By Theorem 2.13, (2) implies (3). As explained above, the implication
from (3) to (1) is straightforward. Finally, the equivalence is closed by Theorem 2.10,
which shows that (1) implies (2).
Apart from a direct attempt to ﬁnd a simpler proof of Theorem 2.10 (the ne-
cessity part of the Faber–Manteuﬀel theorem [15]), one might possibly consider the
following approach. If a nonsingular and nonderogatory matrix A (i.e., dmin(A) = N)
is reducible for the given HPD matrix B to (s+ 2)-band Hessenberg form, then A is
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B-normal(s); see [37]. (Note that, contrary to the claim in [37, p. 2154], the proof
of this implication given there does not apply to general nonsingular matrices.) A
somewhat related result appeared earlier in [46]; the more widely cited paper [45]
contains only statements of theorems without proofs. If an extension of this result
from nonderogatory to general nonsingular matrices is found, then an alternative and
possibly simpler proof of the Faber–Manteuﬀel theorem might be completed by prov-
ing (in an elementary way) the missing implication from “A admits for the given B
an optimal (s+2)-term recurrence” to “A is reducible for the given B to (s+2)-band
Hessenberg form”; see Figure 2.2. Summarizing, in this approach the equivalence of
the assertions from Theorem 2.14 would result from the implications (2)⇒ (1) (The-
orem 2.9), (1) ⇒ (3) (needs to be proved), and (3) ⇒ (2) (needs to be extended to
nonderogatory A).
3. Equivalent Characterizations. In this section we study the property that A
is B-normal(s). We start with a general characterization.
Theorem 3.1. Let A be a nonsingular matrix, and let B be an HPD matrix.
Then the following two assertions are equivalent:
(1) A is B-normal(s).
(2) (a) A is diagonalizable with the eigendecomposition A = WΛW−1 (without
loss of generality we consider the eigenvalues and eigenvectors of A ordered
so that equal eigenvalues form a single diagonal block in Λ); and
(b) using the eigenvector matrix W of A, the matrix B−1 has the decompo-
sition B−1 = WDW ∗, where D is an HPD block diagonal matrix with block
sizes corresponding to those of Λ; and
(c) there exists a polynomial ps of degree s such that ps(Λ) = Λ∗ and s is the
smallest degree of all polynomials with this property. The polynomial ps is
uniquely determined.
Proof. Suppose that A is B-normal(s), and let ps be a polynomial of smallest
possible degree giving A+ = ps(A). Then an elementary computation shows that
B−1/2A∗B1/2 = ps(B1/2AB−1/2) ,
so that B−1/2A∗B1/2 commutes with its adjoint and so it is normal and hence unitarily
diagonalizable:
B−1/2A∗B1/2 = UΛ∗U∗ ,(3.1)
where U∗U = UU∗ = I. Then, from (3.1),
A = (B−1/2U)Λ(B−1/2U)−1 = WΛW−1 , W ≡ B−1/2U .(3.2)
Consequently, A is diagonalizable and condition (2a) is satisﬁed, where, without loss of
generality, the diagonal elements of Λ and the columns of U andW are correspondingly
ordered. Using (3.1) and the eigendecomposition of A in (3.2),
(B−1/2U) Λ∗ (B−1/2U)−1 = B−1/2 (B−1/2A∗B1/2)B1/2 = A+ = ps(A)
= (B−1/2U) ps(Λ) (B−1/2U)−1 ,
which proves ps(Λ) = Λ∗. If there exists a polynomial pt with degree t < s and
pt(Λ) = Λ∗, then we get A+ = pt(A), which contradicts the minimality assumption
on s. We now show that ps is uniquely determined. From ps(Λ) = Λ∗ we get s ≤
dmin(A)−1, since the interpolating polynomial of degree dmin(A)−1, which has value λ
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at each eigenvalue λ of A, has the desired property. If there exist polynomials p(1)s
and p(2)s with p
(1)
s (Λ) = p
(2)
s (Λ) = Λ∗, then their diﬀerence p
(1)
s − p(2)s is a polynomial
of degree at most s having dmin(A) distinct zeros. Since s ≤ dmin(A) − 1, we must
have p(1)s − p(2)s = 0. We thus have shown that condition (2c) holds. For condition
(2b) realize that
B−1 (W−∗Λ∗W ∗)B = B−1A∗B = A+ = ps(A) = Wps(Λ)W−1
=WΛ∗W−1 ,
giving Λ∗ = (W ∗BW )Λ∗(W ∗BW )−1. Clearly, the columns of the matrix W ∗BW
represent eigenvectors of the diagonal matrix Λ∗. Consequently, a column of W ∗BW
can have nonzero entries only in the positions corresponding to the block part of Λ∗
determined by the related eigenvalue. If all eigenvalues of Λ∗ (and so all eigenvalues
of A) are simple, then W ∗BW must be diagonal. In general, W ∗BW ≡ D−1 is an
HPD block diagonal matrix, where the block sizes correspond to the multiplicities of
the individual eigenvalues, which proves condition (2b).
On the other hand, assume that conditions (2a)–(2c) hold. From A = WΛW−1
and ps(Λ) = Λ∗ we get
A+ = B−1A∗B = (B−1W−∗) Λ∗ (W ∗B) = (B−1W−∗) ps(Λ) (W ∗B) .
Substituting B = (WDW ∗)−1 gives A+ = W (Dps(Λ)D−1)W−1 = Wps(Λ)W−1 =
ps(A). The minimality of s for which this holds is given by construction.
Theorem 3.1 gives conditions on A and B such that A is B-normal(s). Now
consider a nonsingular diagonalizable matrix A = WΛW−1, where we use the block
ordering of the eigenvalues of A on the diagonal of Λ as in condition (2a). Then we
deﬁne the class of matrices satisfying condition (2b),
B ≡ { (WDW ∗)−1 , D is an HPD block diagonal matrix
with the sizes of its blocks(3.3)
corresponding to the blocks of Λ
}
.
As shown in the proof of Theorem 3.1, a polynomial of minimal degree s satisfy-
ing condition (2c) is nothing but the (unique) interpolating polynomial L satisfying
L(λj) = λj for all eigenvalues λj of A. Clearly, ps ≡ L is of degree s ≤ dmin(A)− 1,
and s is uniquely determined by this construction; see [23, Theorem 2.3] for an alter-
native proof of this fact. Note that for every B ∈ B, A+ = B−1A∗B = WΛ∗W−1.
We summarize these consequences of Theorem 3.1 in the following corollary.
Corollary 3.2. Let A be a nonsingular matrix and let B be an HPD matrix
such that A is B-normal(s). Then, using the notation of Theorem 3.1, A =WΛW−1,
s ≤ dmin(A)− 1 is uniquely determined by the location of the eigenvalues of A, B ∈ B
as deﬁned in (3.3), and A+ =WΛ∗W−1.
We have seen that s is determined by the location of the eigenvalues of A. The case
s = dmin(A)− 1 is meaningless in the context of the existence of optimal (s+2)-term
recurrences, and we have simpliﬁed the statements of the theorems in section 2 by
excluding also the case s = dmin(A)−2; see Remark 2.8. In practice we are interested
only in s for which s  dmin(A). The following result, ﬁrst obtained in a diﬀerent,
but mathematically equivalent formulation by Faber and Manteuﬀel [15, Lemma 3]
(also see [21, Theorem 6.1.3, p. 101]), characterizes the two smallest possible values
of s, namely, s = 0 and s = 1.
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Theorem 3.3. Let A be a nonsingular matrix.
(1) There exists an HPD matrix B for which A is B-normal(0) if and only if
A = αI for some nonzero α ∈ C.
(2) There exists an HPD matrix B for which A is B-normal(1) if and only if A
is diagonalizable with dmin(A) ≥ 2 and A has collinear eigenvalues (i.e., all
eigenvalues lie on a single straight line in the complex plane).
Proof. If the matrix A is B-normal(0) for some given HPD matrix B, then, from
Theorem 3.1, A must be diagonalizable, and there exists a polynomial p0 of degree
zero, say, p0(z) ≡ α for some nonzero α ∈ C, that satisﬁes p0(λj) = α = λj for
all eigenvalues λj of A. Clearly, A = αI. The other implication is a straightforward
consequence of Theorem 3.1. Note that A = αI is B-normal(0) for any HPDmatrix B.
Now suppose that A is B-normal(1) for some given HPD matrix B. From The-
orem 3.1, A must be diagonalizable, and there exists a polynomial p1(z) ≡ α + βz,
α, β ∈ C with β = 0, such that p1(λj) = λj for all eigenvalues λ1, . . . , λm of A. Since
one is the minimal degree of a polynomial with this property, A must have at least
two distinct eigenvalues and dmin(A) ≥ 2. If A has exactly two distinct eigenvalues,
then they are trivially collinear. Otherwise we determine the coeﬃcient β using any
two of the distinct eigenvalues of A, say, λ1 and λ2,
β =
λ2 − λ1
λ2 − λ1 .
Clearly, |β| = 1 and we write for convenience β = eι(2ϕ), ϕ ∈ [0, π). The coeﬃcient β
and therefore the angle ϕ are uniquely determined independently of the choice of
the (distinct) eigenvalues above. We will now rotate the complex plane by the angle
ϕ and show that after this rotation all rotated eigenvalues eιϕλj , j = 1, . . . ,m, are
located on a single line parallel to the real axis, which proves that λj , j = 1, . . . ,m,
are located on the inversely rotated line. Indeed, using
α+ e2ιϕλj = λj ,
we easily get
2ι Im(eιϕλj) = eιϕλj − e−ιϕλj = −e−ιϕα ,
i.e., the imaginary part of eιϕλj is a constant independent of the index j.
Conversely, suppose that the distinct eigenvalues λ1, . . . , λm, where m ≥ 2, of
the diagonalizable and nonsingular matrix A are collinear. Then there exist ω ∈ C
and ϕ ∈ [0, π) such that λj = ω + )jeιϕ for some )j ∈ R, j = 1, . . . ,m. An easy
computation shows that the degree one polynomial
p1(z) ≡ (ω − e−2ιϕω) + e−2ιϕz
satisﬁes p1(λj) = λj for j = 1, . . . ,m. Since m ≥ 2, the same property cannot hold for
any polynomial of degree zero. Consequently, A is B-normal(1) for any HPD matrix
B ∈ B; see (3.3).
We now return to the question of the existence of the optimal (s+2)-term recur-
rences and assume that s+ 2 < dmin(A). Consider s = 1 and a nonsingular matrix A
with 3 < dmin(A). Theorems 2.9 and 2.10 show that A admits for a given HPD B an
optimal 3-term recurrence if and only if A is B-normal(1). Theorem 3.3 then shows
that there exists an HPD matrix B for which A is B-normal(1), and, consequently, A
admits an optimal 3-term recurrence, if and only if A is diagonalizable with collinear
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eigenvalues. Well-known classes of diagonalizable matrices with collinear eigenval-
ues are the Hermitian and skew-Hermitian matrices. Note that these matrices are
unitarily diagonalizable, which results, with the choice D = I in (3.3), in B = I.
Interesting examples of matrices A and B = I for which A is B-normal(1) are
given in the context of saddle point problems in [17, 9], with a generalization presented
in [36]. Here
A =
[
A1 A
T
2
−A2 A3
]
∈ R(m+k)×(m+k) ,(3.4)
where A1 ∈ Rm×m is symmetric positive deﬁnite, A2 ∈ Rk×m has full rank k ≤ m,
and A3 ∈ Rk×k is symmetric positive semideﬁnite (possibly zero). An elementary
computation shows that AT = p1(A) for any polynomial p1 of degree one, i.e., A is
not I-normal(1). On the other hand, the symmetric matrix
B =
[
A1 − γI AT2
A2 γI −A3
]
(3.5)
satisﬁes BA = ATB. Suppose that λmin(A1) > λmax(A3), and let γ ≡ 12 (λmin(A1) +
λmax(A3)). As shown in [36, section 3], the corresponding matrix B is positive deﬁnite
when
λmin(A1)− λmax(A3) > 2‖A2‖ .
If this condition is satisﬁed, then A+ = B−1ATB = A and A is B-normal(1). The
paper [36] contains the complete derivation of a resulting conjugate gradient method.
We will now prove a new bound on the degree of the minimal polynomial dmin(A)
in terms of s for general B-normal(s) matrices. Consider a nonsingular diagonalizable
matrix A. As shown above, A is normal of degree s with respect to any HPD matrix
B ∈ B (see (3.3)), where s is the smallest degree of a polynomial ps for which ps(Λ) =
Λ∗; see condition (2c) in Theorem 3.1. Equivalently, s is determined as the smallest
degree of a polynomial ps such that the eigenvalues of A are roots of the harmonic
polynomial1 ps(z) − z. From Theorem 3.3, s = 1 if and only if dmin(A) ≥ 2 and
the eigenvalues of A are collinear. If dmin(A) > 2 and the eigenvalues of A are not
collinear, which is the case we are interested in here, then s must be larger than
one. As shown by Khavinson and S´wia¸tek using techniques of complex dynamics,
a harmonic polynomial ps(z) − z with s > 1 may have at most 3s − 2 roots [32,
Theorem 1] (see [29] for an elementary proof of this result for s = 2). Recently,
Geyer [19] has shown that for all s > 1 this bound on the maximal number of roots
is sharp (see also [37, Example 3.7] for the case s = 3).
The result of [32, Theorem 1] has the following fundamental consequence. Con-
sider a nonsingular diagonalizable matrix A with eigenvalues that are not collinear.
Then A cannot be B-normal(1) for any HPD matrix B. Consider, in addition, an
integer s ≥ 2. If dmin(A) > 3s − 2, there exists no polynomial pt of degree t ≤ s
that satisﬁes pt(Λ) = Λ∗, since the eigenvalues of such an A cannot be roots of any
harmonic polynomial pt(z)− z with t ≤ s. By Theorem 3.1, such a matrix A cannot
be normal of degree t ≤ s with respect to any given B. An alternative way to state
this consequence of [32, Theorem 1] is that if a matrix A is normal of degree s > 1
with respect to some given B, then dmin(A) ≤ 3s − 2. Using this fact together with
1A harmonic polynomial is a function of the form p(z) + q(z), where p and q are polynomials;
see, e.g., [42, section 1.1.7].
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Theorem 2.10 yields the following important result, which improves previous results
in [15, Lemma 4] and [21, Theorem 6.1.2, p. 100] (there the bound on dmin(A) is s2
instead of 3s− 2).
Theorem 3.4. Let A be a nonsingular matrix with eigenvalues that are not
collinear, and let s be a positive integer greater than one. If the degree of the minimal
polynomial of A satisﬁes dmin(A) > 3s − 2, then there exists no HPD matrix B for
which A admits an optimal recurrence of length at most s+ 2.
In practice s  dmin(A). Consequently, except for the diagonalizable matrices
having collinear eigenvalues, there exists no practically interesting matrix A (with
suﬃciently large dmin(A)) and no HPD matrix B such that A admits for B an optimal
(s+ 2)-term recurrence with a small s.
Finally, we remark that even when the matrix A fails to be diagonalizable, it may
still admit for some HPD matrix B and some initial vector r0 an optimal (s+2)-term
recurrence with small s. For example, consider the transposed N ×N Jordan block
A =


λ
1
. . .
. . . . . .
1 λ

 , λ = 0 .
For B = I and r0 = [1, 0, . . . , 0]T ∈ RN , the matrix representation of the recurrence
(2.4)–(2.6) is
v̂1 = r0 ,
A


1
. . .
1
0 · · · 0


︸ ︷︷ ︸
≡ V̂N−1
=


1
. . .
1
1


︸ ︷︷ ︸
≡ V̂N


λ
1
. . .
. . . λ
1


︸ ︷︷ ︸
≡ ĤN,N−1
,
V̂ TN V̂N = I , N = dimKN (A, r0) .
The matrix ĤN,N−1 is 2-band Hessenberg, and hence A admits for B = I and r0 =
[1, 0, . . . , 0]T an optimal 2-term recurrence. We stress, however, that the existence of
this particular recurrence is only due to the special relationship between A, B, and
r0. Since the N×N Jordan block A is not diagonalizable, there exists no HPD matrix
B for which A admits an optimal (s+ 2)-term recurrence with s < N − 2.
4. Other Types of Short Recurrences. Throughout the previous sections we
have considered short recurrences of the form (2.11), called optimal (s + 2)-term
recurrences, where only the latest s + 1 (mutually orthogonal) vectors v̂n, . . . , v̂n−s
and only one matrix-vector multiplication with A are required to generate the next
basis vector v̂n+1. Theorem 3.4 shows that such optimal (s+2)-term recurrences with
s dmin(A) do not exist for most non-Hermitian matrices A.
Motivated by this situation, some attempts have been made to ﬁnd other types
of short recurrences for generating orthogonal Krylov subspace bases. This work has
been inspired by the existence of the isometric Arnoldi algorithm, originally discovered
by Gragg [20].2 This algorithm has deep connections with Gauss quadrature and
2Gragg’s paper [20] appeared in 1993, but he had already presented its results during a visit to
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orthogonal polynomials on the unit circle, in particular with the classical theory of
Szego¨ [43] (see [20] or [47] for more on these relations and [10] for a thorough study
of implementation details). It allows the generation of orthogonal Krylov subspace
bases for a unitary matrix U using two coupled two-term recurrences. When written
in the form of a single recurrence (which, as shown in [6], is not advisable from a
numerical standpoint), these two recurrences become
σnv̂n+1 = Uv̂n − γnσn−1
γn−1
Uv̂n−1 +
γn
γn−1
v̂n ,(4.1)
where the v̂j are the orthogonal Krylov subspace basis vectors and σj , γj are some
scalar coeﬃcients. Clearly, the recurrence (4.1) is not of the form (2.11): Either we
have to perform an additional multiplication with U , or we have to store the vector
Uv̂n−1 in addition to v̂n and v̂n−1. Nevertheless, the existence of (4.1) shows that
an orthogonal Krylov subspace basis for U can be generated by some form of short
recurrence, although U in general is not B-normal(s) for any HPD matrix B and any
small s. (Note, in particular, that the eigenvalues of U are in general not collinear,
and therefore U is not B-normal(1) for any HPD matrix B.) The eigenvectors of U
can be chosen orthonormal, I ∈ B (see (3.3)), and hence it is natural to investigate
the I-normality of U . It turns out that any unitary matrix U is I-normal(t) for
t = dmin(U)− 1 [35].
The recurrence (4.1) is a special case of an (s+ 2, t)-term recurrence of the form
v̂n+1 = Av̂n −
n−1∑
m=max{n−t,1}
ĝm,nAv̂m −
n∑
m=max{n−s,1}
ĥm,nv̂m ,(4.2)
which was considered by Barth and Manteuﬀel in a series of papers [5, 6, 7]. Clearly,
the previously considered optimal (s + 2)-term recurrence of the form (2.11) corre-
sponds to an (s + 2, 0)-term recurrence of the form (4.2). Hence, in the context
of (s + 2, t)-term recurrences, the only cases of additional interest are those with
t > 0. As shown by Barth and Manteuﬀel in [6], a recurrence of the form (4.2) for
generating B-orthogonal Krylov subspace bases for a nonsingular matrix A exists if
A+ = ps(A)(qt(A))−1 for polynomials ps and qt of respective degrees s and t. A partial
characterization of necessary conditions is given in [7]. Generalizations of the isometric
Arnoldi process to matrices that satisfy A+ = (qt(A))−1 are given in [48]. That paper
also contains a proof of necessary and suﬃcient conditions for the existence of the gen-
eralized recurrences, and it points out the relationship to low displacement ranks of
the cross-product matrices deﬁned by the Krylov sequence r0, Ar0, . . . , An−1r0. The
paper [48] seems to have been overlooked in the later literature, and we thank H. Zha
for pointing it out to us.
In the case of a unitary matrix U , we can take B = I and U+ = U∗ = U−1
so that ps(z) = 1 and qt(z) = z, i.e., s = 0 and t = 1, which yields a (2, 1)-term
recurrence. Written in the form of two coupled two-term recurrences, this is nothing
but the above-mentioned isometric Arnoldi algorithm. Another example with t > 0
is given by the shifted unitary matrices of the form A = U + ζI with a nonzero
ζ ∈ C and U unitary. A straightforward calculation shows that any such matrix
Moscow State University in 1981. Subsequently, a Russian version of [20] appeared in the proceedings
Numerical Methods in Linear Algebra, E. S. Nikolaev, ed., Moscow University Press, Moscow, 1982,
pp. 16–32. Algebraically, the isometric Arnoldi algorithm relies on an eﬃcient LR factorization of
unitary upper Hessenberg matrices; see [40] for an early description of this idea.
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satisﬁes A∗ = p1(A)(q1(A))−1, where p1(z) = ζz + (1− |ζ|2) and q1(z) = z − ζ. The
suﬃciency result of Barth and Manteuﬀel implies that for shifted unitary matrices
there exists a (3, 1)-term recurrence of the form (4.2). This generalization of the
isometric Arnoldi algorithm was, prior to the work of Barth and Manteuﬀel, employed
by Jagels and Reichel [30, 31] for constructing a minimal residual method for solving
linear systems with shifted unitary matrices. It is easily seen that (2, 1)-term (resp.,
(3, 1)-term) recurrences of the form (4.2) exist for all matrices that are similar to
unitary (resp., shifted unitary) matrices; diﬀerent similarity transformations yield
diﬀerent matrices B, but they do not alter the length of the recurrence.
Beyond these classes of matrices, however, the practical relevance of the (s+2, t)-
term recurrences is rather limited. It follows from [6, Theorem 3.1] that, for a given
matrix A with suﬃciently large dmin(A), an HPD matrix B exists such that A+ =
ps(A)(qt(A))−1 with small degrees s and t if and only if either A is B-normal(1) (and
hence s = 1, t = 0) or A is similar to a (shifted) unitary matrix (and hence s ∈ {0, 1},
t = 1; B in this case is determined by the similarity transformation); see [35] for
recent related work.
Barth and Manteuﬀel [5, 6, 7] have also studied a more general class of matrices
that satisfy A+ = ps(A)(qt(A))−1 +R, where R is a low rank matrix. More recently,
Beckermann and Reichel [8] have derived a short recurrence Arnoldi-type algorithm
for generating orthogonal Krylov subspace bases in the case A∗ = A + R, where R
has low rank.
Another line of work has been initiated by the generalized Lanczos algorithm
of Elsner and Ikramov [13], which can be considered an extension of the Hermitian
Lanczos algorithm [33] to normal matrices, where AA∗ = A∗A, or, equivalently, A∗ =
p(A) for some polynomial p (see [22] for numerous additional equivalent deﬁnitions).
Hence a normal matrix is I-normal(t) for some nonnegative integer t. The generalized
Lanczos algorithm of Elsner and Ikramov has been exploited and further developed
by Huhtanen (see, e.g., [27, 28]) and, more recently, by Fassbender and Ikramov [16].
5. Concluding Remarks. In this paper we have aimed at a concise and rigorous
discussion of the mathematical concepts and main results concerning optimal short
recurrences (as speciﬁed in Deﬁnition 2.4) for generating orthogonal Krylov subspace
bases. Some results in this paper represent strengthened versions of previous results
in the literature (in particular Theorems 2.9, 2.10, 2.13, 2.14, and 3.4), and some
appear to be new, at least in the form presented here (in particular Theorem 3.1 and
Corollary 3.2). An emphasis has been placed on the relationship between the three
main matrix properties of interest in this context (see Figure 2.2) and on possible
approaches to ﬁnding an easier proof of necessity in the Faber–Manteuﬀel theorem.
Based on the presentation in this paper, further work along these lines has recently
been done by the ﬁrst author jointly with Faber and Tichy´ [14].
Throughout the paper we have assumed exact arithmetic. Hence we have treated
the computation of an orthogonal Krylov subspace basis from a purely mathematical
point of view. In actual implementations of the recurrences considered, two main
points, which too often are overlooked, need to be considered.
First, orthogonalization in any short recurrence method is performed with re-
spect to a few of the previous basis vectors only. Global orthogonality between the
computed basis vectors is obtained as an implicit mathematical consequence of the ex-
plicitly enforced local orthogonality. Such orthogonality properties, derived under the
assumption of exact arithmetic, however, do not hold in ﬁnite precision computations.
As a consequence, short recurrence methods are inherently numerically unstable, re-
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gardless of the conditioning of the HPD matrix B that deﬁnes the inner product.
Any attempt to construct or use short recurrences in practical applications should
therefore be accompanied by a thorough numerical stability analysis; for symmetric
problems and s = 1 see, e.g., the recent survey [39] and the recent book [38].
Second, from a numerical point of view, it is often advisable to implement a single
short recurrence such as (2.11) or (4.2) in the form of coupled short recurrences. For
examples we refer to [6] and to [24], where an analysis of the numerical diﬀerences
between three-term and mathematically equivalent coupled two-term recurrences is
given; see, in a diﬀerent framework, also [34].
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